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Abstract

This thesis aims to model the occurrence of extreme sea levels in the Oslo fjord using a spatial
model. This is done for the purpose of obtaining information about the probability of flooding,
which is important for the creation of flooding charts which is used by for example insurance
and construction companies to make informed decisions. To address this problem, a Bayesian
hierarchical model was proposed. The generalized extreme value model (GEV) was applied
to yearly maximum sea level values from the Oslo fjord. The parameters of the GEV model
were assumed to be either constant or slowly varying in space. The parameters that were
assumed to vary were described with Gaussian random fields. The mean value of the random
fields was assumed to be depending on spatial covariates that were expected to explain the
sea level. The variance of the random fields was described with a Matern correlation function.
It was found that a spatial model lead to improved results at monitored locations compared
to a univariate model, and it was also found that the improvements seemed to be mostly
caused by having a common shape parameter of the GEV distribution. Spatial interpolation
was also tried in this analysis, however it was not feasible with the amount of sea level data
available in the area. Future research could try to study a larger portion of the Norwegian
coast and it could also see if it is possible to solve the problems related to limited data and
spatial interpolation.



Sammendrag

Malet for denne oppgaven var & modellere ekstreme havniva i Oslofjordomradet ved hjelp av
en romlig modell. Modeller for ekstreme havniva blir brukt blant annet til a lage flomkart.
Flomkart er nyttig for eksempel for forsikringselskaper og ved planlegging av veier og bygninger.
En Bayesisk hierarkisk modell ble brukt i denne oppgaven. Den generaliserte ekstremverdi-
modellen (GEV) ble anvendt pa arlig maksimum havniva fra Oslofjorden. Parameterne til
GEV modellen ble antatt a variere sakte eller 4 veere konstante i omradet. Parameterne
som varierte ble beskrevet ved hjelp av Gaussiske tilfeldige felt. Feltene hadde gjennom-
snittsverdi avhengig av kovariater som forklarte variasjon i havniva og varians beskrevet av
en Matern korrelasjonsfunksjon. Resultatene av analysen antydet at den romlige modellen
fgrte til forbedringer sammenlignet med diskrete modeller pa stasjonene. Det virket som om
forbedringene for det meste var pa grunn av felles formparameter i GEV modellen. Romlig
interpolasjon ble ogsa prgvd, men det ble funnet at resultatene ikke var brukbare i praksis
grunnet veldig brede usikkerhetsintervall. Usikkerhetsintervallene var brede pa grunn av at
kun begrensede mengder data var tilgjengelig. Fremtidige undersgkelser kan for eksempel
prgve & analysere stgrre deler av den norske fjorden og ogsa prgve a lgse problemer relatert
til romlig interpolasjon og begrensede mengder tilgjengelig data.
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1 Introduction

Flooding of coastal areas is a large problem. We need reliable models so that we can specify
the risk of flooding at any given coastal location. This is a point of interest to for example
insurance companies and for the planning of construction work. The risk of flooding is usually
described with return levels and associated return periods. The return level for the m year
return period is the sea level that is expected to be exceeded every m years.

The main goal in this project is to use a spatial model to specify the risk of flooding. It is
interesting to study a spatial model, as opposed to a univariate model, as the spatial model
makes it possible to share information across locations. The spatial model is especially useful
since lack of data is a big challenge when modelling extremes. Extremes are by definition
rare, which means that we do not have excessive amount of data even though we have hourly
measurements of sea level data collected over a period of many years. The number of locations
being low is also problematic, as we need the data to have a spatial structure to be able to
estimate the spatial parameters.

We base our analysis mainly on a spatial analysis of extreme sea levels on the Canadian coast
that has been performed by Beck et al. (2020). The most notable difference between their
analysis and this analysis is that we choose to not separate the sea level into a surge and a
tide part. The separation of the sea level is done due to the sea level being a combination of a
deterministic part, that is the tide, and a stochastic part based on meteorological conditions
(Coles and Tawn, 2005). The choice of studying the undivided sea level was made based on
a preliminary analysis that showed that it was very difficult to recover the sea level, which is
the point of interest, after the analysis was performed (Rged, 2021). The preliminary analysis
also showed that there did not seem to be a large difference between the results obtained by
studying the undivided sea level and the surge and tide separately when studying the data
from Oslo (Reed, 2021). The stations studied in this analysis are located in close proximity to
Oslo, so we assume similar behaviour. The choice of studying the undivided sea level might
be an oversimplification, however we found that it was necessary due to the difficulties related
to recovering the sea level.

Another difference between the analysis by |Beck et al.| (2020]) and this analysis is that we study
Norwegian data, more specifically data from the Oslo fjord. [Skjong et al.| (2013]) did also study
Norwegian sea level data, however they performed univariate analysis. The choice of studying
just the Oslo fjord was made due to the behaviour of the sea level changing drastically along
the Norwegian coast line, and it is therefore difficult to model the entire coast line at once.
The eastern coast line is dominated by the tide, and the tide level increases towards the north,
while the western coast line is dominated by the surge (Skjong et al., [2013]).

We follow [Beck et al. (2020) and use the generalized extreme value (GEV) model in our
analysis. There are two groups of extreme value models, there are block maxima and threshold
exceedance models (Coles, 2001). The GEV model is a block maxima model, which means
that the extreme values are found by dividing the data into blocks and taking the maximum
of each block. The main problem with this approach is that it can be quite wasteful, only the
largest value in the block is used even if there are multiple large values inside the block. |Coles



and Tawn| (2005) use the point process (PP) model, which is a threshold exceedance model,
in their analysis. The problem with this model and any other threshold exceedance model
is that hand tuning is necessary. The threshold needs to be chosen, and this is usually done
by manually inspecting plots (Coles, 2001)). This means that a great deal of manual work is
needed to fit a model based on many locations, which we want to do in our spatial model.

The GEV model is stationary in time, which means that the year in which an extreme occurred
is not taken into account in the model. The assumption of stationarity might be slightly
unrealistic due to for example climate change, however a non-stationary model would be
quite difficult to fit to the data since there is not a large amount of data available (Dyrrdal
et al., 2015

We follow |Cooley et al.|(2007) and assume that the GEV distributions are independent rather
than linked with a copula. Beck et al. (2020) argue against this approach, stating that it is
overly simplistic. Bracken et al.| (2016) and Beck et al.| (2020) use Gaussian and student ¢
copulas respectively in their analyses. We decide to follow the simpler method due to having
limited amounts of data, which makes it difficult to estimate dependencies.

Cooley et al. (2007, Bracken et al. (2016) and Dyrrdal et al.| (2015)) study the occurrence of
extreme precipitation rather than sea levels. The methods used are however very similar to
those used by Beck et al.| (2020). The three papers model spatial extremes using hierarchical
Bayesian models. [Dyrrdal et al. (2015) and [Bracken et al. (2016) use the GEV model while
Cooley et al.| (2007)) use a threshold exceedance model. There does not seem to be as many
papers using similar methods for dealing with spatial modelling of extreme sea levels.

The data used in the analysis are presented in Section [2| In this section we introduce the sea
level data from discrete locations and the covariate data available in the entire Oslo fjord. The
covariate data is used to try to explain the spatial behaviour of the sea level. In Section [3| the
model is presented, the method used for estimating the parameters of the model is explained,
we also talk about the application of the estimated parameters and the challenges involved
when one wants to check the model. We perform a simulation study in Section 4 We analyse
simulated data from 15, 4 and 8 locations. The simulation study based on 15 locations is done
for the purpose of checking the model. The simulation study based on 4 locations is done
to find out which results can be expected from the analysis of the real data, since only data
from 4 locations are available. The simulation study based on 8 locations is done to check
the expected improvements of obtaining some additional data. In section [5| we study the sea
level data. In this section we look at a univariate model, a model where the shape parameter
of the GEV model is common across locations, while the rest are independent in space and
lastly we apply the spatial model to the data. The results are discussed in Section [6] and we
make a summary in Section



2 Problem and Data

In this section the problem studied in this thesis will be described. The problem at hand is to
study the probability of the occurrence of extreme sea levels. We are in particular interested
in being able to specify return levels with associated return periods. That is we want to be
able to say that the sea level is expected to exceed x cm every m years. The structure of this
section is as follows: First we will talk about why it is necessary to study the problem and
give a general introduction of the problem. Next we will talk about the structure of the sea
level data and how we choose to handle this structure. Lastly, in the two subsections, the sea
level data and the covariate data will be described in detail.

Studying extreme sea levels is a topic of interest due to the risk of flooding of different areas
being important knowledge for construction work, to homeowners and to insurance companies.
Long periods of sea level data are needed to be able to address extreme sea levels. This is
due to extremes being rare and to be able to comment on the probability of different levels
of extremes a certain amount of extremes need to have occurred in the data set. This means
that having for example 50 years of hourly measurements of the sea level is not an excessive
amount of data in the extreme setting. In this project we are interested in studying extreme
sea levels in a spatial setting. In practice this means that we can borrow information from
other locations in the area, meaning that it will be easier to specify probabilities of extremes
at each location. In the spatial setting we can also try to obtain probabilities of extremes in
areas with no sea level data.

The sea level has a complex structure that depends on meteorological conditions and the tide
(Coles and Tawn, 2005). The eastern coast of Norway is surge dominant (Skjong et al.| [2013)),
this means that the amplitude of the sea level fluctuations due to the tide are small compared
to the amplitude of the sea level fluctuations related to meteorological conditions. The tide
part of the sea level is deterministic, we can explain exactly what the tide is currently, what
it has been in the past and what it will be in the future. The tide part of the sea level is not
interesting for stochastic analysis, since it is known. However, the sea level cannot be divided
into a sum of a tide dependent part and a part that depends on meteorological conditions,
because there is dependencies between the the two parts (Coles and Tawn, 2005). It was found
in the preliminary work that it is difficult to handle the dependency (Rged, 2021)). When the
sea level data is divided into parts, then it is challenging to recover the sea level, which is
the physical phenomenon of interest. It was also found in the preliminary work that there
was not a huge difference between the results obtained by studying the sea level data and the
surge data in the cases when it was possible to recover the sea level (Rged, 2021)). Thus the
undivided sea level data is studied in this project. This is done for the sake of simplicity and
for the sake of being certain that the results are accurate and comparable with the physical
sea level.

2.1 Sea level Data

Hourly sea level measurements in the area of interest, that is the Oslo fjord, was made available
by Kartverket (Kartverket, 2021). Kartverket collects sea level data from numerous locations



along the Norwegian coast. Some of the locations are temporary stations, that is the sea level
data are collected only for a short period of time, while other locations are permanent stations.
The permanent stations are the ones that are of most interest in this project, due to the need
for data from a longer period of time to be able to say something about the probability of
extreme occurrences. There are 24 permanent stations in Norway and 4 of them are located
in the Oslo fjord, the permanent stations are shown in Figure [Il The sea level data used in
this project consist of hourly measurements of the sea level at the four locations: Helgeroa,
Oscarsborg, Oslo and Viker. The four locations are shown in Figure [2l The data series have
length 77 years, 56 years, 101 years and 30 years for Helgeroa, Oscarsborg, Oslo and Viker
respectively.
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Figure 1: The figure shows the permanent stations in Norway where sea level data are collected
hourly.
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Figure 2: The figure shows the four locations in the Oslo fjord where there is available sea level data
for long periods of time. The locations are from top to bottom: Oslo, Oscarsborg, Helgeroa to the left
and Viker to the right.

Most of the sea level data in Norway that has been collected for a long period of time has
a trend. This trend is caused by the land slowly rising, which happens because the land
was pushed into the mantel by the weight of the ice in the last ice age (Skjong et al.l 2013).
The speed that the land rises differs around the country, we will estimate the trend with
quadratic regression and then remove the trend from the data, this approach was chosen
based on personal communication with Kartverket. We estimate the trend at location [ using
the model

Yi(t) = Boy + 1t + Boy - 2+ (1) (1)

Where y;(t) is the sea level at location [ and ¢ is time measured in years from 0 to number of
years available in the different data sets. The estimated 3 values are shown in Table



Estimated

parameters standard error p-value
Bo 11.9 0.1 <2.10716
Helgeroa b1 —-0.21 4-1073 <2-10716
B2 81074 4-107° <2.10716
Bo 16.4 0.1 <2.10716
Oscarsborg (31 —0.52 0.01 <2-10716
B2 4-1073 1-1074 <2.10716
Bo 34.4 0.1 <2-10716
Oslo By —0.56 3-1073 <2-10716
Ba 2.1073 3-107° <2.10716
Bo 0.4 0.1 <2-10716
Viker b1 0.008 0.021 <2-10716
B2 -1-1073 7-107% <2.10716

Table 1: Parameter values for the quadratic regression used to remove the trend from the data sets.

The original and the de-trended time series are shown in Figure [3] All the locations except
Viker had a decreasing trend, which is what we expect the land rising to produce. Viker on
the other hand has a slightly increasing trend. The trend could mean that either the land
does not rise as much at this location, or since the time series is quite short, it is also possible
that the effect of global warming is slightly larger than that of the land rising for this time

period.
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Figure 3: The figure shows the data from the four locations: Helgeroa, Oscarsborg, Oslo and Viker.
The data to the left has a trend while the data to the right have been centred with regression. Note
that the x-axis differs for the locations.

The time series presented in Figure [3| have several missing values. This is not a problem for
fitting Equation , which is used to recover the long period trend. However, missing data



can be problematic when one wants to look at yearly maxima. In fact the more missing data
there is in a year, the larger the chance that the yearly maximum value is missing (Beck et al.,
2020)) (Skjong et al., |2013). We want the yearly maximum to be available for every year in
the data set due to these values being the ones that we use to fit the model. We will for this
reason remove any year from the data sets for which a substantial amount of data are missing.
We have chosen to set the limit to three months. The years that are missing more than three
months for the four locations are presented in Table

Location Removed years
Helgeroa 1941, 1942, 1960, 1962, 1963, 1968, 2021
Oscarsborg 1953, 1957. 1958, 1959, 1961, 1964, 1967, 1968, 1976, 1977, 1990, 2021
Oslo 1914, 1915, 1972, 1974, 1991, 2021.
Viker 1990, 2021.

Table 2: The years that have been removed from the data sets due to the data missing for these years
exceeding 3 months.

The yearly maximum data values for the four locations are presented in Figure 4} One can
see that Helgeroa, Oscarsborg and Oslo all have their maximum value in 1987, whereas Viker
does not have any data from this year. The maximum value differs the most from the other
values for Oslo and Oscarsborg.
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Figure 4: The figure shows the yearly maximum data from the four locations: Helgeroa, Oscarsborg,
Oslo and Viker.



It is expected that we observe similar behaviour for the data sets as the locations are in close
proximity. This means that spatial dependence between the locations is likely present in the
data. The Figure [5| shows the annual maximum sea level values of coinciding years of the four
locations plotted against each other. One can see that there seems to be quite strong depen-
dence between all the locations. |Cooley et al.| (2007) state that spatial dependence of extremes
is not well understood, but that the advantages of spatial analysis should outweigh potential
negative effects of spatial dependence. Another potential issue is dependence between the
annual maxima sea levels, however |Cooley et al.| (2007)) state that maxima of stationary series
still converge to a GEV as long as the dependence is short range.
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Figure 5: The figure shows the annual maximum sea level values of coinciding years of the four
locations plotted against each other.

2.2 Covariate Data

There are three different covariates used in this project. The covariates were chosen based on
personal communication with Kartverket. The covariates are expected to have some relation



to the sea level. The covariates chosen are atmospheric pressure at sea level, wind speed
and tide levels. The pressure levels and the wind speed are distributed by the Copernicus
program (Bell et al., [2021)), (Hersbach et al.,2021)). The Copernicus program does atmospheric
reanalysis. The data distributed by the Copernicus program has resolution 0.25° x 0.25° and
the time coverage is hourly values from 1950 to 2020. The tide levels are distributed by
Geonorge, (2021). The tide data are based on harmonic analysis of sea level measurements
along the coast. The tide data has resolution 0.01° x 0.005°, and is based on data from 1996
to 2014.

Atmospheric pressure at sea level is expected to influence the sea level: we expect high sea
levels when the pressure is low and low sea levels when the pressure is high (Beck et al., [2020).
The reasoning behind this expectation is that high pressure should push the ocean downwards
and low pressure should give the ocean room to expand. We follow Beck et al. (2020) and
compute the mean annual minimum pressure. That is we find the minimum pressure level
for each year and take the mean of these values. The covariate values are shown in Figure [f]
The data are available on a grid that is 6 x 11 and there are hourly measurements available
in a period of 70 years. The grid nodes are quite large, which means that the covariate values
are identical for quite a large area.
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Figure 6: The plot shows the mean annual minimum sea level pressure calculated from data between
the years 1950 and 2020. The pressure is measured in Pascal. The four locations Helgeroa, Oscarsborg,
Oslo and Viker are displayed as circles.

Strong winds are associated with high sea levels (Hieronymus et al., 2018). We consider here
the mean annual maximum wind speed as a possible covariate. That is the maximum wind
speed is found for every year and the mean of those values is studied. The wind data are
available as a north-south component, directed towards the north, and an east-west compo-
nent, directed towards the east, these are shown in Figure [} The wind data comes from the
same model as the sea level pressure data and has the same resolution.
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Figure 7: The plot shows the north-south and the east-west components of the wind speed covariate
data, that is the mean annual maximum wind speed calculated from data between the years 1950 and
2020 in northern and eastern direction. The wind speed is measured in meters per second. The four
locations Helgeroa, Oscarsborg, Oslo and Viker are displayed as circles.

The tide level covariate is the measurement of the height of the mean sea level above the
lowest astronomical tide from 1996 to 2014, these measurements are hopefully reasonable
approximations for height of highest astronomical tide above mean sea level (T. Taskjelle,
personal communication). Figure |8 shows the tide covariate data. The grid resolution is in
this case 281 x 229, which means that there are substantially more values than for the other
two covariates.
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Figure 8: The plot shows the tide covariate data, that is the height of the mean sea level above the
lowest astronomical tide from 1996 to 2014. The four locations Helgeroa, Oscarsborg, Oslo and Viker
are displayed as circles.

The covariates presented in Figures [6] [7] and [§] have quite different scale and range. The

11



covariates have been scaled so that they exist on [0, 1] in the following analysis for the purpose
of making the covariates comparable.
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3 Methods

In this section the spatial extreme value model used to explain the probability of extreme
sea levels is presented. The second topic covered in this section is parameter estimation
techniques, in particular Markov Chain Monte Carlo (MCMC) and the program STAN used
to perform MCMC. Next we will talk about the application of the parameter estimates, in
particular the calculation of return levels with associated return periods and the calculation
of parameter values in areas where no data are available. The last topic covered in this section
is the evaluation of the fit of the model.

We work in a Bayesian framework and use the Bayes rule to define a model for the parameters
given the data. The Bayes rule is defined as

p(le)p(a) o)

p(ale) = 228

The Bayes rule can be simplified to p(z|z) o« p(z|z)p(z) when z represents the data, due to
p(z) being a constant. With the use of the Bayes rule and the identity p(y,x) = p(y|z)p(x)
we get

p(a;s,§,mlz) o< p(zlq,s, ) - plaln) - p(sln) - p(&, ), (3)

where p(z|q,s, &) = Hézl H?:l GEV(zij|qi, 5:,&), 1 is the number of locations and k; is the
number of data z available in location i. p(q|n) and p(s|n) represents the Gaussian fields
with parameters included in 1. p(§,n) represents the probability distributions of the hyper-
parameters of the model. In Bayesian inference the parameters of the likelihood function
are associated with probability distributions (Givens and Hoeting} [2013). This means that
the parameters of the model are treated as random variables. A big advantage of Bayesian
analysis is that there is more room for using common sense when interpreting results, for ex-
ample one can say that a credible interval has a large probability of containing the parameter
value, rather than having to talk about repeated trials as one does in frequentist statistics
(Gelman et al., |2018]). |Gelman et al.| (2018)) states that Bayesian analysis can be divided into
three steps: The first step is setting up the full probability model, that is the joint model of
parameters and data. The second step is conditioning on the observed data, that is finding
the posterior distribution, that is distribution of the parameters given the observed data. The
last step is evaluating the fit of the model and check how well the model fits the data. The
first step is handled in Section [3.1] The second step involves calculating the distributions of
the parameters of the model given the data, this is done using MCMC and STAN, which is
discussed in more detail in Section The last step involves checking the model and this
step is discussed in more detail in Section

3.1 Model

The most common model for extremes is called the generalized extreme value (GEV) model.
The GEV model is based on block maxima data, which are found by dividing the data into
blocks and taking the maximum of each block (Coles, [2001). The sets of block maxima data
converge to the GEV model when the block size increases towards infinity(Coles, 2001)). This
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means that the theorem describing the GEV model can be seen as the extreme value analogue
to the central limit theorem (Coles, 2001). A problem related to using block maxima is that it
is very ineflicient since only one data point is kept per block. Moreover, the shape parameter
can be quite difficult to estimate and the uncertainty of the parameter can be quite large when
the data series are short (Dyrrdal et al.,[2015)), this is the case in our project. The spatial model
can be advantageous since assuming that the parameters of the model are either constant over
a region or slowly varying in space makes it possible to share information between locations
and thus achieve a more robust inference. We assume that the parameters that slowly vary
in space can be described with Gaussian random fields based on some covariates that are
available on the entire field and a correlation function based on distances between locations
of interest.

In the following two subsections first the GEV model is presented, including a reparametriza-
tion of the GEV model. Then the spatial model is presented, including the hierarchical model
for the parameters given the data.

3.1.1 The GEV Model

The GEV model is presented in Theorem [1}, which is also known as the extremal types theorem
(Coles, 2001). The following theory about the GEV model is based on the introductory book
on extreme value modelling by (Coles (2001). The theorem is the basis for all extreme value
analysis. The extremal types theorem is the extreme value analysis analogue to the central
limit theorem. When the block maxima M, = max{Xj,..., X,,} are scaled with sequences
of constants, if the distribution function is non-degenerate, then it is a member of the GEV
family.

Theorem 1 If there exist sequences of constants {a, > 0} and {b,} such that

PT’{M < z} — G(z), asn — o0,

an

where G is a non-degenerate distribution function, then G is a member of the Generalized
Eztreme Value (GEV) family

BVl 0. ) = exp { — [Lre(Z21)] (4)

which is defined on {z|1 + @ > 0}, where p € R, £ € R and o > 0.

The sequences {a,} and {b,} in Theorem (1| are unknown, however we do not have to find
these sequences since

Pr Mgz ~ G(z)
(et .

z— by,

PT{MnSz}zG( ) =G*(2),

where the function G*(z) is also a member of the GEV family, however with different param-
eters u, o and &.

an,
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The parameters of the GEV model are the location u, scale ¢ and shape & The shape
parameter decides the tail behaviour of the GEV distribution. If the parameter £ is zero,
positive or negative then the GEV distribution function is the Gumbel, Fréchet or Weibull
distribution functions respectively. The Fréchet distribution has a finite lower end-point and
the Weibull distribution has a finite upper end-point. The Gumbel distribution has lighter
tail than the Fréchet distribution as the tail decays exponentially rather than polynomially.
The upper tail of the distribution is the point of interest in extreme value modelling, the
finite upper end-point of the Weibull distribution could lead to some non-physical results
as an upper limit usually does not exist in practical applications. The GEV probability
distribution functions for £ negative, zero and positive are shown in Figure [0}

0.4-

> / £>0

i

O — &=0
0.2- &<0
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-5.0 -25 0.0 2.5 5.0
z

Figure 9: The GEV probability density function with 4 =0, 0 =1 and £ = {-0.75,0,0.75}.

The location and scale parameters pu and ¢ have no simple interpretation in terms of the
phenomenon under study. We adopt the reparametrization of the GEV distribution proposed
by |Castro-Camilo et al.| (2021)), for the purpose of obtaining parameters that are easier to
interpret. The reparametrization substitute p and o with the parameter g, linked with a
quantile and sg linked with the difference between two quantiles. The biggest advantage of
the reparametrization is that the parameters get a physical meaning, which means that it is
easier to assign priors and the parameters are easier to interpret.

The parameter g, can be defined as
Pr{Z < qa} = «, (6)

where the location parameter is the quantile g, related to the probability a. The spread
parameter sg can be defined as

S = q1-p/2 — 4s/2; (7)

where q;_g/p and gg/, are quantiles related to the probabilities 1 — 3 /2 and (/2. The spread
parameter is therefore a representation of the width of the distribution.
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The GEV distribution described by Equation (4] is a cumulative density function which means
that the following relation holds

GEV(:|pt,0,€) = Pr{Z < 2}. (®)
The following equation for the quantile ¢, of the GEV distribution can be derived from
Equations , (@ and .
GEV(galp, 0,§) = Pr{Z < o} = «

oa{ = [Lee( )] ) =
&% —F) = ((~log()) ¢ — 1)

g
Qo = b+ E(la,é - 1)7

where we define [, ¢ = (—log())~¢. The definition of s3 can be derived from Equations

and @

86 = q1-8/2 — 43/2
=+ 2 1 7 1
—M‘i‘g(kﬁ/z,g— )—M—Z(ﬁ/z,g— ) (10)

g

g(ll—ﬁ/z,é —lga,)

We also want functions for y and o given parameters g, and sg, for the purpose of defining the
reparametrized GEV function. There is a one-to-one mapping between (u, 0, ) and (qq, sg,€)
(Castro-Camilo et al.| [2021)). Using Equations @ and we get

ng
o= 11
(li—p/2.6 = lg/2¢) 1
and
o
M= 4o — E(la,g - 1)
86 (lae — 1) (12)

—

(h-p/ae = lp/2e)
The reparametrized GEV distribution can then be found from Equations , and .

GEV(z|qa, 3,§) = exp{ - [<Sﬁ(l1_5/z,g_i]alg/2,g)_l + la{)};l/&}, (13)

where a4 = max(a,0).
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3.1.2 Spatial Model

The spatial model is defined for the purpose of improving the estimates at the different
locations by borrowing information by nearby stations. The model can also be used to try
to estimate the parameters in areas with no available data. For this purpose we assume that
the parameters of the GEV distribution either can be explained by a Gaussian random field
dependent on information available in the entire area or are constant over the field.

The shape parameter ¢ is assumed to be constant in the entire area as Beck et al.| (2020)
argues that there is no statistical basis to support that the parameter varies spatially. We are
also studying a small area with very few stations, which means that it might be best to have
a simple shape parameter (Cooley et al., [2007). The parameter £ is quite difficult to estimate
due to the GEV distribution as a function of £ being on a complicated form (Dyrrdal et al.,
2015). A transformation of the parameter is used in the model that restricts the parameter
to exist on the interval [—0.5,0.5], since the parameter is not expected to diverge far from 0.
We have _
exp{¢}

1+ exp{é)’
where 5 is a hyperparameter of the model, a = —0.5 and b = 0.5.

E=a+(b— (14)

The parameters ¢ and Ins are assumed to vary spatially and are therefore explained with
Gaussian random fields (Beck et al., 2020). We assume that the transformed parameter In s is
explained by a Gaussian random field rather than the parameter s, this choice is made due to
the need of keeping the parameter s positive. The parameter s needs to be positive because
it describes the width of the GEV distribution. We assume that the mean of the Gaussian
fields are dependent on spatial covariates, while the variances are explained with the help of
correlation functions dependent on distances between locations. We model q and Ins as

T
Qo,i = X; Bq + u;

(15)
In 88, = XlT,Bs + w;

where x; is the covariate vector at location %, it consists of an intercept and the four covariates
described in Section B, and B, are parameter vectors to be estimated that together with
the covariates decides the mean of the parameters ¢ and In s in every point . u; and w; are
the values of the Gaussian random fields with mean 0 at location ¢. The Gaussian random
field have specified covariance matrices ¥, and X,. That is

u ~ normal(0, )
Sqik = 7o - S(dik v, pg)

’ (16)
w ~ normal(0, ;)

Yeik = T2 X(di|v, ps)

where d;;, is the distance between the two locations i and £, the parameters 7,, 7, are the
standard deviation of the Gaussian random fields and X(d|v, p) is the Matern correlation
function with ranges p, and ps. The Matern correlation function has two parameters, a
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measure of differentiability v and a range parameter p that measures how fast the correlation
of the random field decays with distance (Stein, 1999)). The Matern correlation function is

defined as v [ (8)1 /20 o (812

Sdv.p) = 2 (D), (BT, (1)

L)\ »p p

where IC,, is the modified Bessel function of the second kind of order v, d is the distance between
two points and p is the distance for which the correlation function has value approximately
equal to 0.13 (Lindgren and Rue, 2015). The measure of differentiability v is difficult to
estimate, and the parameter is therefore assumed to be 1 which is a common choice for the
parameter (Lindgren et al., [2011)). The correlation function is plotted using v = 1 for a series
of different ranges in Figure [T0}
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Figure 10: Matern correlation function using parameter v = 1 and range parameters 20, 40, 60, 80
and 100.

3.1.3 Specification of Priors

We need to assign prior distributions to the hyperparameters to fully specify the model in the
Bayesian setting. The parameters that need priors are the regression parameters 3, and [,
the standard deviations of the Gaussian random fields 7, and 75, the ranges of the correlation
functions p,; and ps and the parameter é used in the transformation of the shape parameter
£. These prior distributions can be based on subjective belief, they can be based on previous
data and analyses or they can be chosen to have very little impact on the full distribution. If
there is not much prior information to base the priors on then one needs to make sure that the
chosen priors does not have a strong effect on the posterior distribution (Givens and Hoeting,
2013). That is we do not want the posterior to be sensitive to the prior if it is not based on
known information. One method one can use to make the posterior less sensitive is to choose
priors that are quite wide with relatively low probabilities. However, one should not choose
the priors too wide as this will cause the parameter estimation algorithm to run slowly (Stan
Development Team)|, 2019)). In our analysis we use slightly informative priors that is we want
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the priors to guide the distribution somewhat, but not constrain it too much.

The prior of é is chosen to be normally distributed with mean 0 and standard deviation 10.
€ ~ normal(0, 10) (18)

We can find the associated distribution function for { by applying the transformation presented
in Equation to the values of &.

4. eXp{5}~
1+ exp{é}

The resulting distribution function is presented in Figure

E=a+(b— (19)
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Figure 11: The distribution function of the parameter § associated with the prior of the parameter

3

The priors of 8, and B, are chosen to be normally distributed with large standard deviations
since we have very little information about which values to expect for the parameters.

B4 ~ normal(0, 100)

Bs ~ normal(0, 100) (20)
The priors of the standard deviation 7, and 7, are chosen to be gamma distributed with the
mode at a low value while covering a decently large range of values. The reasoning behind this
choice is that the standard deviation needs to be positive and we expect it to be reasonably
small, due to the maximum sea levels not varying too much in size, however we do not have any
tangible information describing which value to expect. The mean of the gamma distribution
is 5 and the variance is 20. The priors are

T4 ~ gamma(5/4,1/4)

Ts ~ gamma(5/4,1/4). 1)

The priors of the ranges of the Matern correlation fields p, and p, are chosen to be gamma
with modes at approximately half of the maximum distance between the locations studied and
the distributions are chosen so that they cover the area slightly past the maximum distance
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between locations (Sara Martino, personal communication). The maximum distance between
locations is 113 km. The mean of the gamma distribution is 60 and the variance is 720. The
priors are

pq ~ gamma(5,1/12) (22)
ps ~ gamma(b,1/12)

The standard deviation and range priors are shown in Figure
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Figure 12: The priors of the standard deviation 7, and 7, on the left and the priors of the range p,
and ps on the right

3.2 Parameter Estimation

Inference is in the Bayesian setting based on the posterior distribution of the model parameters
given the data. The posterior distribution is in our case

p(q7 In 3757 qu Bs, Tq> Tsy Pqs PS‘Z) X p(z\q, In 375)
' p(qlﬂtb Tqv Pq)
-p(In's|Bs, 75, ps)

- p(E)p(Bg)p(Bs)p(4)p(75)P(Pg)P(P5)-

(23)

where the first line represents the data layer, which is described by the multivariate GEV
distribution. The second and third line represents the Gaussian random fields describing
the spatial behaviour of parameters ¢ and Ins. The fourth line represents the priors of the
hyperparameters.

This distribution is not in closed form and cannot be analysed analytically. We are therefore
using using Bayesian estimation, more specifically we are performing Markov Chain Monte
Carlo (MCMC). A disadvantage about MCMC is that it is a computationally intensive ap-
proach. We are however using the package STAN in R, STAN is a program built for performing
efficient MCMC.
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3.2.1 Markov Chain Monte Carlo (MCMC)

Markov Chain Monte Carlo (MCMC) is one of multiple methods that can be used to esti-
mate the parameters of an arbitrary probability distribution function. MCMC is an iterative
method for drawing parameter values from a distribution function. Parameter values are pro-
posed based on previous iterations and rejected or accepted based on information from the
probability distribution function (Gelman et al., 2018]). The parameter estimates only depend
on the most recent draw, which means the result is a Markov chain. The Markov Chains are
expected to become accurate estimates of the posterior distribution over time, as long as the
Markov process created has the posterior distribution as its stationary distribution. If the
proposal distribution is chosen so that the Markov Chain is aperiodic and irreducible, then
there is a unique limiting stationary distribution for the Markov Chain (Givens and Hoeting,
2013)).

If the MCMC algorithm is to be efficient, then the proposal distribution needs to return values
from the entire target distribution (Givens and Hoeting, 2013)). If the proposal distribution is
too wide, then the proposed values will be rejected frequently and if the proposal distribution is
no narrow then the entire target distribution might not be explored. The resulting parameter
chains in these two cases will be poor representations of the target distribution. Other criteria
to follow when choosing the proposal distribution is to make sure that sampling is easy and
that the proposals travel reasonable distances in parameter space (Gelman et al., 2018)).

The resulting chains can be quite dependent on the starting value in the first iterations, it
can therefore be a good idea to exclude a number of iterations in the beginning of the chains
(Givens and Hoeting}, |2013). This starting period is called the burn-in period. It can also be a
good idea to start the algorithm from different starting points to ensure that it has converged.
Another potential issue with iterative simulation is correlation between the samples (Gelman
et al., [2018). This can be an issue since correlated samples contain less information than
independent samples and the correlation might cause the algorithm to be inefficient.

3.2.2 Hamiltonian Monte Carlo (HMC)

The MCMC algorithm can be quite inefficient due to the proposal values being chosen ran-
domly (Gelman et al., |2018]). The situation can be improved with reparametrization and
efficient jumping rules, however the problem remains for high-dimensional target distribu-
tions. Hamiltonian Monte Carlo (HMC) solves this problem by choosing the proposed steps
based on the geometry of the target density function rather than them being chosen randomly
(Betancourt), 2018]). Hamiltonian Monte Carlo is based on Hamiltonian dynamics, which ex-
plains motions of particles in an energy field with potential energy based on the negative
log posterior distribution and kinetic energy chosen to keep the particles within the desired
field. The following description of HMC is based on the paper A Conceptual Introduction to
Hamiltonian Monte Carlo by Betancourt, (2018]).

The HMC method is based on differential geometry, which is a complex subject (Betancourt,
2018). However, differential geometry also explains classical physics. This means that there
are analogous physical systems to our probabilistic systems, which can give us some intuition.
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A physical system that can be used as an analogy for the probabilistic system is the system of
an object in orbit around a planet with a gravitational field. The reason for this system being
analogous is the introduction of the typical set. The typical set is the region of the target
density function that contains the significant contributions to expectations (Betancourt|, 2018)).
This means that the typical set is the region of the density function, from which the proposal
values should be picked, when the goal is an efficient MCMC algorithm. The typical set can
be explained as an analogy to the region that the object in orbit needs to stay within to stay
in orbit. If the object deviates from this area then it will either fall to earth or disappear into
space. The typical set can be located by studying the density function in large dimensions.
The expectation of a function g(z) is given as

E(g(z)) = / g(e)m(z)de, (24)

where 7(x) is the probability density function. The region close to the mode of the distribution
has large values of the density function m(z), however the volume of the region is very small
when the dimensions of the probability distribution is large. This means that the contribution
to the expectation is very small. The farther away from the mode the region is, the smaller
the value of the density function 7(x), this means that the contribution to the expectation is
very low for the region even though the volume of the region is very large.

We want to pick proposal values within the typical set. This can be achieved by explaining the
system with Hamiltonian equations (Betancourt, 2018)). The Hamiltonian is the analogue to
energy, it can be divided into kinetic and potential energy. The potential energy is a function of
the target distribution while the kinetic energy is a function of auxiliary momentum variables.
The auxiliary momentum is introduced in the algorithm, it is important for keeping the
object in orbit, without momentum the object would fall down to the planet, with to much
momentum the object would disappear into space. The momentum is decided during the
warm-up period (Stan Development Team), [2019)).

The Hamiltonian and the Hamiltonian equations are defined by Betancourt| (2018) and [Stan
Development Team| (2019)). The joint density of the auxiliary momentum variables p and the
parameter variables ¢ is given as

m(q,p) = m(plg)m(q). (25)

The joint density is used to define the Hamiltonian

H(q,p) = —log(q,p)
= —log(plq) — log(q) (26)
= K(p,q) +V(q).

Where K(p,q) = —logm(p|q) is called the kinetic energy and V(q) = —logmw(q) is called the
potential energy. The new proposal values are found by first drawing a momentum. The
drawn momentum value and the current parameter values define the starting position of the
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iteration. The vector field that explains the movement for the proposal value can be described
by the Hamiltonian equations.

dg O0H 0K
dt — 9p  dp
dp  OH 0K 9V
dt ~ 8¢ 8¢ 0Oq

The Hamiltonian equations then need to be solved to specify the new parameter estimates.

(27)

3.2.3 STAN

Programming Hamilton Monte Carlo is a quite tedious process as quite a large amount of
details need to be implemented (Gelman et al., 2018). However, HMC is already implemented
in STAN, all one needs to do is specify the likelihood of the data and the probability density
functions of all the parameters including the priors, the remainder of the process is automated.

A momentum needs to be chosen to be able to solve the Hamiltonian equations. In STAN this
momentum is chosen to be independent of the current parameter values (Stan Development
Team)| 2019), the distribution of the momentum is chosen to be

p~ MVN(0,M), (28)

where MV N is the multivariate normal distribution and M is the Euclidean metric. The
Hamiltonian equations can in this case also be written as

dg 0K

dt ~ op
_ CZ)( ~ log ((2m)*/2aet(M) 2 exp ( - %pTM 7))
- h
= M_lp

dp _ OV

dt —  9q’

due to the momentum being independent of current parameter values. These equations are
solved in STAN using the leapfrog integrator, which gives stable results when solving Hamil-
tonian equations (Stan Development Team, 2019). The leapfrog integrator alternates between
updating the position and the momentum for small time intervals €. The leapfrog algorithm
alternates between making half-step updates of the momentum and full-step updates of the
position.

B edV
p_piidiq
g=q+eMp (30)
B edV
p_p_§d7q
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The integrator has a global numerical error of €2 (Stan Development Team) [2019). A accep-
tance step is performed to account for the numerical error. The acceptance probability is
given as

min(1, exp(H (p,q) — H(p*,q"))), (31)

where (p*, ¢*) is the proposal and (p, q) is the initial value. If the step is accepted then the
proposal value is used as initial value in the next iteration, if the step is not accepted then
the previous initial value is reused.

There are three parameters that need to be specified in the HMC algorithm: the time step
€, the Euclidean metric M and the number of steps taken by the leapfrog algorithm L (Stan
Development Team, 2019). STAN optimizes the time step € so that the preferred acceptance
rate is achieved, the Euclidean metric M is estimated from the warm-up iterations and the
no-U-turn sampling algorithm (NUTS) is used to find the correct number of steps for the
leapfrog algorithm L (Stan Development Team, 2019).

STAN runs four parallel Markov Chains for the purpose of checking convergence, if all four
converge to the same parameter distributions then one can be quite sure that the algorithm
has converged (Gelman et al.l 2018). A chosen percentage of the iterations are discarded
as a warm-up period due to these parameter estimates being dependent on initial values in
addition to the initial iterations being used to specify the metric M.

3.2.4 No-U-Turn Sampling (NUTS)

The no-U-turn sampling algorithm (NUTS) is used to optimize the number of steps L taken
in the HMC algorithm. If the number of steps L is too large then computation time is wasted
and if the number of steps L is too small then the algorithm behaves similarly to a random
walk algorithm (Hoffman and Gelman, [2014). The NUTS algorithm performs HMC steps
both forwards and backwards in time making a binary tree, and in each step the tree depth is
increased (Stan Development Team, 2019). The algorithm stops iterating when the chain of
proposal values starts doubling back on itself or the maximum tree depth is reached (Hoffman
and Gelman) [2014)(Stan Development Team) [2019). The algorithm does not allow u-turns,
thus the name. The proposal value chosen is sampled with multinomial sampling with bias
towards the later iterations of the NUTS algorithm, this is done for the purpose of obtaining
longer steps (Stan Development Team), 2019).

The implementation of the NUTS algorithm, together with the automatic specification of the
Euclidean metric and the time step size, makes the STAN program completely automated,
that is no hand tuning of parameters is required.

3.3 Application of Parameters

The parameter estimates are used to specify the probability distribution function so that we
can use the distribution to obtain properties of interest. The properties that are of most
interest in extreme value analysis are return levels with associated return periods. We are in
this project interested in being able to calculate the return levels at the locations: Helgeroa,
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Oscarsborg, Oslo and Viker. We are also interested in trying to specify the return levels at
any other location in the Oslo fjord.

In the first subsection return levels are defined and the procedure to obtain return level
estimates is described. In the second subsection the procedure to obtain spatial parameter
estimates from areas without available data is described.

3.3.1 Return Levels

The return level z and return period m are properties of interest due to their practical ap-
plication as descriptions of the expected sea level exceedance z every m years. The return
level and return period estimates can be obtained by studying the probability that the yearly
maximum values are larger than z, that is Pr{M, > z} = p, and the associated value of z
(Coles|, 2001). = is the return level and m = 1 is the return period. The return period can
be understood as the expected number of years between each exceedance of z. According to
Theorem [I] we have that

Pr{Mn < z} s GEV(2|y, 0, &) (32)
as n — 0o. Thus, we get the equation
1
1 - —~ GEV(z|u,0,¢) (33)
m

for the dependence between the return level z and the return period m, given the parameters
i, o and £ (Coles|, [2001). We need to use the relation between parameters {u, o} and {q, s} to
find the estimates due to the reparametrization of the model. The reparametrization formulas
are defined in Section B.1.11

The parameter estimates obtained from the MCMC algorithm are samples that can be used
to estimate the probability density of the parameters. An estimation procedure for the return
levels is needed since we have multiple values for each parameter. We first divide the parameter
samples into sets based on iteration number, so that each parameter set contains one estimate
per parameter. Then we choose a return period and solves Equation for each parameter
set. This gives us samples of the return level for the return period that we chose. The set of
return level estimates can then be used to determine the approximate probability distribution
for the return level, which means that we can find approximations for properties such as the
median and the credible interval.

3.3.2 Spatial Analysis

A possible application of the parameter estimates is to try to find parameter estimates in
areas where there are no available sea level data. If parameter estimates can be found then
return level estimates can be found as well. The algorithm used for obtaining estimates for
the parameter ¢ of the GEV model is presented as Algorithm [I} The same algorithm can be
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used to find estimates for Ins by replacing the parameters related to ¢ with the equivalent
parameters related to s. The algorithm is in practice conditional multivariate normality.

Algorithm 1: Spatial Interpolation Algorithm (Beck et al., |2020)
Result: Parameter estimates for ¢ at new locations

Let S = {so, ..., s;} be the existing locations

Let S* = {s{, ..., s} be new locations of interest

for i from 1 to number of parameter samples do
The joint distribution of q = (g1, ..., ¢+%) can be written as:

2
qsus* ~ nOl"malquk(XSuS*qu,Tqi qSUS*)v

where X g+ is the covariate matrix with 5 columns and [ + k rows. 8, and 7,
represents the i-th parameter samples obtained for 8, and 7,. The correlation matrix

is given as
as 2qs,s*]
g

b))

EQSUS* = {2

ds*,s
where the entries of the matrix are given by the Matern correlation function with
range pq,. The matrix 3 has [ rows and k columns and the matrix 3 is the
transpose.

Sample parameters for the new locations of interest given the the parameter samples
obtained for the existing locations. That is, sample ds: given qg.:

ds,5* As*,s

ds+|qg, ~ normaly(f, TqZZ_E)

where
ﬂ = qu* 5%‘ + 2(15*,52;;’5 (qSi - CIS/BQi)
and
3= ECIS*,S* - ZQS*,SE;;,SEQS,S*‘
end

3.4 Evaluating the Fit of the Model

An important step in the process of fitting a model is to check how well the model corresponds
with the data (Gelman et al., 2018). One does not expect statistical models to be perfectly
true, however one can study the model to check if there are any deficiencies in the model that
impact practical applications and whether the prior assumptions seem reasonable (Gelman
et al., 2018)). In this section we will talk about how we can check the model in our specific
case and the challenges involved.

One needs to check how sensitive the model is to the assumptions made. The priors can
contain assumptions as the priors can be non-informative, weakly informative or informative.
If they are weakly informative or informative then it is important to check to what extent the
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priors affect the parameter estimates.

The practical application of highest interest is return levels. It is possible to make empirical
return level plots directly from the data. This means that the correctness of the return level
plots can be checked. However, the maximum return period that we can make empirical
return level plots for are limited to the number of years that there is available data. This
means that the comparison is going to be quite difficult at some locations since the empirical
return levels are only available for very short periods of time, this is the case especially for

Viker.

We also need to try to check the spatial model. Checking the spatial model is quite challenging,
especially when one tries to make estimates in areas where no data is available to perform
empirical model checks. We check the model in the locations where we have data by comparing
the resulting parameter estimates and return levels to the equivalent estimates obtained with
the univariate model. If one wants to check how the model does with spatial prediction, then
one method that could be used to check this is cross-validation. That is one can leave one
location out of the analysis and check whether the return levels and parameter estimates can
be correctly obtained by only using the remaining locations in the analysis. This is however
not feasible in our analysis as we only have four locations, which is too few to perform cross-
validation.

An additional method used in this project to check the model is simulation studies. For each
model fitted with real data an equivalent model with known parameter values will be fitted
so that one can see firstly that the model works and secondly the best possible outcome of
the analysis.
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4 Simulation Study

The simulation studies are performed for the purpose of checking how the model performs
when the results can be compared with known parameter values. The simulation studies can
also give us an idea of which results to expect from the analysis of the sea level data, which is
much needed since we have quite limited options when it comes to model checking. Additional
results that can be obtained from a simulation study that cannot be obtained from the real
data are the results of a model based on more than four locations. It can in particular be
interesting to see whether the accuracy of the estimates increases when additional locations
are added to the model. Generally when simulation studies are performed the simulations are
rerun numerous times, this is however not feasible in these analyses as each one takes quite a
long time to run.

We will in this section present the results from simulation studies based on 15, 4 and 8
locations. The first study is a multivariate GEV model based on fifteen locations, which
should show how the model would have performed if more data was available. We are in
this study checking two different priors for the range parameter p. The range parameter has
been given an informative prior due to the parameter being quite difficult to estimate and it
is therefore interesting to check the effect of the informative prior on the rest of the results.
The second study is a multivariate GEV model based on four locations, which should give us
an idea of what to expect when applying the model to the sea level data. We simulate data
based on the multivariate model for four locations and use the data to perform three different
analyses. First we apply a univariate model to the data from each location, this analysis is
done so that we can use the results to check the performance of the multivariate model. Then
we apply a model that assumes that the shape parameter of the GEV distribution is common
across the locations while the other two parameters are independent in space, this analysis
is done due to the shape parameter being quite difficult to estimate, so it is interesting to
try to use all the available data to estimate the parameter. In the last analysis we apply
the multivariate model, which is the main point of interest, to the data. The last study is
a multivariate GEV model based on eight locations, where four locations have very short
series of extreme values. This study is done because obtaining new sea level data is very
time consuming, as a year of data is equivalent to one data point in the model, it is therefore
interesting to check the effect of shorter series.

4.1 Analysis of 15 Locations

The locations for the first simulation study are shown in Figure The first four locations
are identical to the locations with available sea level data and the additional eleven stations
are added sequentially using an algorithm that maximizes the minimum distance to any of
the stations already added. This algorithm was selected based on the assumption that if a
new station were to be added in the area, then it would be placed as far from existing stations
as possible. A shortcoming of this reasoning is that population density probably will be an
important factor when choosing a new location.
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Figure 13: The locations used in the simulated multivariate GEV analysis for 15 stations. Station
1-4 are at the same locations as the stations with sea level data and the additional stations were chosen
sequentially to be as far from existing stations as possible.

We restate the model defined in Section We let z;; be the j-th observed maximum sea
level at location i. The model likelihood is

l g

p(zlda, Insg,€) = [[ [ GEV (2ijlaa.» 5.6, €)

i=1j=1

GEV(2ij|qay, 58,4, &) = eXP{ - [(Sﬁ,i(ll—;ij2; ial’;/zf)_l +la, )El/g}
lye = (—log(7))*

spi = exp(Insg ;)

(34)

exp{€}
1+ exp{¢}

where [ is the number of locations and n; is the number of data available in location i. ¢, is
the a—quantile and sg is the difference between the 1 — /2 and /2 quantiles. a and b are
the lower and upper bounds of the shape parameter £&. We set a = 0 and b = 0.5. We choose
to look at the quantiles o = 0.5 and 8 = 0.05 because the parameter ¢, then represents the
median while the parameter sg represents the 95% credible interval of the GEV distribution.

E=a+(b—a)-
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Moreover we let

Qa,i = X?@q + u;
u ~ normal(0, X,)

Sqik =T - Sdik|v, pg)

(35)
Insg; = XiTﬁs + w;
w ~ normal(0, X5)
Sk = To - S(dik|v, ps)

where x; is the covariate vector at location 7 consisting of an intercept and the covariates
presented in Section B, and B, are parameter vectors that together with the covariates
decides the mean of the parameters ¢, and In sg in every point 4. u; and w; are the values of
the Gaussian random fields at location i. d;; = |r; — r| is the distance between two points in
the Gaussian random field. The parameters 7,4, 7, are the standard deviation of the Gaussian
random fields and X(d|v, p) is the Matern correlation function with ranges p, and ps. The
parameter values that we have chosen are

Parameter Value
& —0.05
By 90,9,12,-18,15
Bs 4.3,0.2,0.1,-0.6,0.2
Tq 0.3
Ts 0.2
Pq 100
Ps 80

Table 3: The chosen parameter values for the simulation studies.

We sample simulated data to use in the analysis for each location ¢. The number of data
points n; for ¢ = 1,...,15 is drawn uniformly between 50 and 100. In order to simulate data
we first draw ¢; and Insg; 7 = 1,...,15 from Equation Then for each station 7 we sample
n; data from the GEV distribution presented in Equation [34}

We use STAN to find samples of the parameters based on the posterior model, this model can
be stated as follows

p(q7 In s,é, Bq’ Bs, Tq> Tss Pq> ps‘z) X p(z\q, In s,é)
: p((ﬂﬁqv Tq, pq)
'p(ln 5‘657 Ts ps>

- p(E)P(By)p(Bs)p(19)p(75)p(Pg)P(P5)-

(36)
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The probability distributions representing the prior knowledge can be explained with the
following equations

¢ ~ normal(0, 10)
,8 ~ normal(0, 100)
Bs ~ normal(0, 100)
74 ~ gamma(5/4,1/4) (37)
Ts ~ gamma(5/4,1/4)
(5,1/12)
ps ~ gamma(5,1/12)

Pq ~ gamma

4.1.1 Model Estimates

The obtained parameter estimates are shown in Figures and One can see
that all the histograms contain the chosen parameter values. The parameters that specify In s
in Figure [16|seem to have been estimated with more accuracy than the equivalent parameters
for ¢ in Figure [I5] The Figures [4] [I5] and [I6] show that the priors are not noticeable except
for the spatial parameters, which means that the priors should not have had much influence
on the final parameter samples. The parameters of the Gaussian random fields are the ones
that are expected to be hardest to estimate, due to the posterior distribution as a function of
these parameters being on quite a complicated form. One can see that the standard deviations
have deviated substantially from their priors while the ranges only have deviated slightly from
their priors.

10-

density

5-

0-
-0.50 -0.25 0.00 0.25 0.50

3

Figure 14: Histogram of the parameter ¢ for 15 locations based on simulated data. The chosen
parameter value is shown as a vertical line and the prior is also shown.
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the priors are also shown for all the parameters.
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Figure 17: Histogram of the parameter estimates of ¢ for 15 locations based on simulated data. The
chosen parameter values are shown as vertical lines and the priors are also shown for all the parameters.
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Figure 18: Histogram of the parameter estimates of Ins for 15 locations based on simulated data.
The chosen parameter values are shown as vertical lines and the priors are also shown for all the
parameters.

Return levels with associated return periods are properties of interest in this analysis, as
they give us practical information about the expected frequency of the sea exceeding certain
levels. The return levels and the methods used to obtain these are described in more detail in
Section Figure [19| shows the 95% credible interval and the median of the return levels
plotted against the return periods for the 15 locations. The empirical return level values are
also depicted. The empirical return levels are found by sorting the extreme data by size from
largest to smallest {X;,i € [1,n]} and the empirical return periods are {%,7 € [1,n]}. One
can see that the uncertainty bounds have ranges that differ from about 25 cm to less than 50
cm. The empirical return level values are in most cases contained within the credible bounds,
however some of the emirical return level points are clearly outside the bounds. This is not
altogether unexpected due to the spatial fields leading to generalized results, which means
that overall the fit of the model could improve while the model fit at some individual locations
could worsen.

34



300- 300- 300- 300-
E 250- E 250- E 250- E 250-
L e L L
° e 2 °
2 200- 2 200- 2 200- 2
c j= = c
£ £ £ £
> = p=} >
2 2 2 2
[ [} [ [
14 14 o4 14
=i 150~ & & & 150~
0 50 100 150 200 50 100 150 200 0 50 100 150 200 0 50 100 150 200
Return period (years) Return period (years) Return period (years) Return period (years)
300- 300- 300- 300-
E 250- E 250- E 250~ E 250-
O O O O
C ) o C
g ¢ ¢ g B
2 ,0- D ,00- 2 ,0- 2 ,0- el
c 200 c 200 = 200 c 200 -
2 2 2 2
[} 3] [5} [}
14 14 o4 14
5 150- g 150~ {2 150- & 150~
100- 100-
0 50 100 150 200 0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
Return period (years) Return period (years) Return period (years) Return period (years)
300- 300- 300- 300-
£ £ £ £
250- 250 - 250- 250-
3 s s s
5 7] 0] ]
s 3 3 3
— 200- = 200- = 200- = 200-
= = = =
5 =] =} =]
2 2 2
b Q Q Q
4 14 o4 14
& 150- S 150- i 150- & 150-
— — -
100- 100- 100- 100-
0 50 100 150 200 0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
Return period (years) Return period (years) Return period (years) Return period (years)
300- 300- 300-
5250- 5250- 5250-
© © ©
> = =
Q o Q
= 200- = 200- = 200-
E E E
[ Q Q
14 14 @
& 150- & 150- 5 150-
— — —
100- 100 - 100-
0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
Return period (years) Return period (years) Return period (years)
95% credible - .
colour —e- interval empirical —o— Mmedian

return levels

Figure 19: The return level plots of 15 locations based on simulated data. The plots contain the
medians and the 95% credible intervals of the return levels plotted against the return periods. The
empirical return levels based on the data are also shown.
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Trying to extend the return level analysis to the entire Oslo fjord is another point of interest
in this project. The procedure for obtaining estimates for the parameters ¢ and In s in areas
where there are no data is explained in Section m The medians and the 95% credible
intervals of the return levels associated with the 200 year return period for the entire Oslo
fjord are presented in Figure 20} One can see that the largest difference between the lower
and the upper bound is about 80 cm, however in most places the difference is closer to 40 cm.
The location with the largest uncertainty bound is the extremely narrow area leading in to
location 9. The results could indicate that having 15 stations in the area could give return
levels with quite narrow uncertainty bounds in the majority of the area. However, one needs
to keep in mind that this result is based on simulated data, real sea level data might not be
as good of a fit to the model.
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Figure 20: Maps of return levels in the entire Oslo fjord based on parameter estimates from 15
locations with simulated data. In the plots the lower bound of the 95% credible interval on the left,
the median in the middle and the upper bound of the 95% credible interval on the right.

4.1.2 Sensitivity Analysis for the Prior of the Range Parameter

We perform a sensitivity analysis for the prior of the range parameter due to the prior being
informative as this parameter being quite difficult to estimate. We fit the model once more,
however this time a new prior for the range parameter is used while the rest of the model
remain unchanged. The two priors are shown in Figure The priors were chosen to be
gamma distributed with a mean at approximately half of the maximum distance between the
locations studied. The maximum distance between locations is 113 km. The initial prior for
model 1 is gamma distributed with parameters 5 and 1/12, this means that the mean is 60
and the variance is 720. The new prior for model 2 is gamma distributed with parameters 1.5
and 1/40, this means that the mean remains 60, but the variance is changed to 2400. One can
see that the mode of the prior has moved closer to zero and that the upper tail has become
heavier.
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Figure 21: The first range prior is shown on the left. This prior is gamma distributed with parameters
5 and 1/12, this means that the mean is 60 and the variance is 720. The new range prior is shown on
the right. This prior is gamma distributed with parameters 1.5 and 1/40, this means that the mean
remains 60, but the variance is changed to 2400.

A comparison of the resulting parameter estimates and the results obtained in the parameter
estimates in the previous section are shown in Tables and [0} The tables show the true
values of the parameters together with the 95% credible bounds from the two analyses. The
bounds seem to be practically unchanged. The largest difference between the two analyses
observed in Table [4]is 0.81 when one excludes the range parameters. The largest differences
in Tables [f] and [6] are 0.32 and 0.02 respectively. This result indicates that the informative
priors for the range parameters do not seem to greatly influence the estimation of the rest of
the parameters. This indicates that subjectively choosing a prior should be fine as long as it
is chosen within a reasonable interval.

Parameter | True Value Model 1 Model 2

3 -0.05 -0.09 0.01 | -0.09 0.01
By 90.00 79.15 101.18 | 78.67 101.35
By2 9.00 -13.43  25.53 | -13.89  25.58
By3 12.00 274 3883 | -3.08 39.64
Bya -18.00 -35.17  -1.97 | -34.78 -1.63
Bas 15.00 0.29 18.05 | 0.10  17.89
T4 0.30 0.10 3.63 | 0.08  3.92
Pa 100.00 21.79 130.96 | 6.09 217.08
Bs,1 4.30 3.55 547 | 353  5.53
Bs,2 0.20 175 1.27 | <172 1.25
Bs,3 0.10 -1.02 229 | -097 228
Bs.4 -0.60 2258 030 | -2.56  0.30
Bs,5 0.20 -0.99 054 | -1.03  0.45
s 0.20 0.12 046 | 0.11  0.63
Ds 80.00 31.13 142.83 | 23.56 252.53

Table 4: Comparison of the parameter estimates from the sensitivity analysis of the range parameter.
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Parameter | True Value Model 1 Model 2
qn 107.58 105.49 110.12 | 105.55 110.14
Q2 101.07 96.19 101.28 | 96.10 101.29
qs3 106.31 99.26 106.53 | 99.23 106.60
Q4 107.45 104.58 110.80 | 104.73 110.66
qs 102.36 101.15 107.11 | 101.23 107.16
g6 92.18 89.86  97.03 | 89.82  96.71
q7 111.35 109.07 115.60 | 109.11 115.62
qs 104.84 102.18 107.56 | 102.22 107.49
q9 99.23 94.20  99.20 | 94.22  99.21
d10 100.73 95.70 101.65 | 95.69 101.64
q11 98.31 95.42 100.61 | 95.41 100.64
q12 97.39 93.30 98.39 | 93.16 98.30
q13 106.44 103.51 108.78 | 103.46 108.73
q14 109.64 107.56 112.43 | 107.69 112.38
di5 103.76 101.92 107.28 | 101.86 107.16

Table 5: Comparison of the parameter estimates of ¢ from the sensitivity analysis of the range
parameter.

Parameter | True Value | Model 1 Model 2
In s 4.22 4.09 4.38 | 4.09 4.37
In s9 4.20 4.00 4.33 | 4.00 4.32
In s3 4.48 4.21 4.54 | 421 4.54
In s4 4.41 435 4.64 | 4.35 4.63
In s5 4.55 4.27 4.60 | 4.27 4.60
In sg 4.17 4.08 4.44 | 4.08 4.43
In s7 4.45 4.38 4.70 | 4.38 4.70
In sg 4.55 4.41 4.72 | 4.41 4.70
In sg 4.22 4.00 4.29 | 3.99 4.29
In s1g 4.24 4.01 4.35 | 4.01 4.36
In s11 4.27 413 4.43 | 4.14 443
In s19 4.14 3.95 4.26 | 3.94 4.25
In s13 4.22 4.04 4.38 | 4.02 4.38
In si4 4.24 4.05 4.34 | 4.05 4.35
In s15 4.46 4.43 4.72 | 4.42 4.72

Table 6: Comparison of the parameter estimates of Ins from the sensitivity analysis of the range
parameter.

4.2 Analysis of 4 Locations

We are performing a simulation study on four locations since there are only four locations in
the Oslo fjord that have longer periods of sea level data. The results of this simulation study
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should give us an idea of what to expect from the analysis of the sea level data. The four
locations studied in this section are at the same locations as the stations with long series of
sea level data. The locations are presented in Figure

Figure 22: The locations used in the simulated multivariate GEV analysis for 4 stations. The stations
are at the same locations as the stations with sea level data.

The data studied in this section are sampled according to the model presented in Section
In this experiment the model parameters are identical to those in Section but both ¢,
In s and the data have been resampled. We will apply three different models to the data in
this section. First we will perform a univariate analysis where the parameters of the GEV
model are assumed to be independent in space. Next we will perform an analysis where the
shape parameter is assumed to be constant in space, while the other parameters are assumed
to be independent in space. The last analysis will apply the multivariate model to the data.
A reason for performing an analysis with common parameter £, while the other parameters
do not have spatial representations is that the parameter ¢ is quite difficult to estimate and
using data from multiple locations to estimate this parameter could be beneficial. We are
also interested in studying the difference between the results from the last two analyses to see
how much of a difference is caused by the spatial field.

4.2.1 Univariate Analysis

We perform a univariate analysis for the purpose of finding out whether the spatial model
leads to improved results and if so how much of an improvement can be expected.

We are studying a simplified model in the univariate analysis. We let z; be the j-th observed
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maximum sea level at the location of interest. The model likelihood is

k
p(zlg,Ins5,€) = [[ GEV(2g, 5,€)

j=1
' _ B ZJ — q _1/5
GEV(zlg, 5,€) = eXp{ [(s(hﬁ/zs —lgjae)™ * la’gﬂ + }
L = (—log(7)) ¢
s =exp(lns)

(38)

exp{{}
1+ exp{¢}
where k is the number of data available at the location. ¢ is the a—quantile and s is the

difference between the 1 — 3/2 and /2 quantiles. a and b are the lower and upper bounds of
the shape parameter &.

E=a+(b—a)-

We fit the model using the data generated based on spatial representations of ¢ and In s and
with common value for the parameter £ across the spatial field. The values of & = 0.5 and
B = 0.05 were chosen so that the parameters ¢ and s represent the median and the 95%
credible interval of the GEV distribution respectively. We use STAN to find samples of the
parameters based on the posterior model, this model can be stated as follows

p(g,Ins,€|z) x p(z|g, Ins, §)

- (39)

p(&)p()p(in s).
The probability distributions representing the prior knowledge can be explained with the
following equations

¢ ~ normal(0, 10)
g ~ normal(100, 50) (40)

In s ~ normal(0, 10)

The resulting parameter estimates of the parameters £, ¢ and Ins are presented in Figures
and respectively. The plots show the histograms of the parameter estimates for
each location together with the parameter values and the priors. One can see that all the
histograms cover the parameter value. The histograms are quite wide, this is not unexpected
since the estimates are not based on excessive amounts of data. The priors are not notable in
the plots, so they should have had little impact on the final parameter distributions. We will
in the next section perform an analysis with a common value of the parameter £. One can see
in Figure [23| that the histograms for the parameter estimates of £ always cover the interval
[—0.2,0.2], this means that a common parameter value probably will lie in this interval.
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Figure 23: Histograms of the parameter estimates of £ from a univariate analysis. The data used is
the data generated for the multivariate analysis, for the purpose of checking whether a multivariate

model leads to improvement. The chosen parameter values and the priors of the model are also depicted
in the plots.
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Figure 24: Histograms of the parameter estimates of ¢ from a univariate analysis. The data used is
the data generated for the multivariate analysis, for the purpose of checking whether a multivariate
model leads to improvement. The chosen parameter values and the priors of the model are also depicted

in the plots.
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Figure 25: Histograms of the parameter estimates of In s from a univariate analysis. The data used
is the data generated for the multivariate analysis, for the purpose of checking whether a multivariate

model leads to improvement. The chosen parameter values and the priors of the model are also depicted
in the plots.

The return level plots of the univariate analysis are shown in Figure The empirical return
level estimates are included in the 95% credible intervals for all the locations, however one
can see that the 95% credible intervals are very wide. This result indicates that it is difficult

to use the results for specifying the risk of observing extremes, as the return level could vary
quite drastically.
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Figure 26: Return level plots for the univariate analysis of the four stations studied in the last section.
The data used is the data generated for the multivariate analysis, for the purpose of checking whether
a multivariate model leads to improvement.

4.2.2 Analysis with Common Parameter ¢ for All Locations

We study a model where the parameter ¢ is assumed to be common for the different locations
while the parameters ¢ and Ins are assumed to be independent in space. The purpose of
this analysis is to investigate how much of a difference can be seen by choosing a common
parameter . We let z;; be the j-th observed maximum sea level at location 7. The model
likelihood is

I ki
p(zla,Ins, &) = [[ [ GEV (zi5la 51, €)
i=1j=1
i s £) — _ Zij — di i/
GEV (zi514i, si,§) = exp{ [<5i(l1—ﬂ/2,£ _ 1,8/2,5)_1 + loc,f)} n } (1)
Ly = (—log(v)™*
s; = exp(In s;)
exp{&}
= b—a)  ——PT
cmatlbma 1+ exp{¢}

where [ is the number of locations and k; is the number of data z available in location i. q is
the aw—quantile and s is the difference between the 1 — 3/2 and the /2 quantiles. a and b
are the lower and upper bounds of the shape parameter £. The limits of the parameter £ are
chosen to be a = —0.5 and b = 0.5 and the quantiles a and 8 are chosen to be 0.5 and 0.05
respectively.

We fit the model using the data generated based on spatial representations of ¢ and In s and
with common value for the parameter £ across the spatial field. The posterior distribution is

p(q,1ns,€|z) « p(z|q, Ins,§)

B (42)
-p(§)p(q)p(In's).
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The probability distributions representing the prior knowledge can be explained with the
following equations

€ ~ normal(0, 10)
q ~ normal(100, 50) (43)

Ins ~ normal(0, 10)

The resulting parameter estimates of the parameters £, ¢ and Ins are presented in Figures
and 29| respectively. One can see in Figure [27] that the histogram of the parameter £ is
in the expected interval [—0.2,0.2]. The histograms for the parameter ¢ from the univariate
analysis and this analysis are shown in Figures [24] and The results are very similar, it is
difficult to find any significant differences. The histograms for the parameter In s, shown in
Figures and on the other hand are quite different. The shape of the histograms are
very different and the upper bounds of the univariate histograms are much larger, the lower
bounds are however quite similar.
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Figure 27: Histogram of the parameter estimate for £&. The estimate is based on simulated data from
4 locations. The parameter £ is assumed to be common for all locations. The chosen parameter value
is depicted as a vertical line and the prior of the parameter is also added to the plot.
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Figure 28: Histogram of the parameter estimates for g. The estimates are based on simulated data
from 4 locations. The parameter ¢ is not assumed to vary spatially. The chosen parameter values are
depicted as vertical lines and the priors of the parameters are also added to the plots.
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Figure 29: Histogram of the parameter estimates for In s. The estimates are based on simulated data
from 4 locations. The parameter In s is not assumed to vary spatially. The chosen parameter values
are depicted as vertical lines and the priors of the parameters are also added to the plots.

The return level plots are shown in Figure One can see that the empirical return level
estimates are contained within the credible intervals for all the locations. We compare the
results to the univariate case shown in Figure 26| One can see that the 95% credible intervals
have become much narrower for all the locations except the third one, for which the credible
intervals are close to unchanged.
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Figure 30: The return level plots of 4 locations based on simulated data. The model used assumes
that the parameter £ is common across all locations, while the parameters ¢ and Ins do not vary in
space. The plots contain the medians and the 95% credible intervals of the return levels plotted against
the return periods. The empirical return levels based on the data are also shown.

4.2.3 Multivariate Analysis

We apply the multivariate model to the data. The model is the same as was presented in
Section[4.1] The parameter estimates obtained in the analysis are presented in Figures
and[35] One can see that the appointed parameter values are included in the histograms
for all of the parameters. However, the parameter samples for the standard deviations and
the ranges in Figures [32] and [33] have not deviated from the prior distributions, which means
that the parameters have not been estimated based on the data. Another observation one can
make from the plots are that the spread of the parameter samples are very wide. This means
that the uncertainties of the estimates are very large, it is therefore reasonable to assume that
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these uncertainties can lead to the uncertainties of derived entities to be considerable as well.
This result is not unexpected since we only have four locations with data in quite a large area,
so there is not excessive amount of information to use in the inference. The lack of data seem
to be especially problematic for the spatial parameters, that is the standard deviation and the
ranges of the spatial fields. We compare the histograms for £, ¢ and In s obtained in the last
analysis, that is Figures and to the results obtained in the multivariate analysis,
that is Figures 31} B4 and 35} One can see that the histograms are close to identical in the two
analyses, this indicates that the spatial fields does not seem to make much difference when
we are studying four locations.
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Figure 31: Histogram of the parameter estimate for £. The estimates are based on simulated data
from 4 locations. The chosen parameter values are depicted as vertical lines and the priors of the
parameters are also added to the plots.
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Figure 32: Histograms of the parameter estimates that describe the parameter q. The estimates are
based on simulated data from 4 locations. The chosen parameter values are depicted as vertical lines
and the priors of the parameters are also added to the plots.
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Figure 33: Histograms of the parameter estimates that describe the parameter Ins. The estimates
are based on simulated data from 4 locations. The chosen parameter values are depicted as vertical
lines and the priors of the parameters are also added to the plots.
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Figure 34: Histograms of the parameter estimates for q based on simulated data from 4 locations.
The chosen parameter values are depicted as vertical lines and the priors of the parameters are also
added to the plots.
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Figure 35: Histograms of the parameter estimates for In s based on simulated data from 4 locations.
The chosen parameter values are depicted as vertical lines and the priors of the parameters are also
added to the plots.

The return level plots are shown in Figure The figure shows the 95% credible interval
and the median of the return levels plotted against the return periods for the four locations.
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One can see that the spread of the uncertainty bounds vary from covering less than 50 cm to
covering about 80 cm. The widest uncertainty is obtained by location 3 which is the location
farthest to the north. One can see that the median of this return level plot seem to coincide
with the last empirical return level value, but not with the rest of the empirical return level
points. Locations 2 and 3 are quite close in vicinity so one could expect them to borrow
information from each other and one would thus expect somewhat similar results for the two
locations, this is however not the case. We compare the results to the other return level plots
obtained in this section, that is the results presented in Figure and One can see that
the return level plots from the analysis of the model with common £ are close to identical to
the return level plots obtained in this section. This result indicates that the improvements
we see compared to the univariate model seem to be mostly caused by having a common
parameter £&. This result is not very surprising as the spatial parameters had not changed
from their priors, in addition to the parameter £ being quite difficult to estimate.
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Figure 36: The return level plots of 4 locations based on simulated data. The plots contain the
medians and the 95% credible intervals of the return levels plotted against the return periods. The
empirical return levels based on the data are also shown.

Another point of interest is a spatial analysis of the return levels. That is we would like to
try to obtain return levels in areas where there is not data available. The spatial map of
the 95% credible interval and the median of the return levels associated with the 200 year
return period are shown in Figure One can see that the upper bound is extremely large
in the areas where there are no available data. This result is expected since we have very few
locations and quite large distances. One can see that both the upper and lower bounds are
closer to the medians in areas in close proximity to the locations with data.
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Figure 37: Maps of return levels in the entire Oslo fjord based on parameter estimates from 4 locations
with simulated data. In the plots the lower bound of the 95% credible interval on the left, the median
in the middle and the upper bound of the 95% credible interval on the right.

4.3 Analysis of 8 Locations, Where 4 Locations Have Shorter
Data Series

We are performing a simulation study on 8 locations, where 4 locations have shorter data
series. We are studying the stations that were examined in the simulation study of four
locations together with four additional locations. The purpose of this study is to see if
obtaining shorter data series in the Oslo fjord would lead to improvements. The short series
do however need to have at least one year of data to be used in the GEV model, this means
that obtaining additional data is very time consuming. The additional locations have in this
case been chosen using the same method as was used when choosing the additional locations
for the 15 location simulation study. That is every time a location is added the minimum
distance to other locations is maximized, so that the location is as far as possible from any
other station. The locations are plotted in Figure
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Figure 38: The locations used in the simulated multivariate GEV analysis for 8 stations. The 4
stations with lowest numbers are at the same locations as the stations with sea level data and the
additional stations were chosen sequentially to be as far from existing stations as possible.

The model studied in this section is the model presented in Section [£.1] The number of data
points for the first four locations are the same as in the previous analyses, while the number
of data for the additional four locations is drawn uniformly between 5 and 15.

The parameter samples obtained in the analysis are presented in Figures (1], (42| and
[43] One can see that all the histograms cover the chosen parameter values. We compare
the results to the results obtained from the study of 4 locations in Section One can
see that the estimations of the parameter £ in Figures |31| and [39| are practically unchanged.
The estimates of the parameters used to specify ¢ shown in Figures and [40] show some
improvements. The § parameters that specify the mean of spatial field for ¢ have all been
estimated with more certainty than in the case with 4 locations. The standard deviation
and the range of the spatial field are on the other hand close to unchanged. The estimates
of the parameters used to specify In s shown in Figures 33| and [41| show improvements. The
uncertainty of the 8 parameters have greatly improved, the standard deviation has deviated
substantially from the prior and the range has deviated slightly from the prior.
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Figure 39: Histogram of the parameter estimate for £&. The estimate is based on simulated data from
8 locations, where 4 of the locations have quite short data series. The chosen parameter values are
depicted as vertical lines and the priors of the parameters are also added to the plots.
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Figure 40: Histograms of the parameter estimates that describe the parameter q. The estimates are
based on simulated data from 8 locations, where 4 locations have quite short data series. The chosen

parameter values are depicted as vertical lines and the priors of the parameters are also added to the
plots.
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Figure 41: Histograms of the parameter estimates that describe the parameter Ins. The estimates

are based on simulated data from 8 locations, where 4 locations have quite short data series.
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chosen parameter values are depicted as vertical lines and the priors of the parameters are also added
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where 4 of the locations have quite short data series. The chosen parameter values are depicted as
vertical lines and the priors of the parameters are also added to the plots.
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Figure 43: Histograms of the parameter estimates for q based on simulated data from 8 locations,
where 4 of the locations have quite short data series. The chosen parameter values are depicted as
vertical lines and the priors of the parameters are also added to the plots.

The return levels are plotted against the return periods for the 8 locations in Figure One
can see that the uncertainty bounds of the additional four locations all are contained within the
interval [100, 300]. The locations 5, 7 and 8 have quite narrow uncertainty bounds considering
the amount of data used in the estimation. The location with the fewest data points, that is
location 6 with 9 data points, has the widest uncertainty bounds. This location does however
only have two data points less than locations 5 and 8, which indicates that those two data
points can make quite a large difference. This analysis indicates that if one can obtain more
than 10 data points, then the resulting return level estimates based on a spatial model can
be quite informative.
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Figure 44: The return level plots of 8 locations based on simulated data. The plots contain the
medians and the 95% credible intervals of the return levels plotted against the return periods. The
empirical return levels based on the data are also shown.

We also try to do a spatial analysis based on the analysis of 8 locations. That is we would
like to try to obtain return levels in areas where there is not data available. The spatial map
of the 95% credible interval and the median of the return levels associated with the 200 year
return period are shown in Figure One can see that the largest difference between the
lower and upper uncertainty bounds are about 300 cm, this is a huge improvement compared
to the analysis of four locations shown in Figure Furthermore, the largest difference only
exist in a very narrow area where we have no data available. Most of the area has uncertainty
bounds in the interval between 140 cm and 250 cm, which means that the difference between
the upper and lower bounds is approximately 1 meter in most of the Oslo fjord.
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Figure 45: Maps of return levels in the entire Oslo fjord based on parameter estimates from 8
locations with simulated data, where 4 locations have quite short data series. In the plots the lower
bound of the 95% credible interval on the left, the median in the middle and the upper bound of the

95% credible interval on the right.
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5 Data Analysis

There are long series of sea level data available at four locations in the Oslo fjord. The four
locations, Helgeroa, Oscarsborg, Oslo and Viker, are shown in Figure We want to study
the data so that we can obtain estimates that can give us information about the frequency
of extreme sea levels. The estimates that we have the most interest in are return levels and
return periods. We are interested in finding return level estimates for the four locations for
which we have data. We will also try to obtain return level estimates for every other location
in the Oslo fjord, however we do not expect this approach to give usable results based on the
results obtained in the simulation study of 4 locations.

ﬁ%"

Figure 46: The four locations in the Oslo fjord for which there are long series of sea level data
available. The locations are Helgeroa, Oscarsborg, Oslo and Viker.

We will study three different models in this section. We will first look at a univariate model,
this analysis is performed so that we can compare the results to those of the multivariate
model. In the next analysis we apply a model where the parameter £ is assumed to be
common across the locations, while the parameters ¢ and In s are assumed to be independent
in space. We are studying this model due to the parameter £ being quite difficult to estimate
and also because we are interested in looking at the difference between this model and the
multivariate model. Lastly, we study the multivariate model, which is the model that we are
the most interested in.

5.1 Univariate Analysis

The univariate model is studied so that we can compare the results to the multivariate model
and discuss whether the multivariate model leads to improved estimates.
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We are studying a simplified model in the univariate analysis. We let z; be the j-th observed
maximum sea level at the location of interest. The model likelihood is

k
p(zlg,Ins,€) = [[ GEV(zg,5,€)

j=1
Vot e { (S ).
by = (= log(7)) ¢

s =exp(lns)

(44)

exp{&}
1+ exp{¢}
where £ is the number of data available at the location. ¢, is the a—quantile and sg is the

difference between the 1 — 3/2 and /2 quantiles. a and b are the lower and upper bounds of
the shape parameter .

E=a+(b—a)

We use STAN to find samples of the parameters based on the posterior model, this model can
be stated as follows

p(q,Ins,€|z) x p(z|g, In’s, €)

B (45)

-p(§)p(g)p(lns).
The probability distributions representing the prior knowledge can be explained with the
following equations

€ ~ normal(0, 10)
g ~ normal(100, 50) (46)

In s ~ normal(0, 10)

We fit the model using the yearly maximum values from the sea level data. The sea level data
has had the trend and the missing data removed before the maximum values were found. We
have 77, 56, 101 and 30 data points for Helgeroa, Oscarsborg, Oslo and Viker respectively.
The values of the parameters a = 0.5 and 5 = 0.05 were chosen so that the parameters ¢ and
s represent the median and the 95% credible interval of the GEV distribution respectively.
We choose a and b to be equal —0.5 and 0.5 for Helgeroa, Oscarsborg and Oslo, this is the
same choice we made in the simulation study. We cannot use the same interval for Viker due
to the parameter estimates for £ being outside those bounds. The bounds chosen for Viker
are —0.95,0.95. The difference in bounds for Viker are probably caused by there being fewer
data points available and it is therefore not possible to estimate the parameter £ with more
accuracy.

56



The parameter estimates obtained from fitting the univariate model are shown in Figures [47]
and One can see that the priors are not noticeable, which means that these should
not have had much influence on the parameter samples. One can also see that the histograms
are generally quite wide. The parameter g, shown in Figure is estimated to be larger
in the north, that is Oslo and Oscarsborg, and smaller in the south. The parameter Ins is
shown in Figure a spatial pattern for this parameter is not immediately obvious. The
shape parameter, shown in Figure always covers the interval [—0.25, 0], so it is reasonable
to expect the common £ in the next section to be estimated in that interval. One can see
that the parameter estimates for Viker seem to have larger uncertainty than the other three
locations, this is reasonable since Viker is the location with the least data, that is only 30
data points.

6- 6-
4- 20-
24" 23 24 215-
2 2 2 2
@ 3 2" 5] g 1.0-
T 2- kel T 2- hei
1- 05-
0- 0- 0- 0.0-
-050 -0.25 0.00 025 0.0 -0.50 -0.25 0.00 025 0.50 -050 -0.25 0.00 025 050 -1.0 -05 00 05 1.0
& . Helgeroa & . Oscarsborg & .Oslo & . Viker

Figure 47: Histograms of the parameter estimates of £ from a univariate analysis on the sea level
data.
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Figure 48: Histograms of the parameter estimates of ¢ from a univariate analysis on the sea level
data.
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Figure 49: Histograms of the parameter estimates of In s from a univariate analysis on the sea level
data.
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Return level plots show the median of the sea level that is expected to be exceeded every m
years with uncertainty bounds plotted against the return period m. The return level plots
for the univariate analysis are shown in Figure One can see that the empirical return
level values seem to be contained within the uncertainty bounds for all the locations. The
width of the uncertainty bounds differ drastically from station to station. The bounds for
Viker are extremely wide, whereas the bounds for Helgeroa are very narrow. It is somewhat
surprising that Helgeroa has narrower bounds than Oslo, since Oslo has 20 more data points.
The reason for this can potentially be the complicated geography of the Oslo area, whereas
Helgeroa is located in a very open area. It is difficult to specify the risk of extreme sea levels
when the bounds are very wide, as the return levels could vary quite drastically.
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Figure 50: Return level plots for the univariate analysis of the four stations: Helgeroa, Oscarsborg,
Oslo and Viker.

5.2 Analysis with Common Parameter ¢ Across Locations

We perform an analysis where the parameter £ is assumed to be common for the different
locations while the parameters ¢ and Ins are assumed to be independent in space. This
analysis is performed due to the parameter £ being quite difficult to estimate and we are
also interested in comparing the results to the multivariate analysis. We let z;; be the j-th
observed maximum sea level at location ¢. The model likelihood is

I ki

p(zla,ns,&) = [ [ GEV(zil4i, i, €)

i=1j=1
g £) — _ Zij — di —ie
GEV(ZZJ|Ql7 8176) - eXp{ [(Si(l1_5/27€ _ lﬁ/2,§>_1 + loé,f)i|+ } (47)
Ly = (—log(7))*
s; = exp(In s;)
exp{€}
— b—aq). ——P&s
ezt 1+ exp{¢}
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where [ is the number of locations and k; is the number of data z available in location i. ¢ is
the a—quantile and s is the difference between the 1 — /2 and the /2 quantiles. a and b
are the lower and upper bounds of the shape parameter £&. The limits of the parameter £ are
chosen to be a = —0.5 and b = 0.5 and the quantiles « and [ are chosen to be 0.5 and 0.05
respectively.

We use the same data as was used in the last section and STAN to find samples of the
parameters based on the posterior model. The posterior distribution is

p(q,Ins,{|z) « p(z|q, Ins, §)

h (48)

-p(§)p(q)p(Ins).
The probability distributions representing the prior knowledge can be explained with the
following equations

£ ~ normal(0, 10)
q ~ normal(100, 50) (49)

Ins ~ normal(0, 10)

The resulting parameter estimates are presented in Figures and One can see that
the histogram for the parameter £, shown in Figure covers the exact interval that was
expected from the univariate analysis. We compare the estimates for ¢ in Figure [52| with the
ones obtained in the univariate analysis in Figure One can see that the estimates are
close to identical. We also compare the estimates for In s in Figure [53| with the ones obtained
in the univariate analysis in Figure One can see that the estimates are very similar for
Helgeroa, Oscarsborg and Oslo, while the estimates for Viker differ. The upper bound for the
parameter In s was much larger in the univariate analysis.

10.0-
75-

5.0-

density

25-

0.0- l l I 0 0
-0.50 -0.25 000 025 0.50

3
Figure 51: Histogram of the parameter estimates for £ based on a model with common & across the

locations, while the parameters ¢ and In s are not represented by spatial fields. The four locations are:
Helgeroa, Oscarsborg, Oslo and Viker.
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Figure 52: Histograms of the parameter estimates for ¢ based on a model with common £ across the
locations, while the parameters ¢ and In s are not represented by spatial fields. The four locations are:
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Figure 53: Histogram of the parameter estimates for Ins based on a model with common £ across
the locations, while the parameters ¢ and In s are not represented by spatial fields. The four locations
are: Helgeroa, Oscarsborg, Oslo and Viker.

The return level plots are shown in Figure One can see that most of the empirical return
level values are contained within the 95% credible bounds, however the largest values for Oslo
and Oscarsborg are just barely outside of the bounds. We compare the return level plots to
the ones obtained in the univariate analysis in Figure One can see that the uncertainty
bounds are narrower for all locations except for Helgeroa, however Helgeroa had quite narrow
uncertainty bounds also in the univariate analysis. This is a large improvement since the
bounds were way to wide in the univariate analysis, which made it impossible to pinpoint the
return levels.
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Figure 54: Return level plots for the univariate analysis of the four stations: Helgeroa, Oscarsborg,
Oslo and Viker.

5.3 Multivariate Analysis

The multivariate model is applied to the data in this section, this is the main analysis we will
perform on the sea level data. We restate the model defined in Section and We let
z;j be the j-th observed maximum sea level at location ¢. The model likelihood is

I n
p(zlda, Insg,€) = [[ [ GEV (2ijlda.i» 5,6, €)
i=1j=1
Zij — qayi —1/¢
GEV(zij1qa,i, 8,6, €) = eXp{ - [(Sﬂ,i(llﬁjz,g o) + la,gﬂ . }

(50)
Ly = (—log(7)) "¢
sgi = exp(Insg;)
exp{¢}
1+ exp{¢}

where [ is the number of locations and n; is the number of data available in location i. ¢4 is
the a—quantile and sg is the difference between the 1 — /2 and 3/2 quantiles. a and b are
the lower and upper bounds of the shape parameter £&. We set a = 0 and b = 0.5. We choose
to look at the quantiles a = 0.5 and 8 = 0.05 because the parameter g, then represents the
median while the parameter sg represents the 95% credible interval of the GEV distribution.

E=a+(b—a)-
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Moreover we let

doyi = XzTBq + u;
u ~ normal(0, X,)
Ygik = Tg - B(dik|v, pq)
(51)
Insg,; =x! Bs + w
w ~ normal(0, 3)

Sk =72 - S(dig|v, ps)

where x; is the covariate vector at location ¢ consisting of an intercept and the covariates
presented in Section B, and B, are parameter vectors that together with the covariates
decides the mean of the parameters ¢, and In sg in every point 4. u; and w; are the values of
the Gaussian random fields at location i. d;; = |r; — rg| is the distance between two points in
the Gaussian random field. The parameters 7,4, 7, are the standard deviation of the Gaussian
random fields and X(d|v, p) is the Matern correlation function with ranges p, and p;.

We use STAN to find samples of the parameters based on the posterior model, this model can
be stated as follows

p(qa ll’l 8757 /8q7 587 Tq: Tsa an ps‘z) X p(z‘qa ll’l S?é)
(qmananq)
(11’1 S|68) Ts; pS)
(€

VP (Bg)p(Bs)p(g)p(7)p(pg)P(ps)-

P
P

The probability distributions representing the prior knowledge can be explained with the
following equations

£ ~ normal(0, 10)
B4 ~ normal(0, 100)
Bs ~ normal(0, 100)

7, ~ gamma(b/4,1/4) (53)
Ts ~ gamma(5/4,1/4)
(5,1/12)
ps ~ gamma(5,1/12)

Pq ~ gamma

The parameter estimates obtained are displayed in Figures and We study
the results in Figures [56] and [57] and observe that the histograms of the parameter estimates
of the 8’s are very wide and that neither of the parameters of the Gaussian random field, that
is the standard deviations and the ranges, have changed from the priors. These results are
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not unexpected due to small amount of data available and the same results were also observed
in the simulation study.

One can see that the estimates of the parameters ¢ and Ins seem to be approximately the
same. The exception is the parameter In s for Viker, where the upper bound is much larger
in the univariate case. The histograms of the parameters in this section seem to be close to
identical to the histograms obtained for the analysis with a common &, this indicates that
most of the improvements seen in the multivariate analysis are caused by having a common
& across the locations.
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Figure 55: Histogram of the parameter estimate of ¢ from the multivariate analysis of the sea level
data.
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Figure 56: Histogram of the parameter estimates used to specify ¢ from the multivariate analysis of
the sea level data.
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Figure 57: Histogram of the parameter estimates used to specify In s from the multivariate analysis
of the sea level data.
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Figure 59: Histogram of the parameter estimates of Ins from the multivariate analysis of the sea
level data.

The return level plots from the multivariate analysis are shown in Figure One can see
that most of the empirical return level estimates coincide very well with the median of the
estimated return levels. The exceptions are the last points from Oscarsborg and Oslo, however
these points do not seem to follow the same path that has been mapped out by the other
points. We also compare the result to the equivalent plot from the analysis using a common
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£, that is Figure One can see that the plots are close to identical in the two cases, which
again indicates that most of the improvements we see in the multivariate model are caused
by having a common parameter &.
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Figure 60: The return level plots based on sea level data from Helgeroa, Oscarsborg, Oslo and Viker.
The plots contain the medians and the 95% credible intervals of the return levels plotted against the
return periods. The empirical return levels based on the data are also shown.

We extend the return level estimates to the entire Oslo fjord by using conditional normality.
The resulting medians and 95% credible bounds are shown in Figure One can see that
the upper bounds are extremely large in the areas where no data is available, meaning that
we cannot make any conclusions about the return levels. This result is expected since the
distances are quite large, meaning that the estimates are based on very little information.
One can see that the lower bounds are slightly larger close to the locations were we have sea
level data and that the upper bounds are significantly lower close to the same locations.
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Figure 61: Maps of return levels in the entire Oslo fjord based on parameter estimates from the
multivariate analysis of the sea level data from Helgeroa, Oscarsborg, Oslo and Viker. In the plots the
lower bound of the 95% credible interval on the left, the median in the middle and the upper bound
of the 95% credible interval on the right.
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6 Discussion

The initial objective of this thesis was to fit a spatial extreme value model to the sea level
data in the Oslo fjord. We performed a simulation study, this was done to see how the
model behaves with optimal data and to see what results could have been obtained if more
data was available. Next, we studied the real data, for this data we performed a univariate
analysis, an analysis where only the shape parameter £ of the GEV distribution had a spatial
representation and a multivariate analysis. The exact same analyses were performed for the
simulated data based on 4 locations. In the simulation study we also applied the multivariate
model to simulated data for 15 and 8 locations. The simulation study based on 15 locations
was performed on long data series, while the study based on 8 locations had 4 longer series
and 4 shorter series to study the effect of obtaining additional data.

The spatial model seems to have lead to improvements in the estimation of return levels at
the monitored locations. The improvements seem to be caused mainly by the common &
parameter, and not so much by the spatial representation of ¢ and Ins. This result is not
unexpected as the parameter £ being quite difficult to estimate as well as the model being based
on only 4 locations, which means that there is not much information available to estimate
spatially varying parameters. The estimation of return levels at unmonitored locations was
not very informative. There is however hope that the uncertainty would decrease significantly
if some additional stations with some years of sea level data were available, as seen in the
simulation study.

A large advantage of the spatial model is that one can share information between locations.
This is very beneficial since the largest problem when modelling extremes is the small amounts
of data available to perform inference. Extremes are rare by definition, and long data series
are therefore necessary to model extremes accurately. A disadvantage of the spatial model
is that it is difficult to estimate the spatial parameters, especially the range. The range
parameter barely deviated from the chosen prior even in the simulation study based on the
largest number of locations, that is 15. We tried two different informative priors for the
range parameters. The results were close to identical for all the parameters except the range,
which indicated that choosing a reasonable informative prior for the range should not greatly
influence the rest of the results.

There are difficulties related to estimating the spatial parameters, and this is especially promi-
nent when we try to fit the model with data from only a few locations. We compare the
analysis of a model with a common shape parameter £ and independent parameters ¢ and
Ins and the multivariate model. This comparison shows that the models have very similar
parameter estimates and return levels. This indicates that the simpler model might be just as
good of a choice when only very few sparse data are available. The downside of choosing the
simpler model is that the spatial interpolation is not possible, the results from this analysis
were however very poor when there was not much data. One can argue for keeping the spa-
tial model since there is not much difference between the two models and as there is always
the possibility of obtaining more data, adding more locations and data to the model is not
difficult.
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The biggest challenge we face in this project is the lack of data. An argument against using
the GEV model is that the model is very wasteful with data. One year of hourly measurements
is equivalent to one data point. This problem could potentially have been solved by using
a threshold exceedance model, that is a model that uses all the data exceeding a threshold.
Hand tuning is however necessary when one uses threshold exceedance models, as one needs
to find a reasonable threshold at every location. The process of finding the threshold is in
addition a potential source of error as the thresholds are chosen based on subjective inspection
of plots. The threshold should probably also be space dependent, which would make it even
more difficult to estimate. The GEV model is thus a more wasteful, but also an easier and a
safer option.

We stated that one can obtain more data, the statement is true, however the process of
obtaining new data is very tedious as one needs one year of hourly measurements to obtain
one data point that can be used in the model. This means that the simulation study based on
15 locations, which obtained very good results, will not be possible in practice until somewhere
between 50 and 100 years with data collection have occurred. The simulation study based on
8 locations, where the data series from the additional 4 stations were short, is an analysis for
which it is much easier to obtain the necessary data. The results show that quite informative
estimates for the return levels can be obtained in large portions of the Oslo fjord if 4 additional
locations with between 5 and 15 years of data existed. This analysis is however based on
simulated data, so an equivalent analysis based on real data will not necessarily be as accurate.

Checking the model is quite challenging in this project, this is due to the sparsity of the
data as well as the interest in making estimates in areas where there is no data. The model
checking was limited to comparing the results to simulation studies, univariate results and
empirical results where those were available. Checking the spatial prediction by performing
cross validation was not feasible as there was not enough data to get informative uncertainty
bounds.
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7 Conclusion

The aim of this project was to fit a spatial extreme value model to the sea level data in the
Oslo fjord for the purpose of obtaining information about the expected frequency of flooding.
This is a point of interest because flooding charts are needed by for example insurance and
construction companies to make informed decisions. Return levels with associated return
periods are often used to portray the information. The model used to describe the probability
of extreme occurrences was a GEV model where the parameter ¢ was assumed to constant in
space, while the parameters ¢ and In s were assumed to vary in space.

The results of this project showed that the spatial model caused improvements of the estimates
of return levels compared to a univariate model. It was also shown that the improvements
seemed to be mostly caused by the shape parameter £ being common across the locations. The
spatial representation of the parameters ¢ and In s not affecting the results as much was most
likely caused by sparse data, as this makes it quite difficult to estimate spatial dependencies.
Another result that was observed was that a spatial interpolation to unmonitored locations
was not informative due to very wide uncertainty bounds.

The sparse data was the main limitation of this study. The results from the simulation
study indicates that additional data could greatly improve the results, especially the spatial
interpolation. The problem with obtaining additional data is that it is quite time consuming.
However, it was also shown that numerous shorter series of additional data can lead to quite
large improvements.

The results from this thesis will hopefully be helpful for future projects that want to model the
probability of occurrences of extreme sea levels in the Oslo fjord. A big challenge to overcome
for future research is the sparse data and associated obstacles. An interesting extension of
this project would be to study the entire Norwegian sea line. This is however challenging due
to the different behaviour of the sea level that can be observed along the shore.
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A Code

The code used in this thesis is available at github:

https://github.com/marionhr/Spatial-Extreme-Value-Modelling-of-Sea-Level-Data-in-the-Oslo-
Fjord
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