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Summary

Financial data science has experienced rapid developments in recent years with the
expansion of ever-growing data at an exponential rate. The proponents of data sci-
ence argue that data science techniques will dominate and improve many domains
of science in the next decades. However, several critics and concerns remain about
its widespread adoption in the financial field due to the absence of transparency and
explainability in the current generation of data science techniques. For instance,
researchers’ limited access to valuable data restrict the scientific developments and
their benefits to both the academic community and industries. Additionally, while
some state-of-the-art data science techniques, such as deep neural networks, have
high prediction accuracy, they have been criticized for being black box methods
that allow limited transparency into the decision process.

This thesis contributes to increasing transparency and explainability in financial
data science by solving three types of research problems in energy and financial
credit markets. First, my results shed more transparency on the intraday electri-
city trading by showing the impact of renewable energies on trader’s strategies.
In particular, I focus on the impact of wind and photovoltaic infeed on intraday
electricity pricing. This study is particularly relevant to increasing transparency
in intraday trading, since updates in weather forecasting errors are typically un-
available to researchers. Second, I employ state-of-the-art deep neural networks
to price day-ahead electricity related to market coupling and use a post-hoc ex-
plainability technique to interpret prediction results. Third, I propose a data-driven
explainable case-based reasoning method to predict financial credit risk, and show
the relevance of its explainability in prediction results.

For intraday market traders, this thesis sheds light on how updated forecasts of
renewable energies influence traders‘ behavior in the intraday trading. Moreover,
it benefits intraday traders by proposing ways to model renewable energies fore-
casts that will further enhance existing econometric models for intraday electricity
prices. Further, this thesis provides an efficient hybrid deep neural networks frame-
work to predict day-ahead electricity prices under the consideration of market
coupling for day-ahead electricity market participants. A post-hoc explainability
technique is used to interpret the importance of the feature inputs, demand/supply
variables, which offers more information and knowledge for cross-border market
regulators and traders to move towards an integrated electricity market in Europe.
Last, this thesis shows that financial institutions can benefit from the explainable
case-based reasoning system to better serve their customers and reduce financial
risk, in line with regulatory requirements. Compared with other machine learn-
ing methods, the proposed method provides superior prediction results of financial
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risk and has a major relevance to the decision-making. This allows banks and
other financial institutions to not only correctly map the probability of default for
any borrower, but also to explain the underlying reason for default. In addition,
results are highly relevant to borrowers, as it provides suggestions on how to im-
prove their financial status to obtain new credit.

List of Articles

A) Modelling the Evolution of Wind and Solar Power Infeed Forecasts

B) Day-ahead Electricity Price Prediction Applying Hybrid Models of LSTM-
based Deep Learning Methods and Feature Selection Algorithms under Con-
sideration of Market Coupling

C) A Data-driven Evolutionary Case-based Reasoning Approach for Financial
Risk Detection
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Chapter 1

Introduction

In recent years, the quantity of financial data being generated has been expand-
ing at an exponential rate. The ever-growing data boosts the digitization in the
financial industry and the rapid development of financial data science, which has
enabled methods and techniques such as advanced analytics, artificial intelligence,
machine learning, and big data to penetrate and enhance the data analyses of fin-
ancial institutions. Traditionally, financial analysis has extensively relied on the
application of statistical inference and financial econometrics (Tsay 2005). How-
ever, certain drawbacks of financial econometrics have come under criticism. For
instance, financial econometrics applies a limited number of models, such as re-
gression models, which work in certain contexts but fail to deal with complex and
high-dimensional data (Varian 2014, de Prado 2018). Moreover, financial econo-
metrics is anchored toward the ideology of philosophical realism and statistical
theory, rather than empirical forecasting, which has been detrimental to the ability
of econometric models to produce reliable prediction results and constrained its
practical applications (Summers 1991, Einav and Levin 2014, Varian 2014, Mul-
lainathan and Spiess 2017).

With the advent of financial data science, researchers and practitioners combine
statistics and computing in an effort to uncover patterns in datasets to expand
the scope of financial econometrics and cope with its problems (Simonian and
Fabozzi 2019). Practically, financial data science, considered as the expansion of
the financial data ecosystem, represents an advancement over financial economet-
rics, and provides a wider range of innovations and robustnesses to practitioners
and researchers when solving new and existing financial problems (Brooks et al.
2019, Khraisha 2020). As an application to credit risk management, financial data
science allows a detailed analysis about debtors, which can help financial insti-
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2 Introduction

tutions to identify those in financial trouble and minimize their exposure to any
potential default (Schmarzo 2013). For instance, Abakarim et al. (2018) apply a
real-time deep neural networks approach to analyze loan applicant proposals and
automatically make a decision for loan approval. Additionally, financial data sci-
ence provides efficiency and cost-effectiveness for financial institutions to gain an
understanding of how competitors perceive their products or identify customers’
demand and design personalized products accordingly (Fang and Zhang 2016). In
the study of Musto et al. (2015), a framework for a recommendation of asset al-
location strategies is proposed, which combines case-based reasoning with a novel
diversification strategy to assist financial advisers in the task of offering diverse
and personalized investment portfolios. Moreover, the ever-increasing computa-
tional power allows researchers to experiment with an extremely large number of
generated test subjects (Brooks et al. 2019). For example, Mclean and Pontiff
(2016) and Jacobs and Müller (2020) study relevant explanatory variables of stock
returns and explore the effect of predictability of these factors.

However, despite enormous optimism about the scope and variety of applications
of financial data science, several critics and concerns remain about its widespread
adoption. For instance, data has become a highly valuable commodity which in
large part is owned and tightly controlled by a small number of technology com-
panies and data brokers who have the advantage of formulating a strategy to har-
vest data from users and consumers. This can result in inequalities in access to
data, which is problematic, since certain types of research could become restricted
to a privileged few (Boyd and Crawford 2012). Inaccessible data can lead to limit-
ations of other researchers conducting similar research projects and a reduction in
innovation and transparency which would otherwise benefit both the research com-
munity and practitioners (Boyd and Crawford 2012). For example, the electricity
intraday market lacks transparency as not all market participants and researchers
have access to relevant variables such as weather updated forecasts (Kiesel and
Paraschiv 2017). This is a drawback, because the inequality will lead to insuffi-
cient research on the intraday market mechanism.

From the industrial perspective, financial institutions always have an aversion to-
wards advanced technology owing to its lack of transparency. For instance, ma-
chine learning methods have experienced rapid development in recent years due
to their accurate prediction. However, some of them, such as neural networks,
support vector machines, and tree ensembles, have been classified as black-box al-
gorithms, since they are difficult to interpret and it is practically impossible to trace
the logic involved in inference. Thus, these black-box methods cannot provide
trust and confidence in their prediction due to the obfuscation for financial institu-
tions, although they are more predictive than traditional models. Especially, under
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the rule of the General Data Protection Regulation (GDPR) in Europe, decision-
making based solely on automated processing is prohibited, while meaningful in-
formation about the logic involved should be carried on (The European Parliament
and the Council of the European Union 2016). Additionally, the GDPR requires
that any information or communication relating to the processing of personal data
shall be easily accessible and easy to understand for the owner of these personal
data. In such context, there is an imperative need for transparency and explainab-
ility in financial data science.

The purpose of this thesis is to contribute to the studies of transparency and ex-
plainability in financial data science by conducting research in three articles. In
Article A, we investigate the transparency in electricity intraday market trading
behaviors by exploring variables otherwise not directly accessible to traders and
researchers. This sheds more transparency on the bidding strategies and shows the
relevance of direct access to updated weather forecasts to electricity traders for
correct adjustments of their positions. In Article B, we apply state-of-the-art long
short-term memory (LSTM) based deep neural networks combined with feature
selection methods to predict the Nordic system price, and used a theoretical game
algorithm to detect the explainability of the proposed models in the prediction. In
Article C, we propose a data-driven explainable case-based reasoning model to
detect financial risk and show how to apply it to interpret prediction results.

The rest of this thesis is organized as follows. Chapter 2 discusses the theoretical
background behind the first two research articles by giving an overview of the
electricity market integration in Europe and motivates the need for transparency
and explainability models required by the electricity markets. Chapter 3 describes
the types of explainable artificial intelligence methods in the literature and their
applications in this thesis. A summary of the three research articles included in
this thesis, as well as their scientific contributions, are presented in Chapter 4.
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Chapter 2

Integration of Electricity
Markets in Europe

The current electricity wholesale market includes a series of sequential markets
with different dynamics where bids are submitted and prices are determined: the
day-ahead market, the continuous intraday market, and the balancing market. Day-
ahead and intraday trading take place on market exchanges. In particular, mar-
ket participants enter into bilateral contracts on purchases and sales of specific
volumes of electricity at an agreed price and for delivery in an agreed period. The
balancing energy market exists to enable grid operators to cost-effectively com-
pensate for power and voltage fluctuations in the transmission grid.

Since the introduction of market coupling, the European Union is taking steps to
improve the efficiency of the integration of the internal energy market and coupling
of the European markets. Market Coupling aims to maximize the pan European
social welfare by avoiding artificial splitting of the markets and contributing to the
formation of the most relevant price signal for investment in cross-border transmis-
sion capacities. In particular, market coupling applies implicit auctions in which
market participants do not individually receive allocations of cross-border capa-
city, but bid for the electricity on the cross-border exchange. The power exchanges
take into account available cross-border capacity in the price calculation process,
minimizing the price difference in different market areas.

2.1 Day-ahead market
The day-ahead market is the primary market for power trading where the largest
volumes are traded. It is a market for contracts with the delivery of physical power

5



6 Integration of Electricity Markets in Europe

hour-by-hour the next day. For instance, participants make bids and offers to the
Nord Pool trading system between 08:00 and 12:00 each day. Before 10:00 each
day, the TSOs (Transmission System Operators) publish trading capacities for each
bidding area. Prices for each hour of the following day are calculated on the basis
of all the purchase and sell orders received and the transmission capacity available.

Under trade liberalization, the traditional vertically integrated power utilities are
replaced with decentralized business entities whose targets are to maximize their
profits. Consequently, a growing number of market participants are exposed to
intense competition, and their need for suitable decision support models to in-
crease margins and reduce risk has significantly increased (Bunn 2004). The
availability of accurate day-ahead electricity price forecasts is vital for market
participants to adjust production plans and perform effective bidding strategies
to make an economic profit. Thus, accurate price prediction tools are essential
for all electricity market participants for maximizing profits, mitigating risks, and
stabilizing the grid under a liberalized and harmonized environment. Numerous
research efforts have contributed to exploiting and developing advanced technolo-
gies for day-ahead energy price forecasting, aiming at highly accurate forecasting
results (Weron 2014, Nowotarski and Weron 2018). In recent years, a consider-
able amount of literature has been devoted to electricity price forecasting models,
which can be classified into five areas, each with its own strengths and weaknesses.
These are multi-agent, fundamental, reduced-form, statistical, and computational
intelligence (CI) models (Weron 2014). In general, the latter are state-of-the-art
techniques. Compared with other traditional models, their performance superiority
contributes to the prevalence of CI-based models in electricity price forecasting.

2.1.1 Day-ahead market price prediction in literature

In this section, I will shortly review some of the relevant literature that deals with
electricity price forecasting. I will differentiate traditional methods on the one
hand and the more recent CI approaches on the other.

Traditional models

One of the traditional methods for forecasting electricity prices is multi-agent mod-
els. They can be viewed as computerized systems that simulate the decisions and
interactions of multiple, autonomous market participants. The agents are equipped
with financial and other objectives; their behavior follows certain rules and mech-
anisms in order to achieve these objectives (Ventosa et al. 2005). Agent-based
models are very flexible when it comes to the modeling of strategic decision-
making and dynamics in the electricity market. However, the elements and re-
lationships of such models must not only be theoretically founded a priori, but the
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input parameters need to be calibrated in such a way that they correspond to the
empirical reality (e.g., the number of market players, their trading strategies, and
interaction mechanisms). Obviously, it is essential to collect the required inform-
ation, and the unavailability of the majority of this information inevitably leads to
potential modeling inaccuracy. To improve the performance of multi-agent mod-
els, researchers propose different hybrid approaches (Li et al. 2011, Zaman et al.
2017). In the study by Kiose and Voudouris (2015), an ACEWEM framework is
proposed, which integrates the agent-based modeling paradigm with formal stat-
istical methods, to simulate repeated power auctions.

The second category of traditional models comprise fundamental models which
give insights into explicit formulations of the fundamental drivers of electricity
prices, such as temperature, demand patterns, plant availability, and market mech-
anisms (Burger et al. 2007). The market price can be understood as an equilibrium
price at the intersection of supply and demand. Despite numerous economic and
physical factors incorporated in fundamental models (Gonzalez et al. 2012, Liebl
2013), unrealistic assumptions can result in the unreliability of the forecasting res-
ults. Furthermore, because of the limited availability of hourly data, concerning
the fundamental drivers, fundamental models are not suitable for short-term price
forecasting (Weron 2014).

The third category can be referred to as reduced-form models, which attempt to
simulate the main dynamic characteristics of electricity prices. Typically, dynamic
features include mean-reversion, jump-diffusion, and regime-switching (Islyaev
and Date 2015). Such models provide a relatively simplified and tractable pattern
of electricity prices, like spikes and volatility at a daily level. However, the liter-
ature report limited performance on day-ahead hourly prices when using reduced-
form models (Bessec and Bouabdallah 2006, Weron and Misiorek 2008).

Finally, statistical models have been applied to the forecasting of electricity prices.
Such models typically consist of an ARMA (autoregressive moving average), AR-
MAX (autoregressive moving average with exogenous variables), or GARCH (gen-
eralized autoregressive conditional heteroskedastic) component (Cuaresma et al.
2004, Conejo et al. 2005, Misiorek and Weron 2006, Koopman et al. 2007). These
models incorporate lagged observations of electricity prices in addition to exogen-
ous variables like consumption, production, and weather conditions. The preval-
ence of statistical models in scientific research can be attributed to their distinct
interpretation of the results and their simple implementation. These models sup-
port short-term electricity price forecasting and the incorporation of related fun-
damental variables without requiring complex systems modeling. However, the
efficiency and accuracy of such technical models are often criticized because their
forecasting performance degrades when non-linearity or spikes are present, which
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is typically the case in electricity price time series (Weron 2014). To deal with this
drawback, nonlinear components have been exploited and integrated into statistical
models (see Nogales et al. 2002, Jonsson et al. 2013, Gonzalez et al. 2018).

Computational intelligent models

Compared with traditional models, CI models can better handle complicated prob-
lems and compounded and dynamic systems. CI models comprise artificial neural
networks, support vector machines, fuzzy systems, and evolutionary algorithms
(Weron 2014). Recently, methods based on artificial neural networks (ANN) have
received the most attention in the research. Their capability and flexibility to
handle complex nonlinearities make them preferred candidates for predicting short-
term electricity prices. For example, Catalao et al. (2007) propose a three-layered
ANN that was trained by the Levenberg-Marquardt algorithm to predict short-term
electricity prices in the electricity markets of mainland Spain and California. Keles
et al. (2016) propose an ANN-based method for day-ahead electricity price fore-
casting and show that their approach has a better performance than the statistical
benchmark models. In particular, to improve the performance of an ANN model,
K-Nearest Neighbour (KNN) is used to select the most relevant input data, to re-
duce the computational efforts during training. One important finding from this
research is that the electricity price was positively correlated with the price of the
same hour one day before. In the study by Peter and Raglend (2017), an ANN
model embedded with a particle swarm optimization (PSO) and Wavelet trans-
formation (WT) approach is presented to predict the short-term market clearing
price. PSO is used to optimize the weights of the ANN, while WT is utilized for
decomposing electricity prices into a well-behaved series. The results from this
research show the potential superiority of such hybrid models.

In recent years, deep neural networks (DNNs) have gradually entered scientific
research related to electricity price forecasting. They are already regarded as the
state-of-art approach in various other disciplines (Hinton et al. 2012, Bahdanau
et al. 2014, Li et al. 2018). DNNs are the extension of the traditional neural net-
works and, due to their multiple layers, these networks can learn hierarchical and
complex features of data much better than their shallow counterparts. In terms
of their architecture, DNNs are often categorized into three main classes: Feed-
forward Neural Networks (FNNs), Recurrent Neural Networks (RNNs), and Con-
volutional Neural Networks (CNNs). FNNs conduct the data flow unidirectionally
from the input layer to the output layer and recognize the complex non-linear re-
lationship between input and output. RNNs, also called feedback artificial neural
networks, further allow information to move backwards. They are typically ap-
plied in sequence or time series data modeling by building extra mappings to hold
relevant information from past inputs. Despite the superiority of RNNs in cap-
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turing short-term dependencies, they are not capable of dealing with long-term
dependencies due to the vanishing gradient problem (Bengio et al. 1994). The two
most important variants of RNNs that overcome this problem are the long-short
term memory (LSTM) and gated recurrent units (GRU) networks. CNNs have
a different type of deep learning structure, including two special blocks, a con-
volution operation, and a pooling operation, commonly used to filter the features
from data. Lago et al. (2018) broadly investigate the empirical performance of
DNNs compared to traditional models for predicting day-ahead electricity prices.
According to their results, DNNs outperform the statistical methods. Moreover,
Chang et al. (2019) perform an empirical evaluation with the data in various day-
ahead markets to demonstrate the state-of-art performance of LSTM models. Kuo
and Huang (2018) detect the feasibility and practicality of electricity price fore-
casting by combining the CNN and LSTM models.

2.1.2 Day-ahead market price prediction in the integrated market

Over the last two decades, worldwide energy markets have experienced a transition
towards deregulation and globalization (Weron 2006; 2014). This have resulted in
more complex and integrated systems, making it harder to obtain accurate fore-
casts. A large number of explanatory variables from an ever-growing number of
interconnected, neighboring power systems need to be considered when forecast-
ing electricity prices. To the best of our knowledge, Article B of this thesis is the
first study dedicated exclusively to exploring the influence of various features on
electricity price forecasting by applying the state-of-the-art deep learning models
under consideration of market coupling. In particular, we propose three hybrid
architectures of LSTM-based DNN models: the two-step hybrid model, the auto-
encoder hybrid model, and the two-stage hybrid model. Article B includes a case
study which considers the system price forecasting of the Nord Pool day-ahead
electricity market. We employ five feature selection algorithms for selecting fea-
ture variables derived from the markets listed on Nord Pool and their neighboring,
interconnected markets. In Chapter 3, I will introduce the techniques to interpret
the prediction results from black-box machine learning models.

The architecture of the LSTM network used in Article B is shown in Figure 2.1
and is defined by the following suit of equations (Graves 2013):
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ft = σg(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (2.1)

it = σg(Wxixt +Whiht−1 +Wcict−1 + bi) (2.2)

ot = σg(Wxoxt +Whoht−1 +Wcoct−1 + bo) (2.3)

ct = ft ⊗ ct−1 + it ⊗ σh(Wxcxt +Whcht−1 + bc) (2.4)

ht = ot ⊗ σh(ct) (2.5)

where ft, it, ot, ct and ht indicate the values of the forget gate state, input gate
state, output gate state, memory cell and hidden state at time t in the sequence,
respectively. σg and σh are sigmoid function and hyperbolic tangent function and
⊗ denotes the element-wise product. W and b are matrices/vectors with weights
and biases which are coefficients to be estimated. Like all RNNs, the LSTM neural
networks will process data sequentially. Hence, they take the form of a chain
structure, as shown in Figure 2.2.

σg σg σh σg

× +

×
×

σh

ct−1

Cell

ht−1

Hidden

xtInput

ct

Cell

ht

Hidden

htHidden

ft it

ct
ot

Figure 2.1: LSTM cell.

2.2 Intraday market
Intraday power trading refers to continuous buying and selling electricity at a
power exchange. In the intraday market, contracts start to be continuously traded
right after the closer of the day-ahead market and up to one hour before delivery.
This allows a power plant operator who suddenly loses production in a single block
to buy additional power from other participants on the market. In general, the elec-
tricity intraday market serves as a possibility to adjust the commitments from the
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Figure 2.2: LSTM chain.

day-ahead market and reduce potential imbalance costs. Intraday markets start
at different times in different countries. For example, in the German market, the
intraday trading starts at 3 pm for hourly products and 4 pm for quarter-hourly,
and ends 30 minutes before the delivery time (Kiesel and Paraschiv 2017). In the
wake of the European Cross-Border Intraday (XBID) project, intraday trading be-
comes even more relevant. The aim of the XBID project is to create a single pan
European cross zonal intraday market in Europe, which is essential for completing
the European Internal Energy Market. With the rising share of intermittent renew-
able energies in the European generation, connecting intraday markets through
cross-border trading is an increasingly important tool to provide more possibility
for market parties to keep positions balanced.

2.2.1 Intraday market trading in the literature

While there is a rich number of price prediction models for the day-ahead market
in the literature, similar research on intraday pricing lacks behind. Some recent
research has paid attention to the intraday electricity price forecasting and trading
(Monteiro et al. 2016, Ziel 2017, Kiesel and Paraschiv 2017, Kath and Ziel 2018,
Uniejewski et al. 2019, Janke and Steinke 2019, Maciejowska et al. 2019, Nara-
jewski and Ziel 2020a;b). Kiesel and Paraschiv (2017) provide an econometric
model for 15-min intraday prices and show that these prices are asymmetrically
influenced by intraday updated renewable forecast errors in a threshold regression
analysis. Narajewski and Ziel (2020a) perform forecasting of intraday electricity
prices in the German market and show that the intraday market is a weak-form
efficient market. This outcome is consistent with Janke and Steinke (2019) who
predict the quantiles of the German intraday price for the last three hours before
delivery. Other studies of the German electricity market include Uniejewski et al.
(2019), Narajewski and Ziel (2020b). Aïd et al. (2016) and Glas et al. (2020) de-
velop optimal trading strategies for market participants who aim at marketing both
renewable and conventional power on the intraday market. Gürtler and Paulsen
(2018), Goodarzi et al. (2019) and Kulakov and Ziel (2021) detect the impact of
renewable power generation and its forecast errors on intraday electricity prices.
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The study of Kath and Ziel (2018) shows that the accurate prediction of 15-min
intraday electricity price will generate economic benefits. Further they propose
a buy-low-and-sell-high trading strategy based on the prediction to yield decent
profits.

2.2.2 Renewable energies and intraday markets

In recent years, electricity generated by fossil fuels is replaced by the massive
expansion of energy generated by renewable energy sources. This tendency has
two direct influences on the electricity market. On the one hand, the increasing
renewable power generation decreases the wholesale electricity price level because
renewable power is increasingly cheaper than any new electricity capacity based
on fossil fuels. On the other hand, it increases the volatility of electricity prices
due to the fluctuating nature of the renewable energies generation profile, such as
wind power and solar power. Thus, it becomes more challenging to obtain accurate
electricity prices with the rapid development of intermittent renewable energies.

The German market is regarded as the world’s first major renewable energy eco-
nomy. Its renewable power generation increased from 38 TWh (7% of gross elec-
tricity production) in 2000 to 244 TWh (40% of gross electricity production) in
2019 (Federal Ministry for Economics Affairs and Energy 2020). In the light of
the integration and interconnection of European electricity markets, the analysis
of the renewables’ influence on the German electricity market is essential for the
local market but also for its integrated markets. Previous studies of Kiesel and
Paraschiv (2017), Kremer et al. (2020a) and Kremer et al. (2020b) investigate the
marginal effect of renewables forecasting errors on intraday electricity prices in
the German market and show that negative (positive) forecast errors increase (de-
crease) the intraday price. However, the dataset of intraday evolution of solar and
wind forecasting errors is not directly available to researchers ex-ante. The opacity
of this vital information is an obstacle to understand trading behaviors in the elec-
tricity intraday market. For instance, Kremer et al. (2020b) and Narajewski and
Ziel (2020b) observe that the closer to the delivery period, the greater the transac-
tion frequency, especially in the last three hours in the German intraday market.
However, the studies did not explain the reasons behind these observations. To the
best of our knowledge, Article A of this thesis is the first to elaborate on uncov-
ering hidden mechanisms in the bidding behavior by analyzing and modeling the
wind and solar power infeed forecasts. The findings of Article A will benefit the
intraday market participants as they can enhance existing econometric models for
intraday electricity prices with the proposed accurate models for wind and solar
power updated forecasting errors.



Chapter 3

Explainable Artificial Intelligence

In recent years, artificial intelligence (AI) has been developed rapidly and ob-
tained notable achievements. AI relies on machine learning (ML) methods which
have been advocated for their unprecedented levels of performance when learn-
ing to solve increasingly complicated problems and fulfill comprehensive tasks,
which enable them to dominate the future development of the human society (West
2018). Further, the sophistication of AI methods enables them to be designed and
deployed without human intervention, which explains why they have been criti-
cized for being black box oracles that allow limited insight into decision factors
(Lei et al. 2018). This includes deep neural networks (DNNs), which are complex
neural network structures consisting of hundreds of layers and millions of paramet-
ers (Lei et al. 2018). The opaque decision process when using AI methods gives
concern to their potential users which typically are reticent to adopt techniques
that are not directly explainable, tractable and trustworthy (Zhu et al. 2018). Thus,
there is an emerging need for understanding how such decisions are furnished by
AI methods (Lipton 2016, Goodman and Flaxman 2017).

Particularly explainability of the working mechanism of a model is well appreci-
ated by some decision-support systems where there is a preference to understand
how the system produces a decision or recommendation, such as financial and
medical systems (Moxey et al. 2010, Rai 2020). It is critical to develop and deploy
trustworthy AI methods that meet financial and business objectives — from recom-
mending products and content for customers, to personalizing user experience, to
approving credit applications.

In addition, the current generation of black box AI algorithms are not suitable for
use in regulated financial services (Bussmann et al. 2020). Explainability is one of
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the main barriers AI algorithms face in regards to their widely practical implement-
ation. To overcome this limitation, explainable AI (XAI), which provides reasons
and transparency to make the functioning of AI clear and easy to understand, is
in high demand (Bussmann et al. 2020). The targets of XAI are to provide an ex-
plainable and tractable reasoning process of decision-making and an understand-
able model mechanism. Typically, XAI pays more attention to the psychology of
explanation and draws some insight from social science (Miller 2019). In contrast
to black-box methods, which focus solely on performance and inevitably increase
the opaqueness of the systems, XAI searches for a trade-off between the perform-
ance of a model and its transparency (Došilović et al. 2018). The improvement in
the understanding of a system can lead to trust and confidence from human users.

XAI typically can be classified as transparent models and post-hoc explainability
techniques. The duality derives from the two distinctive research directions (Guid-
otti et al. 2018). The former is related to the models which are interpretable by
design. The latter relates to black box methods which can be explained by means
of external XAI techniques.

3.1 Transparent machine learning models
Transparent ML models convey some degree of explainability by themselves. The
levels of transparency in ML models can be evaluated based on three aspects: al-
gorithmic transparency, decomposability and simulatability (Barredo Arrieta et al.
2020).

Algorithmic transparency is related to the ability of users to understand the process
followed by the model to produce any given output from its input data (Barredo
Arrieta et al. 2020). For instance, a linear model is regarded as transparent since it
allows for relatively simple and interpretable inference, making it easy for the user
to understand how the model will act in every situation it confronts (James et al.
2014). By contrast, the architectures of DNNs are considered to be opaque since
the inference process cannot be fully observed and the obtained solution has to be
approximated through heuristic optimization (Kawaguchi 2016, Datta et al. 2016),
such as stochastic gradient descent. The explorable depth of models employing
mathematical analysis and methods constrains their algorithmic transparency.

Decomposability is the ability to interpret individual parts of a model (Barredo
Arrieta et al. 2020). For instance, additive models explicitly decompose a com-
plex function into one-dimensional components, capturing non-linear relationships
between individual features and the response, but retaining much of the intelligib-
ility of linear models. By contrast, full complexity models, such as ensembles
of trees, are more accurate on many datasets than additive models because they
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model both nonlinearity and interaction, but too complex to provide any sufficient
interpretation (Lou et al. 2012). In addition to the decomposability of the model
itself, this characteristic requires every input feature to be readily interpretable.
Typically, a transparent model is decomposable if every part of the model can be
understandable by a human without the need for additional tools (Barredo Arrieta
et al. 2020).

Simulatability indicates the ability of a ML model to be simulated or thought about
strictly by a human (Barredo Arrieta et al. 2020). This means the complexity
of models determines their interpretability in this aspect. In general, DNNs can
provide accurate predictions, although the interpretation of such predictions ob-
tained by DNNs is difficult (Yoshikawa and Iwata 2020). Meanwhile, linear mod-
els are more interpretable than complex non-linear models in spite of their predict-
ive performance that would be inferior since real-world data is often intrinsically
non-linear (Yoshikawa and Iwata 2020).

The explainability level of a transparent model can be evaluated as described
above, namely algorithmic transparency, decomposability and simulatability.

3.1.1 Literature review

Typically, more complex models enjoy more flexibility than their simpler counter-
parts, allowing the complex models to have more accurate performance. In this
context, it is unavoidable that the interpretability of the models decreases with an
increased model complexity and performance. Figure 3.1 shows the relationship
between the model accuracy and model transparency (Barredo Arrieta et al. 2020).
From Figure 3.1, we can observe that DNNs are the most complex model with
highest performance while rule-based learning and linear regression models are
easy to the interpreter but with low prediction accuracy. The trade-off between
model interpretability and performance is essential when developing a machine
learning method (Barredo Arrieta et al. 2020). From this tentative representation,
we can see that XAI has the potential and power to improve the common trade-off
between model interpretability and performance.

Linear regression models, including their extensions like logistic regression mod-
els, clearly meet the characteristics of transparent models (algorithmic transpar-
ency, decomposability and simulatability) since they take the assumption of linear
dependence between the explanatory variables and predictions. The usage of such
models has been widely applied within financial fields for a long time and they
are capable of explaining the results of the models to non-expert users (Ruppert
2004). In contrast, DNNs are welcomed by the academic community due to their
huge ability to infer complex relations among variables although their complex
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Figure 3.1: A representation of the area of improvement where the potential of XAI
techniques and tools exists (Barredo Arrieta et al. 2020).

non-linear structure makes it hard to interpret their predictions (Pouyanfar et al.
2018). The fact that explainability of models is often a compulsory condition
when used in practical forced the community to generate multiple explainability
techniques (Pouyanfar et al. 2018), such as model simplification approaches, and
feature relevance estimators (Thiagarajan et al. 2016, Che et al. 2017, Montavon
et al. 2017).

3.1.2 Case-based reasoning

Case-based reasoning is a transparent machine learning method. It is the process
of solving new problems based on the solutions of similar past cases (experiences).
The principle is broadly based on how humans solve problems: solving new prob-
lems with past experiences in similar situations. The reasoning process typically
consists of four steps (Aamodt and Plaza 1994) and the overview is given in Figure
3.2:

• Retrieve: Given a target problem, in the form of a case consisting of a prob-
lem and its corresponding attribute, the system searches among previously
solved cases to find similar cases with solutions.
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Figure 3.2: Overview of Case-based reasoning cycle (Aamodt and Plaza 1994). A case is
generated from a problem (problem characterization) and the steps are completed in
sequence to solve the problem.

• Reuse: Map the solutions from previous cases to the new problem. Adapting
their solutions to generate a new solution to solve the new problem of the
new case.

• Revise: Revise if the generated solution solved the target problem by apply-
ing the solution.

• Retain: If the new case has been solved based on the generated solution, the
new case with the solution will be stored in the system.

Typically, the local-global principle is widely used in the attribute-based CBR sys-
tem for case representation and similarity calculation (Richter and Weber 2013).
Generally, the global similarity is typically measured by the square root of the
weighted sum of all the local similarities. Given a query case Q and a case C from
L-dimensional database (L features), a global similarity function Sim(Q,C) to
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calculate the similarity between Q and C can be described as follows:

Sim(Q,C) =

√√√√ L∑
j=1

wj × (simj(qj , cj))2 (3.1)

where, for the attribute j, simj is the local similarity function, qj and cj are attrib-
ute values from the case Q and C, respectively. wj stands for the weight (global
parameters) of the attribute j.

For the local (feature) similarity, asymmetrical polynomial functions are com-
monly used to measure the similarity of attribute-value (Bach and Althoff 2012).
It can be represented as:

simj(qj , cj) =

{(Dj−(cj−qj)
Dj

)aj , if qj ≤ cj(Dj−(qj−cj)
Dj

)bj , if qj > cj
(3.2)

where Dj stands for the difference between maximum and minimum value of at-
tribute j in dataset. aj and bj are the degree (local parameters) of polynomial
functions.

CBR level of explainability is analyzed as follows:

• Algorithmic transparency: the similarity measure cannot be fully observed
and/or the number of variables is high. Thus, some mathematical and stat-
istical algorithms would be used for the analysis of the model.

• Decomposability: the model comprises two equations: global similarity
function and local similarity function. The similarity measure and the set of
variables can be decomposed and analyzed separately. However, the amount
of variables is too high and/or the similarity measure is too complex to be
able to simulate the model completely.

• Simulatability: the complexity of the reasoning process matches human’s
native capabilities for simulation and solving new problems. The process is
understandable by a human.

3.2 Case-based reasoning for financial risk detection
As financial markets grow increasingly complex, AI powered by DNNs can pro-
cess large amounts of information and handle non-linear data, providing super-
ior decision makings and yielding better investment returns compared to humans.
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Nevertheless, important financial tasks as investment decision-making require ex-
plainability in the decision process. Similarly, it is also important to know why
AI rejected a borrower’s loan request and interpret why AI predicts one firm to
be bankrupt and another not. However, few researchers have explored XAI in the
financial field which is in high need.

Financial risks are potential losses associated with any form of financing, such
as credit risk, operation risk, and business risk. Financial risk detection (FRD)
is challenging as financial institutions not only require high accuracy but also an
interpretable prediction process. The current generation of ML methods refers to
the automated detection of meaningful patterns in data which have achieved con-
siderably accurate results for FRD in recent years. However, it is very challenging
to understand and explain the inner-workings of ML models, including how they
accomplish their predictions and what variables are important (Honegger 2018).
This leads to uncertainty as to whether black-box ML methods are suitable for
solving problems in finance including detecting financial risk. The rule of GDPR
implemented in 2018 further limited the application of black-box algorithms in the
financial field (Voigt and Bussche 2017). Thus, the interpretability of ML meth-
ods is especially important for decision-makers who depend on analytics and data
scientists for building sophisticated systems.

3.2.1 Literature review

FRD is typically a classification problem. In recent years, numerous ML methods
have been developed and employed to improve the accuracy of FRD (Peng et al.
2011, Chen et al. 2011, Sermpinis et al. 2018, Hwang and Chu 2018, Lahmiri and
Bekiros 2019). Chen et al. (2011) propose the Support Vector Machine (SVM)
to predict the default risk of German firms and imply that the eight most import-
ant predictors related to bankruptcy for these German firms belong to the ratios of
activity, profitability, liquidity, leverage, and the percentage of incremental invent-
ories. Sermpinis et al. (2018) use the least absolute shrinkage and selection oper-
ator (LASSO) to predict market implied credit ratings and investigate the predict-
ive determinants in relation to financial factors, market-driven indicators, and mac-
roeconomic predictors. The results show LASSO models have superior predictive
power and outperform the benchmark ordered probit models in all out-of-sample
predictions. Lahmiri and Bekiros (2019) design an empirical study to assess the
effectiveness of various ML methods for FRD and find a generalized regression
neural topology outperforms multi-layer back-propagation networks, probabilistic
neural networks, radial basis functions, and regression trees, as well as other ad-
vanced classifiers. They conclude that the utilization of advanced nonlinear clas-
sifiers based on big data methodologies can yield better bankruptcy forecasting
accuracy compared to traditional ML methods. Overall, the majority of studies on
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FRD achieve considerably accurate prediction results. However, no existing lit-
erature has discussed and explored the explainability of ML methods in financial
decision makings.

In Article C of this thesis, a data-driven CBR model is employed for FRD. The
aim of this article is to develop a way to automatically design the model to obtain
accurate prediction results and explore its explainability in the process of solving
the financial problem. The article detects five categories of financial risk for ex-
amining the predictability and explainability of the proposed case-based reasoning
method, including credit card fraud, credit card default, credit default, bank churn,
and financial distress.

3.3 Post-hoc explainability techniques for machine learning mod-
els

If ML models do not meet any of the criteria mentioned in section 3.1 to declare
them transparent, an independent method is required to be designed and employed
to explain their prediction process. The post-hoc explainability techniques are
proposed and used for this purpose, which typically provides understandable in-
formation to analyze the model’s predictions (Moradi and Samwald 2021).

In general, the post-hoc explainability techniques are categorized into two classes:
those that are capable of being applied to any type of ML model and those that
are devised for a specific ML model (Barredo Arrieta et al. 2020). The former
is called model-agnostic techniques, such as Local Interpretable Model-Agnostic
Explanations (LIME) (Ribeiro et al. 2016). The latter is referred to as model-
specific techniques, such as DeepRED (rule extraction from deep neural networks)
(Zilke et al. 2016).

3.3.1 Literature review

DNNs are considered to be the state-of-the-art ML methods in terms of their pre-
diction accuracy. Numerous research has been conducted on the application of
DNNs in the financial field (Cavalcante et al. 2016). Matsubara et al. (2018) pro-
pose a DNN generative model with information extracted from the news to predict
stock prices. Their findings suggest that the proposed model performs better than
SVM and multilayer perceptron (MLP) models. Futher, Fischer and Krauss (2018)
use an LSTM-based DNN to predict stock prices and claim that LSTM can create
an optimal trading system. Moreover, Wang et al. (2019) treat each kind of event,
such as borrower’s online click behavior, as a word, apply the Event2vec model
to convert each kind of event into a vector, and use LSTM-based DNNs to pre-
dict the probability of default of borrowers. Chen et al. (2017) apply a DNN with
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two layers for high-frequency forecasting stock prices and conclude that the pro-
posed framework outperforms ARMA-GARCH and single-layer neural networks.
Almahdi and Yang (2017) combine RNN and Reinforcement Learning to estab-
lish a portfolio of financial assets and find that the proposed management system
responds to transaction cost effects efficiently and outperforms hedge fund bench-
marks consistently.

However, DNNs lack explainability themselves, and thus, they need feature relev-
ance techniques to interpret the results. Consequently, post-hoc local explanations
and feature relevance techniques are increasingly the most adopted methods for
explaining DNNs.

3.3.2 Shapley Additive explanations

SHAP (SHapley Additive exPlanations) are widely used to explain ML models,
including DNN models (Lundberg and Lee 2017). This is a game theoretic ap-
proach to explain the output of ML models using Shapley values. Shapley values
are a widely used in cooperative game theory, which distribute the total gains to
the players, assuming that they all collaborate (Hart 2017). Let S be a coalition of
players, then v(S) describes the total expected sum of payoffs the members of S
can obtain by cooperation. Given a coalitional game (v,N), the Shapley value of
player i can be calculated as:

ϕi(v) =
∑

S⊆N\{i}

|S|! (n− |S| − 1)!

n!
(v(S ∪ {i})− v(S)) (3.3)

where N stands for the set of players. S ⊆ N \ {i} means the sum extends over
all subsets S of N not containing player i and n is the total number of players in
each subset.

In Article B of this thesis, the Shapley value is used to assess the feature relevance
relative to the output of ML models. In particular, we use the SHAP algorithm
to interpret the impact of certain values of a given feature from the integrated
electricity markets on the expected Nordic system price prediction.



22 Explainable Artificial Intelligence



Chapter 4

Research articles and
contributions

This thesis consists of three articles. Below is a brief introduction as well as a
description of the scientific contributions of each article.

Article A: Modelling the evolution of wind and solar power infeed forecasts

This article is co-authored with Prof. Dr. Florentina Paraschiv at NTNU. It is pub-
lished in the Journal of Commodity Market (classified as ABS 3 and the impact
factor is 2.721), and is available at https://doi.org/10.1016/j.jcomm.
2021.100189.

In this article, we simulate and predict the evolution of wind and PV infeed fore-
casting errors over eight days preceding the start of a given quarter-hourly delivery
period, updated in 15-min steps. In particular, we test comparatively the perform-
ance of three stochastic models, Ornstein-Uhlenbeck (OU) model, the Chan, Ka-
rolyi, Longstaff and Sanders (CKLS) model and Cox-Ingersoll-Ross (CIR) model,
and a probabilistic model, Gaussian mixture model (GMM). In addition, we con-
duct robust statistical tests on the data set and show that the evolution of the
weather infeed forecasts is a stationary process with a drift, but shows no volatility
clustering. Our observations show the difference in updating the weather forecasts
with respect to the time period left to the forecast (delivery) period. In particular,
up to 8.5 hours (8 hours before the intraday market closes) in advance, adjustments
are more frequently made, which increases the need for traders to adjust their po-
sitions in intraday trading. We delineate this time interval as the high-frequency-
update period and the others as the low-frequency-update period. This finding is
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consistent with the results in the study of Narajewski and Ziel (2020b), who show
that the closer to the delivery period, the greater the transaction frequency. Further-
more, it explains that the liquidity of 15-min contracts rises significantly within the
last trading hour prior to gate closure (Kremer et al. 2020b).

The scientific contribution of this article is threefold. First, we empirically analyze
a novel and unique data set, and our proposed models break the ground for further
applications to intraday pricing and optimization. This is important because intra-
day evolution of forecasting errors of 15-min updated solar and wind is essential
to intraday market participants.

Second, we compare the in- and out-of-sample performance of four relevant meth-
ods. We find that the GMM yield a superior simulation performance versus the
classical stochastic models when applied for simulating weather data. For the out-
of-sample analysis, we find that the proposed models have different prediction
performances, depending on whether the weather forecast updates follow a low-
or a high-frequency pattern. The latter is recognizable the closer we come to the
delivery period. In particular, the GMM performs better than the stochastic models
during the low-frequency-update period. However, in the high-frequency-update
period, when the time approaches the forecast period, stochastic models show su-
perior performance. Thus, we recommend complimentary use of the proposed
models, depending on the frequency in which forecast values are adjusted.

Third, the results of our simulation models for updated forecasting errors of solar
and wind can be used as input to explore trading strategies and break the ground
for enhanced pricing and optimization applications. In particular, accurate models
for wind and PV updated forecasting errors can be used to enhance existing econo-
metric models for intraday electricity prices. Simulations of wind and PV infeed
forecasts are useful input to stochastic programming applications for optimal elec-
tricity production planning.

Article B: Day-ahead electricity price prediction applying hybrid models of
LSTM-based deep learning methods and feature selection algorithms under
consideration of market coupling

This article is co-authored with Dr. Denis Becker at NTNU. The article has been
accepted by Energy (classified as level 2 in the Norwegian Scientific Index system
and the impact factor is 7.147), and is available at https://doi.org/10.1016/
j.energy.2021.121543.

In this article, we present the application of thirteen hybrid models of LSTM-
based DNNs and feature selection algorithms for the day-ahead electricity price

https://doi.org/10.1016/j.energy.2021.121543
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prediction under consideration of market coupling. In particular, we introduce
three hybrid LSTM-based architectures and investigate the performance of thir-
teen hybrid models. We find that the LSTM-based DNNs are overwhelmingly
better than the benchmark statistical model (Nonlinear AutoRegressive Moving
Average with eXogenous input (NARMAX) model). Also, we conclude that the
different feature selection methods will lead to different feature selections. As
input, diverse features will have a comparably significant impact on the perform-
ance of LSTM-based predictive models. Especially, the minimum redundancy
maximum relevance algorithms, such as the RFE-SVR and Lasso regression fea-
ture selection methods, increase the performance of models (Radovic et al. 2017,
Shao et al. 2017). In addition, we find the features production and consumption,
as well as their prognosis in the Nordic and German markets, are prioritized by
the feature selection method. Consequently, some implications can be provided
for policymakers to improve cross-border trading in an integrated European power
market. For instance, all trading capacity between the Nordic and German mar-
kets allocated to Nord Pool for implicit auction in the day-ahead price formation
could result in a notable contribution to achieving better allocation of cross-border
network capacity, such as the Nordic and Baltic bidding areas.

The scientific contribution of this article is threefold. First, three architectures of
hybrid LSTM-based DNN models for electricity price forecasting are introduced.
The obtained results in the empirical study show that the proposed models have
considerably accurate prediction results for electricity prices. Further, we conclude
that different feature selection algorithms yield divergent subsets of features, af-
fecting the prediction accuracy of the proposed models. Our study is carried out
using data from the Nord Pool market, but the generality of the proposed mod-
els ensures a possible application to other integrated markets, such as EPEX and
OMIE.

Second, we provide an efficient way to utilize the ever-growing information from
the electricity market integration for the Nordic EPF. This will benefit practition-
ers as these rely on accurate predictions (Zareipour et al. 2010, Kaminski 2013,
Uniejewski et al. 2016).

Third, we employ a game theoretical SHAP approach to explore the relevance of
various cross-border features in EPF. We illustrate the explainability of the SHAP
method, and show the importance and impact of the different features from cross-
border markets on EPF. The findings will benefit spot electricity traders and poli-
cymakers by better understanding the integrated market.
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Article C: A Data-driven Evolutionary Case-based Reasoning Approach for
Financial Risk Detection

This article is co-authored with Prof. Dr. Florentina Paraschiv at NTNU and
Prof. Dr. Georgios Sermpinis at the University of Glasgow. The article has been
submitted to Quantitative Finance (classified as ABS 3 and the impact factor is
2.222) at 07/07/2021.

In this article, we propose a data-driven evolutionary CBR system for FRD. The
financial risk is typically associated with the potential loss in the financial field,
such as credit risk, operation risk, and business risk. Compared to numerous black-
box ML methods, which are shown to achieve considerably accurate results for
FRD (Peng et al. 2011, Byanjankar et al. 2015, Sermpinis et al. 2018), the CBR
system is an explainable AI model, being capable of explaining and justifying how
it obtains its predictions. In addition, we find that the proposed CBR system has a
good performance compared to other ML models.

The scientific contribution of this article is twofold. First, we propose a complete
data-driven CBR system which is designed automatically without any required
domain knowledge in the financial field. Our study solves the main drawback of
a successfully developed CBR system which highly depends on prior experience
and domain knowledge, which is challenging to acquire, even for experts. The
generality of the proposed CBR system ensures a possible application to other
decision-support systems where there is a preference to understand how the system
makes the decision and produce the recommendation (Moxey et al. 2010).

Second, we introduce the four major goals of explanation in the CBR system and
show the explainability of the CBR system in the empirical study. In particular,
we show how to interpret the prediction results based on comparing similar cases
and how to analyze the different importance of the features input. Moreover, we
offer a way to calculate the posterior probability of the CBR system to justify pre-
diction results. Furthermore, we show how to combine the data mining technique
(clustering algorithm) and the CBR system to detect more information to enhance
the financial system decision-making.
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A B S T R A C T

With the increasing integration of wind and photovoltaic power in the whole European power
system, there is a longing for detecting how to trade energy in the ever-changing intraday mar-
ket from electric power industries. Intraday trading becomes even more relevant in the wake of
the European Cross-Border Intraday (XBID) project, which aims at integrating electricity trading
across Europe. Therefore, optimal trading strategies to address forecast fluctuations in renew-
ables output are growingly required to be designed. In this study, we model, simulate and pre-
dict the evolution of wind and PV infeed forecasting errors over eight days preceding the start
of a given quarter-hourly delivery period and updated in 15-min steps. We test comparatively
the performance of several stochastic and probabilistic models, and recommend their comple-
mentary use, depending on the frequency in which forecast values are adjusted. Since ex-ante
updated forecasting errors of renewables infeed are usually not available to researchers, simula-
tions based on our proposed models break the ground for further applications to intraday pricing
and optimization.

1. Introduction

With a large amount of wind and photovoltaic power integrated into the power system in Germany in recent years, the intraday
market traders recognize the importance of renewables forecasts. We analyze the eight days‘ evolution of 15-min updated forecasting
errors of wind and photovoltaic (PV) for a specific quarter-hourly product traded in the intraday market, as given by weather data
providers.1 Typically, market participants in the intraday electricity trading aim at balancing out their positions after the closing of
the day-ahead market. Given the volatile input from renewable energies, there is an increasing need for intraday trading. Since the
updated weather (wind and solar) forecasted values can deviate significantly from the values published by the Transmission System
Operators (TSOs) day-ahead, participants in the intraday market closely follow the evolution of updated forecasting errors. Updates
are available every 15-min from the moment when the intraday market opens until shortly before the end. The intraday trading
starts at 3 p.m. for hourly products and 4 p.m. for quarter-hourly, and ends 30 min before the delivery time in Germany (Kiesel
and Paraschiv, 2017). Based on the updated information of renewable forecasts obtained from weather data providers on a 15-min
basis, market participants adjust production schedules and price bids for specific quarter-hourly products (see the studies of Kiesel
and Paraschiv (2017); Kremer et al. (2020a,b)).

The data set of intraday evolution of forecasting errors of solar and wind is not directly available to researchers ex-ante, but only
ex-post, which is a drawback, given the market mechanism. Indeed, each trading day, market participants bid in the day-ahead and
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intraday markets at EPEX. Price bids in both markets are based on expected values of supply/demand side explanatory variables,
which are directly observable day-ahead from the TSOs. In the day-ahead market, electricity is traded for each hour of the next day,
separately. However, due to the large forecasting errors in demand/supply variables and due to the increase of intermittent solar
and wind infeed, there is a need to correct initial positions at a higher resolution. Thus, trading in the intraday market balances out
excess demand/supply of electricity. An emerging challenge is how to secure adjustment capacity to respond to prediction errors and
output fluctuations for renewable energy power generation.

Electricity is a special type of (non-storable) commodity, and electricity price forecasts are a fundamental input to energy
companies’ decision-making mechanisms, as discussed in the study of Weron (2006). An overview of forecasting modeling approaches
for day-ahead prices is given in the study of Weron (2014). In recent years, the integration of smart grids and renewable energies has
had the effect of increasing the uncertainty of future supply, demand, and prices (Nowotarski and Weron, 2018). This results in the
growing interest of academics and practitioners to understand the probabilistic electricity price (and load) forecasting (Maciejowska
et al., 2016; Liu et al., 2017). In the research article of Paraschiv et al. (2016b), the authors propose forecasting models for heavy-
tailed electricity prices. The importance of renewable energies for accurate prediction of electricity price (extreme) quantiles is
further explored in the studies of Hagfors et al. (2016a); Hagfors et al. (2016b); Frauendorfer et al. (2018) and Paraschiv et al.
(2016a).

Recently, growing research focuses on the intraday electricity price forecasting (Monteiro et al., 2016; Ziel, 2017; Kath and Ziel,
2018; Uniejewski et al., 2019; Janke and Steinke, 2019; Maciejowska et al., 2019; Narajewski and Ziel, 2020a,b). Kath and Ziel
(2018) employ an elastic net approach to forecast 15-min intraday prices and find that the intraday price in continuous trading
is more challenging to predict than the auction price due to the flows of new information. Uniejewski et al. (2019) employ Lasso
to address the problem of optimal variable choice for forecasting intraday prices in the German market and show that the most
important explanatory variables are the most recently observed intraday and day-ahead prices. However, the study solely explores
lagged price information, excluding demand/supply explanatory variables, such as renewable forecasts. Narajewski and Ziel (2020b)
perform probabilistic forecasting of the hourly German intraday market price in the last 3 h of trading. Results indicate that the
introduction of the XBID project reduces market volatility. Narajewski and Ziel (2020a) conduct an electricity price forecasting study
in the German intraday market employing Lasso and elastic net techniques. The outcome shows that the intraday market is a weak-
form efficient market. This is partially validated by Janke and Steinke (2019), who forecast the quantiles of the German intraday
price for the last 3 h before delivery.

To the best of our knowledge, this is the first study that explores statistical properties of the evolution of renewables forecasts and
tests suitable models for forecasting and simulation. Realistic simulation models are highly relevant to capture the typical volatility
patterns of renewable forecast changes, which must be taken into account when building optimal intraday trading strategies. Given
that ex-ante updated forecasting errors of wind and PV are generally not available to researchers, there is an enhanced need for
realistic simulation models to explore trading strategies. Recent renewables-related econometric models are employed to simulate the
energy output (Benth and Pircalabu, 2018; Benth and Ibrahim, 2017; Zhiwen et al., 2018) or to price electricity (Benth et al., 2007;
Gibson and Schwartz, 1990). Research on intraday pricing incorporating ex-ante forecasts of wind and PV infeed is scarce. Previous
studies (Kiesel and Paraschiv, 2017; Kremer et al., 2020a,b) investigate the marginal effect of renewables forecasting errors on
intraday electricity prices and conclude that negative/positive forecast errors will increase/decrease the intraday price, respectively.
Furthermore, Kremer et al. (2020a,b) show that 15-min intraday trading depends on the slope of the merit order curve. Thus, the
authors show that market participants in the intraday market adjust their bids to the updated weather (wind/PV) forecasting errors
asymmetrically. We found that the evolution of updated forecasts of wind and solar follows a mean reversion process, which is
consistent with prior research. In a recent study, Kremer et al. (2020a) find clear evidence of mean reversion existing in the price
formation mechanism of 15-min products. The study of Benth and Pircalabu (2018) shows a good fit of a mean reversion model to
wind power production indexes, the model allowing for pricing wind power futures. The mean-reversion property is also explored
in modeling photovoltaic power generation (Benth and Ibrahim, 2017; Boland, 2008). In practice, weather data providers make a
rough approximation of the level of solar or wind infeed and forecasting errors are expected to oscillate around these expectations.

The contribution of this article is threefold. First, we empirically analyze a novel and unique data set of the evolution of 15-min
updated wind and solar infeed forecasts, information essential to intraday market participants. Second, we test the in- and out-of-
sample modeling performance of three relevant stochastic models (Ornstein Uhlenbeck (OU), Chan, Karolyi, Longstaff and Sanders
(CKLS), and Cox-Ingersoll-Ross (CIR)) and one probabilistic model (the Gaussian Mixture Models, GMM). We conclude a superior
in-sample simulation performance of GMM and recommend a complementary use of the tested models for out-of-sample forecasting.
Third, the results of our simulation models for updated forecasting errors of solar and wind can be used as input to explore trading
strategies and break the ground for enhanced pricing and optimization applications.

The rest of the paper is organized as follows: In Section 2, we describe the data set used by providing descriptive statistics. In
Section 3, we introduce the technical specifications of the models used to describe the evolution of renewables infeed forecasts. In
Section 4, we present estimation results. In Sections 5 and 6, we provide case studies to compare the performance of the proposed
models in simulation and forecasting. Finally, Section 7 concludes.

2. Data and descriptive statistics

In this section, we provide a descriptive analysis of our data set of 15-min updated wind and solar infeed forecasts.
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Fig. 1. The outline of timestamps for the wind/PV forecast updates for the H12Q1 product as forecast period. The evolution includes up to 8 days-ahead forecasts
from day d − 7 timestamp [s1] to the “delivery” day d timestamp [s768]. The low-frequency-update period is from step 1 [s1] to step 734 [s734], while the high-
frequency-update period goes from step 735 [s735] to step 768 [s768].

Fig. 2. The 8-day-ahead paths of updated forecasts for wind and PV for the fixed forecast (delivery) period represented by the quarter-hourly product H12Q1, observed
each day in 2015. The zoom-in boxes 1, 2 show the difference in updating the weather forecasts with respect to the time period left to the forecast (delivery) period.

2.1. Data

We employ a unique data set of the evolution of updated forecasts for wind and PV infeed in 15-min frequency up to 8 days-ahead
for a specific quarter-hourly product (forecast period) traded in the intraday electricity market each day between 01/01/2015 and
31/12/2015. Thus, for every quarter-hour forecast period, we observe 365 time series records of 768 weather forecasts each (up to
8 days × 24 hours × 4 quarter-hours-ahead). The data has been provided by the EWE Trading GmbH2 and it relates to the intraday
trading in the German electricity market at EPEX (see Epexspot (2019)). Information on wind/PV updated forecasts as ex-ante input
to intraday trading is usually not available to researchers, but only ex-post. Our ex-ante/real time updates are therefore relevant
to back-testing exercises/stress testing of trading strategies. As mentioned in the previous section, after the opening of the intraday
market, traders receive updated forecasts of wind and PV every 15-min and adjust their trading strategies of quarter-hourly products
accordingly. In Fig. 1, we outline the standard timestamps of updated wind/PV forecasts over 8 days prior to the selected forecast
period: first quarter of hour 12 (H12Q1).

In 5% of the sample, our data set contains missing observations, which are handled by linear interpolation. To get a better
comparative description of the evolution of forecasts across the 365 paths, we standardize the values to start at 1. In Fig. 2, we plot
the paths of updated forecasts for wind and PV for the fixed forecast period represented by the quarter-hourly product H12Q1 (hour
12 quarter 1), observed each day in 2015. We observe that weather forecasts beyond 8.5-h-ahead are only adjusted step-wise, turning
into continuous (frequent) adjustments closer to the start of the forecast period (see zoom-in sections of Fig. 2 for three selected paths,
when the quarter-hourly forecast period is observed at 19/01, 15/06 and 04/09). This finding is in line with the common practice,
where weather data providers run the forecasting models less frequently for updates of longer periods-ahead forecasts, but intensify
their use closer to the forecast period. In Fig. 3(a), we show the mean of wind forecasts across the 365 paths for each time step.
The drift in the evolution of wind forecasts is most pronounced for the forecast period H1Q1, which is not surprising, since wind is
most intense during night hours. The frequency of no-updates in the wind forecasts evolution over time for several quarter-hourly
forecast periods (observed at night, morning, noon and evening hours) is shown in Fig. 3(c). A frequency value of 1 indicates that for
a specific quarter-hour forecast period across all 365 (days) paths at a given time step, no updates of wind forecasts are available. A

2 https://www.ewe.com/en.
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Fig. 3. (a) The mean of the wind infeed forecasts across all 365 paths at different time steps up to 8-day-ahead for the following forecast periods: H1Q1 (hour 1,
quarter 1), H6Q1 (hour 6 quarter 1), H12Q1 (hour 12 quarter 1) and H18Q1 (hour 18 quarter 1). The zoom-in portions display the last 34 time steps (8.5 h before
the delivery time). (b) The standard deviation of the wind infeed forecasts across all 365 paths at different time steps up to 8-day-ahead for the following forecast
periods: H1Q1 (hour 1, quarter 1), H6Q1 (hour 6 quarter 1), H12Q1 (hour 12 quarter 1) and H18Q1 (hour 18 quarter 1). The zoom-in portions display the last 34
time steps (8.5 h before the delivery time). (c) The frequency (percentage) of no-update of the wind infeed forecasts across the 365 paths at specific 15-min interval
time steps up to 8-day-ahead forecasts for the following forecast periods: H1Q1, H6Q1, H12Q1 and H18Q1 across the year 2015.

frequency value of 0.3 shows that in 30% of the days of one year, no updates of wind forecasts occurred at the given time step, for
a specific quarter-hour forecast period. We observe that the frequency of updates increases closer to the forecast (delivery) period.
As shown in Fig. 3(c), especially up to 8.5 h (8 h before intraday market closes) in advance, adjustments are more frequently made,
which increases the need of traders to adjust their positions in the intraday trading. This is further shown in Fig. 3(b), where we
observe an increase in the standard deviation of forecasts with 8 h before the market closure. This finding is in line with the results in
the study of Narajewski and Ziel (2020b), who show that the closer to the delivery period (in our case corresponding to the “forecast
period”), the greater the transaction frequency. Furthermore, Kremer et al. (2020a) show that the liquidity of 15-min contracts rises
significantly within the last trading hour prior to gate closure: On average, roughly 68% of the total number of transactions are
executed and about 74% of the total trading volume is transferred. As renewable power forecasts become more and more precise,
traders in intraday market adjust their positions accordingly. The authors conclude that the 15-min periodicity in liquidity originates
from newly arriving renewable forecast updates. Accurate forecast models for the latter are therefore essential for building realistic
trading strategies.

2.2. Descriptive statistics

2.2.1. Stationarity and ARCH effects
Based on the visual inspection of Fig. 2, the evolution of updated forecasts of wind and PV show a drift over time. We apply the

Augmented Dickey-Fuller test to detect whether the forecasts series have a unit root and thus follow a random walk. We test the
null hypothesis of a random walk model (AR(1) coefficient = 1) with drift against the alternative model (AR(1) coefficient < 1) with
drift. We replicated the unit root test to all forecast paths. The p-values and t-statistics are shown in Table 1, and the rejection rate
of the null hypothesis at significance levels of 1%, 5%, 10% and 15% are shown in Table 2.

In Table 1, we observe that the mean of the p-values across the 365 paths is 0.0885, and their median is 0.0536. In Table 2, it
is shown that the null hypothesis is rejected for up to 82.69% of the paths at 15% significance level. Thus, results show that the
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Table 1
Results of the ADF test for unit root displayed for percentiles of the 365 paths of wind updated forecasts for the forecast period
H12Q1 observed in 2015.

mean Std min 25% 50% 75% max

p-value 0.0885 0.1049 0.0001 0.0195 0.0536 0.1224 0.6758
t-statistic −1.6369 0.6950 −3.6920 −2.0682 −1.6120 −1.1635 0.4560

The 25%, 50%, and 75% stand for the 25th, 50th, and 75th percentiles of the p-values or t-statistics across the 365 forecast
paths, respectively.

Table 2
Rejection frequency of the ADF test for unit root for the 365 paths of wind updated forecasts for the forecast
period H12Q1 observed each day in 2015, at different significance levels.

1% 5% 10% 15% Not rejected at 20%

Critical value −2.331 −1.647 −1.283 −1.038 17.31%
Rejection rate 14.84% 47.53% 70.05% 82.69%

Null hypothesis random walk model (AR(1) coefficient = 1) with drift against the alternative model (AR(1)
coefficient < 1) with drift.

Table 3
Results of the Engle’s ARCH test for all 365 wind forecast paths for the forecast period H12Q1 observed in 2015.

mean std min 25% 50% 75% max

p-value 0.6957 0.1973 0.0000 0.6184 0.7291 0.8327 0.9966
t-statistic 0.8565 6.0289 0.0000 0.0446 0.1200 0.2481 102.9716

The 25%, 50%, and 75% stand for the 25th, 50th, and 75th percentile, respectively, of p-values and t-tests across the 365
wind forecast paths having as forecast period H12Q1.

Table 4
Rejection frequency of the Engle’s ARCH test for the 365 paths of wind updated forecasts, for forecast
period H12Q1 observed in 2015, at different significance levels.

1% 5% 10% 15% Not rejected at 20%

Critical value 6.6349 3.8415 2.7055 2.0723 95.59%
Rejection rate 2.20% 3.03% 4.13% 4.41%

Null hypothesis of no ARCH effects against the alternative that a series of residuals exhibits ARCH effects.

null hypothesis of unit root at common significance levels is rejected, indicating the presence of a drift in the stationary 15-min
interval wind forecast updates series observed each day in 2015. Similar results have been obtained for the PV forecast paths and are
available upon request.

We further employed the Engle’s ARCH test to detect whether there are ARCH effects in the wind forecast time series. We conduct
Engle’s ARCH test (Engle, 1982) to test the null hypothesis that the series of wind forecast paths residuals exhibit no ARCH effects,
against the alternative that autocorrelation exists in the squared residuals. Residual series are defined by e = r - mean(r), where r
is the return of time series (Engle, 1982). The test resulting p-values and t-statistics across all 365 wind updated forecast paths for
the forecast period H12Q1 are shown in Table 3. The rejection rates of the null hypothesis at significance levels of 1%, 5%, 10% and
15% are shown in Table 4. Table 3 shows that the mean of the p-values across paths is 0.6957, and the median is 0.7291. Table 4
shows that in 95.59% of the cases the null hypothesis cannot be rejected at a significance level of 15%, indicating the absence of
conditional heteroscedasticity in the variance process. In Fig. 4, we display the autocorrelation function and partial autocorrelation
function for the squared residuals of the wind forecast paths for the forecast period H12Q1 observed at 08/03/2015. The sample
ACF and PACF only have significant autocorrelation at lag 0, which implies that conditional heteroscedasticity does not prevail in
the series.

Overall, we conclude that the evolution of the weather infeed forecasts is a stationary process with a drift, but shows no volatility
clustering.

2.3. Distribution of forecasts across days of one year observed at each time step

For traders in the intraday market, it is important to get an overview of the distribution of forecasts of wind and PV at each time
step to assess their volatility across the days of one year, which can further be used to adjust their bidding strategies. The closer we
come to the delivery period, weather data providers let their forecasting models run more frequently and these updated forecasts
incorporate a more realistic information which intraday traders typically follow closely. We therefore analyze the distribution of
forecast returns across paths at each time step t along the 8 days of updated forecasts in 15-min frequency. For each step, we
compute returns as shown in equation (1):

5



W. Li and F. Paraschiv Journal of Commodity Markets xxx (xxxx) xxx

Fig. 4. The Autocorrelation Function and Partial Autocorrelation Function of the squared residual series of the wind forecast path observed at 08/03/2015 for the
forecast period H12Q1.

Fig. 5. The distribution of returns across all paths observed at the last time step for forecast period Hour 12, Quarters 1 to 4, for the wind and PV infeed forecasts,
observed in 2015.

rj
t = (Xj

t − Xj
t−1)∕Xj

t−1, for j = 1,2,… ,365 (1)

where j represents the day when the (quarter-hourly) forecast period is observed. In Fig. 5, we show the histogram of the forecast
returns across the 365 paths observed at the last time step before delivery time for each quarter-hourly product of hour 12 for wind
and PV, respectively. We conclude that no quarter-hourly seasonality is observed. Data shows high kurtosis and skewed distribution.
In addition, we show the histograms of wind and PV infeed forecasts in summer and winter (see Appendix: Figs. A.14 and A.15) and
we find that there is no evidence supporting the existence of summer/winter seasonality in the renewables infeed forecasts. Thus,
for the purpose of our analysis, we choose the peak quarter-hourly products (H12Q1), which show the highest trading volume in the
intraday market.

We employed Jarque-Bera-Test to investigate whether the histograms of return forecasts observed across paths at a certain time
step can be modeled by a normal distribution. We found that at a 5% significance level, the distribution is not normally distributed
at all time steps. It should be noted that the p-values are less than 0.0001. This suggests that there is strong evidence that the return
distributions are not normally distributed at a 5% significance level (results are available upon request).

We find that the weather forecasts series are stationary processes with drift, and show no volatility clustering along the path for a
certain quarter-hourly product. Given the data properties, we tested three mean reversion models. In addition, to be able to simulate
the distribution of forecasts across paths at given time steps, we test a probabilistic model where the entire data set is modeled as a
set of simultaneous time series.
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3. Methodology

In this paper, we will employ the Ornstein-Uhlenbeck (OU) model, the Chan, Karolyi, Longstaff and Sanders (CKLS) model,
Cox-Ingersoll-Ross (CIR) model and the Gaussian mixture model, which are widely used to model energy time series.

3.1. Stochastic models

3.1.1. Ornstein-Uhlenbeck model
The mean reversion property often describes energy-related time series. The basic mean-reversion model is the Ornstein-

Uhlenbeck (OU) process. The OU model and its modified versions were employed to model different phenomena in a broad range
of fields such as economics, theoretical mathematics and physics (Gibson and Schwartz, 1990; Bibbona et al., 2008; Janczura et al.,
2011). Specifically, the OU model is widely used in the field of energy, like commodity price and output simulation and prediction
(Benth et al., 2007; Zárate-Miñano et al., 2013).

The Ornstein-Uhlenbeck process Xt is defined as a solution of the stochastic differential equation (SDE) of the following form
(Glasserman, 2004):

dXt = (𝜃1 + 𝜃2Xt)dt + 𝜃3dWt (2)

where 𝜃1 > 0, 𝜃2 < 0 and 𝜃3 > 0 are parameters and Wt is the Wiener process. For the sake of convenience to interpret the solution
of the SDE, its form can be transformed as follows:

dX(t) = 𝛼(b − X(t))dt + 𝜎dW(t) (3)

where 𝛼 = −𝜃2, b = 𝜃1∕𝛼 and 𝜎 = 𝜃3. 𝛼 is the speed of reversion, b is the long-run mean and 𝜎 is the volatility. The general
solution for the OU model is:

X(t) = e−𝛼tX(0) + 𝛼 ∫
t

0
e−𝛼(t−s)b(s)ds+ 𝜎 ∫

t

0
e−𝛼(t−s)dW(t) (4)

To simulate X at time 0 = t0 < t1 < … < tn, the process can be set as following equation in Euler scheme:

X(ti+1) = X(ti) + 𝛼(b(ti) − X(ti))Δt + 𝜎
√
ΔtZi+1 (5)

where Δt = ti+1 − ti and Zi with i = 1,… , n representing independent draws from N(0,1).
In the spacial case that b(t) ≡ b and 𝛼 > 0, X(t) converges in distribution to a normal distribution. The limiting distribution of

X(t) is a stationary distribution (Glasserman, 2004), with a limiting mean and variance given as:

E[X(t)] = e−𝛼tX(0) + (1 − e−𝛼t)b → b, as t → ∞

Var[X(t)] = 𝜎2

2𝛼
(1 − e−2𝛼t) → 𝜎2

2𝛼
, as t → ∞

(6)

3.1.2. Cox-Ingersoll-Ross model and CKLS model
The volatility of the Ornstein-Uhlenbeck model is constant. In order to account for non-constant volatility, we apply the Cox-

Ingersoll-Ross (CIR) model, which builds on the Ornstein-Uhlenbeck model. The volatility of generated forecasts from the CIR model
is low for paths when forecasts approach zero but larger when the level of forecasts is high. Alain and Alexandre (2015) show that
the CIR model has a good performance in forecasting wind speed on a short-term horizon. The CIR model is a special case of the
CKLS model, which replaces the square root term with the general term, as shown in Equations (7) and (8). Thus, the CKLS model is
our third tested stochastic model.

The Cox-Ingersoll-Ross model is defined as solutions of the stochastic differential equation of the following form:

dXt = (𝜃1 + 𝜃2Xt)dt + 𝜃3
√

XtdWt (7)

where 𝜃1 > 0, 𝜃2 < 0 and 𝜃3 > 0 are parameters and Wt is the Wiener process. The stochastic differential equation of CKLS Model
is as follows:

dXt = (𝜃1 + 𝜃2Xt)dt + 𝜃3X𝜃4
t dWt (8)

where 𝜃1 > 0, 𝜃2 < 0, 𝜃3 > 0 and 𝜃4 ≠ 0 are parameters and Wt is the Wiener process.

3.1.3. Parametric estimation of stochastic models
We fit the OU, CIR and CKLS stochastic models to the paths reflecting the evolution of updated forecasts of wind and PV and use

the estimated model parameters to perform forecasting and simulation analyses. This task can be achieved by estimating parameters
from discrete observations at the same time interval by maximum likelihood techniques. The well-known algorithms are the Euler
method, the Ozaki method and the Shoji-Ozaki method. In this paper, we applied the Shoji-Ozaki method to estimate the parameters
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of the aforementioned stochastic models. It has been shown that the performance of the Shoji-Ozaki method is much better than two
other methods (Shoji and Ozaki, 1998). The stochastic differential equation can be considered as follows:

dXt = f (t,Xt , 𝜃)dt + g(Xt , 𝜃)dWt, t ≥ 0,X0 = x0, (9)

as the transition density for the Shoji-Ozaki method is Gaussian, it can be written:

Xt+△t |Xt = x ∼  (A(t,x)x,B2
(t,x)), (10)

A(t,x) = 1 + f (t, x)
xLt

(eLt△t − 1) + Mt
xL2

t
(eLt△t − 1 − Lt △ t), (11)

B(t,x) = g(x)

√
e2Lt△t − 1

2Lt
, (12)

with:

Lt = 𝜕xf (t, x) and Mt =
g2(x)

2
𝜕xxf (t, x) + 𝜕xf (t, x). (13)

3.2. Gaussian mixture model

The probabilistic models build on probability distributions to simulate and predict the events. The basic idea is to build a
probability space and choose random components that describe properties of the empirical distributions to simulate the stochastic
process. The typical example is the Gaussian mixture model (GMM), which has been employed in studies that model wind forecast
errors. In recent years, the GMM technique has been proven to be superior to classical time series models in fitting energy generation
or loads of renewables (Singh et al., 2010; Valverde et al., 2012). Similar results are found in Zhiwen et al. (2018) who applied GMM
and other distributions to generate scenarios for the wind power forecast errors showing superior explanatory power of the former.

A GMM is a probabilistic density model represented by a finite number of weighted Gaussian component densities (Reynolds,
2009). A GMM can be described as the following equation (Reynolds, 2009):

p(x|𝜆) = M∑
i=1

wig

(
x|𝜇i,

∑
i

)
(14)

where x is a continuous data vector, wi, i = 1, …,M, are the mixture weights, and g(x|𝜇i,
∑

i), i = 1, …,M, are the component
Gaussian densities with mean vector 𝜇i and covariance matrix

∑
i. The mixture weights satisfy the constraint that

∑M
i wi = 1. 𝜆 is a

notation collectively represented as:

𝜆 = {wi, 𝜇i,
∑

i
}, i = 1,… ,M. (15)

The complete Gaussian mixture model is parameterized by mixture weights wi from all component densities, the mean vectors 𝜇i
and covariance matrices

∑
i. In this paper, GMM is adopted to represent the distribution of returns of the evolution of the wind and

PV infeed updated forecasts observed across paths at each time step.

3.2.1. GMM parameter estimation
Obtaining the parameter set of the GMM is a typical parameter estimation problem. There are four steps to build a GMM. The

procedure reads:

1. We need to decide about the number of components used for building GMM. In our case, we consider the number from 1 to 10.
2. Given a certain number of components, we apply the K-Means clustering method to find the initial center 𝜇 for each component.

Mixture weights w and covariance matrices
∑

are initialized as well.
3. We iteratively adjust the initialized 𝜇, w and

∑
to find the best fitted model.

4. After obtaining all the fitted models with different number of components, we select the best model from the collection via AIC.

4. Empirical results

4.1. Stochastic models

We implemented Shoji-Ozaki method to approximate the parameters of the stochastic models introduced in Section 3.3 We
estimate a SDE with Shoji-Ozaki method, using a discretization length of Δt = 1

96 representing quarter-hourly data with the value

3 The Sim.DiffProc is a R package which implements pseudo-maximum likelihood via the fitsde() function (Guidoum and Boukhetala, 2019).
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Table 5
The estimated parameters for the path of wind quarter-hourly updated forecasts for the forecast period H12Q1
observed at 27/05/2015.

Model 𝜃 1 𝜃 2 𝜃 3 𝜃 4

OU 1.4144 (0.5792) −1.6313 (0.6512) 0.1498 (0.0038)
CKLS 0.82364 (0.4449) −0.9533 (0.5267) 0.1935 (0.0078) 2.6610 (0.2515)
CIR 1.2498 (0.5462) −1.4455 (0.6195) 0.1553 (0.0039)

The value in (∗) is the standard error of parameter.

equaling 8 for frequency, representing the eight days of forecasts. The parameter estimates for the OU model, CIR model and CKLS
model based on the path of wind quarter-hourly updated forecasts for the forecast period H12Q1 observed at 27/05/2015 are shown
in Table 5.

We observe that the parameter signs of 𝜃1 for all calibrated stochastic models are positive, indicating a positive drift in the data
and the 𝜃2 are negative, indicating the forecasts will revert to their long-run mean. This result confirms our previous descriptive
statistics showing that the evolution of the forecasts is a mean-reverting process with a positive drift. The half-lives4 of OU, CKLS
and CIR models are 0.4249, 0.7271 and 0.4795, respectively. These numbers indicate that the evolution of the infeed forecasts need
10.19, 17.45 and 11.51 h, respectively, to reach the intermediate value between X(0) and the long run mean. The OU model requires
the shortest time to converge. In addition, the scaled Wiener processes are the main difference among the three stochastic models.
The volatility term 𝜃3 of the CIR model is multiplied by the term

√
Xt , and this eliminates the drawback of the OU model, a positive

probability of receiving negative forecasts. When the forecasts approach zero, the volatility term 𝜃3
√

Xt approaches zero, canceling
the randomness and implying that simulated forecasts will always stay positive. In contrast, high forecasts level correlates to high
volatility, and this is a data property that can be observed in Fig. 2. As a generalization of the CIR model, CKLS targets to cover
the observed forecasts more flexibly. In the CKLS model of this case study, the term 𝜃3

√
Xt is substituted by a more general term

𝜃3Xt
𝜃4 𝜃4 = 2.6610 indicates that the level of forecasts of CKLS model has more power of influence on the volatility term than CIR.

Meanwhile, the flexibility of the volatility term of CKLS model leads to the possibility of creating negative values when the generated
forecasts are near zero. In such a case, we will continue to generate new scenarios to substitute the ones with negative values. In the
end, we ensure that all values of the generated scenarios of infeed forecasts are positive. In addition, the Ornstein–Uhlenbeck process
can also be considered as the continuous-time analogue of the discrete-time AR(1) process (xt = c + 𝜑xt−1 + wt). It is worthy to
notice that 𝜑 = exp(𝜃2Δt) based on Equation (4). In the current case, 𝜑 = 0.9831, which indicates a very strong autocorrelation
in the series of forecast changes. The distribution of the 𝜑 parameters over all paths of the dataset in 2015 are shown in Appendix
Fig. A.16. The high values of 𝜑 across paths confirm a strong autocorrelation in renewables infeed forecast changes.

Fig. 6 shows the parameter distributions for the OU, CKLS, and CIR models for Wind H12Q1, respectively. We can observe that
the parameter distributions 𝜃1, 𝜃2, and 𝜃3 are either right or left skewed. The 𝜃4 distribution of CKLS model is symmetric but not
normally distributed. Besides, we can also observe that several outliers fall far outside of the mass of parameter distributions. They
are used to simulate abnormal evolution of renewable infeed forecasts. This is of high relevance to traders who need to balance out
extreme/unexpected renewable output in the intrady market. The statistics of the described parameters above are shown in Table 6.
We can find that, except the standard deviation of 𝜃CIR

2 is slightly larger than the others, there is no obvious difference of 𝜃1 and
𝜃2 among the three models. However, the standard deviation of 𝜃CIR

3 is noticeably lower than the other two, indicating that the
CIR-based simulated values will have relatively stable volatility.

4.2. Gaussian mixture models

Many commercial software tools, like MATLAB, provide reliable solvers for K-Means clustering and GMM parameter estimation. If
the model number of GMM is set to 1, the GMM will degenerate into being a Gaussian distribution. The Akaike information criterion
(AIC) is an estimator of the relative quality of statistical models for a given set of data. AIC provides a means for model selection.
AIC = 2k − 2ln(L), k is the number of estimated parameters in the model, L is the maximum value of the likelihood function.

In this paper, we employ GMM to model the non-Gaussian distribution of renewable infeed forecast values across the 365 days
at each forecasting step along the 8 days. The joint distribution of the forecasts return at each time step is modeled by the GMM
with multivariate components. Thereafter, 767 joint distributions of the forecast returns for wind taking H12Q1 as forecast period
are computed. The constructed GMM distributions of the last time step with the histogram of forecast returns are shown in Fig. 7.
It can be seen that the joint distribution constructed by the GMM is consistent with the histograms through different numbers of
components. Specifically, a careful look at the density histogram of the last time step suggests that the return values of the forecasts
can be captured by the mixture components 1, 2 and 3 together. The peak of return values can be represented by component 1. The
middle part of the distribution can be represented by the weighted combination of components 1 and 2. Since outliers exist in the
return values, it is necessary to apply component 3 to capture the heavy tails.

Then, we assess the comparative performance of the GMM to the following distributions: normal-, stable-, beta-, lognormal-,
gamma- and t-Location-Scale (generalized Student’s t-distribution) distributions. We shift the data to a positive value before we

4 The half-life (H) of a variable X is defined as the time for the expected value of X(t) to reach the middle value between X(0) and the long run mean. It is used to
measure the strength of a mean-reversion process. The formula of the half-life is H = ln(2)|𝜃2 | .
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Fig. 6. Parameter distributions of Wind H12Q1 for OU model, CKLS model and CIR model across all 365 forecast paths.

Table 6
Statistics over the parameters of stochastic models. The 25%, 50%, and 75% stand for 25th, 50th, and 75th percentile,
respectively.

mean std min 25% 50% 75% max

𝜃OU
1 0.6489 0.6332 −0.1117 0.2113 0.4966 0.8736 4.4662
𝜃OU

2 −0.6108 0.4448 −2.6759 −0.7898 −0.4944 −0.3140 0.0888
𝜃OU

3 0.3221 0.2249 0.0720 0.1889 0.2714 0.3795 2.2061
𝜃CKLS

1 0.6006 0.6237 −0.0859 0.1790 0.4254 0.8388 4.5200
𝜃CKLS

2 −0.5623 0.4219 −2.6285 −0.6938 −0.4503 −0.2928 0.0855
𝜃CKLS

3 0.3796 0.2605 0.0751 0.2343 0.3290 0.4452 2.3214
𝜃CKLS

4 0.3290 0.9734 −4.5555 −0.2818 0.4313 0.9753 4.8111
𝜃CIR

1 0.6591 0.7410 −0.0588 0.1964 0.4580 0.8651 7.8687
𝜃CIR

2 −0.6139 0.4753 −2.8751 −0.7879 −0.4813 −0.3074 0.0416
𝜃CIR

3 0.3165 0.1531 0.0717 0.2184 0.2992 0.3840 1.2617

apply beta-, lognormal- and gamma distributions. The fitted distributions along with GMM at the last time step are shown in Fig. 8.
The Chi-square statistics are applied for a direct comparison of the goodness of fit. 𝜒2-statistics are measures to obtain the goodness
of fit. Table 7 displays the 𝜒2 for various distributions. A better fit performance has a lower 𝜒2 value. The smallest value of 𝜒2

corresponds to the GMM method which confirms its best-fit performance among all considered distributions.

4.2.1. Improvement of performance
At some time steps, the goodness of fit performance of GMM is not good enough. One main reason is that the return data consist

of many zero values, implying that the adjustment of the forecast does not occur at the current time step. To solve this issue, we
employ a Bernoulli distribution to imitate a determination of “change”, like setting a threshold. Bernoulli distribution is the discrete
probability distribution of a random variable which takes the value 1 with probability p and the value 0 with probability q = 1 –
p. It is also called 0–1 distribution. Following the application of Bernoulli distribution, GMM reflects the adjusted distribution of
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Fig. 7. The GMM applied to the wind updated forecasts for forecast period H12Q1 across all 365 paths observed at the last time step.

Fig. 8. Comparison of the fitting performance between GMM and other distributions applied to the wind updated forecasts for forecast period H12Q1 across all 365
paths observed at the last time step.

Table 7
The GMM offers a better fit for the density histogram as compared to other distributions based on the 𝜒2-statistics.

Distribution GMM Normal Stable Beta Log-normal Gamma t-Location-Scale

Value 788.21 2596.51 845.59 10651.66 15651.71 11971.54 6263.29

returns more efficiently, by removing zero returns. In our case, p = (Total number of returns - The number of zero returns)∕Total
number of returns. The GMM distributions of all time steps of wind H12Q1 are shown in Fig. 9. We observe that the kurtosis of the
distribution is high at the beginning of the evolution, while the kurtosis is lower before the delivery time, as shown in Section 2.
In other words, the infeed forecasts become more volatile during the last 3 h before the delivery time. Besides, outliers appear as
individual components, as seen in Fig. 9. This reflects the GMM’s flexibility of fitting very differently shaped distributions.

4.2.2. Scenario generation
Usually, a joint distribution of random variables cannot guarantee the independence of the multiple component distributions.

This is the reason why it is difficult to sample from a joint distribution. The same issue also exists in GMMs. The idea to circumvent
this obstacle is to sample individually from each Gaussian distribution components, and then collect all samples to generate a joint
distribution. The procedure of generating scenarios from a GMM is displayed in the following three steps:
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Fig. 9. The GMM fit for quarter-hourly updated wind forecasts for forecast period H12Q1 across all 365 paths at all time steps.

Fig. 10. The histograms of returns observed at the last time step for forecast period H12Q1, wind: the empirical distribution, GMM generated scenarios and Normal
distribution generated scenarios.

1. Based on the weights of components of a GMM, the number of samples generated from each component is assigned.
2. Sampling from multiple Gaussian distribution components.
3. Assembling all those samples to obtain a new sample set.

Sampling from the individual series of Gaussian distributions is the only requirement to generate GMM scenarios. The MATLAB
also provides a sampling function for GMM, which can generate samples within milliseconds. In Fig. 10, we show comparatively the
histograms of observed wind infeed in summer for H12Q1 at the last forecasting time step versus the generated scenarios with GMM
and a normal distribution, respectively. We observe a clear success of GMM in fitting the original distribution.

5. Simulations

In this section, we show a simulation exercise to describe the evolution of renewables infeed updated forecasts across the 365
paths. In particular, we test the modeling performance by applying a cross-validation procedure to the paths of wind forecasts for
H12Q1 as forecast period, which is observed each day in 2015. The basic idea of cross-validation is to repeatedly train the models
on a major part of the data and evaluate them on the remaining part. The repeated evaluation for different subsets will make the
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Table 8
The 𝜒2 statistic of the GMM, normal, stable, lognormal and gamma distributions for the parameters of stochastic
models. The GMM provides a better fit for the density histogram as compared to the other distributions.

GMM Normal Stable Log-normal Gamma t-Location-Scale

𝜃OU
1 0.81 37.84 13.68 32.41 5.27 26.38
𝜃OU

2 2.47 109.55 15.63 783.58 259.46 58.99
𝜃OU

3 1.73 27.71 7.78 6.87 13.58 28.85
𝜃CKLS

1 1.34 34.08 19.62 12.62 3.65 43.94
𝜃CKLS

2 1.33 76.25 9.16 789.64 249.08 47.18
𝜃CKLS

3 1.38 28.96 7.06 4.61 7.99 18.31
𝜃CKLS

4 2.18 18.91 8.15 676.11 153.53 9.80
𝜃CIR

1 1.76 32.79 15.15 14.73 1.74 29.10
𝜃CIR

2 1.37 65.50 3.27 728.23 239.24 35.26
𝜃CIR

3 1.02 15.88 3.06 3.93 4.26 2.83

results less variable to estimate the skill of models even with a small dataset (Messner et al., 2020).

5.1. Stochastic models

We propose two strategies for the simulations exercise when applying the stochastic models. The first strategy follows a standard
stochastic simulation process. We calibrate each stochastic model to each one of the 364 paths and generate 1000 scenarios for
each path (total 364,000 scenarios). Thus, we utilize all forecast information from the 364 paths. Then, we cluster 1000 paths from
generated scenarios based on the closeness for the remaining path (the 365th path). We generate 1000 scenarios as in the study of
Narajewski and Ziel (2020b), in which 1000 forecasts were generated for ensemble forecasting evaluation. Besides, distance-based
scenarios reduction is a common technique in stochastic programming (Horejšová et al., 2020; Dvorkin et al., 2014). For instance,
k-means clustering is one commonly used scenario reduction method. In our case, we argue that the clustered 1000 scenarios are
the most similar paths to the 365th path, which are used to assess the simulation performance of the proposed model by employing
multiple measure metrics. We repeat this evaluation process 365 times (from the 1st path to the 365th path).

Next, based on the parameter distributions across all 365 paths as shown in Section 4, Fig. 6, we propose the second simulation
strategy, the parameter sampling method, to generate scenarios. Before conducting a simulation, we employ several probability
models to fit the parameter distributions and look for the best fit model. The test results for the 𝜒2 goodness-of-fit statistic of the
GMM-, normal-, stable-, lognormal-, gamma- and t-Location-Scale distributions are displayed in Table 8, and the parameters 𝜃1, 𝜃2
and 𝜃3 of the OU model are illustrated in Fig. 11.5 GMM fits best the parameter distributions. It is worthy to notice the gamma-,
stable- and t-Location-Scale distributions perform well, which is not surprising, since they are commonly employed to model weather
forecasts in prior studies (Tewari et al., 2011; Bruninx and Delarue, 2014; Menemenlis et al., 2012; Peña et al., 2020). However,
given the versatile distributions of parameters, GMM is a better choice. For the cross-validation, we fit GMM across 364 paths to each
parameter of the stochastic models, and then, based on the fitted GMM, sample a value for each parameter and build a synthesized
stochastic differential equation for each stochastic model. Each equation is used to generate a scenario. We repeatedly synthesize
364,000 sets of parameters and build 364,000 equations, and correspondingly generate 364,000 scenarios for each model. Then, we
cluster 1000 closest scenarios for the 365th path to assess the simulation performance for each model. This process is replicated 365
times.

5.2. GMM models

We apply the GMM method (probabilistic model) to simulate the renewables infeed forecasts as introduced in Sections 3 and 4.
In particular, for each time step t of a specific path, we sample a return of the updated forecasts, rt , from the returns’ distribution
simulated by GMM based on the information from the other 364 paths. Then, based on the simulated wind forecast at time t, yt , and
rt , we obtain yt+1 = yt × (1 + rt). For each path, we generate 364,000 scenarios and then select 1000 closest ones to conduct
validation.

5.3. Simple benchmark models

We also apply a random walk (RW) model with drift (stochastic model) as the first benchmark model. The parameters of the
RW model are calibrated by Autoregressive Integrated Moving Average Model (ARIMA(0,1,0)). For the RW model, the simulation
evaluation procedure is analogous to the stochastic models introduced in Section 5.1. We don’t consider parameter sampling for the
RW.

As a second benchmark model, we employ a Naive approach by using all observations of updated renewables forecasts from the

5 The illustration of the parameters distributions of CKLS and CIR models can be found in Fig. A.17 and A.18.
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Fig. 11. GMM and other distributions fit for the parameters’ distributions of the OU model.

first step to the last to forecast the next value. In particular, for validation, we generate 1000 scenarios for each of the 364 paths by
randomly sampling from the values of the true trajectories.

5.4. Simulation performance

In order to evaluate the effectiveness of the generated simulations, we employ four measure metrics. The first one is the mean
absolute error (MAE). It is a strictly proper scoring rule for median evaluation. In our case study, the MAE is defined as follows
(Narajewski and Ziel, 2020b):

MAE = 1
NT

N∑
d=1

T∑
t=1

|||medianm=1,…,M(ŷd
t,m) − yd

t
||| (16)

where N = 365, T = 768, M = 1000, yd
t is the representation of samples, ŷd

t,m is the m-th simulations of yd
t and medianm=1,…,M(ŷd

t,m)
is the median of M simulations.

The second metric is the root mean absolute error (RMSE). The main difference between MAE and RMSE is that the RMSE gives
a relatively high weight to large errors, since errors are squared before they are averaged. The RMSE is the strictly proper scoring
rule for mean evaluation. The RMSE is defined as follows (Narajewski and Ziel, 2020b):

RMSE =

√√√√ 1
NT

N∑
d=1

T∑
t=1

(
1
M

M∑
m=1

ŷd
t,m − yd

t

)
(17)

where N = 365, T = 768, M = 1000, yd
t is the representation of samples and ŷd

t,m is the m-th simulations of yd
t .
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Table 9
MAE, RMSE and CRPS measures of the considered models for simulations. ∗(P) stands for parameter sampling method.

Model OU CKLS CIR OU(P) CKLS(P) CIR(P) GMM RW Naive

MAE 0.1392 0.1372 0.1346 0.1413 0.1375 0.1327 0.1047 0.1321 0.2186
RMSE 0.2760 0.2722 0.2719 0.2623 0.2438 0.2444 0.2032 0.2568 0.4486
CRPS 0.1006 0.0980 0.0969 0.1032 0.0980 0.0959 0.0785 0.0966 0.1705

The continuous ranked probability score (CRPS), the third metric, is one of the most common single-valued scores to evaluate
the marginal density fit of continuous scenarios (Gneiting and Raftery, 2007; Narajewski and Ziel, 2020b; Nowotarski and Weron,
2018). A formula for forecasts given as ensembles can be written as (Messner et al., 2020):

CRPS = 1
NT

N∑
d=1

T∑
t=1

(
1
M

M∑
m=1

|̂yd
t,m − yd

t | − 1
2M2

M∑
m=1

M∑
l=1

|̂yd
t,m − ŷd

t,l|
)

(18)

where N = 365, T = 768, M = 1000, yd
t is the representation of samples and ŷd

t,m, ŷd
t,l are the m-th, the l-th independent simulations

of yd
t , respectively.
The fourth one is the band depth or the modified band depth rank method introduced by Thorarinsdottir et al. (2016). The concept

of band depth is derived from López-Pintado and Romo (2009). In general, it allows for ranking a sample of data from the center
outwards and defines the centrality or outlyingness of an observation. If the simulations or forecasts lack calibration, the shape of the
verification rank histogram reveals the nature of the misspecification. For instance, a ∪-shaped histogram is an indication of a lack of
correlation in the simulations or forecasts, while a hump or ∩-shape suggests too high correlation. A skewed histogram with too many
high ranks indicates an overdispersive simulations- or forecasts ensemble, while too many low ranks indicate an underdispersive or
biased ensemble (Thorarinsdottir et al., 2016). Essentially, the observations should be indistinguishable from random draws from
the generated distributions if the model is well-calibrated. The ideal model is the one with a rank that has a uniform distribution. In
this paper, we applied the band depth method to critically assess the calibration of different models.

The value of applied error measures is shown in Table 9. Among all methods, the performance of GMM is the best. Results imply
that there is no significant difference in performance among the proposed stochastic models. Also, the stochastic models do not
perform better than the benchmark stochastic RW with a drift model. This indicates that generality of the scenarios is essential for
simulation. Results also denote that the Naive methods are not suitable for simulation in this case. Similar evidence can be perceived
in the simulation performance of the proposed models for PV H12Q1 infeed forecasts, which is shown in Appendix: Table A.12.

In addition, we applied the band depth method to quantify the simulation performance of different models. We define
S = {x1,… , x365} to denote a set of points in ℝd. This is to say that we assume S contains 365 elements (paths), of which
{x1,… , x364} are the simulated ensemble members and the corresponding observation is the x365 path. Hence, in this case study,
the number of bins is 365, d is 767, which is the number of time steps to generate simulations, and the results are based on 1000
repetitions for 365 observation (paths), respectively. In particular, for each observation, three stochastic models and two benchmark
models generate each ensemble element based on each of the remaining 364 paths, respectively, while the stochastic parameter
sampling method and the GMM generate 364 elements based on parameters’ distribution and returns’ distribution across the 364
paths, respectively. The results of simulation band depth tests for GMM, CIR, CKLS(P), and RW are displayed in Fig. 12.

From Fig. 12(a), as expected, we can see that the rank histogram of GMM is close to being uniform, with a slightly large region of
“high ranks”. The reason for the high ranks is that there are several observations (paths) as outliers (experience severe fluctuations
during some periods or a significant correction from the first forecast), deviating from the other observations, as shown in Fig. 2.
Simulations generated based on the information from other observations (not outliers) will be overdispersive for these outliers. The
uniformly-distributed rank histogram of GMM indicates that there are no obvious effects of bias or under/over-dispersion. However,
the rank histograms of the CIR model show a strong ∩-shape, as shown in Fig. 12(b). The ∩-shape histogram indicates that there are
less inlying and less outlying observations than would be expected from a sample. Meanwhile, the rank histograms of the CKLS(P)
and RW model have triangular shapes with too many high/low ranks, as shown in Fig. 12(c) and (d), indicating that they have an
overdispersive/underdispersive simulation ensemble.

The somewhat uniformity of the verification rank histogram is a necessary condition to assess the models’simulation performance.
Among all the calibration metrics, the histogram of the GMM generated observations appears close to a uniform distribution, which
indicates a high performance of the method to simulate the series of renewables updated forecasts. The result of the band depth
is reciprocally confirmed when employing the MSE, RMSE, and CRPS, which suggests that the GMM method is the best choice for
simulations of wind and photovoltaic infeed forecasts, outperforming the other proposed models.

6. Out-of-sample performance

In this section, we test the ensemble prediction performance of all models proposed above on the evolution of wind updated
forecasts for H12Q1, following an expanding window procedure. The initial in-sample size comprises the first 672 time steps, while
the out-of-sample the remaining 96 quarter-hourly updated forecasts, which are highly relevant for the intraday trading. As shown in
Fig. 1, the trading day starts at the step 673. Also, as shown in Figs. 2(a) and 3(c), we observe that weather updates are more frequent
closer to the forecast period, enhancing the need of traders to balance out (updated) forecasting errors. Furthermore, the study of
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Fig. 12. Simulation band depth tests of the wind updated forecasts for H12Q1 as forecast period, for GMM, CIR, CKLS(p), and RW models, respectively. ∗(P) stands
for parameter sampling method.

Narajewski and Ziel (2020b) shows that the closer to the delivery period, the greater the transaction frequency. The forecasting
exercise is done for each one of the 365 paths (N = 365) separately.

To evaluate the prediction performance of the proposed models, we employ a rolling window forecasting approach. In particular,
our rolling window is defined as “expanding window”, which has a fixed starting point and incorporates new data as it becomes
available. In particular, for each path, we calibrate stochastic models using the information from the step 1 to the step 672 and make
the first prediction for the step 673. For this purpose, we first generate 1000 values for step 673 for each stochastic model. Thus, at
this time, we forecast 1000 values (M = 1000) for the infeed forecasts one step ahead. Then, we increase the length of the forecast
trajectory by the generated renewables forecast at step 673 and based on this predict the value for the next step 674, continuing this
recursive process until the delivery time. This process generates 1000 trajectories, each including 96 points (T = 96). Then, we move
the window forward by one step, re-calibrate models by including the newly available information, and repeat the exercise until the
end of out-of-sample data. A similar procedure is applied in the study of Narajewski and Ziel (2020b).

The probabilistic model GMM has a different mechanism to make a prediction compared to the stochastic models discussed in the
paper. The GMM considers the information simultaneously across paths for given observation time steps. The essential assumption of
GMM for forecasting is that, at a particular time step, the infeed forecasts update following a statistical pattern. Thus, the historical
information across paths can be used to give an indication of the range of possible future forecasts. A similar application can be
found in the study of Zhiwen et al. (2018), which employs GMM to model the wind power forecast errors. However, only one year
of data is available in our case study. To deal with the issue of data limitation when applying GMM to predict an update in wind/PV
forecast of a specific path at a given time step, we take the other 364 paths as the pseudo-historical data and fit GMM to those. Then,
we take the fitted GMM to conduct ensemble forecasting as introduced above. The rolling window procedure of GMM is similar to
that of the stochastic models. The value of utilized error measures is shown in Table 10.

From Table 10, we can observe that GMM performs better than the stochastic models. However, RW performs worse than the
stochastic models. Thus, results indicate that the evolution of infeed forecasts follows a stochastic rather than a pure random walk
process. The results are consistent with the observations and stationary tests. The poor performance of the Naive model indicates
that only randomly repeating historical information is not efficient for forecasting.
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Table 10
MAE, RMSE and CRPS measures of the considered models for the last day’s (last 96 time step)
ensemble prediction.

Model OU CKLS CIR GMM RW Navie

MAE 0.0669 0.0597 0.0618 0.0568 0.0667 0.2604
RMSE 0.1087 0.1053 0.1096 0.1030 0.1136 0.4399
CRPS 0.0522 0.0462 0.0503 0.0439 0.0542 0.1840

Table 11
MAE, RMSE and CRPS measures of the considered models for the last 3 h (12 time steps) ensemble
prediction after re-modeling.

Model OU CKLS CIR GMM RW Naive

MAE 0.0330 0.0350 0.0331 0.0356 0.0347 0.0606
RMSE 0.0603 0.0858 0.0603 0.0630 0.0631 0.0925
CRPS 0.0252 0.0266 0.0252 0.0269 0.0263 0.0444

Fig. 13. CRPS measures of the considered models from the last 3 h (12 time steps) prediction after re-modeling.

As we observe from Figs. 2(a) and 3(c), the updates become frequent in the last 8.5 h. Thus, two dynamics exist in our forecasting
performance which can be separated into two periods: low-frequency and high-frequency periods. To eliminate the influence of
the low-frequency-update period on the stochastic models, we reestimate results for short-period forecasting. We only consider the
information across 8.5 h before the delivery time (high-frequency-update period). In particular, we calibrate stochastic models to the
data from the step 735 to 756 (22 time steps) and approach rolling window to forecast the last 12 time steps (3 h before the delivery
and 2.5 h before the market closes, when updates in the wind forecasts are much more frequent). The test results of applied error
measures are shown in Table 11 and the CRSP values at each time step in the out-of-sample for each model are shown in Fig. 13.

Based on the results in Table 11, we observe that the OU and CIR models perform better than the other models. This shows
that the elimination of the information along the paths from the low-frequency-update period leads to a more accurate forecasting
performance of stochastic models. Thus, as previously discussed, results indicate that in the period of frequent weather updates, the
evolution of wind forecasts can be successfully modeled by the dynamics of stochastic processes. As shown in Fig. 13, the forecasting
performance of stochastic models increases closer to the forecast period, which is intuitive, given their short-term autoregressive
nature. We furthermore observe that the closer we are to the target delivery period, in contrast to the stochastic models, the Naive
model version loses its forecast accuracy. It is not surprising to find that the more historical information included, the worse the
prediction power of the Naive model. The result is in alignment with the observations that true trajectories are drifting. In addition,
the proposed models’ performance tends to converge before the delivery, as calibration window size increases and prediction window
(forecast horizon) decreases. Equivalent evidence can be observed in the prediction performance of different models for PV H12Q1
infeed forecasts, which is shown in Appendix: Fig. A.19.

7. Conclusions

The integration of European electricity intraday markets triggers advanced research for improved trading strategies. Updated
information of wind and photovoltaic infeed forecasts are essential supply-side variables for the adjustment positions in the intraday
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trading. As shown in the study of Kremer et al. (2020a), renewable forecast updates are reflected in the prices of 15-min contracts
within one trading minute. Furthermore, Kiesel and Paraschiv (2017) show that intraday prices adjust asymmetrically to forecasting
errors in renewables. In particular, there is a 15-min periodicity in the liquidity pattern in intraday trading which originates from
newly arriving updated renewables forecasts. Renewable forecasts are updated in 15-min intervals and traders continuously adjust
their bids to updated information from the weather data suppliers. It becomes therefore increasingly significant to develop reliable
methods to simulate and predict the evolution of wind and PV updates that are practically useful for electric power industries or for
designing optimal trading strategies.

To the best of our knowledge, this is the first study that explores accurate forecasting and simulation models for the evolution of
wind and PV updated forecasting errors, which are a useful tool to participants in the intraday market for building optimal trading
strategies. Clearly, our results break ground for several applications to intraday trading. In particular, best simulators can support
investors to test virtually any trading strategy at low risk. Besides, the accurate prediction of renewables forecasting errors can help
power producers to better organize and adjust their production schedule, further decreasing the risk of blackout and voltage collapse.

In this paper, we tested the in- and out-of-sample fit of six several models applied to 365 paths of updated renewable forecasts,
wind and PV, for a given quarter-hourly product, available in 15-min updates over eight days. In particular, we assess comparatively
the performance of stochastic models chosen in line with the statistical patterns in the data versus a GMM model. Robustness checks
suggest that GMM is a reliable tool to simulate the updates in the weather data, showing a superior simulation performance versus
the classical stochastic models OU, CKLS and CIR. For the out-of-sample analysis, we find that the proposed models have different
prediction performances, depending whether the weather forecast updates follow a low- or a high-frequency pattern. The latter is
recognizable the closer we come to the delivery period. In particular, the GMM performs better than the stochastic models during the
low-frequency-update period. However, in the high-frequency-update period, when time approaches the forecast period, stochastic
models show superior performance, as updated renewables forecasts show an accentuated autoregressive nature. We furthermore
show the distribution of model parameters over the 365 analyzed paths of renewables forecasts, which can be explored in stress-
testing exercises or in hedging upside/downside risk. In further research, one can explore this prior information of parameters in
a Bayesian approach. Furthermore, accurate models for wind and PV updated forecasting errors can be used to enhance existing
econometric models for intraday electricity prices. Simulations performed in this study are useful input to stochastic programming
applications for optimal electricity production planning.
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Appendix A

Fig. A.14 The distribution of the last time step of Hour 12 from Quarter 1 to 4 of the summer and winter wind infeed forecasts in 2015.

Fig. A.15 The distribution of returns for the last time step for Hour 12 from Quarter 1 to 4 of the summer and winter PV infeed forecasts observed in 2015.
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Fig. A.16 The distribution of 𝜑 parameters across all 365 paths of wind updated forecasts.

Fig. A.17 Parameter distributions of CKLS model.
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Fig. A.18 Parameter distributions of CIR model.

Table A.12
MAE, RMSE and CRPS measures of the considered models for simulations (PV H12Q1). ∗(P) stands for parameter sampling method.

Model OU CKLS CIR OU(P) CKLS(P) CIR(P) GMM RW Naive

MAE 0.1279 0.1276 0.1286 0.1303 0.1335 0.1295 0.0962 0.1196 0.1791
RMSE 0.2641 0.2540 0.2527 0.2462 0.2432 0.2397 0.1864 0.2354 0.3618
CRPS 0.0946 0.0937 0.0942 0.0977 0.1000 0.0960 0.0699 0.0906 0.1414
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Fig. A.19 CRPS measures of the considered models from the last 3 h (12 time steps) prediction after re-modeling (PV H12Q1).
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a b s t r a c t

The availability of accurate day-ahead electricity price forecasts is pivotal for electricity market partici-
pants. In the context of trade liberalisation and market harmonisation in the European markets, accurate
price forecasting becomes difficult for electricity market participants to obtain because electricity fore-
casting requires the consideration of features from ever-growing coupling markets. This study provides a
method of exploring the influence of market coupling on electricity price prediction. We apply state-of-
the-art long short-term memory (LSTM) deep neural networks combined with feature selection algo-
rithms for electricity price prediction under the consideration of market coupling. LSTM models have a
good performance in handling nonlinear and complex problems and processing time series data. In our
empirical study of the Nordic market, the proposed models obtain considerably accurate results. The
results show that feature selection is essential to achieving accurate prediction, and features from in-
tegrated markets have an impact on prediction. The feature importance analysis implies that the German
market has a salient role in the price generation of Nord Pool.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Over the last two decades, worldwide energy markets have
experienced a transition towards deregulation and harmonisation
[1]. Under trade liberalisation, the traditional vertically integrated
power utilities are replaced with decentralised business entities
whose targets are to maximise their profits. Consequently, a
growing number of market participants are exposed to intense
competition, and their need for suitable decision support models to
increase margins and reduce risk has significantly increased [2].
Thus, the availability of accurate day-ahead electricity price fore-
casts is vital for market participants to adjust production plans and
to perform effective bidding strategies to make an economic profit.
However, due to the productive structure and characteristics of
electricity prices, highly accurate forecasting is quite challenging
[3,4]. With the increasing integration of electricity markets, making
accurate forecasts becomes even more difficult in the complex and
integrated system. This is because the forecasting of electricity
prices needs to consider a large number of factors from an ever-

growing number of interconnected, neighbouring power markets.
These factors include electricity prices, production, consumption,
and other important features that influence cross-border electricity
markets.

Numerous research efforts have contributed to the exploitation
and development of advanced technologies for day-ahead elec-
tricity price forecasting (EPF), aimed at highly accurate forecasting
results [5,6]. A considerable amount of literature has been devoted
to EPF models, which can be classified into the following five cat-
egories [5]: multi-agent [7,8], fundamental [5,9], reduced-form
[10,11], statistical [12e14], and computational intelligence (CI)
models [15e17]. Compared with the other four traditional models,
CI models are regarded as state-of-the-art techniques, and their
superior performance contributes to their prevalence in EPF in
recent years. In particular, deep neural networks (DNNs) have
gradually become the most avant-garde CI approach in other dis-
ciplines [18e20] and entered the scientific research field related to
EPF.

DNNs are often categorised into three main classes: feed-
forward neural networks (FNNs), recurrent neural networks
(RNNs), and convolutional neural networks (CNNs). Different types
of DNNs are used to solve different problems. For time series* Corresponding author.

E-mail addresses: wei.n.li@ntnu.no (W. Li), denis.becker@ntnu.no (D.M. Becker).

Contents lists available at ScienceDirect

Energy

journal homepage: www.elsevier .com/locate/energy

https://doi.org/10.1016/j.energy.2021.121543
0360-5442/© 2021 Elsevier Ltd. All rights reserved.

Energy 237 (2021) 121543

mailto:wei.n.li@ntnu.no
mailto:denis.becker@ntnu.no
http://crossmark.crossref.org/dialog/?doi=10.1016/j.energy.2021.121543&domain=pdf
www.sciencedirect.com/science/journal/03605442
http://www.elsevier.com/locate/energy
https://doi.org/10.1016/j.energy.2021.121543
https://doi.org/10.1016/j.energy.2021.121543


prediction, RNNs have achieved superior performance by building
extra mappings to hold relevant information from past inputs. The
long short-term memory (LSTM) and gated recurrent units (GRUs)
are important variants of this kind of network, which overcome the
vanishing gradient problem of RNNs [21]. Compared with GRUs,
LSTM is more accurate on the dataset using long sequences. Due to
the superiority of LSTM in time series forecasting, researchers have
gradually paid attention to its application in EPF [22e24]. However,
as with other DNNs, when LSTM models are applied to high-
dimensional data, a critical issue occurs, known as the curse of
dimensionality [25]. This means that, with a large amount of fea-
tures,1 the performance of LSTMwill degrade because of overfitting
[26]. Thus, LSTM cannot be employed directly for electricity price
prediction with a large number of features as input under consid-
eration of market coupling. While some researchers have attemp-
ted to involve explanatory variables from integrated markets to
make a prediction of electricity price by neural networks [27e29],
no existing research has investigated the state-of-the-art LSTM-
based deep neural networks for this purpose. Besides, some
research starts to pay attention to the influence of the market
integration on Nord Pool [30e32]. However, efficient ways to utilise

the ever-growing information from the electricity market integra-
tion for the Nordic EPF have yet to be explored.

Typically, feature selection is an efficient way to avoid the curse
of dimensionality. It is the process of selecting a subset of relevant
attributes in the dataset when developing a predictivemodel. It can
reduce the computation time, improve model prediction perfor-
mance, and help to get a better understanding of the dataset [33].
The ideal feature selection is to search the space of all variable
subsets with an algorithm, which is impractical except for quite
small sized feature spaces. However, as the space of variables
subset grows exponentially with the number of variables, heuristic
search methods are commonly used to search for an optimal subset
[34]. The current research on feature selection algorithms can be
categorised as filter, wrapper, and embedded methods [33]. In
particular, the filter methods use a proxy measure to estimate a
feature subset before training a prediction model. Pearson's Cor-
relation (PC) is a typical indirect assessing measure for the
regression problem [35]. In contrast, thewrapper methods evaluate
selected feature subsets by employing a predictive model directly.
Each subset is used to train a new forecasting model, and the
optimisation method is used to search for the best performing
model in the process of feature selection. The embedded methods
can implement an automatic feature selection in the process of
estimating the parameters of predictive models. This means this
catch-all group of techniques performs the process of feature

Nomenclature

b Coefficients of independent variables
ŷ Predicted output
l Tuning parameter
m Expected electricity exchange capacity
u Constant that determines the significance of v!
5 Element-wise product
g! Global current best solution
p! Particle's past best solution
v! Velocity of the particle
F Kernel function
4 Activation function
r PC coefficient
sX Standard deviation of X
sY Standard deviation of Y
sFD Cross-border flow deviation
w Parameter vector
Tanh Hyperbolic tangent function
e Error variable
x;x*i Slack variable
z Sigmoid function
b Bias vector
C Regularisation constant
c Cell state vector
c1 Constant that determines the significance of p!
c2 Constant that determines the significance of g!
cov Covariance
dF1,F2 Loss differential
e Forecast error
f Forget gate's activation vector
g(*) Loss function
h Hidden state vector

i Input/update gate's activation vector
o Output gate's activation vector
r1, r2 Random number from the interval [0, 1]
W Weight matrix
w1 Weight vector between the input and the hidden

layer
w2 Weight vector between the hidden layer and the

output
X, Y Variable
x Input variable
y Output variable

Abbreviations
CNNs Convolutional neural networks
ConvLSTM Convolutional LSTM
DM Diebold-Mariano
DNNs Deep neural networks
ELM Extreme learning machine
EPF Electricity price forecasting
FNNs Forward neural networks
GA Genetic algorithm
GRUs Gated recurrent units
LSTM Long short-term memory
MAE Mean absolute error
MAPE Mean absolute percentage error
MSE Mean squared error
NARMAX Moving Average with eXogenous Input
PC Pearson's Correlation
PSO Particle swarm optimisation
RMSE Root mean squared error
RNNs Recurrent neural networks
SHAP SHapley Additive exPlanations
SMAPE Symmetric mean absolute percentage error

1 In machine learning, features are individual independent variables as input in a
model.
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selection during the training of the model. The particle swarm
optimisation combined with the extreme learning machine
method (PSO-ELM) and genetic algorithm combined with the
extreme learning machine method (GA-ELM) are two typical
wrapper-based methods. They have been widely used for various
feature selection problems [36e41]. Guyon et al. [42] proposed
another popular wrapper approach, known as recursive feature
elimination combined with support vector machine for regression
(RFE-SVR). The Lasso regression method is one of the most popular
embedded feature selection methods proposed by Tibshirani [43].

1.1. Contributions

To the best of our knowledge, no existing study considers how to
apply LSTM models in an integrated market EPF and detect the
impact of the features from cross-border markets on EPF. To fill this
scientific gap, we propose three hybrid architectures of LSTM-based
deep learning predictive models combined with advanced feature
selection algorithms: the two-step hybrid architecture, the
autoencoder hybrid architecture, and the two-stage hybrid archi-
tecture. Different feature selection methods have different selec-
tion mechanisms, which will lead to different sets of selected
features. To explore the influence of different feature selections on
LSTM-based EPF, we employed five feature selection algorithms, PC,
PSO-ELM, GA-ELM, RFE-SVR, and the Lasso regression method, in
the case study of Nord Pool and its neighbouring, interconnected
countries. The main contributions of this study are as follows:

1. We compare and analyse the forecasting performance of the
proposedmodels in the case study of the Nord Pool system price
forecasting, considering six integrated markets (sixty-two fea-
tures). The results indicate that the cross-border markets in-
fluence the Nordic electricity price formation. As the rapid
market coupling development in EU, we show that it is neces-
sary to consider cross-border information for EPF in future
studies.

2. We introduce three architectures of hybrid LSTM-based deep
neural networks for EPF and conclude that different feature
selection algorithms yield divergent subsets of features, which,
in turn, affect the prediction accuracy of the proposed LSTM
models. In addition, the results show that hybrid models are an
efficient way to deal with the ever-growing information and
obtain accurate prediction results in cross-border markets.

3. We employ a game theoretical approach (SHapley Additive ex-
Planations) to explore the relevance of various cross-border
features in EPF. The analysis of Shapley values increases the
transparency of the prediction and provides advice for policy
makers and market participants.

The remainder of this paper is organised as follows. Section 2
describes the dataset used in this research. In Section 3, we pre-
sent the methodology. Section 4 describes the model training and
introduces evaluation criteria applied in the empirical study. Sec-
tion 5 reports the forecasting results of the implemented models.
Finally, Section 6 concludes the paper and proposes future research
developments.

2. Data description

The Nordic system price is the central reference price in the
Nordic electricity market. It is used as a settlement price for the
derivatives market. Each hourly system price is calculated by Nord
Pool based on all bids and offers posted in Nordic bidding zones,
which is referred to as a market-clearing price, without taking into
account any congestion restrictions. The daily system price

represents the arithmetic average of the 24 hourly prices. This
paper discusses and evaluates several hybrid LSTM-based ap-
proaches for the prediction of the Nordic hourly and daily system
prices.

Previous empirical research on the prediction of electricity
prices has considered information from both price and supply/de-
mand sides. To find out what matters when predicting the day-
ahead Nordic system price in coupling markets, we also included
the electricity exchange between Nord Pool and its integrated
countries. The Russian electricity market is excluded because it
differs significantly from European models. To consider the influ-
ence of the correspondence between electricity flow and capacity,
we introduced a new daily feature, namely the cross-border flow

deviation. It can be calculated as sFD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1ðXi � miÞ2=N
q

, where

Xi is the hourly electricity flow, mi is the hourly expected exchange
capacity, and N stands for 24 h.

In summary, we consider eight categories of input features: day-
ahead price, production, production prognosis, consumption, con-
sumption prognosis, currency exchange rate, cross-border elec-
tricity flow, and flow deviation. The first five are the basic features
from local markets for predicting electricity price. Some historical/
predictive information, such as weather and human social activ-
ities, does not directly impact electricity price but influences the
supply/demand for electricity, incorporated in those five funda-
mental variables. The last three are the features spawned from
cross-border trade.

2.1. Data

We collected data from the Nord Pool,2 Thomson Reuters Eikon,3

and Entsoe.4 The available time series ranges from 01/01/2015 to
31/12/2019. Nord Pool provides cross-border transmissions with
Germany (DE), the Netherlands (NL), Lithuania (LT), Estonia (EE),
Poland (PL), and Russia (RU). The map in Fig. 1 shows both the Nord
Pool markets as well as transmissions (black dashed lines) between
the Nord Pool and its coupling bidding areas. There are five bidding
zones in Norway (NO1, NO2, NO3, NO4, and NO5), four in Sweden
(SE1, SE2, SE3, and SE4), and two in Denmark (DK1 and DK2), and
one in Finland (FI). Since the transmissions between DK1 and NL
started at 01/09/2019, the data series is not sufficient for the
application of deep learning models. Besides, the electricity ex-
change between SE4 and LT started at 09/12/2015. Therefore, the
entire available dataset employed in this study ranges from 09/12/
2015 to 31/12/2019. The features included in the dataset are shown
in Table 1. The hourly data is converted into the daily data by the
arithmetic average (e.g., price) or the aggregate (e.g., flow).

2.2. Cross-border electricity transmission

Fig. 2 shows the electricity exports from Germany, the
Netherlands, Lithuania, Poland, and Russia in 2019.5 The exports to
the Nord Pool comprised 16.03 % of the whole exports from these
coupling countries. In Fig. 3, we can see that the electricity exports
of the Nord Pool comprised 4.82 % of its total production in 2019.
The EU aims to achieve 15 % interconnection capacity in 2030 for
each EU country [44].

2 Nord Pool: https://www.nordpoolgroup.com/.
3 Thomson Reuters Eikon: https://eikon.thomsonreuters.com/.
4 Entsoe: https://transparency.entsoe.eu/.
5 Fraunhofer ISE provides the electricity exchange data of Germany/Europe:

https://www.energy-charts.de/.
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3. Methodology

3.1. LSTM

The LSTM architecture was initially introduced by Hochreiter
and Schmidhuber [45] and has since been enhanced by other re-
searchers to achieve better performance [46e48]. An LSTM
network is a special kind of recurrent neural network that is
capable of learning long-term dependencies. Unlike simple RNNs,
an LSTM network has built-in mechanisms that control how in-
formation is memorised or abandoned throughout time. The ar-
chitecture of the LSTM network is shown in Fig. 4 and is defined by
the following system of equations [49]:

ft ¼ z
�
Wxf xt þWhf ht�1 þWcf ct�1 þ bf

�
(1)

it ¼ zðWxixt þWhiht�1 þWcict�1 þ biÞ (2)

ot ¼ zðWxoxt þWhoht�1 þWcoct�1 þ boÞ (3)

ct ¼ ft5ct�1 þ it5TanhðWxcxt þWhcht�1 þ bcÞ (4)

ht ¼ ot5ðctÞ (5)

where ft, it, ot, ct, and ht indicate the values of the forget gate state,
input gate state, output gate state, memory cell, and hidden state at
time t in the sequence, respectively. z and Tanh are the sigmoid
function and hyperbolic tangent function, W and b are the weight
matrix and bias vector, and 5 denotes the element-wise product.

3.2. Architectures of hybrid models

Typically, there are three hybrid architectures for EPF when
working with LSTM. The first architecture consists of two steps, as
shown in Fig. 5. The first step includes data processing and feature
selection, and the second step contains training of the predictive

models and making predictions.The second architecture can be
referred to as an autoencoder model. Here, the input data will be
turned into a compressed representation rather than specifically
showing which features are selected, as shown in Fig. 6. The third
combines the two aforementioned architectures, and it is referred
to as two-stage feature selection. In this architecture, the explan-
atory variables will be selected by some feature selectionmethod in

Fig. 1. Overview of the Nord Pool market coupling.

Table 1
The features included in the dataset.

Feature Description (Units) Data Source

F1 System Day-ahead price 1-Lag (EUR/MWh) Nord Pool
F2 SE1 Day-ahead price (EUR/MWh) Nord Pool
F3 SE2 Day-ahead price (EUR/MWh) Nord Pool
F4 SE3 Day-ahead price (EUR/MWh) Nord Pool
F5 SE4 Day-ahead price (EUR/MWh) Nord Pool
F6 FI Day-ahead price (EUR/MWh) Nord Pool
F7 DK1 Day-ahead price (EUR/MWh) Nord Pool
F8 DK2 Day-ahead price (EUR/MWh) Nord Pool
F9 NO1 Day-ahead price (EUR/MWh) Nord Pool
F10 NO2 Day-ahead price (EUR/MWh) Nord Pool
F11 NO3 Day-ahead price (EUR/MWh) Nord Pool
F12 NO4 Day-ahead price (EUR/MWh) Nord Pool
F13 NO5 Day-ahead price (EUR/MWh) Nord Pool
F14 EE Day-ahead price (EUR/MWh) Nord Pool
F15 LT Day-ahead price (EUR/MWh) Nord Pool
F16 PL Day-ahead price (PLN/MWh) Thomson Reuters Eikon
F17 DE Day-ahead price (EUR/MWh) Thomson Reuters Eikon
F18 NL Day-ahead price (EUR/MWh) Thomson Reuters Eikon
F19 Nordic production (MWh) Nord Pool
F20 EE production (MWh) Nord Pool
F21 LT production (MWh) Nord Pool
F22 PL production (MWh) Entsoe
F23 DE production (MWh) Entsoe
F24 NL production (MWh) Entsoe
F25 Nordic production prognosis (MWh) Nord Pool
F26 EE production prognosis (MWh) Nord Pool
F27 LT production prognosis (MWh) Nord Pool
F28 PL production prognosis (MWh) Entsoe
F29 DE production prognosis (MWh) Entsoe
F30 NL production prognosis (MWh) Entsoe
F31 Nordic consumption (MWh) Nord Pool
F32 EE consumption (MWh) Nord Pool
F33 LT consumption (MWh) Nord Pool
F34 PL consumption (MWh) Entsoe
F35 DE consumption (MWh) Entsoe
F36 NL consumption (MWh) Entsoe
F37 Nordic consumption prognosis (MWh) Nord Pool
F38 EE consumption prognosis (MWh) Nord Pool
F39 LT consumption prognosis (MWh) Nord Pool
F40 PL consumption prognosis (MWh) Entsoe
F41 DE consumption prognosis (MWh) Entsoe
F42 NL consumption prognosis (MWh) Entsoe
F43 EUR/NOK Nord Pool
F44 EUR/SEK Nord Pool
F45 EUR/DKK Nord Pool
F46 EUR/PLN Thomson Reuters Eikon
F47 NO2 4 NL flow (MWh) Nord Pool
F48 DK1 4 DE flow (MWh) Nord Pool
F49 DK2 4 DE flow (MWh) Nord Pool
F50 SE4 4 DE flow (MWh) Nord Pool
F51 SE4 4 PL flow (MWh) Nord Pool
F52 SE4 4 LT flow (MWh) Nord Pool
F53 FI 4 EE flow (MWh) Nord Pool
F54 FI 4 Russia flow (MWh) Nord Pool
F55 NO2 4 NL flow deviation Calculation
F56 DK1 4 DE flow deviation Calculation
F57 DK2 4 DE flow deviation Calculation
F58 SE4 4 DE flow deviation Calculation
F59 SE4 4 PL flow deviation Calculation
F60 SE4 4 LT flow deviation Calculation
F61 FI 4 EE flow deviation Calculation
F62 FI 4 Russia flow deviation Calculation
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the first stage. The selected features will then become the input for
the autoencoder models in the second stage. Fig. 7 shows this
architecture.

3.3. Feature selection methods

3.3.1. PC
The PC coefficient is a statistic used to measure the linear rela-

tionship between two data samples. Given two variables (X, Y), the
formula of the PC coefficient r is given by the following:

rðX;YÞ ¼ covðX; YÞ
sXsY

(6)

where cov is the covariance, sX is the standard deviation of X, and sY
is the standard deviation of Y.

3.3.2. PSO-ELM and GA-ELM
PSO-ELM and GA-ELM are wrapper-based hybrid methods. ELM

is a single hidden layer feedforward neural network. Its fast training
[50] contributes to the popularity of its employment as a predictive
model in wrapper-based feature selection [51e53]. The output of
ELM is calculated as follows:

FLðxÞ ¼
XL

i¼1

w2
i 4

�
w1

i xj þ bi
�
; j ¼ 1;…;N (7)

where L is the number of hidden units, N is the number of training
samples, w2 is the weight vector between the hidden layer and the
output, w1 is the weight vector between the input and the hidden
layer, 4(*) denotes an activation function, b is a bias vector, and x is
the input vector.

PSO andGAare different types of optimisation algorithms,which
provide the subsets of features as the input to the ELM to detect the
optimal feature selection. The basic idea of PSO is that a swarm of
particles moves through the search space. The movement of each
particle is guided by its own known best-position and the entire
swarm's known best position. PSO performs the search for the op-
timum by iteratively updating the velocities of the particles in the
swarm [54]. The GA is a search metaheuristic that was inspired by
Darwin's theory of natural selection. In general, GAs will search for

Fig. 2. The electricity cross-border transmission from the coupling countries to Nord Pool.

Fig. 3. The percentage of the Nord Pool production for exporting.

Fig. 4. LSTM cell.
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the optimal solution from a set of possible solutions, called a pop-
ulation. A solution is referred to as a chromosome or an individual.
These chromosomes evolve over a number of generations by
recombination (cross-over) and mutation [55]. The detailed intro-
duction of the methods can be found in Appendix A.1 and A.2.

3.3.3. RFE-SVR
RFE-SVR is another wrapper-based feature selection method.

The core idea of this algorithm is to search for the best subset of
features by starting with all features and discarding the less
important features. In particular, the RFE algorithm operates with
SVR to perform feature selection and regression simultaneously.
SVR performs well in high dimensionality space [56]. The detailed
explanation of SVR is in Appendix A.3.

3.3.4. Lasso regression
The Lasso regression aims to increase the prediction accuracy of

regression models by adding a penalty l
Pn

j¼1
��bj

�� to the loss func-
tion. This means that instead of minimising a loss function,
Pm

i¼1ðyi �
Pn

j¼1xijbjÞ2, the loss function becomes
Pm

i¼1ðyi �
Pn

j¼1xijbjÞ2 þ l
Pn

j¼1
��bj

��, where y is the vector of the
dependent variable, x denotes independent variables, the b are the
corresponding coefficients. The algorithm has the advantage that it
shrinks some of the less critical coefficients of features to zero.
Therefore, it removes less relevant features.

3.4. Autoencoder model

An autoencoder is typically a neural network that aims to filter
and compress the representation of its input, which consists of two
components: an encoder and a decoder, shown in Fig. 8. The
encoder typically accepts a set of input data and compresses the
information into an intermediate vector. The decoder is typically a
predictive model. In our case, a decoder is an LSTM network, and
the encoders are LSTM, CNN, and convolutional layers, as described
in the following.

3.4.1. LSTM-LSTM Encoder-Decoder model
In an LSTM-LSTM Encoder-Decoder model, an LSTM model is

used as the encoder to process the raw input time series and to
transform it into an intermediate vector. LSTM is capable of
extracting the complex dynamic information within the temporal
input series and filtering useful information from long input series
via internal memory.

3.4.2. CNN-LSTM Encoder-Decoder model
In a CNN-LSTM Encoder-Decoder model, a CNN is the encoder to

filter the input data. CNNs were originally and successfully used to
process the image input data in image recognition tasks [57] or the
sequence of input data in natural language processing problems
[58]. The convolutional layers are usually followed by a pooling
layer, which extracts information from the convolved features and
produces a lower dimensional output. Then, the output values are
flattened into a long intermediate vector representation.

3.4.3. Convolutional LSTM Encoder-Decoder model
The computational mechanism of the convolutional LSTM

(ConvLSTM) is similar to that of CNN-LSTM [59]. Unlike the CNN-
LSTM, where the CNN model generates the input for the LSTM
model, in the ConvLSTM model, the LSTM neural network pro-
cesses the extracted information directly from preceding convolu-
tional layers.

Fig. 5. The flowchart of a two-step hybrid model. The green nodes stand for the first step, and the red nodes stand for the second step. (For interpretation of the references to colour
in this figure legend, the reader is referred to the Web version of this article.)

Fig. 6. The flowchart of an autoencoder hybrid model. The orange nodes stand for the autoencoder process. (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)

Fig. 7. The flowchart of a two-stage hybrid model. The green nodes stand for the first stage, and the orange nodes stand for the second stage. (For interpretation of the references to
colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 8. Structure of the Encoder-Decoder model.
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4. Experimental details

In this section, we introduce the concepts and methods
employed in the process of training and evaluation of the con-
structed models. This section includes five parts. First, statistical
performance measures are specified for evaluation and compari-
son. Second, theory and preliminary work for training models are
explained. Third, configuration parameters are set for feature se-
lection algorithms and LSTM-based models. Fourth and fifth, the
benchmark model and feature explanation method used in the
empirical study are introduced. They are necessary preparations for
conducting the experiments.

4.1. Statistical performance measures

4.1.1. Evaluation metrics
In this paper, we employ several indicators to evaluate the ac-

curacy of predictions: the mean absolute error (MAE), the root
mean squared error (RMSE), the mean absolute percentage error
(MAPE), and the symmetric mean absolute percentage error
(SMAPE) as the model estimator. They are commonly adopted in
EPF research [1]. Given a predicted output vector, ŷk ¼ ½ŷ1; ::; ŷN �,
and a real output vector, yk ¼ [y1, .., yN], the MAE, RMSE, MAPE, and
SMAPE can be calculated as follows:

MAE ¼ 1
N

XN

k¼1

��yk � ŷk
�� (8)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

k¼1

�
yk � ŷk

�2
vuut (9)

MAPE ¼ 100
N

XN

k¼1

yk � ŷk
yk

(10)

SMAPE ¼ 100
N

XN

k¼1

��yk � ŷk
��

�jykj þ
��ŷk

����2 (11)

4.1.2. Diebold-Mariano test
The metrics for assessing the forecasting accuracy mentioned

above cannot guarantee that the observed difference from two
predictive models is statistically significant. In this context, the
Diebold-Mariano (DM) test is typically used for evaluating the
performance of two models [60,61]. Given the actual values of a
time series [yt; t ¼ 1, …, T], two forecasts from two models,
½ŷ1t ; t¼ 1;…; T� and ½ŷ2t ; t ¼ 1; …; T �, and the associated forecast
errors, e1t ¼ ŷ1t � yt and e2t ¼ ŷ2t � yt , the DM test defines the loss
differential between the two forecasts by the following:

dF1;F2t ¼ gðe1tÞ � gðe2tÞ (12)

where g(*) stands for loss function. In a one-sided DM test, the
hypotheses is the following:

H0 : E
�
dF1;F2t

�
� 0;

H1 : E
�
dF1;F2t

�
<0:

(13)

A one-sided DM test is used to detect whether F2 is better than F1. If
H0 is rejected, the test suggests that the accuracy of F1 is,

statistically, significantly better than F2.
The complementary one-sided DM test can be expressed as

follows:

H0 : E
�
dF1;F2t

�
� 0;

H1 : E
�
dF1;F2t

�
>0:

(14)

If H0 is rejected, the test suggests that the accuracy of F2 is,
statistically, significantly better than F1. In this study, we employ a
one-sided DM test to assess the forecasting performance of the

proposed models. We chose dF1;F2t ¼ je1t j � je2t j as the loss
differential.

4.2. Model training

4.2.1. Walk forward nested cross-validation
To avoid over-fitting, it is common to include a validation set to

evaluate the generalisation ability of the training model. The cross-
validation is referred to as a method for tuning the hyper-
parameters and producing robust measurements of model perfor-
mance. In the study of Varma and Simon [62], a nested cross-
validation procedure was introduced, which considerably reduced
the bias and provided an almost unbiased estimate of the true error.
Because new observations become available over time, in time
series modelling, we implemented a walk forward nested cross-
validation in which the forecast rolls forward in time. More spe-
cifically, we successively considered each day as the test set and
assigned all previous data to the training set (Outer loop). The
training set is split into a training subset and a validation set. The
validation set data comes chronologically after the training subset
(Inner loop). Walk forward validation involves moving along the
time series one time step at a time. The process requires multiple
models to be trained and evaluated, but the additional computa-
tional cost will provide a more robust estimate of the expected
performance of the predictive model on unseen data. It is shown in
Fig. 9.

4.2.2. Data division
We divided the whole database into two subsets: a training set

and a test set. The training set includes a training subset and a
validation subset, as shown in the dashed box in Fig. 9. We initially
apportioned the data set into training, validation, and test sets, with
an 80-10-10 split. The magnitude of the test and validation set is
anchored during the walk-forward test.

4.2.3. Data processing
For neural network model training, the input data is usually

normalised to the intervals [0,1]. This is not only done because the

Fig. 9. Walk forward nested cross-validation.
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normalised data will require less time to train, but the prediction
performance will also increase. In addition, we linearly interpolate
the missing data and eliminate duplicates due to daylight saving.

4.2.4. Ten experiments
Training algorithms for deep learning models have usually

required the initialisation of the weights of neural networks from
which to begin the iterative training [63]. The random initial con-
ditions for an LSTM network can result in different performances
each time a given configuration is trained. Thus, we employed ten
experiments for each model to reduce the impact of the variability
on performance evaluation. Models were evaluated after taking the
average of the experiments.

4.3. Model configuration parameters

4.3.1. Parameters of feature selection
The feature selection stopping criterion varies by algorithm,

which is controlled by the parameters of models. The applied
configuration of PSO was [c1: 0.5, c2: 0.3, u: 0.7], and the stop
condition is satisfied after 10,000 iterations. For GA, the crossover
possibility and mutation possibility were set to 0.5 and 0.2,
respectively. The population size was 100, and the maximum
number of generations was 10,000. On the basis of the predictive
ELM, the amount of the selected features by PSO-ELM and GA-ELM
was automatically set to 30. For the sake of input consistency, the
magnitude of the selected features of the rest of the models was set
to 30 as well. For the PCmethod, we ranked all features attributable
to the correlation coefficients and selected the first 30 features. In
terms of RFE-SVR, we ranked features by importance, discarded the
least important features, and refit the model until 30 features
remained. The regularisation parameter, l, in Lasso regression was
0.02.

4.3.2. Network hyperparameters
Our study aimed to investigate the applications and impacts of

different types of feature selection methods in a predictive LSTM
architecture. We used a coherent configuration of a specific LSTM
model for comparison and did not perform an extensive hyper-
parameter optimisation to search for the optimal configuration.
After an inexhaustive grid search, we constructed our prediction
model from an LSTMmodel with a single hidden layer of 300 units,
followed by a fully connected dense layer with 100 neurons that
preceded the output layer. The LSTM encoder has a hidden layer
with 300 units. In the CNN-LSTM Encoder-Decoder model, the CNN
encoder has two convolutional layers, with 96 units to amplify any
salient features, followed by a max-pooling layer. In the ConvLSTM
Encoder-Decoder model, the encoder is a convolutional layer with
64 units. The input sequence length is 14 days (2 weeks, commonly
used in EPF). The optimiser is the Adam algorithm, and the loss
function is Mean Squared Error (MSE).

4.4. Benchmark model

Among the traditional methods, the statistical models perform
best for EPF. Thus, we select the Nonlinear AutoRegressive Moving
Averagewith eXogenous Input (NARMAX) model as the benchmark
(trained with the optimal structure) for our case study. This sta-
tistical model is widely used in energy price forecasting to handle
multiple nonlinear inputs [32,64]. The equation is represented as
the following:

yðtÞ ¼ F[
	
yðt � 1Þ;…; y

�
t � Ny

�
; xðtÞ;…; xðt � NxÞ;

eðt � 1Þ;…eðt � NeÞ � þ eðtÞ (15)

where x(t) is the input and y(t) is the output time-series; e(t) is the
uncertainties and possible noise; Nu, Ny, and Ne are the input,
output, and prediction error lags, respectively; and F[ is a nonlinear
function.

4.5. Feature explanation method

In this study, we used SHapley Additive exPlanations (SHAP)
values to interpret the impact of certain values of a given feature on
the expected price prediction. SHAP6 is a theoretic game method to
explain the output of machine learning models [65e67]. The
Shapley value is used to assess the feature relevance relative to the
expectation of the output [68]. In particular, a Kernel SHAP is used
for explaining an optimal SVRmodel obtained by grid-search on the
dataset.

5. Results

In this section, we report the empirical results obtained by the
application of the introducedmodels. For similarity of presentation,
the list of models and their acronyms are shown in Table 2.

5.1. Analysis of empirical results

The results of the feature selection are shown in Table 3. Overall,
it can be observed that different selection mechanisms lead to
different selections. From Table 3, we can see that M1 selects all the
day-ahead prices. It is not surprising that the day-ahead prices from
different bidding areas are more relevant to the Nord Pool system
price than other feature variables. However, the over-selection re-
sults in information redundancies. Some researchers have recog-
nised that the redundancy among features decreases the model's
performance [69e71]. Compared to M1, the wrapper-based
methods, M2 and M3, eliminate several price variables rather
than the other categories of variables. It is worth noticing the two
methods does not select the lag system price (F1), which is
commonly used in time series, given their short-term autore-
gressive nature. As introduced before, PSO-ELM and GA-ELM are
widely used in research. However, the optimisation methods, such
as PSO and GA, have the problem of trapping in local optima.
Although re-setting and experimenting can increase the chance of

Table 2
The proposed models.

Mode Category Model Explanation

M0 Benchmark NARMAX model
M1 Filter method PC-LSTM model
M2 Wrapper method PSO-ELM-LSTM model
M3 Wrapper method GA-ELM-LSTM model
M4 Wrapper method RFE-SVR-LSTM model
M5 Embedded method LASSO-LSTM model
M6 Autoencoder method LSTM-LSTM Encoder-Decoder model
M7 Autoencoder method CNN-LSTM Encoder-Decoder model
M8 Autoencoder method CovLSTM Encoder-Decoder model
M9 Two-stage method PC-LSTM-LSTM Encoder-Decoder model
M10 Two-stage method PSO-ELM-LSTM-LSTM Encoder-Decoder model
M11 Two-stage method GA-ELM-LSTM-LSTM Encoder-Decoder model
M12 Two-stage method RFE-SVR-LSTM-LSTM Encoder-Decoder model
M13 Two-stage method LASSO-LSTM-LSTM Encoder-Decoder model

6 The Python package SHAP is available at https://github.com/slundberg/shap.
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avoiding traps, when dealing with high dimensional data sets, the
optimisation methods still cannot guarantee they will find a global
optimum solution, and they are not suitable for all cases [72]. The
straightforward concept and fast computation of ELM contributed
to its widespread application in an exhaustive grid search, but it
does not consider the sequential relationships in time series data,

as with other traditional neural networks. These could be the rea-
sons why the two methods eliminate the lag system price as an
input. The other wrapper model M4, selects various types of fea-
tures, and eliminates less price features compared to M2 and M3. It
is interesting to note thatM4 does not pick up any features from the
cross-border flow deviation. For the Lasso regression method, M5,
we can summarise that it diversely chooses features such as M4 but
puts more emphasis on electricity transmission.

To evaluate the statistical significance in the difference of pre-
dictive accuracy, one-side DM tests, as defined in section 4.1.2, were
applied, and the results are shown in Table 4. Table 5 exhibits the
performance comparison of all the models in terms of SMAPE. As
expected, the proposed LSTM models are overwhelmingly better
than the benchmark statistical model, M0. The superior perfor-
mance of deep learning models to statistical models has been
recognised by numerous studies [22,73]. Moreover, the perfor-
mances of LSTM models in ten experiments are depicted in Fig. 10,
measured in terms of SMAPE. As seen in Fig. 10, of all the models,
M4, M5, and M6 perform better than the others. The statistical
details of the model performance in ten experiments are listed in
Appendix Tables A.7, A.8, A.9, and A.10 by means of MAD, RMSE,
MAPE, and SMAPE. Based on the analysis of feature selection, we
conclude that M4 and M5, i.e., the minimum redundancy
maximum relevance algorithms, perform better than the others.
The results are consistent with the observations from other litera-
ture [74,75] that an elimination of the redundant and less relevant
features increases the performance of models. In addition, some
researchers have attempted to introduce the CNN-LSTMmodel and
show its excellent performance in the energy field [76,77]. How-
ever, we found that M6 performs better than M7 and M8. This
means LSTM-LSTM is a better autoencoder structure than CNN-
LSTM and ConvLSTM for EPF. The results are reasonable because
convolutional neural networks (CNNs or ConvNets) were originally
designed for image recognition and classification, while recurrent
neural networks (LSTM) are for sequence and time series
prediction.

We show the comparison of the SMAPE of the two-step and the
two-stage models in Fig. 11. From this figure, it can be seen that M4
has been improved by applying LSTM-LSTM as predictors. We used
a one-sided DM test to detect whether the two-stage LSTMmodels
were statistically better than two-step LSTM-LSTM models. The
results are shown in Table 6. The superior features selection from
M4 provides the possibility for autoencoder models to further
process the selected features to obtain more meaningful
information.

Additionally, we detected the forecasting performance for 24
hourly system prices. Figs. 12e14 show the results for the three
peak hours: H8 (07e08), H12 (11e12) and H18 (17e18), respec-
tively, measured in terms of SMAPE. We observed that the feature
selections influence the forecasting accuracy and the models M4
and M5 are still relatively stable, performing better than other
models. Indeed, the RFE-SVR and Lasso regression feature selection
methods are applied to various areas in energy finance and achieve
good performance for improving forecasting accuracy [78e81].

5.2. Analysis of feature impact

Fig. 15 shows the ranking of features and their impacts on the
predicted price in terms of the selected features of the RFE-SVR
model (M4), which is the model with the best performance. From
Fig. 15a, we can observe that the features from supply/demand
sides are more important than the other features. In particular,
production and consumption and their prognosis in the Nordic and
German markets are prioritised by the model. The significant
impact from the German market can be explained by the fact that

Table 3
The results of feature selection.

Feature Feature selection model

M1 M2 M3 M4 M5

F1 ✓ � � ✓ ✓

F2 ✓ ✓ ✓ ✓ ✓

F3 ✓ � � ✓ ✓

F4 ✓ ✓ � ✓ �
F5 ✓ � � � �
F6 ✓ � � � �
F7 ✓ � � � �
F8 ✓ ✓ � � �
F9 ✓ � � ✓ �
F10 ✓ � � ✓ ✓

F11 ✓ ✓ � ✓ ✓

F12 ✓ � ✓ ✓ ✓

F13 ✓ ✓ ✓ ✓ ✓

F14 ✓ � ✓ � �
F15 ✓ � � � �
F16 ✓ � � � �
F17 ✓ � ✓ � �
F18 ✓ ✓ � ✓ ✓

F19 � ✓ � ✓ �
F20 � ✓ ✓ ✓ �
F21 � � ✓ � �
F22 � ✓ ✓ ✓ �
F23 � ✓ � ✓ �
F24 ✓ ✓ ✓ � �
F25 � � � ✓ ✓

F26 � � ✓ ✓ ✓

F27 ✓ ✓ ✓ � ✓

F28 � ✓ ✓ � �
F29 � � � ✓ ✓

F30 � ✓ � � ✓

F31 � ✓ � ✓ �
F32 � ✓ ✓ ✓ ✓

F33 ✓ ✓ � � �
F34 ✓ � ✓ ✓ ✓

F35 � � � ✓ ✓

F36 � ✓ ✓ ✓ ✓

F37 � � � ✓ �
F38 ✓ ✓ ✓ ✓ �
F39 ✓ ✓ ✓ ✓ ✓

F40 � � ✓ � �
F41 ✓ ✓ � ✓ ✓

F42 � � � � �
F43 ✓ � ✓ ✓ �
F44 ✓ ✓ ✓ ✓ ✓

F45 ✓ � ✓ � �
F46 � ✓ � � ✓

F47 � � � � �
F48 � � � ✓ ✓

F49 � � ✓ � ✓

F50 � ✓ ✓ � ✓

F51 � ✓ � � ✓

F52 � ✓ ✓ � �
F53 � � � ✓ ✓

F54 � � ✓ � ✓

F55 � � � � �
F56 � � ✓ � �
F57 � ✓ ✓ � �
F58 � � ✓ � ✓

F59 ✓ ✓ ✓ � ✓

F60 ✓ ✓ ✓ � �
F61 � ✓ � � ✓

F62 � � � � �
Note: ✓ denotes that the feature is selected.
� denotes that the feature is not selected.
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the German market has the most electricity cables and the highest
electricity exports to the Nordic market, as shown in Figs. 1 and 2.
This indicates that it is critical to consider features from cross-
border markets with increasing interconnections across Europe
for EPF. Besides, electricity prices havemore impact on EPF than the
features from cross-border electricity trade. From Fig. 15b, we can
see that the features have asymmetric predictive influence on
electricity price. For instance, the impact of DE consumption (F35)
on EPF has a long-tail reaching to the right but not to the left. This
indicates that German over-consumption can result in high Nordic
electricity prices, but scarce consumption cannot significantly
lower the price.

Moreover, we detected the relations between different types of
features and the predicted price with their dependence plots.
Fig. 16a demonstrates the negative association between DE con-
sumption and its conditional expectation of the predicted price. If
the DE consumption is high, then its value tends to revert to its
expectation. Thus, the downward expectation of DE consumption
will lead to the expected decline of the import demand from the
Nordic market, which further decreases the expectation of the
Nordic price. Fig. 16b represents the change in predicted price as DE
consumption changes. Vertical dispersion at a single value of DE
consumption represents the interaction effects with other features.
For example, the interaction effect of DE consumption with the
Nordic production (F19) is shown in Fig. 16c. The dependence plot
highlights that the impact of DE consumption differs with different
levels of the Nordic production. The results reveal that the Nordic
price is less sensitive to the German power consumption when the
Nordic electricity is oversupplied. It indicates, in such a case, that
the information from the Nordic market rather than cross-border
countries drives the price prediction.

From Fig. 17, we can see that the majority of the EUR/NOK ex-
change rates (F43) have no contribution to the prediction of the
Nordic price (the y-axis value of the dots is zero). In addition, there
is no obvious interaction effect of the Nordic productions and the
exchange rates on the price. Thus, the predictive importance of
exchange rate is extremely limited.

From Fig. 18, we can find that the predicted price is expected to
increase when observing a high DK1 / DE cross-border electricity
flow, indicating a relatively low current Nordic price. By contrast, a
high flow from DE to DK1 implies that the Nordic price is relatively
high and expected to decline. In addition, it can be seen via an
interaction effect of the DK1 4 DE flow with the DE production
prognosis that the flow has less impact on the predicted price, with
high expected production in Germany. The high production prog-
nosis from cross-border countries will lead to a sharp decline in the
expected cross-border transmission. Thus, the impact of the cross-
border flow on the Nordic price formation on the following day will
decrease significantly.

Table 4
The results of the one-sided DM test.

F1 F2

M0 M1 M2 M3 M4 M5 M6 M7 M8

M0 5.83*** 4.99*** 3.90*** 6.65*** 7.09*** 6.60*** 4.61*** 4.27***
M1 �5.83*** �1.15 �1.67* 2.31** 2.98*** 1.59# �0.16 0.88
M2 �4.99*** 1.15 �0.91 2.70*** 3.55*** 3.84*** 0.84 �0.20
M3 �3.90*** 1.67* 0.91 3.19*** 4.01*** 4.31*** 1.33 �0.97
M4 �6.65*** �2.31** �2.70*** �3.19*** 1.12 �0.23 �1.64# 2.57**
M5 �7.09*** �2.98*** �3.55*** �4.01*** �1.12 �0.97 �2.33** 3.19***
M6 �6.60*** �1.59# �3.84*** �4.31*** 0.23 0.97 �1.44 3.54***
M7 �4.61*** 0.16 �0.84 �1.33 1.64# 2.33** 1.44 0.66
M8 �4.27*** �0.88 0.20 0.97 �2.57** �3.19*** �3.54*** �0.66

Note: ***, **,* and # denote 1 %, 5 %, 10 %, and 15 % significance levels, respectively. The positive sign of the DM value indicates that F2 is better F1. The negative sign of the DM
value indicate that F1 is better F2.

Table 5
The SMAPE of M0, M1, M2, M3, M4, M5, M6, M7, and M8.

Model M0 M1 M2 M3 M4 M5 M6 M7 M8

SMAPE 10.07 6.25 6.58 7.06 5.29 4.89 5.20 6.14 6.53

Fig. 10. The SMAPEs of 10 experiments for M1, M2, M3, M4, M5, M6, M7, and M8.

Fig. 11. The comparison of SMAPEs between two-step LSTM models and two-stage
LSTM-LSTM models.

Table 6
The results of the one-sided DM test when comparing two-step models (F1) and
two-stage models (F2).

F1 M1 M2 M3 M4 M5
�0.6039 0.2222 2.4556 *** 2.4524 *** �1.7053 ***

F2 M9 M10 M11 M12 M13

Note: ***, **,* and # denote 1 %, 5 %, 10 %, and 15 % significance levels, respectively.
The positive sign: F2 is better F1. The negative sign: F1 is better F2.
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Last but not least, not all of the cross-border electricity flows and
flow deviations are helpful for forecasting. The reason for this is
that, in many cases, the flow capacity is fully occupied. The lack of
variability results in their inability to provide useful information for
forecasting. An example of the flow and flow deviations between FI
and Russia can be seen in Fig. 19. From Fig. 19, it is evident that the
majority of flow deviations are zero. The findings indicate that the
non-selection of flow deviations from M4 is essential and reason-
able. However, the capacity utilisation indicates the potential for
more electrical power transmission across the Europe-wide market
which would increase the overall socio-economic benefits.

5.3. Discussion of practical importance

The obtained results in the empirical study show that the LSTM-
based hybrid models with various features from cross-border
markets have considerably accurate prediction results for elec-
tricity price. An accurate prediction can be highly beneficial for the

electricity market participants in practice. A power market firm
that is capable of forecasting the volatile electricity price with a
reasonable level of accuracy can reduce trading risk and maximise
profits in the day-ahead market by adjusting its bidding strategy
and the schedule for production or consumption. More specifically,
a 1 % improvement in MAPE of forecast accuracy (within a 5 %e14 %
range) leads to about a 0.1e0.35 % cost reduction [82]. On average, a
1 % reduction in theMAPE of short-term price forecasts can result in
savings of $1.5 million per year for a typical medium-sized utility
company with 5-GW peak load [29,83]. Furthermore, electricity is
economically non-storable, and the imbalance between production
and consumption can result in power system instability [84]. Ac-
curate electricity forecasting allows energy firms to efficiently
organise production or consumption, and this improves the sta-
bility of the power system.

In view of the findings from the analysis of feature impact, some
implications are important for policy makers to improve cross-
border trading in an integrated European power market:

1. The external trading capacities from the German market play a
salient role in the generation of Nordic electricity price, and an
increasing influence7 is expected. Thus, all trading capacity be-
tween the Nordic and German markets allocated to Nord Pool
for implicit auction in the day-ahead price formation could lead
to a notable contribution to achieve better allocation of cross-
border network capacity, such as the Nordic and Baltic bidding
areas.

2. The German production prognosis has a significant predictive
impact on the Nordic price. However, the progressive intro-
duction of intermittent renewable energies in Germany8 [85]
makes it difficult to yield accurate predictions. Thus, it is
essential to establish formal obligations for cross-border mar-
kets to collaborate by sharing useful prospective information. It
can better serve the effective demand needed of the electricity
trade.

3. The presence of physical transmission constraints can cause a
substantial disruption to the market integration and the
network congestion implies the shrinkage of the commercial
capacity. Thus, an optimal network at a European level should
be constructed by a decisive plan.

6. Conclusion

In this paper, we present three LSTM-based hybrid architectures
for the EPF. This study puts emphasis on the influence of feature
selection methods in the proposed hybrid models. In particular, we
compare the prediction performance of the two-step feature se-
lection, the autoencoder, and two-stage feature selection models
based on the empirical study on the Nord Pool day-ahead system
price. In addition, we employ a SHAP method to evaluate the
importance and impact of the features on predicting this price. The
main findings are the following: (1) We conclude that the different
feature selection methods will lead to different feature selections.
As input, diverse features will have a comparably significant impact
on the performance of LSTM-based predictive models. (2)
Compared to CNN-LSTM and ConvLSTM, LSTM-LSTM is a better
autoencoder structure for EPF. (3) The two-stage models can

Fig. 12. The SMAPEs of 10 experiments for predicting H8.

Fig. 14. The SMAPEs of 10 experiments for predicting H18.

Fig. 13. The SMAPEs of 10 experiments for predicting H12.

7 The NordLink, the power cable being built between Norway and Germany, is
expected to commence operation in 2021.

8 Renewable power generation covered more than 46 % of Germany's power
consumption in 2020. The forecasting information of intermittent renewable en-
ergies, wind and photovoltaic infeed forecasts, in Germany are essential supply-side
variables for the adjustment positions of intraday trading and are updated every 15
min until the physical delivery of electricity.
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improve the forecasting accuracy of two-step models to some
extent. The superior feature selection from the RFE-SVR model al-
lows the autoencoder model to detect more meaningful informa-
tion for more accurate predictions. (4) The features from the

German market (with the most power cables linking to Nord Pool)
are more significant for EPF than others. This indicates that more
interconnections will increase the cross-border influence on EPF.
(5) Compared to other features, the exchange rates are relatively

Fig. 15. The feature ranking and feature impact of the selected features of RFE-SVR. (a) Bar chart of the average SHAP value magnitude showing the importance of the features. (b) A
set of beeswarm plots, where each dot corresponds to an individual day-ahead price. The dot's position on the x-axis shows the impact that feature has on the model's prediction for
that price. Multiple dots landing at the same x position pile up to show density.

Fig. 16. The SHAP partial dependence (a) and dependence (b, c) plot of DE consumption (F35). E[F35] is the expectation of the DE consumption, and E[f(x)] is the expectation of the
Nordic price. The grey histogram in (a) shows the distribution of the feature in the test dataset. For (a), the x-axis is the normalised DE consumption. The x-axes in (b) and (c) are the
real values of the consumption.
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less important. (6) Flow deviation cannot significantly contribute to
the price prediction because of its lack of variability. In many cases,
the expected flow capacity is fully occupied. The network conges-
tion implies that more interconnections are expected for an effi-
cient Europe-wide electricity market.

For future studies, several extensions of the current study can be
developed. Indeed, although the forecasting performance of the
proposed models is considerable, we did not conduct an extensive
grid search to optimise hyperparameters. It is reasonable to believe
that the LSTM-based models with more comprehensive architec-
ture will achieve better forecasting performance. The results will
benefit spot electricity traders and policymakers, who make de-
cisions based on accurate price predictions. Moreover, we envision
that more testing on other feature selection models can obtain
more and different feature selection subsets. They can provide
more possibilities for researchers and industries to understand how
different features affect prediction accuracy. Finally, the study was
carried out using the data from the Nord Pool market, but the
generality of the proposed models ensures a possible application to
other integrated markets, such as EPEX and OMIE.
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A

A.1. PSO

Each particle has knowledge about its current velocity, its own
past best solution ( p!ðtÞ), and the current global best solution
( g!ðtÞ). Based on this information, each particle's velocity is upda-
ted such that it moves closer to the global best and its past best
solution at the same time. The velocity update is performed ac-
cording to the following equation:

v!ðt þ 1Þ ¼ u v!ðtÞ þ c1r1
�
p!ðtÞ � x!ðtÞ �þ c2r2

�
g!ðtÞ � x!ðtÞ �

(A.1)

where c1 and c2 are constants defined beforehand, which deter-
mine the significance of p!ðtÞ and g!ðtÞ. v!ðtÞ is the velocity of the
particle, x!ðtÞ is the current particle position, r1 and r2 are random
numbers from the interval [0,1], and u is a constant (0� u� 1). The
new position is calculated by summing the previous position and
the new velocity as follows:

x!ðtþ 1Þ ¼ x!ðtÞ þ v!ðtþ1Þ (A.2)

Fig. 17. The SHAP dependence plot of EUR/NOK (F43). The interaction effect of EUR/
NOK with the Nordic production (F19).

Fig. 18. The SHAP dependence plot of DK1 4 DE flow (F48). The interaction effect of
DK1 4 DE flow with DE production prognosis (F29).

Fig. 19. FI4 Russia flow (F54) (blue dots) versus FI4 Russia flow deviation (F62) (red
line). (For interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

9 https://cityxchange.eu/.
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This iterative process is repeated until a stopping criterion is
satisfied.

A.2. GA-ELM workflow

Fig. A.20 shows the workflow of PSO-ELM and GA-ELM models
for feature selection. The process flow of GA-ELM can be described
as follows:

Step 1: Initialise the population with a set of random in-
dividuals, each individual representing a particular subset of fea-
tures. For a specific individual (feature set), the features are
encoded as “1” or “0”, as shown in Fig. A.20. “1” means that the
feature is selected, and “0”means that it is not selected. Step 2: The
selected features are the input for the ELM. The prediction results of
the ELM are used to evaluate the fitness value of the individuals.
The fitness value is calculated based on the MSE. Step 3: Select the
best individual with regard to the fitness value. If its fitness is
higher than the lowest value in the existing mating pool, it will
replace the individual with the worst fitness. Furthermore, the
global optimum will be updated accordingly. Step 4: The child in-
dividuals are generated by crossover and mutation. The new gen-
eration is composed of a set of new individuals that are encoded
and prepared to be evaluated. The whole process continues until
meeting the iteration terminal. The best feature subset in the
mating pool is the optimal selection.

Fig. A.20. The workflow of the two-step wrapper-based feature selection model.

Fig. A.21. Fitted SVR.

A.3. SVR

To minimise the forecasting errors, SVR individualises the hy-
perplane bymaximising themargin. To solve a nonlinear regression
problem, the following linear estimation function is considered as

follows [86]:

f ðxÞ ¼ ðw�FðxÞÞ þ b (A.3)

wherew is the parameter vector, F(x) is a kernel function and b is a
bias vector. The function formulation of the SVR model can be
transformed into the following convex minimisation problem:

min
1
2
kwk2 þC

Xn

i¼1

�
xi þ x*i

�
(A.4)

subject to the following constraints:

ðw � FðxiÞ þ bÞ � yi � eþ xi

yi � ðw � FðxiÞ þ bÞ � eþ x*i

xi; x
*
i � 0; i ¼ 1;2;…;n

where C is a regularisation constant and xi and x*i are slack
variables, which are used to handle the situation where no such
function f(x) exists to satisfy the constraint |yi � (w� xi þ b)|� e for
all points. They are regarded as the soft margin to allow regression

errors, e, to exist up to xi and x*i and still satisfy the constraint. Only
the points outside the e-radius contribute to the final cost. The error
parameter, e, represents the region of the tube located around the
regression function, f(x), as shown in Fig. A.21.

A.4. The statistical details of the model performance

Table A.7
The MAD (%) results for M1, M2, M3, M4, M5, M6, M7 and M8.

M1 M2 M3 M4 M5 M6 M7 M8

count 10 10 10 10 10 10 10 10
mean 2.78 2.99 3.31 2.54 2.61 2.67 3.67 3.28
std 0.17 0.29 0.40 0.25 0.30 0.25 0.15 0.38
min 2.42 2.58 2.64 2.16 2.04 2.20 3.30 2.84
25 % 2.72 2.77 3.10 2.34 2.45 2.59 3.65 2.99
50 % 2.77 2.95 3.25 2.59 2.65 2.65 3.69 3.18
75 % 2.92 3.24 3.56 2.63 2.74 2.85 3.73 3.60
max 2.98 3.41 3.93 2.99 3.00 3.09 3.89 3.95

Note: 25 %, 50 %, and 75 % denote 25 %, 50 %, and 75 % percentiles.

Table A.8
The RMSE (%) results for M1, M2, M3, M4, M5, M6, M7 and M8.

M1 M2 M3 M4 M5 M6 M7 M8

count 10 10 10 10 10 10 10 10
mean 3.60 3.79 4.22 3.25 3.46 3.33 4.74 3.99
std 0.24 0.42 0.55 0.33 0.43 0.32 0.29 0.46
min 3.17 3.15 3.35 2.61 2.79 2.85 4.13 3.50
25 % 3.51 3.45 3.87 3.04 3.27 3.13 4.62 3.60
50 % 3.64 3.78 4.16 3.30 3.50 3.30 4.90 3.92
75 % 3.71 4.05 4.55 3.45 3.71 3.47 4.91 4.33
max 3.96 4.51 5.11 3.73 4.08 3.91 4.97 4.77

Note: 25 %, 50 %, and 75 % denote 25 %, 50 %, and 75 % percentiles.

Table A.9
The MAPE (%) results for M1, M2, M3, M4, M5, M6, M7 and M8.

M1 M2 M3 M4 M5 M6 M7 M8

count 10 10 10 10 10 10 10 10
mean 7.24 7.83 8.75 6.66 6.79 7.01 9.31 8.73
std 0.46 0.73 1.05 0.65 0.78 0.68 0.47 1.06
min 6.28 6.82 6.89 5.72 5.32 5.67 8.56 7.50
25 % 7.05 7.22 8.19 6.18 6.35 6.84 9.08 7.90
50 % 7.24 7.71 8.62 6.73 6.85 6.95 9.16 8.44
75 % 7.61 8.49 9.35 6.87 7.15 7.45 9.50 9.59
max 7.80 8.93 10.37 7.86 7.91 8.09 10.27 10.66

Note: 25 %, 50 %, and 75 % denote 25 %, 50 %, and 75 % percentiles.
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