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Abstract
Simulations of a spar-type floating wind turbine supporting the DTU 10 MW reference turbine1 under
fitted atmospheric conditions are performed. Atmospheric conditions are modelled using the turbu-
lent models recommended by the IEC:2 the Mann model and the IEC Kaimal and exponential co-
herence model. Model parameters are fitted to measurements at the FINO-1 platform3 to generate
turbulent boxes that are as close as possible to measurements. The simulations are carried out using
OpenFAST4 for three mean wind speeds: 7.5, 12 and 16 m/s and the power law wind profile is used
with fitted shear exponent. The motions, wind, loads spectra are quantified using the WAFO toolbox
and the loads are assessed with short-term damage-equivalent loads using MLife.5 Depending on the
wind model, global motions differ by up to 52%. Generally, Kaimal resulted in higher surge and pitch
motions, and the opposite was found for the yaw motions. The influence of atmospheric stability on
global motions was found to be important as well, unstable conditions giving the largest motions and
stable conditions the lowest. It was observed that the wind model influenced the fairlead tension and
tower top loads. Mann resulted in up to 35% higher loads on the tower top yaw moment and Kaimal
resulted in up to 30% higher fairlead tension loads. Tower base fore-aft bending moment and blade
root out-of-plane moment were not very sensitive to the choice of wind model. Atmospheric stability
had an influence on all loads by up to 30%. Unstable conditions led to the most damage while stable
conditions generally led to the least. Whether the choice of the wind model or the change in atmo-
spheric stability has more influence on the global motions of the platform and the loads depended on
the wind speed, the degree of freedom or the load considered. It was found that wind models should
always consider atmospheric conditions, not only neutral. Finally, impact of Mann turbulence model
parameter variations on the wind, global motions and loads was investigated. It was found that tur-
bulence intensity is influenced by the three parameters and has a bigger impact than the differences in
coherence.
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CHAPTER I

Introduction

I.1 Background
The global wind power capacity has reached 623 GW in 201918 and 5% of it has been produced by
offshore wind turbines. Although this part is small, the offshore sector has increased its capacity by
a factor of 13 in the last decade while the onshore sector has increased its capacity by a factor of 4.18
While increasing the offshore sector capacity, offshore wind farm distance to shore increases every year
(Figure I.1a). With increasing distance to shore, water depth increases (Figure I.1b) leading to bigger
and more expensive bottom-fixed structures.

In areas with deep water depth but large wind resources, floating wind turbines have been developed
to tackle the water depth issue. Different type of floating wind turbines (FWTs) have been modeled
or manufactured, such as semi-submersibles, spars and tension-leg platforms and so far, two full-scale
floating wind farms have been installed: Hywind Scotland19 with spar-type floaters and WindFloat
Atlantic in Portugal20 with two semi-submersible floaters. One of the structural differences between
bottom-fixed turbines and floating wind turbines resides in the natural periods. Since FWTs have
greater natural periods, they become more influenced by the low frequency part of the wind spectrum.

Design innovations have allowed wind turbine to be exposed to higher wind speeds at higher altitudes.
As a consequence, wind turbines aremore exposed to different atmospheric conditions (unstable, neu-
tral or stable). Previous research has shown the influence of atmospheric conditions on wind turbine
loads.12, 21 Sathé et al.12 found that atmospheric stability could have a strong effect on the loads on
a fixed wind turbine. Doubrawa et al.21 performed simulations using computational fluid dynamics
(CFD) solver Simulator fOr Wind Farm Applications (SOWFA) to study the effect of turbulent at-
mospheric flows on a spar floater and found that loads on the mooring system are most sensitive to
atmospheric stability in low winds and that loads on the blade root are most sensitive to atmospheric
stability in high winds. More recently, Jacobsen and Godvik22 showed, based on measurements at
Hywind Scotland, that a decrease in FWT motions happened with stable atmospheric conditions.

Two wind models are recommended by the standards for the design of offshore wind turbines:2 the
Kaimal spectrum and coherencemodel (hereinafter called “Kaimal”) and theMannmodel (hereinafter

10



(a) Rolling average distance to shore, from the 2019 Offshore Wind in Europe6

(b) Rolling average water depth, from the 2019 Offshore Wind in Europe6

Figure I.1: Evolution of distance to shore and depth of offshore wind farms throughout the years6

called ”Mann”). Although both models should give similar results for onshore or bottom-fixed tur-
bines, uncertainties and differences in load responses have been found for floating wind turbines.
Bachynski and Eliassen23 found that the most differences in the FWT motion responses were in the
low-frequency range. While the Kaimal model gave larger surge and pitch responses, the Mann model
resulted in larger yaw, sway and roll responses. The explanation was found in the coherent structures
differences between the two models. Furthermore, increased mooring line fatigue on a spar FWT
design has been found by Godvik24 when using the Mann model.

While both models give different results, they both assume neutral atmospheric stratification. How-
ever, atmospheric stability influences the turbulence intensity or the behaviour of eddies structures in
the atmosphere. Typically, the more stable the atmosphere, the lower the turbulence and the smaller
the eddies. Peña25 showed a fit of the Mann model parameters to atmospheric conditions to match
required atmospheric stability. This was achieved by spectral analysis of time series of wind speed
fluctuations measured over flat and homogeneous terrain in Denmark. Even though these measure-
ments were made onshore, Peña’s work gives an idea on how to derive the parameters for the required
atmospheric condition. To match different atmospheric stability conditions, Nybø26 used data from
the FINO-1 platform to fit Kaimal and Mann models to measurements. Turbulence intensities and
wind profiles were fitted to the measurements for each stability condition and wind speed studied. Re-
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cently, Cheynet27 developed an algorithm that fit the Mann model parameters to measurements in the
least-square sense.

The need for models that fit offshore conditions arises and this thesis proposes a fit of the Mann and
Kaimal models parameters. This fit allows for a turbulent box generation that is close to what can be
found offshore.

I.2 Research Objectives and Questions
Differences in atmospheric stability lead to different responses for bottom-fixed turbines and spar-
type FWTs. Kaimal and Mann models, although recommended by the standards, give different global
responses. To understand the impact of windmodels and atmospheric stability on FWT dynamics, the
main research question of this work is raised:

“To what extent does atmospheric stability influence floating wind turbines dynamics?”

This question can be divided in three other questions

1. To what extent are wind fields influenced by wind models and atmospheric stability?

2. To what extent are FWT dynamics influenced by wind models?

3. To what extent are FWT dynamics influenced by atmospheric stability? i.e. How important is
atmospheric stability for wind turbine loads/motions?

4. How does lateral coherence influence FWT loads?

5. Is changing the atmospheric stability more influential than the choice of the wind model?

6. How does each Mann parameter influence the FWT dynamics?

From these questions and the literature, six objectives can be defined:

1. To confirm the differences betweenKaimal andMannmodels and compare with what was found
in the literature,28, 29

2. To generate accurate turbulent wind fields that match specific atmospheric conditions based on
measurements,

3. To assess the impact of atmospheric stability on a spar-type floater and compare the results with
literature,22

4. To assess the impact of lateral coherence on FWT dynamics,

5. To estimate how much atmospheric stability should be taken into account when modelling and
designing FWTs,

6. To perform an accurate sensitivity analysis of the Mann parameters.

I.3 Thesis Structure
This paper is divided into three parts. The first part provides the required background information
such as relevant literature and explanation of the different concepts. A general introduction to wind
energy, turbulence, atmospheric stability and turbulence models is provided in Chapter II. The floater
is subsequently presented in Chapter III. The second part focuses on the generation of the wind fields
and the OpenFAST files. The generation of the environmental conditions is explained in Chapter IV.

12



Chapter V presents how the OpenFAST simulation were done. Finally, conclusions are drawn and
recommendations for future research are presented in Chapter VII.
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CHAPTER II

Theory

This chapter defines the concepts related to the atmospheric boundary layer. First, a presentation of
the ABL is proposed in Section II.1. The twomain wind profiles are then presented, a definition of how
turbulence is treated is proposed and atmospheric stability is presented. Then, the different models are
presented in Section II.2: Mann and Kaimal.

II.1 Atmospheric Boundary Layer
The lowest portion of the atmosphere is called the atmospheric boundary layer (ABL). Its thickness is
variable in space and time. Typically occupying the bottom 10 to 20% of the troposphere (1 to 2 km),
it can range from tens of meters to 4 km or more.30

Figure II.1: Atmosphere vertical structure7
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This layer is particularly influenced by the Earth’s surface. It is characterized by well developed tur-
bulence generated by frictional drag as the atmosphere moves across the surface of the Earth, and by
a thermal mixing from the heated surface. The Earth surface roughness, characterized by the rough-
ness length (z0), influences the ABL thickness: a greater roughness leads to a thicker ABL. The ABL
thickness is also influenced by the atmospheric stability; the more positive the heat flux, the thicker the
ABL.31

II.1.1 Atmospheric stability and turbulence
Atmospheric stability is related to heat flux direction and height. The stability of the air is how it
responds to small disturbances. The atmosphere stability can be classified in three categories: neutral,
stable, unstable.

• Neutral stratified atmosphere typically occurs during strong winds, on a cloudy day or twilight.
The air parcel that is disturbed from its location will then stay at its new position leading to little
temperature change at the surface.

• With stable atmospheric condition, once disturbed, the air parcel will return to its original po-
sition. This typically occurs at nighttime when the ground is cool. In this case, turbulence is
mechanically-generated and balanced by negative buoyancy.

• In an unstable atmospheric condition, the air parcel will continue tomove away once disturbed.
It occurs when the ground is hotter than the air above, typically during daytime, this will produce
positive buoyancy.

Related to turbulence, unstable atmospheric conditions have the most turbulence compared to neutral
and stable atmospheric conditions. Both high turbulence and unstable atmosphere are correlated with
higher positive heat flux.

Commonly, the atmospheric stability is described by the Obukhov length L.32 The length scale is used
to classify the atmospheric stability and is defined as the height above the surface where thermally-
(or buoyancy-) generated turbulence dominates over mechanically-generated turbulence. It is the
ratio of the shear friction effect to the buoyancy effect. A negative value implies unstable atmo-
sphere and buoyancy-generated turbulence, while a positive value classifies a stable atmosphere with
mechanically-generated turbulence. The Obukhov length is defined as:

L =
−θvu3∗

κg(w′θ′)s
(II.1)

where (w′θ′)s is the surface kinematic eddy heat flux, θv is the virtual potential temperature, u3∗ the

friction velocity defined as u∗ =

√
u′w′2 + v′w′2, g the gravitational acceleration, and where the

apostrophe denotes the fluctuation.

The stability classification based on this parameter varies in the litterature. Gryning et al.33 proposed
the classification presented in Table II.1.

In the case of buoyancy-generated turbulence, the wind shear gradient will be the lowest, typically
in unstable conditions. The opposite is true under stable conditions. This difference in wind shear
gradient shows the influence of atmospheric stability on the wind speed profile as seen in Figure II.2.
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Stability Range [m]
Very stable 10 < L < 50
Stable 50 < L < 200
Near stable 200 < L < 500
Neutral |L| > 500
Near unstable −500 < L < −200
Unstable −200 < L < −100
Very unstable −100 < L < −50

Table II.1: Stability classification based on Obukhov length33

Figure II.2: Wind profiles for different atmospheric stability8

DNV-RP-C205 standard34 presents a simpler form to obtain theObukhov length based on the Richard-
son number, Ri.35

Ri =
z

L
· 1
φ

(II.2)

where φ is the non-dimensional temperature profile and should be determined from empirical data.
The profile is a function of ξ = z/L. The Richardson number is defined as:

Ri =
g

ρ0

dρ0
dz(
dU
dz

)2 (II.3)

where ρ0 is the unperturbed density, dρ0
dz

is the vertical density gradient and dU
dz

is the vertical gradient
of the horizontal wind speed. Table II.2 presents the relation between the Richardson number and the
Obukhov length.
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Stability conditions Stable Neutral Unstable
ξ ξ > 0 ξ = 0 ξ < 0

Richardson number 0 < Ri < 0.2 - Ri < 0

Obukhov length L = z
(

1−5Ri

Ri

)
- L = z

Ri

Table II.2: Relation between Obukhov length and Richardson number as a function of stability condi-
tions34

Another classification used in this work is the gradient Richardson number, Rig,35 defined as:

Rig =
g

T

(∆θ/∆z)

(∆u/∆z)2
(II.4)

where θ is the potential temperature and T is the mean temperature. ∆ denotes a variation of the
variable at different heights. The conditions were then classified by Golder36 according to stability
classes using the limits shown in Table II.3.

Atmospheric stability Gradient Richardson Number
Very unstable Rig < −5.34

Unstable −5.32 ≤ Rig < −2.26
Weakly unstable −2.26 ≤ Rig < −0.569

Neutral −0.569 ≤ Rig < 0.083
Weakly stable 0.083 ≤ Rig < 0.196

Stable 0.196 ≤ Rig < 0.49
Very stable 0.49 ≤ Rig

Table II.3: Stability classification gradient Richardson number36

In the thesis, unstable conditions will denote the union of “very unstable”, “unstable” and “weakly un-
stable” conditions and stable conditions will denote the union of “very stable”, “stable” and “weakly
stable” conditions.

II.1.2 Wind profiles
Thehorizontal velocity of air flow near the surface is near zero andwill change with height: it is defined
as a wind profile. Obstacles on the surface and heat fluxes create a sheared profile causing atmospheric
turbulence. Wind speed consists of a mean part and a fluctuating part (turbulence) but the wind speed
profile representation is expressed using the mean part only.

In the wind energy field, two wind profile models are recommended by design standards:2 the power
law and the logarithmic law. They are both valid in the surface layer which accounts for about 10%
of the ABL. When these models were developed, most of the wind turbines operated in this layer,
now most of them operate above. Besides, the surface layer height will vary according to atmospheric
stability and will be even smaller over sea as more neutral conditions are present offshore. Larsen et
al.37 found that the wind above the surface layer had a tendency to increase more than logarithmically
as a result of either the boundary length scale or the influence of atmospheric stability. This calls for
an extended wind profile. Furthermore, the power law and the logarithmic law are both valid for
neutral atmospheric conditions andhave beendevelopedwith onshoremeasurements. Offshore design
standards2 still recommend these two profiles.
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Power law

Due to its practicality, the power law is used in many wind engineering applications.35 It is defined as:

U(z) = Uref

(
z

zref

)α

(II.5)

where Uref is the undisturbed mean wind speed at a reference height, zref , and α is the power law
or shear exponent. The shear exponent accounts for both atmospheric stability and roughness length.
Typically, higher values of α denote higher shear observed in stable conditions. This model assumes
neutral stability based on a constant roughness length of 0.002 m to be used over the sea. The power
law exponent is given by the standards2 as α = 0.14 for all wind speeds and for both onshore and
offshore conditions. In this thesis, a fit will be performed to compute the power law exponent for each
stability conditions at each hub height mean wind speeds.

Logarithmic wind profile

The logarithmic wind profile originates from a similarity theory38 in meteorology. It is expressed as:

U(z) =
u∗
κ

[
ln
(
z

z0

)
− ψ

]
(II.6)

where u∗ denotes the friction velocity, κ the von Kármán constant, z0 the surface roughness length,
and ψ is a function used to account for non-neutral conditions and will be discussed below. In neutral
conditions, the function is zero.

Atmospheric stability in wind profiles

Standard windmodels (Kaimal andMann, ref section II.1.2) assume neutral stability conditions. How-
ever, as shown in Figure II.5, neutral conditions are not representative offshore, therefore stability
should be implemented in wind profile models, turbulence intensity, and wake calculation. In the
power law the α exponent accounts for the effect of surface roughness z0, and the atmospheric sta-
bility.10 However, it is important to distinguish both for offshore conditions as the roughness length
varies. As shown in Equation II.6, the logarithmic law separates the atmospheric stability and rough-
ness length. The ψ function depends on the sign of ξ and takes different values for different stability
conditions as shown in Table II.4.

Atmospheric stability Stability-dependent function value
Stable (ξ > 0) ψ = −4.8ξ

Neutral ψ = 0
Unstable (ξ < 0) ψ = 2 ln(1 + x) + ln(1 + x2)− 2 tan− 1(x)

Table II.4: Stability-dependent function values34

Even though this thesis will use a surface-layermodel (power law), the limits of thesemodels should be
presented. The importance of using a boundary-layer wind profilemodel has been highlighted in Sathe
et al.12 work. They observed that if blade and rotor loads, particularly for stable sites, are calculated
assuming only the surface-layer wind profile model, the calculated blade and rotor loads will be larger
in comparison with those obtained using a boundary-layer wind profile model. The main cause of this
increase in loading is the infinite increase of the wind profile length scale in the surface-layer wind
profile model, leading to large wind gradients. The boundary-layer wind profile model by Gryning et
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al.33 limits the growth of this length scale using the boundary layer height, leading to smaller wind
shear in comparison with the surface-layer model.

II.1.3 Turbulence
Atmospheric turbulent flow is a superposition of irregular swirls of many scales. These swirls are also
called eddies. The large eddies are broken down into smaller eddies, a process called turbulent cas-
cade30 where some of the large eddies energy is transferred to the smaller eddies. Turbulence can be
generated by frictional drag (mechanical turbulence) and by thermal mixing from the Earth surface
(thermal turbulence). Mechanical turbulence happens when there is shear in the wind that can be
caused by frictional drag which causes a lower wind speed near the ground. Its intensity increases with
surface roughness length and wind speed but decreases with height.39 Thermal turbulence happens
because of temperature gradients. It consists of warm air that rises or cold air that sinks because of
buoyancy forces.

Turbulence intensity

The wind speed fluctuation about its mean value is measured by turbulence intensity. Considering a
component of the wind (longitudinal, lateral and vertical), turbulence intensity is defined as the ratio of
the standard deviation to the mean velocity for the time period and height chosen. Design standards2
recommend conservative turbulence intensity values depending on the wind turbine class and the hub
height wind speed. These values correspond to the 90th percentile of turbulence intensity in neutral
conditions. According to the IEC standards,2 the longitudinal standard deviation is defined as:

σ1 = Iref (0.75Uhub + b) (II.7)

where Iref denotes the turbulence intensity value at 15 m/s (see Table II.5), b denotes a constant taken
as 5.6 m/s.

Wind turbine class Iref
A 0.16
B 0.14
C 0.12
S Specified by the designer

Table II.5: Turbulence intensity values according to wind turbine class (IEC 61400-1)2

This IEC standard2 turbulence intensity formulation corresponds to onshore neutral conditions and
assumes the turbulence intensity to decrease while asymptotically approaching a constant value with
increasing wind speed. Offshore, specifically at FINO-1, turbulence intensity decreases towards amin-
imum then increases (see Figure II.3).

IEC 61400-310 suggest a modification of Equation II.7 for offshore conditions:

σ1 =
Uhub

ln(zhub/z0)
+ 1.28 · d · Iref (II.8)

where z0 denotes the surface roughness, d is a constant taken as 4m/s. The surface roughness is derived
from the Charnock expression for near-neutral atmospheric conditions:
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Figure II.3: Turbulence intensity depending on wind speed at 90 m height for the period September 2003
– August 2007 by Tuerk et al.9

z0 =
Ac

g

[
κ · Uhub

ln(zhub/z0)

]2
(II.9)

where κ denotes the von Karman’s constant (0.4), and Ac the Charnock’s constant taken as 0.011 for
open sea.

Figure II.4 shows a comparison of Equation II.8 and II.7 with the same Iref = 0.12 at zhub = 119
meters.

Figure II.4: Turbulence intensity as a function of wind speed for two different design standards10, 2

From Figure II.4, it can be seen that offshore turbulence intensity is lower than onshore turbulence
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intensity but follows the same logarithmic decrease with increasing wind speeds. The choice of either
of the formulation for our work is explained in Section IV.2.

II.1.4 Offshore atmospheric stability
Onshore, a given site is associated to a constant roughness hence a constant friction velocity for a
fixed wind speed. It allows the atmospheric boundary layer to be defined with stationary parameters.
Offshore, the air-water interface (waves) is a function of time and space. This variability induces a
characterisation of the atmospheric boundary layer by non-stationary parameters. Waves give friction
to the wind, changing the wind profile. This friction is characterized by the surface roughness z0. The
higher the surface roughness, themoremechanically-generated turbulence dominates, hence themore
neutral conditions dominate.40 The DNV-RP-C205 standard34 recommends a z0 value between 0.0001
and 0.001 meters for open sea with waves. This is a first limitation of the wind models developed for
onshore sites but used offshore: with small values of z0 the surface layer extends less, increasing the
chance of having the wind turbine rotor above it.

Furthermore, offshore, atmospheric stability is more sensitive to seasonal cycles. Barthelmie et al.11
found a dominance of stable atmospheric conditions in the spring and unstable atmospheric conditions
in fall, as shown in Figure II.5.

Figure II.5: Distribution of observations by stability class sampled by hour of the day, month, wind di-
rection and wind speed at the FINO-1 offshore platform11

Measurements

The North Sea is where most of the measurements related to offshore wind energy come from. Sathé
et al.,12 Nybø et al.41 and Obhrai et al.42 studied the influence of different wind fields on wind turbines
with wind measurements in the North Sea. Figure II.6 shows the distribution of stability as a function
of wind speed at FINO-1 using different classification methods.
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(a) Distribution at FINO-1 using gradient Richardson number classification42

(b) Distribution at FINO-1 using Obukhov length classification41

Figure II.6: Distribution of atmospheric stability as a function of wind speed at FINO-1 with different
classification method

The measurements presented in the work of Nybø et al. (Figure II.6b) and Obhrai et al. (Figure II.6a)
correspond to the FINO- 1 platform, located in the North Sea. It is observed that with increasing wind
speeds, neutral conditions dominate, whereas for lower wind speeds, unstable conditions dominate.
The shift in the wind distribution peak might be due to the fact that the time periods selected were dif-
ferent. Data from Sathé et al. (Figure II.7) correspond to three offshore wind farms and one onshore.
The findings for offshore sites are consistent with the observations at FINO-1: as wind speed increases,
near-neutral conditions dominate. These observations could be related to the fact that with high wind
speeds waves are higher hence the surface roughness. Therefore, more mechanically-generated turbu-
lence than buoyant-generated turbulence would be present, meaning stable conditions govern.

II.2 Turbulence models
The International Electrotechnical Commission recommends the use of two turbulence models.2 One
is the Kaimal spectral and exponential coherence model,43 the other is the Mann spectral model,44, 45
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Figure II.7: Distribution at three offshore sites (a-c) and an onshore site (d)12

hereafter denoted asKaimal andMann, respectively. The frequency content ofMann andKaimal follow
that of the Kaimal spectrum2 (Equation II.13). The two models are defined differently: Kaimal defines
turbulence by a one-point spectrum and a coherence function, while Mann takes advantage of spectral
velocity tensor. Both simulated wind fields, from the use of these turbulence models, can provide
similar information about turbulent wind spectra, but the coherence between points in the fields may
differ.

Studies investigated the performances of these models and how they affect the dynamics of offshore
wind turbines.29, 28 It has been concluded that, as the models differ in the representation of turbulent
structures, the impact on the offshore wind turbines will be slightly different.

Both models are included with standardized parameters2 and are developed for small onshore wind
turbines. The different representation of spatial distribution of turbulence was not crucial for small
turbine rotors, but as the size of the wind turbines rotor increases, the need for accurate wind models
follows.

II.2.1 Mann uniform shear model
Mann44, 45 developed a spectral tensor turbulencemodel which can be used to simulate wind fields with
particular turbulence characteristics.25 Thus, it is now used for inflow turbulence generation with the
DTU Mann 64bit turbulence generator.46 The Mann model looks at the spectral tensor of atmospheric
turbulence at neutral stability state. It contains all information on spectra, cross-spectra and coherences
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that are required for engineering applications in wind energy, and is defined as:

ϕij(k) =
1

(2π)2

∫
Rij(r) exp(−ik · r)dr (II.10)

where,

∫
dr =

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
dr1dr2dr3

and Rij(r) denotes the covariance between time series ui and uj at a separation r and k is the wave
vector. The velocity field can be defined as:

u(x) =

∫
exp(ik · x)dZ(k) (II.11)

where Z is a stochastic vector field with uncorrelated increments connected to the spectral tensor via
Equation II.12:

⟨dZ∗
i (k)dZj(k)⟩ = ϕij(k)dk1dk2dk3 (II.12)

where ∗ denotes complex conjugation. Cross-spectra and relation to the Mann coherence will be dis-
cussed in the Mann coherence subsection.

The model involves three adjustable parameters:

• αϵ2/3 is the measure of dissipation rate at which wind turbulence kinetic energy (TKE) is con-
verted to heat as the eddies break down into smaller eddies.

• L, a length scale that defines the size of the turbulent eddies with themost energy. It characterizes
the atmospheric stability condition. Higher values of L imply higher energy in the low frequency
range.47

• Γ, a non-dimensional parameter to estimate the eddy lifetime. This parameter describes shear
deformation of turbulence eddies, and also affects the ratio between the standard deviations of
thewind speed inu−, v− andw− directions. A positive value ofΓ results in larger ratio between
the three directional turbulence (σ2

u > σ2
v > σ2

w).

TheMannmodel assumes neutral atmospheric stability but these parameters can bemodified tomatch
a corresponding stability. Sathe et al.12 investigated the influence of atmospheric stability on wind
turbine loads of a fixed turbine by fitting the Mann model to site-specific parameters including atmo-
spheric stability and Peña et al.,25 proposed a way to modify the Mann model to account for atmo-
spheric stability.

The IEC standard2 suggests fitted values, presented in Table II.6, that were obtained by fitting theMann
model to the Kaimal spectra. The length scale increases linearly with height up to 60 meters, but re-
mains constant above that height. The IEC standard2 recommends a Γ parameter value of 3.9 while
measurements onshore by Sathe et al.12 found values closer to Γ = 3.16.

The selection of these parameters for the different stability conditions will be discussed in Section IV.2.
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αϵ2/3 L Γ
55
18

· 0.4754 · σ2
iso · L−2/3

where σiso = 0.55 · σ1
L =

{
0.56z z < 60 m
33.6 z≥60 m

3.9

Table II.6: Standard Mann model parameters. z denotes the wind turbine hub height.

II.2.2 Kaimal spectrum and coherence model
Another turbulent wind model that will be used is the Kaimal spectrum with exponential coherence
model, referred to here as Kaimal.43 The generated turbulent wind field according to IEC Kaimal spec-
trum & coherence model is computed based on the calculated Kaimal Spectrum (Equation II.13) in
the longitudinal, lateral, and vertical directions; respectively u-, v- and w-components. The computed
synthetic wind field is assumed stationary with zero-mean Gaussian process.2

fSK(f)

σ2
K

= 4

fLK

Uhub

1 + 6 fLK

Uhub

(II.13)

where f is the frequency, SK(f) is the one-sided wind spectrum, σK is the standard deviation of the
wind velocity, Uhub is the wind speed at hub height, LK is the wind integral scale parameter and K =
u, v or w refers to the specific velocity component. Parameter values can be found in IEC 61400-1.2
TurbSim,48 by NREL, will be used to generate the inflow turbulence.

II.2.3 Coherence
As said before, both Mann and Kaimal follow the frequency content of the Kaimal spectrum but differ
in the spatial variation. Cross-spectra provide information on how mutually coherent velocity fluctu-
ations are at two points. The spectra consist of two parts, a real-part, the co-spectrum capturing the
different frequency component appearances, and an imaginary part (quad-coherence) capturing the
phases between these points. Saranyasoontorn & Veers49 show that the imaginary part was negligible
for bottom founded turbines but Nybø26 show that the non-negligible quad-coherence leads to a phase
shift that will have an impact on the dynamic response of offshore wind turbines. The high importance
of lateral coherence of the longitudinal wind component (u) (over that of v orw) on bottom-fixed wind
turbine loads was observed in a sensitivity study50 performed with the Kaimal model.

Coherence is the normalized cross-spectrumbut the termcoherencewill now refer to the co-coherence,
the cross-spectrum real part’s normalized form. For two spatially separated processes i and j, the
magnitude-squared coherence is defined as:

γi,jK (f) =
|Sij|√

Si(f) · Sj(f)
(II.14)

IEC Kaimal coherence

Within the Kaimal model, coherence is added to the generated points using an exponential functions
based on empirical formulations.2 It is defined as:
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γi,jK (δ, f) = exp

−aK

√(
fδ

uhub

)2

+ (δbK)2

 (II.15)

where δ is the separation distance between time-series i and j, aK is the coherence decrement parameter
and bK is the coherence offset parameter. Nonetheless, in the IEC standard, the coherence model is
only applied to the u-velocity component and does not provide values of aK and bK for the lateral and
vertical velocity components.

Parameters au[−] bu[m
−1]

Value 12.0 3.5273 · 10−4

Table II.7: IEC spatial coherence parameters

Figure II.8 shows the coherence for the IEC Model with the parameters from Table II.7 in the longitu-
dinal direction for three different lateral separation distances at 16 m/s with D = 178 m. It can be seen
that coherence increases with smaller separation distance.

Figure II.8: Coherence between two points (0,119) and (δy, 119) at a fixed x-plane in the u-velocity
direction for the IEC Model at 16m/s

In this thesis, aK and bK will be fitted to measurements for u-, v- and w-components to allow for
vertical and lateral coherence.

Mann coherence

Spatial coherence is inherent to the Mann model and given by the integral of the spectral tensor ϕi,j as
a function of the nondimensional separation distance and spatial wave number. The cross-spectrum
is defined as:

χij(k1,∆y,∆z) =

∫ ∞

−∞

∫ ∞

−∞
ϕij(k) exp i(k2∆y + k3∆z)dk2dk3 (II.16)

where ∆y and ∆z are the separation distances of the two points in the lateral and vertical directions
and k2 and k3 are the spatial wave numbers corresponding to the lateral and vertical directions. The
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one-point spectrum is obtained by setting ∆y = ∆z = 0 and i = j: χij(k1, 0, 0) = Fi. The vertical
coherence is then defined as:

γij(k1, L,Γ,∆z) =

∣∣χij(k1, αϵ
2/3, L,Γ,∆z)

∣∣2
Fi(k1, αϵ2/3, L,Γ)Fj(k1, αϵ2/3, L,Γ)

(II.17)

L and Γ are the average of the L and Γ parameters values at the two points, k1 = 4πf/(u1 + u2).
Chougule47 explained that the coherence computed by the Mann model is independent of αϵ2/3. In
order to compute the coherence, Cheynet’s27 Matlab function will be used in this thesis. With the three
Mann parameters, Cheynet’s function extracts a spectral tensor useful for the coherence computation.

Davenport coherence

Davenport51 proposed that the coherence spectrum of the longitudinal turbulence component for dif-
ferent vertical separations could be described by an exponential function with a decay parameter, C ,
as follows:

γ(δ, f) = exp
(
−C · fδ

uhub

)
(II.18)

As can be seen fromEquation II.18, theDavenport coherencemodel cannotmodel negative coherence.
Secondly, even though this model was proposed for the longitudinal turbulence component, it will be
used to compute the threewind components coherence, asNybø et al.26 did for the TIMESR turbulence
generation (explained in the next sections). In the TurbSim implementation, the decay coefficient is
dependent upon the velocity component, but independent of the separation direction. Nonetheless,
the decay coefficients obtained via fittingwill take into account the separation distance. More advanced
coherence models may be considered, but as highlighted by Chougule,47 the Davenport model seems
to fit quite well to the u-coherence and v-coherence at FINO1.

II.2.4 Atmospheric stability effect on the two turbulencemodels
The Kaimal and Mann models are both valid only for neutral conditions. Using these models for
non-neutral atmospheric conditions may lead to inaccurate results. Nonetheless, both models have
parameters that could be changed in order to approach a desired atmospheric condition.

Mann parameters

Sathe et al.12 and Peña et al.25 performed a χ2 fit to get the three parameters values for different atmo-
spheric stability. Cheynet et al.52 developed an algorithm to estimate the parameters of the model in
the least-square sense. Cheynet’s algorithm will be used for this thesis as it is a simple Matlab function.

Going through the literature, there appear to be trends for each of the Mann’s parameters but also
differences depending on the measurement site.

αϵ2/3 parameter

Since this parameter shows the turbulence energy content, it should decrease with stability. The more
stable the atmosphere, the lower the value of the parameter. Nonetheless, fitting of this parameter
at Høvsøre from Peña et al.25 and Chougule47 show that αϵ2/3 value for neutral is higher than the
values for unstable conditions and stable conditions, in contradiction with the hypothesis. Offshore, de
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Maré and Mann16 showed the same trend. Twidell and Gaudiosi40 showed that under neutral stability
conditions, turbulencewas purelymechanically generatedwhich explains the fact thatαϵ2/3 for neutral
conditions is the highest since it characterizes shear turbulence according to Chougule.47

L parameter

Sathe et al.,12 Peña et al.,25 Chougule47 and de Maré and Mann16 all agree upon the fact that from stable
to unstable conditions, L increases. According to Chougule, this parameter is the measure of buoyant
generated turbulence as it is increasing for unstable condition indicating that unstable conditions have
the largest eddy size.

Γ parameter

Γ value should decrease with decreasing stability since it is a measure of the stretching of eddies due
to wind shear. Sathe et al.12 found that for all wind speeds, Γ was largest for neutral stability condition
followed by stable and unstable and Peña et al.25 results follow the theory. However, deMaré&Mann,16
offshore, and Chougule,47 at Høvsøre, found the opposite behaviour, Γ decreases as stability increases.

Coherence

Chougule et al.47 computed vertical coherence from the Høvsøre measurements using Mann Model
and showed that u-, v- and w- vertical coherences are affected by atmospheric stability such that from
stable to unstable, the coherence is increasing. The w-component is the most affected while the lon-
gitudinal u-component is the least affected by variation in atmospheric stability. This is in agreement
with the theory that under different atmospheric stability, eddy length is the most influenced param-
eter which defines how much the eddies extend vertically.

II.3 Floating wind turbine dynamics
Before presenting the floaters, an overview of the literature will be proposed in this section. Floating
wind turbines are attached to the sea bed viamooring lines or taut lines. Since their natural frequencies
are lower than the bottom-fixed wind turbines, FWTs are more likely to be influenced by the lower
frequency range of the wind spectrum which contain the most energy. Different floater types have
been developed: buoyancy stabilized, mooring line stabilized and ballast stabilized floaters (see Figure
II.9).

TheLIFES50+ project,53 for instance, developed a semisubmersible concept and theHywind Scotland19

farm uses ballast stabilized floater (spar-type). All concepts have perks that will not be discussed in
this work. According to Jonkman and Matha,54 buoyancy stabilized concepts have the highest loads
for all wind conditions. Differences between ballast and mooring line stabilized platforms are only
significant in the tower loads, which are greater for the ballast stabilized platforms. From this study,
no conclusion was drawn about the best floating wind turbine concept but rather study to what extent
a platform choice could impact the turbine loads.

II.3.1 Effects of turbulence model choice on FWT
The differences between the two turbulence models (Kaimal and Mann) for the response of bottom
fixed and onshore turbines are very small but are relevant in the case of floating wind-turbines.41, 21

Doubrawa et al21 compared the Mann and the Kaimal models to large eddy simulations (LES) and
measurements. It has been found that the Mann model matched the LES and the measurements better
for low wind speed and that, for higher wind speeds, the Kaimal model matched the LES more while
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Figure II.9: Three main floating wind turbine concepts13

the Mann model showed results closer to the measurements. Furthermore, both models were found
to overpredict fatigue loading in high-wind speed scenarios and to underpredict it in low-wind speed
scenarios. These results are pertinent because the choice of the windmodel affects the FWTs dynamics,
as reported in the works of Eliassen and Bachynski28 and Wise and Bachynski.14

Eliassen and Bachynski28 studied the effect of the two models on three different FWT concepts using
a 5 MW turbine. Kaimal was found to result in larger surge and pitch responses while Mann resulted
in larger yaw, sway and roll motions. The difference in coherent structures between the two models
explained these differences. Tower and mooring lines loads were also influenced by the model choice.
Indeed, Mann resulted in larger damage equivalent loads in the tower top while Kaimal was found to
result in more damages in the mooring line for the semisubmersible and spar platforms. Myrtvedt and
Nielsen29 found the same results with a DTU 10 MW turbine on spar-type floater.

As of now, no conclusion has been drawn on the best turbulent model but extensive measurements
data would be required.

II.3.2 Effects of atmospheric stability on wind turbines
While this thesis will study the effects of atmospheric stability on FWT using fitted parameters, pre-
vious work has been done on fixed wind turbine and spar-type floaters. Concerning the influence of
atmospheric stability on wind turbine loads, Sathe et al.12 carried out simulations on a fixed wind
turbine and based on offshore measurements. A fitting of the Mann model to the turbulence measure-
ments has been performed to obtain the three model parameters required for different atmospheric
stabilities. It was observed that under stable conditions, the tower loads are influenced mainly by tur-
bulence, blade loads by a combination of wind profile and turbulence, and rotor loads mainly by wind
profile. The calculated tower loads are up to 17% smaller using stable wind conditions in comparison
with those obtained under neutral conditions. The corresponding blade loads are up to 3% smaller,
whereas the rotor loads are up to 12% larger than those obtained assuming only neutral conditions.
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These results also show that modelling of site wind conditions need to take into account atmospheric
stability, turbulence intensity and shear to be as close as possible to reality. However this study has
been carried out with a fixed wind turbine.

Doubrawa et al.21 only fitted turbulence intensity to atmospheric stability for the two standard wind
models but mainly used SOWFA simulations to study the effect of atmospheric stratification on a spar-
type FWT. It was found that loads on the mooring system are most sensitive to atmospheric stability
in low winds and that loads on the blade root are most sensitive to atmospheric stability in high winds.

Jacobsen and Godvik22 studied the influence of atmospheric stability on the Hywind Scotland floater.
With stable atmospheric conditions, a decrease in FWT motions has been observed compared with
unstable and neutral conditions. Jacobsen and Godvik supposed that the decrease was due to both the
reduction in turbulence intensity and the reduction of the sizes of the turbulent eddies.

Putri et al.55 modelled a spar floater with unstable conditions and found that the DEL of tower top tor-
sion is estimated to be higher than in neutral conditions, similarly for the tower base side-side bending
DEL. It was also found that the use of an appropriate wind model (Kaimal or Højstrup in this work)
for unstable conditions can produce up to 40% higher turbulence intensity (TI) compared to neutral
conditions. This works show the importance of accounting for atmospheric stability for FWT and to
develop a suitable turbulent wind model in the offshore boundary layer.
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CHAPTER III

Floater

This chapter contains a description of the floater used in this thesis. It will first present the spar-type
floater, then go through a natural frequencies study.

The wind turbine used will be the DTU 10 MW reference turbine56 whose main characteristics can be
found in Table III.1. First designed for onshore, the DTU 10 MW turbine has been modified for off-
shore models. For instance, the tower design has been changed to avoid resonance at the 3P frequency
because of the increase in the tower bending frequency for FWTs. The wind turbine will be installed
on top of the considered floater: a spar type floater. The hub height for the FWT is 119 meters above
the still water line (SWL). Visualizations of the FWT can be seen in Figure III.1 and more details on
the floater can be found in Subsection III.1.

Parameter Value
Rated power [MW] 10
Rotor orientation and configuration Upwind, three blades
Rotor, hub diameter [m] 178.3 and 5.6
Cut-in, rated and cut-out wind speed [m/s] 4.0, 11.4 and 25.0
Cut-in, rated rotor speed [rpm] 6.0 and 9.6
Rotor, nacelle mass 230.7 and 446.0 tonnes

Table III.1: Main characteristics of the DTU 10 MW reference turbine56

Theblade pitch controllers have beenmodified to avoid negative feedback at the platform pitch natural
frequency.57 Furthermore, to limit low-frequency dynamic responses, the floater use a constant gen-
erator torque strategy in above-rated conditions. The wind turbine controller characteristics are listed
in Table III.2.

Tables III.3 and III.4 present some of the floater characteristics and their mooring system properties,
respectively. Tables have been extracted from Wenfei’s work.1

Figure III.2 shows the mooring layout of the floater. The mooring line 2 will be studied for the fatigue
analysis as it is the one facing the wind.
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Figure III.1: Computational model of the spar with lines representing the blades visualized in MATLAB.
The tower and rotor are colored in black while the hydrodynamic members are colored in yellow

Parameter Onshore Spar
Blade pitch controller natural frequency [Hz] 0.06 0.02
Blade pitchKI [rad/(rad/s)] 0.141233 0.015693
Blade pitchKP [rad/(rad/s)] 0.524485 0.174828
Above-rated strategy Constant power Constant torque

Table III.2: Wind turbine controller characteristics57

Parameter Spar
Water depth [m] 320
Draft [m] 120.0
Displacement [tonnes] 13 350
Platform pitch inertia about SWL [kgm2] 6.53 · 109
Platform yaw inertia about SWL [kgm2] 2.49 · 109

Table III.3: Floating wind turbine characteristics1, 53
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Parameter Spar
Number of lines [-] 3
Radius to anchors [m] 849.5
Unstretched mooring line length [m] 902.20
Equivalent mooring line mass density [kg/m] 233.1
Equivalent mooring line axial stiffness [N] 384.243 · 106
Fairlead depth below SWL [m] 70
Additional yaw spring stiffness [Nm/rad] 1.47 · 108
Pretension [kN] 2600

Table III.4: Floating wind turbine mooring system properties1, 53

Figure III.2: Mooring system layout for the floater14

III.1 Spar
The spar1 was developed by the Norwegian University of Science and Technology (NTNU) in SINTEF
Ocean’s SIMA software and converted to the FAST framework. As seen in Figure III.3 it is ballast
stabilized, leading to a small natural frequency in surge and a high natural frequency in yaw compared
to the other natural frequencies due to its small inertia (see Table III.5 in Section III.2).

The NTNU 10 MW spar platform is based on the 5 MW OC3-Hywind:58 it has the same draft of
120 m and is similarly designed for a water depth of 320 m, but the diameter of the column has been
increased to provide additional buoyancy for the heavier 10-MW turbine and to match the tower base
diameter. Furthermore, its displacement is of 13, 350 tonnes. Three catenary mooring lines are used
in the mooring system. To simplify the modelling, the delta connection usually used to connect the
fairleads with the hull is not modelled. This delta connection provides additional yaw stiffness. To
provide a sufficient yaw restoring force, an additional yaw spring stiffness of 1.48 · 108Nm/rad is
added to the model. This concept connects to the tower at 10 m above the SWL requiring the tower

33



Figure III.3: Floating support structure stability triangle15

to be shortened to achieve a hub height of 119 m. The tower needs to be redesign as the tower natural
frequency lies within the 3P range.

III.2 Natural frequencies study
To determine the natural frequencies of the floater, free decay tests have been performed with Open-
FAST.4 In ElastoDyn, only the degree of freedom that was of interest was activated, aerodynamics and
hydrodynamics loads were deactivated. An arbitrary initial position was set for each decay test (1 me-
ter or 1 degree depending on the degree of freedom) and the simulation started. The duration of the
simulation was chosen to be 3600 seconds in order to let the structure motions decay. A smaller du-
ration could have been chosen but since the simulation were computationally inexpensive, this value
was picked by default. The wind turbine structure will then oscillate around its initial position and the
motions will be damped within a natural period. As an example, Figure III.4 shows the decay test for
the spar surge motion. Other decay plots can be found in Appendix A. The turning points are shown
as black dots and are used to compute the natural period. Results of decay tests for other degrees of
freedom can be found in Table III.5.

Figure III.4: Decay test for the spar floater surge motion

Degree of freedom Natural period [s] Natural frequency [Hz]
Surge 102.4 0.010
Heave 31.3 0.032
Pitch 35.1 0.029
Yaw 8.1 0.1235
Tower 2.5 0.399

Table III.5: NTNU spar natural periods and frequencies in OpenFAST
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CHAPTER IV

Environmental conditions

Determining the right environmental conditions for the simulations is crucial when the main topic of
the work is the atmosphere. Windmeasurements from the FINO-1 platform3 and wavemeasurements
from Norway-559 were used to obtain relevant environmental conditions for the simulations. In this
thesis, three wind speeds were selected to cover the different wind turbine regimes: below-rated, rated
and above rated. 7.5, 12 and 16 m/s were chosen to investigate the FWT dynamics in its different
regimes of operation. Below rated wind speed, the turbine is designed for maximum aerodynamic
efficiency while the mean thrust has its maximum at rated wind speed. The below rated case is chosen
at a typical wind speed at FINO-1, close to 7.5 m/s.21 12 m/s is chosen in order to avoid being at the
interface between two regions where the controller would jump between modes due to turbulence.
Above rated wind speed, the wind speed with the same mean thrust as for the below rated scenario has
been chosen, 16 m/s.

IV.1 Wave
Wave conditions could not be derived from FINO-1 measurements because of the shallow water depth
at this site. Li et al.59 presented long-term joint distribution of wind speed (Uw), significant wave
height (Hs) and peak period (Tp) at five different sites in Northern Europe. The site Norway 5 has
been chosen as it corresponds to deep-water conditions. With a depth of 202 meters, Norway 5 was
more representative for the floater. 10-year wind and wave statistics are generated using hindcast data
of 1-hour averaged wind and sea states. For this specific site, Li et al.59 proposed parameters for the
joint distribution:

fUw,Hs,Tp(u, h, t) = fUw(u) · fHs|Uw(h|u) · fTp|Hs(t|h) (IV.1)
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where the conditional distribution,
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with µLTC and σLTC themean value and standard deviation of ln(t) at each combination of wave-wind
class.

Table IV.1 presents the wave conditions used. Since the focus of the work is on the influence of atmo-
spheric conditions, the sea conditions do not vary with atmospheric stability in our study.

Hub height wind speed [m/s] Hs [m] Tp [s]
7.5 1.8 9.6
12 2.4 10.1
16 3.2 10.6

Table IV.1: Wave conditions

IV.2 Wind

IV.2.1 FINO-1 platform available data
The FINO-1 platform3 is located in the immediate vicinity of areas where wind farms are being built
or are already in operation, 45 km off the coast of Germany (see Figure IV.1). The platform is equipped
with meteorological sensors for wind, temperature and humidity at levels between 30 and 102 m and
marine sensors. FINO-1 is part of the RAVE database,60 an initiative carrying research work in Alpha
Ventus, the first German offshore test field, since 2009.

Figure IV.1: Map of FINO-13
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High frequency wind measurement (20 Hz) by ultrasonic anemometers are performed at 40, 60 and
80 m and cup anemometers measurements (10-minutes averaged) are available from 34 to 102 me-
ters, every ten meters approximately. The sonic raw data are stored in 10-minutes duration blocks,
as commonly used in wind research and engineering. This thesis uses wind direction, wind speed in
three directions from January 1st, 2016 to December 31st, 2017. This period was chosen due to the
common availability of high-frequency measurements (sonic anemometers) and 10-minutes averaged
measurements (cup anemometers).

Data measurements were used to fit turbulence intensities and power law wind profile for each hub
height wind speed of interest (7.5, 12 and 16 m/s) and for each stability conditions (stable, neutral and
unstable). It was also used to fit the Mann model parameters and the Kaimal model to the required
stability conditions. Finally, measurements provided data for TIMESR simulations with TurbSim (ex-
plained below).

IV.2.2 Data processing
Data was extracted from different sources presented in Table IV.2:

Device Type of measurements
Sonic anemometer (40, 60, 80 meters) [Wind speed and direction] 20-Hz
Cup anemometers (34, 41, 51, 61, 71, 81, 91, 102 meters) [Wind speed] 10-min averaged
Wind direction (62 meters) [Wind direction] 10-min averaged

Table IV.2: Device used and measurements extracted

Ten minutes averaged measurements were extracted for computational reasons. Indeed, data process-
ing following Nybø’s61 method with high-frequency measurement was too expensive. Using only a
personal laptop, Matlab would run out of memory while processing the data. In this thesis, the 10-min
averaged measurements were processed following Nybø’s61 method (presented below) and the high-
frequencymeasurements were extracted from the time-period given by the processed 10-min averaged
measurements.

Processing method

• Removal of missing measurements (NaN and -999 values),

• Spike detection and removal,

• Removal of data due to rain,

• Exclusion geographical zone (45 to 225 degrees) due to mast shadow, wind parks proximity and
nearby land,

• Organizing in 1-hour periods,

• Delete non-stationary periods.

Each of the 10-min averaged measurements were processed following this method. The geographical
exclusion zone is defined to avoid the mast shadow when the wind blows from South and East. Con-
cerning the stationarity assessment, Cheynet et al.’s method was used:62 the first step checks that the
wind speed time serie slope over an hour is lower than 20% (Equation IV.3), the second step requires
the maximum moving mean and maximum moving standard deviation to be less than a threshold
value, here 40% (Equation IV.4).
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where |∆U∆t| is the absolute difference between the wind speed values at the end and beginning of the
period considered.

Details for the method can be found in Nybø’s work.61 The “rotation” step of Nybø’s method was per-
formed only after extraction of the high-frequency data for the computation of the turbulence intensity,
the Mann parameters fitting and the coherence fitting. The rotation step is the process of rotating the
wind speed time series in the mean flow direction. It is done with the double rotation method.63 This
method depends on both a fixed tilt angle of the anemometer and the wind direction, leaving a zero
mean vertical wind speed in all 1-hour periods.

Usage of data

After the data processing, all 1-hour periods were sorted following the gradient Richardson number
classification35 then were used to generate a wind profile following the power law. This process allowed
us to identify the atmospheric conditions for all 1-hour periods. The corresponding wind speed high-
frequency time series were then extracted and used to compute the turbulence intensity, to fit theMann
model and to fit the coherence models. A map of the data usage is presented in Figure IV.2.

Figure IV.2: Map of data usage
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IV.2.3 Atmosphere stability classification
Eliassen and Obhrai28 chose the gradient Richardson number to measure atmospheric stability at
FINO-1 and FINO-3.35 In this thesis, temperature at 72 and 42 meters and wind speed at 91 and
71 meters were used. It is to be noted that only 10-min averaged measurements are used here for the
classification.

Figure IV.3 shows the resulting atmospheric stability distribution. It can be seen that the distribution
followed that found byNybø41 andObhrai42 (see Figure II.6). With increasingwind speed, neutral con-
ditions were more frequent and, consistently with Cheynet et al.,64 unstable conditions were common
at low wind speeds at FINO-1.

Figure IV.3: Atmosphere stability distribution

Following the atmospheric stability classification, all 1-hour period were sorted based on their stability
conditions.

IV.2.4 Power law fitting
The wind speed at 119 meters was found by fitting the power law to the measurements. For each
of the stability conditions, a fitting using anemometers cups at 34, 41, 51, 61 and 71 was performed.
From the fitting, Figure IV.4 was obtained where each power law exponent was computed from the
average of 15 cases per situation. 15 cases were used to limit the uncertainties on the value. Figure IV.4
shows clearly the expected stability dependency of the wind profiles, with an increase in vertical wind
shear from unstable to stable atmospheric conditions. Additionally, Figure IV.5 shows the statistical
variations of the 15 cases. Measurements at 81, 91 and 102 meters were not used because, according
to Emeis and Türk,65 offshore wind profiles above 80 meters are already above the surface layer for the
stability conditions considered, within which the power law is valid. Figure IV.4 still shows the cup
anemometers measurements for these three heights. It can be seen that, above 81 m, the measured
wind speeds under neutral conditions decreased with height at 7.5 and 12 m/s mean hub height wind
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speed. Generally, measurements at 81, 91 and 102 meters for stable and unstable conditions followed
the fit.

Thepower law coefficient variation shows a fewnegative coefficient in the neutral case and the variation
was the smallest for unstable and stable conditions at 12 and 16 m/s mean wind speeds.

Figure IV.4: Wind profile for each wind speed of interest at hub height and atmospheric stability. The
circles represent the cup anemometers measurements

Stability condition Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
Power law exponent [-] 0.13058 0.119383 0.228589 0.078433 0.054724 0.083265 0.03104 0.03443 0.058519

Table IV.3: Power law exponent values

IV.2.5 High-frequency extraction
From the previous steps, all 1-hour periods were sorted in atmospheric stability and hub height mean
wind speed. The data used for the rest of the modelling was the 20-Hz ultra sonic anemometers mea-
surements at 40, 60 and 80 meters. To limit uncertainties, 15 different timeseries (hereafter called
“cases”) were used for each situation (each wind speed and stability conditions). Figure IV.6 summa-
rizes it.

After the extraction, all time series were rotated following the double rotation method at all heights
but the 40 and 60 meters data were rotated back to the mean flow direction at 80 meters as done by
Nybø.61
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Figure IV.5: Power law coefficient statistical variation as a function of wind speed. The dark shapes denote
the average of the cases while the transparent diamonds denote the different cases

Figure IV.6: High-frequency measurements extraction

IV.2.6 Standard deviation computation
The computation of the turbulence was done at 80 meters by taking the average of 15 cases of each of
the 9 situations, where the standard deviation was assumed constant with height, as done by Nybø.26
Equation IV.5 was simply used for the computation of the turbulence intensity:

TI =
σu
uhub

(IV.5)

Table IV.4 and Figure IV.7 present the standard deviations at 80 meters and the turbulence intensity at
hub height as a function of wind speed and stability conditions, respectively. Consistently with theory,
turbulence intensity increased with decreasing stability. Nonetheless, turbulence intensity decreased
with wind speed which is not what was found by Tuerk et al.9 at FINO-1 for the period September
2003 - August 2007. Statistical variation via standard deviation of the measured standard deviations
can be found in Table IV.5 as well. It was found that the statistical variation of the standard deviations
in the three directions was relatively small.
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Stability conditions Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
σu [m/s] 0.529 0.755 0.774 0.583 0.922 1.056 0.713 1.036 1.358
σv [m/s] 0.491 0.539 0.787 0.563 0.777 1.056 0.677 0.789 1.220
σw [m/s] 0.235 0.262 0.383 0.343 0.539 0.566 0.321 0.516 0.617

Table IV.4: Standard deviations as a function of wind speed and stability conditions

Stability conditions Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
σσu [m/s] 0.0654 0.0345 0.0549 0.0138 0.0934 0.0422 0.0750 0.1112 0.0581
σσv [m/s] 0.0013 0.0239 0.0453 0.0201 0.0911 0.0629 0.0235 0.0592 0.0182
σσw [m/s] 0.0690 0.0565 0.0360 0.0192 0.0221 0.0356 0.0651 0.0728 0.0239

Table IV.5: Standard deviation statistical variation

Figure IV.7: Turbulence intensity as a function of wind speed and stability conditions

Turbulence intensity from the IEC guidelines2 was also computed. From Figure IV.7, we see that the
highest turbulence followed the specification for a Class C site in the IEC standard.2 The standard
deviation in the longitudinal direction is defined following Equation II.7 as it was used in literature.14
Table IV.6 summarizes the turbulence intensity at 119 meter height for the three wind speeds.

Stability condition IEC
Wind Speed [m/s] 7.5 12 16
Turbulence intensity [%] 17.96 14.6 13.2

Table IV.6: IEC standards2 turbulence intensity
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IV.2.7 Mann parameters
Cheynet et al.’s52 algorithm was used to estimate the Mann parameters corresponding to the required
stability. For the fitting, the average parameters of 15 cases of each of the 9 situations was taken.
Cheynet’s algorithm uses the 3-component spectra, the co-spectrum in the longitudinal and vertical
direction and the wave number vector in the longitudinal direction. High-frequency time series at 80
meters height were considered since they are the closest to the hub height.

Spectra of the time series at 80 m were estimated using Welch’s algorithm66 with a Hamming window,
six segments, and 50% overlapping, following Nybø’s work.41 Then, the spectra were bin averaged
before the fitting was performed.

Scaling of the resulting parameters with height was considered, but the literature67 shows use of this
height for Mann parameters fitting while using the DTU 10-MW reference turbine. It is interesting
to note the change in the parameters with height, offshore, in de Maré et al.’s16 (see Figure IV.10) and
Chougule’s47 work. We see that measurement height is an important factor for the length scale param-
eter in unstable conditions.

The resulting parameters are presented in Table IV.7 and visualized in Figure IV.8. The statistical vari-
ation of the three parameters is shown in Figure IV.9. The parameters recommended by the IEC2 are
also computed based on Table II.6 and are presented in Table IV.8.

Stability condition Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
αϵ2/3 0.0165 0.0221 0.0384 0.0154 0.0327 0.0288 0.0192 0.0213 0.0236
L 28.966 25.346 16.274 38.890 42.280 55.934 50.868 81.972 77.000
Γ 3.644 2.847 2.356 3.144 2.623 3.332 3.185 3.768 4.331

Table IV.7: Mann parameters

Stability condition IEC
Wind Speed [m/s] 7.5 12 16
αϵ2/3 0.0766 0.1295 0.1882
L 33.6
Gamma 3.9

Table IV.8: Mann parameters following IEC guidelines2

We found that L followed the expected increase with decreasing stability. Concerning the αϵ2/3 pa-
rameter, trends differed with wind speed: at 7.5 m/s, the value for unstable conditions was the highest
and the smallest value occurred with neutral conditions while the opposite was true for 12 m/s. At 16
m/s the diffusion parameter increased with stability, in contradiction with the theory. Γ followed de
Maré & Mann16 and Chougule47 trends for 16 m/s: the parameter value increased with unstability.

These parameters were obtained with the average of 15 cases for each of the situations. While not
following theoretical trends from the literature, they were kept for the rest of the thesis. The statistical
variation can be quite large depending on the stability, the wind speed and the parameter considered.
Stable conditions at 16m/s gives the greatest standard deviation for theαϵ2/3 (0.013). TheL parameter
greatest standard deviation (15.41) happens for neutral conditions at 16 m/s and stable conditions at
12 m/s gives the greatest standard deviation (0.87) for the Γ parameters.

A sensitivity analysis of all parameters was also performed to assess how much each parameter influ-
ences the wind fields and the dynamics of a floating wind turbine (presented in Chapter VI).
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Figure IV.8: Mann parameters as a function of wind speed and atmospheric stability

IV.2.8 Coherence fitting
Having three different heights for measurements allows the computation of coherence for different
vertical separation distances (20 meters and 40 meters). According to Cheynet et al.,64 the scale of
turbulent structures may become too small compared to the separation between the sonic anemome-
ters, above a stability limit, to allow an accurate study of the vertical coherence. They suggest then
to study the coherence using separation smaller than 20 meters. Since the smallest separation avail-
able is 20 meters, only the couple (40-60) meters and (60-80) meters were available. To compute more
accurately the turbulence at hub height, at least the sonic anemometer at 80 meters height should be
used. High-frequency measurements at 80 and 60 meters were then used for the coherence fitting of
all components. In this subsection, the statistical variation of the parameters will be presented as a
standard deviation in tables.

IEC Kaimal coherence

Equation II.15 was fitted to the measurements using Matlab. Similar to the Mann fitting, the resulting
coherence parameters are the average of 15 cases. Table IV.9 presents the coherence parameters for the
IEC Kaimal coherence model, Table IV.10 shows the statistical variation, and Figure IV.11 shows the
corresponding coherence as a function of reduced frequency, fr = fδ

uhub
, where δ = 20 meters.

As seen from Figure IV.11, u-, v- and w-coherence increased with decreasing stability. This is in agree-
ment with Chougule et al.’s47 findings. The neutral and unstable vv-coherence at all wind speeds are
very similar. It could be explained by the stability classification that is very broad for unstable and
stable conditions while narrower for neutral conditions. Concerning the statistical variation of the
parameters, the small variation allowed us to trust the chosen values.
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Figure IV.9: Statistical variation of the Mann parameters. The transparent diamonds denote the different
cases

Stability condition Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
au 8.081 8.632 12.670 3.175 5.387 10.089 2.558 4.511 6.963
bu 0.001 0.0002 0.0002 0.0005 0.0002 -4.41e-05 9.58e-05 6.31e-05 -2.31e-05
av 5.239 4.479 8.281 1.882 2.699 3.619 1.681 2.963 4.373
bv 0.0036 0.0027 0.0043 0.0005 0.0032 1.49e-03 1.05e-03 7.12e-05 -2.61e-04
aw 2.052 2.829 3.541 1.683 2.270 3.307 1.182 2.056 2.850
bw 0.0150 0.0034 0.0089 0.0027 0.0055 -6.45e-04 1.14e-03 9.96e-04 1.02e-03

Table IV.9: IEC Coherence model parameters

Stability condition Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
σau 0.016 0.531 0.189 0.056 0.039 0.092 0.109 0.078 0.101
σbu 2e-4 3e-5 3.2e-5 1.1e-5 2.1e-5 1.9e-6 6.4e-6 8.2e-6 1e-5
σav 0.021 0.367 0.245 0.076 0.087 0.165 0.099 0.023 0.032
σbv 4e-4 2e-4 6e-5 5.4e-6 4.5e-5 3e-4 4e-4 1e-6 3e-4
σaw 0.064 0.010 0.087 0.087 0.078 0.164 0.082 0.099 0.026
σbw 1.5e-3 9e-4 1e-4 5e-4 8e-4 2e-5 1e-4 6e-5 3.6e-4

Table IV.10: Statistical variation of the IEC Coherence model parameters

Davenport coherence

The Davenport model coherence was used for the TIMESR inflow turbulence generation. Table IV.11
presents the result of the fitting using 15 cases. Table IV.12 the statistical variations, and Figure IV.12
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Figure IV.10: Mann parameters as a function of height from de Maré16

shows the corresponding coherence as a function of reduced frequency.

Similarly, neutral and unstable conditions give a very similar uu-, vv- and ww-coherence that could be
explained by the width of the stability classification ranges.
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Figure IV.11: IEC coherence model for all components as a function of wind speed and stability conditions

Stability condition Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
Cu 14.994 27.329 43.055 4.934 12.397 18.011 5.046 9.329 13.501
Cv 18.330 18.187 56.698 4.868 8.570 14.991 3.639 6.187 9.921
Cw 33.453 37.322 22.121 2.900 8.169 6.758 2.389 5.359 6.401

Table IV.11: Davenport coherence model parameters

Stability condition Stable Neutral Unstable
Wind Speed [m/s] 7.5 12 16 7.5 12 16 7.5 12 16
σCu 1.267 3.789 8.120 0.928 1.267 3.621 1.001 1.548 3.190
σCv 3.107 2.341 6.980 0.629 2.512 2.389 1.325 0.523 1.478
σCw 2.078 1.453 0.688 0.733 1.112 0.892 0.511 1.209 0.729

Table IV.12: Statistical variation of the Davenport coherence model parameters
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Figure IV.12: Davenport coherence model for all components as a function of wind speed and stability
conditions
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CHAPTERV

Modeling

To generate inflow turbulence or to simulate the coupled dynamic response of wind turbines, different
softwares have been developed. Using open source softwares allow us to perform different analysis
without any cost but the computational ones.

V.1 OpenFAST
One of the softwares used to simulated wind turbines dynamics is OpenFAST4 developed by the Na-
tional Renewables Energy Lab (NREL). “OpenFAST is the framework (or “glue code”) that couples com-
putational modules for aerodynamics, hydrodynamics for offshore structures, control and electrical system
(servo) dynamics, and structural dynamics to enable coupled nonlinear aero-hydro-servo-elastic simula-
tion in the time domain”.4 Figure V.1 presents the OpenFAST submodel hierarchy and more details
about the software can be found in the manual.4

V.2 Inflow turbulence generation
OpenFAST allows the inflow to be generated using turbulent wind models (Kaimal, Mann and turbu-
lence from measurements, in this study). TurbSim48 will be used to generate turbulence for the Kaimal
model and from measurements (TIMESR). The DTU Mann 64bit turbulence generator46 will generate
the turbulence for the Mann model. The dimensions of the wind boxes should at least cover the rotor
swept area and should be sufficiently long for the time length of the simulation. A simulation time
length of 1 hour (plus a 400-second transient) is used for this thesis. During the simulation, the wind
box will move in the x-direction at the hub height mean wind speed, accurate box dimensions and box
discretization is hence necessary to get different turbulence during the entire simulation.
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Figure V.1: OpenFAST organization

V.2.1 TurbSim
TurbSim is a stochastic inflow turbulence simulator used to generate turbulent wind field or full-field
flowdeveloped byNational Renewable Energy Laboratory (NREL).TheVeersmodel is used to generate
velocity time series in the u-, v-, w-components at different spatial points on a yz-plane following
frozen turbulence Taylor’s hypothesis.68 TurbSim computes the requested spectra for the three wind
components at a specific plane point, then Fast Fourier Transform (FFT) are applied to the calculated
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spectrum to obtain the turbulence time series.69 The Shinozuka method allows then the computation
of the turbulence time series for the remaining grid points using the coherence function69 assuming
the three turbulence components are independent from each other.

V.2.2 DTU 64bit turbulence generator
Mann turbulent wind field generated by theMann turbulence generator is computed from the isotropic
von Kárman turbulence spectrum where wind shear effect is later added by introducing anisotropic
parameter gamma as the eddies stretch with time. The only constraint on the turbulence generation is
on the number of grid points that must be a power of 2 to respect spatial and temporal scales.

V.2.3 Size of the box
Thegeneral idea is to have the same box dimensions for Kaimal, Mann and TIMESR simulations. First,
the vertical and lateral dimensions are determined based on the rotor dimensions and the maximum
FWT motions. TurbSim48 suggests the grid height and width to be at least 10% greater than the rotor
diameter, in our case at least greater than 196.13 meters. The maximum FWT motions are computed
with a steady wind at rated wind speed (11.4 m/s) because of the maximum thrust force that happens
at this wind speed. The maximum heave motion is close to 2 meters and the maximum side motion
(sway and roll coupled) of the FWT is around 2 meters. It should be noted that maximum heave or
sway motions might not happen during this wind conditions but the 10% margin should be enough
for the lateral and vertical motion variation.

It is recommended byOpenFAST4 to choose a vertical and lateral grid spacing to be equal or lower than
the maximum blade chord of the wind turbine. While Wise & Bachynski14 chose a grid spacing of 7.5
meters greater than the maximum blade chord (around 6.2 meters), our choice will be dy = dz = 6.5
meters, closer to this value. Thediscretization valuewas also chosen based on the number of grid points
chosen in the lateral and vertical directions. It was shown by Bonnie Jonkman17 that the computation
time in TurbSim is dominated by the Cholesky decomposition of an n2 by n2 matrix at each time step,
n being the number of grid points. She showed that the evolution of CPU time was exponential with
the increase of grid points as shown in Figure V.2.

Figure V.2: TurbSim computational time as a function of grid dimension, by Bonnie Jonkman17
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Because of the constraint on number of grid points from theDTUMann generator46 and the CPU time
evolution,Ny = Nz = 32 has been chosen. The grid height and the grid width are then equal to 201.5
meters.

The length of the box should change with wind speed. Only the DTU Mann generator requires a
box length, TurbSim will generate a box length based on a time step and a simulation length. The
recommended time step for most simulation is dt = 0.05 seconds and our chosen simulation length
is Tmax = 4000 seconds. In the DTU Mann generator, the number of grid point in the downstream
direction is set to be Nx = 216 and this value was chosen to match the time resolution used in the
TurbSim simulations. The spatial resolution in the downstream direction is calculated as:

dx =
Tmax

Nx

uhub (V.1)

This results in dx ≈ 0.46 m, 0.73 m, 0.98 m for the 7.5, 12, 16 m/s scenarios, respectively. The three
values correspond to a time resolution of dt ≈ 0.06 s which closely matches the TurbSim time resolu-
tion.

Table V.1 summarizes the turbulence box dimension for both 64bit Mann turbulence generator and
TurbSim.

Generator Wind Speed [m/s] Nx dx [m] Ny dy [m] Nz dz [m]

Mann
7.5

65536
0.4578

32 6.5 32 6.512 0.7324
16 0.9766

TurbSim

Wind Speed [m/s] Analysis time [s] dt [s] Grid Height [m] Ny Grid Width [m] Nz
7.5

4000 0.05 201.5 32 201.5 3212
16

Table V.1: Turbulence box input for DTU Mann generator46 and TurbSim48

V.2.4 Mannmodel
Two groups of wind boxes will be generated. One group calledMann-1 will be the group with the fitted
parameters, another group called Mann-2 will be made for the sensitivity analysis.

Mann-1

72 wind boxes were generated for 4 stability conditions (Stable, Neutral, Unstable, IEC), 3 wind speeds
(7.5, 12, 16 m/s) and 6 seeds for the fatigue analysis.70 The simulated cases used the parameters in
Table IV.7 and IV.8 and were generated for 6 seeds in order to reduce statistical uncertainties. The
results presented in this thesis correspond to the mean of the six 1-hour realizations.

Mann-2

To perform a sensitivity analysis, the Mann parameters will take three values: their maximum and
minimum values obtained from the fitting and the average of the two. The mean wind speed of all
simulations was arbitrarily chose at 16 m/s. Table V.2 summarizes the 7 different cases. These val-
ues allowed us to study how each parameter influences the FWT dynamics. Similarly, 6 seeds were
generated for each situation.
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Cases αϵ2/3 L Γ
Base case 0.0269 49.1232 3.3434
L+ 0.0269 81.9723 3.3434
L− 0.0269 16.2742 3.3434
αϵ

2/3
+ 0.0384 49.1232 3.3434

αϵ
2/3
− 0.0154 49.1232 3.3434

Γ+ 0.0269 49.1232 4.3312
Γ− 0.0269 49.1232 2.3555

Table V.2: Sensitivity analysis Mann parameters

V.2.5 Kaimal model
The Kaimal and coherence model used the turbulence intensity values in Table IV.4 and IV.6, and
used the fitted coherence values in Table IV.9. These values were used in TurbSim in addition to the
parameters in Table V.1. 6 seeds were generated for each situation.

V.2.6 TIMESR
TurbSim is commonly used to simulate wind fields according to the IEC wind turbine design standard.
Providing time series of measurements to generate turbulence is also possible (TIMESR). With this
option, TurbSim calculates the spectral amplitudes of the input time series. The spectral amplitudes of
all simulated grid points in a yz-plane are given by linear interpolation of the spectra of the input time
series or “nearest neighbor” extrapolation. Spectra of 15 time series from the sonic anemometers at
40, 60 and 80 meters were averaged and the corresponding time series was used as an input. Initially,
TurbSim uses Veer’smethod69 to generate randomphases (dependent on seed) at each simulated point.
Thereafter, the phases are modified using a coherence function ensuring proper coherence between all
points. In TIMESR, the phases are subsequently shifted so that the input time series of a reference
point is reproduced in the output wind field. The measured wind speed at 80 m above the surface is
used as reference. This height is chosen due to its proximity to the hub height, assuming that the phase
information at this height is more important for the rotor wind field. The Davenport coherence model
is used to ensure coherence between the 80-m data and simulated points. Values presented in Table
IV.11 are used for the coherence computation.

V.3 Response

V.3.1 Spectra computation
The power spectral density (PSDs) values presented in this report are estimated using the WAFO tool-
box71 using the Welch’s averaged periodogram method with overlapping batches. For the analysis of
flow components, frequencies below 0.003 Hz and above 3 Hz are computed but not plotted for read-
ability.

V.3.2 Fatigue analysis
OpenFAST computes the interactions between the environment and the FWT using different theories
in modules. The outputs can be the wind speed in all direction at any point in space, motions of the
platform, displacements of elements but also moments and loads. The tower top yaw moment,MtopZ ,
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the tower base fore-aft bending moment,MbaseY , the fairlead tension of the mooring line 2 (see Figure
III.2), Ffairten2, and the blade root out-of-plane bending moment,Moop, are considered in this thesis.
Fatigue loading is assessed using short-term damage-equivalent loads (DELs) calculated using NREL’s
MLife.72, 5 First, the short-term accumulated fatigue damagesDST

j are computed:

DST
j =

∑
i

nji

Nji

=
nSTeq
j

N eq
j

,

nSTeq
j = f eqTj

(V.2)

whereDST
j is the short-term accumulated fatigue damage from time-series j, nji is the ith cycle count,

Nji is the number of cycles to failure, nSTeq
j is the total equivalent fatigue counts, f eq is the DEL fre-

quency here taken as 1 Hz, Tj is the elapsed time of time series j andN eq
j is the equivalent number of

cycles until failure. Then, the short-term damage equivalent loads,DELST
j , are computed:

DELST
j =

(∑
i(nji(L

R
ji)

m)

nSTeq
j

) 1
m

(V.3)

where m is the Wöhler exponent taken as 3 for the steel tower and mooring lines and 10 for the com-
posite blades based on Wise’s work,14 and LR

ji is the cycle’s load range without using the Goodman
correction.

V.4 Summary
This section will simply present how the work was organized. The questions of this thesis presented in
the introduction can be divided in two groups called work objectives (WO), WO − 1 and WO − 2,
based on what simulation will be used to answer each question from the introduction.

Figure V.3: Work objectives

These work objectives will use the simulations presented in Figure V.4.

198 simulations will be used forWO−1 and 42 forWO−2. It should be noted that the IEC guideline
stability condition were not considered for TIMESR simulations because no guidelines are given for
this generation method. With 45 minutes CPU time per simulation, all the runs are very inexpensive.
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Figure V.4: Simulations for each work objective
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CHAPTERVI

Results

This chapter contains the results from the OpenFAST simulations. The first section presents answers
to the work questions with regard to the wind fields, the second section describes the global motions of
the FWT. Loads on the turbine are studied in the third section. Finally, the results from the sensitivity
analysis are presented in the last section. All the plots presented hereinafter are the average of the six
seeds.

VI.1 Wind fields
Wind fields generated by the three different methods (TIMESR, Mann and Kaimal) are compared to
each other. A scaling has been performed on the Mann generated wind fields to match measurement
standard deviations (see Table IV.4). On InflowWind, a scalingmethod allowed theMann box to reach
requested standard deviations. Figure VI.1 shows the longitudinal wind speed standard deviation as
a function of mean wind speed for the three different methods and all stability conditions. Mann and
TIMESR are slightly shifted to the left and right, respectively, for readability but correspond to the
mean wind speed displayed on the x-axis. Figures VI.2 and VI.3 show the lateral and vertical wind
component standard deviation. Results were extracted at the hub centre (0, 0, 119) but due to the even
number of grid points, there is no grid point exactly at the hub. The standard deviation is the result of
an average among the neighbouring grid points hence is slightly lower than the true standard deviation.

Generally, in the longitudinal direction, standard deviation differences between simulations using
Kaimal and Mann were negligible for all stability conditions at all wind speed but were all lower than
the target standard deviation. TIMESR simulations resulted in standard deviation that were similar to
Kaimal and Mann except for the stable condition at 12 and 16 m/s wind speed where the difference
was almost 0.1 m/s. This standard deviation scaling allowed us to compare wind fields content without
considering the influence of turbulence intensity.

For the v-component wind speed, differences appeared. Since the scaling was based on the measure-
ments and not the Kaimal outputs, Mann standard deviation were different from Kaimal by up to 0.2
m/s in the worst case (unstable, 16 m/s). The results from the IEC simulations were closest to those
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Figure VI.1: Longitudinal standard deviation as a function of wind speed and atmospheric conditions.
The triangle shape represent the target standard deviation and the transparent shapes denote the different
seeds

of the neutral simulations. Generally, stable standard deviations were the lowest and unstable stan-
dard deviations the highest as expected. TIMESR simulations showed standard deviations closer to
the Mann results for all stability conditions than the Kaimal results.

For the w-component wind speed, differences between models were up to 0.1 m/s (stable 12 m/s). The
standard deviations from the IEC simulations were closest to those of the neutral simulations, as for
the v-component. Similarly, standard deviations under stable conditions were the lowest and standard
deviations under unstable conditions the highest for all wind speeds. The proximity of Mann and
Kaimal results to the TIMESR results depends on the wind speed and the stability conditions. Kaimal
was closest to TIMESR for neutral conditions at 16m/s and unstable conditions at 12m/s. Mann results
were the closest in the remaining situations.
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Figure VI.2: Lateral standard deviation as a function of wind speed and atmospheric conditions. The
triangle shape represent the target standard deviation

VI.1.1 Wind spectra
It is also interesting to check how similar the power spectral density of the velocity fluctuations are.
Figure VI.4 shows the computed spectra at hub centre (0, 0, 119) for all components at 12 m/s as a
function of stability. Only the 12 m/s is shown here as trends were identical for the other wind speeds
(can be found in Appendix B) and results are shown from 6.3 · 103 to 3 Hz.

In the longitudinal direction, Mann and Kaimal PSDsmatched very well for all stability conditions and
TIMESR PSDs had, generally, less energy content at lower frequencies (lower than 1 Hz) but more at
higher frequencies (greater than 1 Hz). The spectra obtained by the three generation methods should
show similarities in energy content in the low-frequency range as they have the same turbulence in-
tensity.26 Nonetheless, at 12 m/s under stable conditions, TIMESR showed a lot of difference in the
energy content in this frequency range. The area under the spectra was lower than that of Mann and
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Figure VI.3: Vertical standard deviation as a function of wind speed and atmospheric conditions. The
triangle shape represent the target standard deviation

Kaimal, although the standard deviation was similar. It might be due to the fact that the Matlab func-
tion providing the power spectral density did not compute values for frequencies lower than 6.3 · 103
Hz. The time series (see Figure VI.5) shows that the high amplitude of the low frequency sample could
lead to a high energy content in the very low frequency range not shown in the graph. Including
this energy content in the computation of the area under the spectra should give the same value for
TIMESR, Kaimal and Mann. Since the low frequency range is more important for floater behaviour,
this difference was borne in mind for the next results.

In the lateral direction, Mann and Kaimal matched well in the low frequency range but Mann resulted
in less energy content at higher frequencies. Similarly to the u-component, TIMESR simulations en-
ergy content was lower at all frequencies higher than 0.1 Hz for all stability conditions. In the low-
frequency range, the three generation methods gave similar energy content. In the w-component,
Mann resulted in less energy in the high-frequency range for all stability conditions and depending
on the stability condition, differences were seen in the low frequency range. TIMESR PSDs had less
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Figure VI.4: Power spectral density at hub centre at 12 m/s mean wind speed

energy content at high frequencies and what was observed for stable condition in the u-component
was also true, although closer to the Mann energy content.

As expected, for the u-component, stable conditions resulted in the lowest energy content in the low
frequency range than neutral and unstable. IEC conditions resulted in the highest showing the influ-
ence of turbulence intensity. The energy levels in the lateral and vertical directions of the IEC condi-
tion were similar to the neutral condition. This result was expected as the IECmodels should represent
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Figure VI.5: Wind speed at hub height in stable conditions for a 12 m/s mean wind speed

neutral conditions.

VI.1.2 Wind coherence
Because we are interested in investigating the effect of lateral coherence on the FWT dynamics, co-
herence should be compare across the three different turbulence methods. Although, according to
the literature,73, 74 longitudinal coherence is most relevant for wind turbine control, most load stud-
ies considered lateral and vertical coherence. Vertical and lateral coherence of the longitudinal wind
component were used to explain the global motions and loads results presented hereafter.
Because only vertical measurements were available, the vertical coherence between hub height and a
point at 99 meters high in the same x-plane was studied to compare the models, the coherence from
the OpenFAST simulations and measurements (see Figure VI.6). The wind speed considered was 12
m/s. Other wind speed can be found in Appendix C. Mann coherence from the model was computed
using Cheynet’s algorithm.27 Lateral coherence is presented in next figures.

First, for each velocity component, the coherence decreased with reduced frequency in all turbulence
models reaching around zero above reduced frequency equal to 0.5 as shown by Panofsky and Singer.75
This low reduced frequency range below 0.5 correspond to the range where FWT natural period are.
Indeed, for the spar, the longest natural period is that of the surge motion (102.4 seconds) correspond-
ing to reduced frequencies in the range 0.0123 for 16 m/s to 0.0261 for 7.5 m/s.

The models’ coherence in the longitudinal velocity component were generally higher following the
Kaimal model until intersections between Kaimal and Mann, and Kaimal and TIMESR. The inter-
section appeared at a reduced frequency of 0.1 in the u-component for Kaimal and Mann (0.2 for
Kaimal and TIMESR). Kaimal always resulted in higher coherence in the v-component, and Mann al-
ways resulted in higher coherence in the w-component. Mann, Kaimal and TIMESR models showed,
as expected,47 a higher coherence in unstable conditions while the coherence in stable conditions fell
sharply with the reduced frequency. Since the IEC Kaimal coherence model only compute coherence
in the longitudinal direction, the coherence in the v- and w-component was zero, as shown in Figure
VI.6.
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Figure VI.6: Coherence of three velocity components between hub height and 20 meters below the hub at
12 m/s as a function of reduced frequency

Coherence from models:
In the u-component, Mann coherence from the model matched TIMESR Davenport coherence model
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better than Kaimal at the lowest reduced frequencies under neutral and unstable conditions. Under
stable condition, at 12 m/s, coherence from the Davenport model fell sharply reaching 0 at a reduced
frequency of 0.15. For the coherence of lateral velocity component (v), Mann coherence model fitted
better to the Davenport model. In the w-component, for all stability conditions, Davenport gave the
lowest coherence.

Generally, IEC Mann coherence matched the fitted Mann coherence in stable conditions better. It was
also true for 16 and 7.5 m/s. As for IEC Kaimal in the u-component, the coherence matched better at
stable conditions although it was lower than the fitted coherence. It was expected to see the IECmodels
coherence match the neutral conditions better since these models represent neutral conditions.

Coherence from simulations:
When comparing coherence extracted from OpenFAST simulations (solid lines), same conclusions
can be drawn on the differences between the models. Furthermore, Mann simulations consistently
matched better their model coherence in all directions and for all stability conditions. TIMESR and
Kaimal simulations matched well their models but were slightly different depending on stability and
velocity component. In the u- and v-component, coherence from the simulations were always higher
than their corresponding model. The opposite was true for the w-component. When looking at the
coherence of the longitudinal wind component (u) computed from the simulations, TIMESR resulted
in higher coherence than Mann simulations and was closer to Kaimal results.

Coherence from measurements:
The measurement coherence values represent the computation of the coherence using the same time
series used in the TIMESR generation method, the Davenport coherence fitting, the Mann parame-
ters fitting and the Kaimal coherence fitting. As for the computation of the simulations coherence,
measurement coherence computation is the average of 15 cases. TIMESR coherence from OpenFAST
simulation fitted better the measurements in the u-component. Concerning the v- and w-coherence,
no conclusion can be drawn specifically on the best model. The coherence from the measurements is
the highest in the neutral and unstable situations in the w-component. In the stable condition, Kaimal
simulation seemed to fit the measurements the best for a reduced frequency above 0.2 Hz.

To study which parameter from the Mann model influence coherence the most, a study is proposed
in the last section of this chapter. This allow us understand what atmospheric characteristics influence
coherence.

Quad-coherence

The quad-coherence is only present in the Mann wind fields and in the vertical direction according to
the Mann model formulation. Figure VI.7 shows the quad-coherence of longitudinal velocity compo-
nent at 12 m/s for all stability conditions. Results for 7.5 and 16 m/s are equivalent and presented in
Appendix D.

As expected, the coherence was higher than the quad-coherence andMann quad-coherence computed
from the simulations fitted the model quite well. Saranyasoontorn & Veers49 showed that the quad-
coherence was negligible for bottom founded turbines but Nybø26 showed that the non-negligible
quad-coherence lead to a phase shift that will have an impact on the dynamic response of offshore
wind turbines. Here, quad-coherence cannot be considered as negligible for the frequency range of
interest for FWT and should have an impact on the loads.

The impact of atmospheric stability on the quad-coherence appeared to be negligible but neutral con-
ditions quad-coherence was the lowest at all frequencies.

Kaimal and TIMESR do not represent the phase shift of the coherence as their coherence model is
always positive. We might then expect bigger loads on the wind turbine rotor with a Mann generated
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Figure VI.7: Quad-coherence in the longitudinal direction between hub height and 20 meters below the
hub at 12 m/s as a function of reduced frequency

wind field than with a Kaimal or TIMESR generated wind field.

VI.1.3 Lateral coherence
Figure VI.8 shows the lateral coherence of the longitudinal velocity component at 12 m/s mean wind
speed with a separation distance of 1/2D between the hub (0, 0, 119) and the rotor border (0, 89.15,
119). Other wind speeds can be found in Appendix E. Here, differences between themodels are clearer
than for the vertical coherence.

Figure VI.8: Lateral coherence in the longitudinal direction at 1/2 diameter separation distance at 12 m/s
as a function of reduced frequency

For greater separation distances, coherence decreases as expected.21 Mann model seems to be the
most affected by the separation distance as it gave the lowest coherence for all stability conditions at
all reduced frequencies. The impact of atmospheric stability on lateral coherence was similar to ver-
tical coherence: coherence decreased with increasing stability. This great separation distance allows
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the study of large coherent structures that influence the global motions of the platform and loads on
the structure. Similar to the vertical coherence computation in Figure VI.6, coherence from TIMESR
simulations was the closest to coherence from Kaimal simulations under stable conditions. The ob-
servations on the coherence from IEC models in the previous section were also true for the lateral
coherence: IEC Mann coherence matched the fitted Mann coherence under stable condition better
while IEC Kaimal coherence resulted in the lowest lateral coherence in the longitudinal direction.

Since the Mann model does not formulate the quad-coherence in the lateral direction, the quad-
coherence of the longitudinal velocity component at 12 m/s mean wind speed with a separation dis-
tance of 1/2D between the hub (0, 0, 119) and the rotor border (0, 89.15, 119) is zero, as shown in
Figure VI.9.

Figure VI.9: Lateral quad-coherence in the longitudinal direction at 1/2 diameter separation distance at
12 m/s as a function of reduced frequency
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VI.2 Global motions
In this section, different impacts are discussed. The first subsection presents the influence of the tur-
bulence generation model on the platform motions. The second subsection shows the influence of
atmospheric stability on these motions. Standard deviations and power spectral density are used for
the analysis.

VI.2.1 Influence of the turbulence model
Thefocus of this subsection is on the differences between the three different generationmodels (Kaimal,
Mann, TIMESR). Figure VI.10 shows the standard deviation of surge, pitch and yaw motions for the
spar floater as a function of mean wind speed at the hub. Each point represents the average standard
deviation from six 1-hour simulations and Mann and TIMESR are both shifted to the left and right,
respectively, for readability purposes.

Figure VI.10: Platform pitch, surge, and yaw motion standard deviations as a function of uhub

The pitch and surge standard deviations followed the shape of the mean thrust curve for all stability
conditions. Consistently with previous observations,23 Kaimal simulations resulted in larger standard
deviations in surge and pitch for all stability conditions except at 12 m/s for the surge motion. At this
wind speed, differences between models depended on the stability conditions: Under IEC conditions,
using Mann model resulted in larger motions, while for unstable and neutral conditions, TIMESR
simulations dominated and resulted in the same value for both stability conditions and were closer to
the Kaimal values. Under stable conditions, Mann gave the largest standard deviation. Although there
are differences, these are small compared to the differences at the two other wind speeds and could be
explained by the fact that the surge natural frequency (0.01 Hz) is smaller than that of the blade pitch
controller (0.02 Hz): the controller is thus quicker than the surge motion and resulted in a greater
surge response at 12 m/s mean wind speed. Even though the mean wind speed (12 m/s) is above the
rated wind speed (11.4 m/s), turbulence in the wind could allow the controller to measure wind speeds
below the rated wind speed and switch between the two different regimes.
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For a 16 m/s mean wind speed, Mann resulted in closer results to TIMESR than Kaimal for surge and
pitch motions. The opposite was true for 7.5 m/s mean wind speed. Although the standard deviation
for stable condition resulting from TIMESR simulations was 20% lower than the value resulting from
Mann simulations, TIMESR pitch standard deviations at 12 m/s were closer to the Mann standard
deviations than the Kaimal values. These low standard deviation values for surge and pitch motions at
12m/s under stable conditions using TIMESRwind generation could be explained by the lower energy
content in the wind spectra in the longitudinal wind direction.
At 7.5 m/s mean wind speed, Kaimal resulted in 19% (IEC conditions) to 40% (neutral conditions)
higher surge standard deviation results than the Mann model. Differences between the two models
under stable conditions were the smallest. At 16 m/s, the largest surge motion percent difference was
achieved in stable conditions (27%) while neutral conditions gave the smallest (7.5%). Equivalent
values were found for pitch motion (from 5% to 41%) at 16 m/s.

The surge standard deviations differences can be related to the coherence in Figure VI.8. The large
coherent structures were spread more uniformly over the rotor for the Kaimal wind model. Accord-
ing to Bachynski and Eliassen,23 this uniformity resulted in large thrust variations and small out-of-
plane forcing. Assuming that vertical coherence differences betweenmodels at this separation distance
(1/2D) are similar for the lateral coherence (see Figure VI.8), the large thrust force variation provided
a larger global pitch moment with the Kaimal wind model than with the Mann model explaining the
pitch standard deviation differences between the two wind models.

Mann resulted in the largest yaw motions in all stability conditions at all mean wind speeds, and
TIMESR the lowest. The evolution of the yaw standard deviation with wind speed was not consistent
with Bachynski and Eliassen23 findings who found an increasing yaw standard deviation with wind
speed while using a 5 MW floating wind turbine.
In general, TIMESR results were closer to the Kaimal ones. Unstable conditions resulted in the largest
percent differences betweenKaimal andMannwith an average 35%higher yaw standard deviationwith
the Mann wind model across the three wind speeds. Generally, stable conditions resulted the smallest
percent difference (from 1% at 16 m/s to 15% at 7.5 m/s to 20% at 12 m/s). The IEC conditions using
the Mann wind model resulted a 25% higher standard deviation with the three wind speeds.

Since the large coherent structures were spread less uniformly over the rotor for theMannwindmodel,
greater out-of-plane forcing was present, and it resulted in larger yaw motions with Mann.

The standard deviation of the roll, sway and heave motions are shown in Figure VI.11. Roll and sway
motions were small compared to pitch and surge motions and, not consistently with Bachynski and
Eliassen,23 did not increase with wind speed, but rather, followed the same trend as the yaw motion.
Nonetheless, their findings on the comparison between Mann and Kaimal were similar: Mann gave
larger sway and roll motions than Kaimal and, in our case, than TIMESR. Concerning the heave mo-
tion, as the spar-type floater is a cylinder, it is not highly influenced by waves. According to Bachynski
and Eliassen,23 this motion is due “to the pitch and roll motions about a point far below the waterline”.
Whether Kaimal or Mann dominates the heave motion depended on stability condition, wind speed
and can be related to the roll and pitch motions. TIMESR always resulted in the lowest motion, except
at 12m/s for unstable conditions where it wasMann. At 16m/s, Mann resulted in larger heavemotions
for stable and neutral conditions. The opposite was true for unstable and IEC conditions. It is difficult
to link this result to roll motions and pitch motions as Kaimal gave larger motions for both roll and
pitch degrees of freedom at 16 m/s under stable conditions.

Although Kaimal resulted in slightly larger roll motions at 7.5 m/s (from 2% for unstable conditions
to 13% for stable conditions (while IEC Mann gave larger standard motions than IEC Kaimal), use of
the Mann model resulted in larger roll motions at 12 m/s and 16 m/s. The largest difference at 12 m/s
happened under neutral conditions (28%) and under IEC conditions at 16 m/s (15%).
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Figure VI.11: Platform roll, sway and heave motion standard deviations as a function of uhub

Unstable conditions resulted in the largest swaymotion percent difference between the windmodels at
all wind speed with 40% higher motions using Mann wind model. The smallest sway motion percent
difference were found under stable conditions. While using Mann model generally gave larger sway
motion thanKaimalmodel, stable conditions at 16m/s showed an opposite behaviour with a 9%higher
motion with the Kaimal wind model.

According to Bachynski and Eliassen,23 the sway and roll motions differences can be understood like
the yawmotions: the yawmoment resulting from the non-uniformity of the wind field across the rotor
and a larger sideways force component. A simulation with an isolated rotor should suffice to verify that
using Mann wind model results in a larger sideways force component.

Power spectral density should give an insight on the mechanics that lead to these differences. Figure
VI.12 shows the motions responses at 16 m/s wind speed. A zoom in a higher frequency range (0.06 to
0.7Hz) is proposed as well. Other wind speeds can be found in Appendix F.The responses in surge and
pitch at low frequencies were larger for Kaimal and lower for TIMESR. This was true for all stability
conditions and it translated to the differences in standard deviation. The differences between Kaimal
and Mann were also consistent with Bachynski and Eliassen23 findings. In the higher frequency range,
thewave frequency responsewas independent of the turbulencemodel, and the responsewas negligible
for frequencies higher than the wave frequency. The amount of energy in the low frequency range was
strongly linked to the standard deviation differences: response for neutral conditions with the Kaimal
model being larger and response for stable conditions with the TIMESR model being the smallest. It
should also be noted that the surge response at the pitch natural frequency increased with wind speed,
being nearly negligible for 7.5 m/s mean wind speed.

Consistent with Bachynski and Eliassen,23 the yaw response was higher when Mann was applied and
was mainly quasi-static at low frequencies. The response at the rotor frequency (1P) was explained by
Bachynski and Eliassen23 and is “understood to be related to turbulence sampling”. Hence, due to the
proximity of the 1P frequency and the yaw natural frequency, the response was non-negligible.

Similarly to surge and pitch, the corresponding sway and roll motions responses were higher when
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Figure VI.12: Platform motions PSDs at 16 m/s

Mann was applied and both sway and roll natural frequencies were present in the sway response.
There was negligible response in the higher frequency range, as expected and found by Bachynski
and Eliassen.23

Concerning the heave motion, resonant responses at the heave natural frequency dominated for the
highest wind speed. Responses at the surge natural period was also non negligible and higher at 12
m/s wind speed where the surge motion was the greatest.

Note on TIMESR results:
Except for the surge motion at 12 m/s, TIMESR always gave the lowest energy in the PSD hence the
lowest standard deviation, for all stability conditions. It could be explained by the fact that the wind
spectra energy content in the low frequency was always the lowest, resulting in less energy in the mo-
tions spectra. Scaling of the TIMESR turbulence could be an interesting next step to see the influence
of the generation method.

VI.2.2 Influence of atmospheric stability
Figure VI.13 shows the percent difference between all stability conditions and the fitted neutral con-
ditions for the three generation methods for surge, pitch and yaw motions (see Equation VI.1). The
same figure for roll, sway and heave motions can be found in Appendix G.

PercentDifference =
σk(stability)− σk(neutral)

σk(stability)
· 100 (VI.1)

where k denotes the motion considered (surge, pitch, yaw, roll, sway, heave) and stability denotes the
stability condition (unstable, stable, IEC). Even though the IEC standard models aim at representing
neutral conditions they represent different stability conditions in this thesis because of their different
model parameters.
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Generally, IEC conditions dealt more motions at all wind speeds for the three generation models than
unstable, neutral and stable conditions. The exception was for the surge motion at 12 m/s where stable
conditions with Mann model and unstable conditions with Kaimal model lead to more motion.

Figure VI.13: Platform pitch, surge, and yaw motion percent difference standard deviations between
stability conditions and neutral conditions as a function of uhub

The lowest atmospheric stability impact happened for the surge motion at 12 m/s but it was explained
by the controller higher natural frequency. For the other wind speeds, coherence plots (see Figure
VI.8) can explain the differences between stability conditions i.e. stable coherence was the lowest while
unstable coherence was the highest. This led to less motion in stable conditions and more in unstable
conditions. The same observation can be made for the pitch motion.

While differences in yaw motion between the three generation methods were explained by their dif-
ferences in coherence, the same conclusion is not true when it comes to stability condition differences.
Indeed, yaw motion was higher with Mann wind model because of the less uniform wind flow across
the rotor, i.e. less lateral coherence. Nonetheless, coherence increased with decreasing stability but
unstable conditions still led to more yaw motion.

Motions are not only influenced by the coherent structures but also the turbulence intensities. Surge
and pitch motions differences at 7.5 m/s and 16 m/s followed the same trend as the turbulence inten-
sities. With increasing turbulence intensity, motions increase. This is also true for the yaw motion at
all wind speeds. Studying how much coherence or turbulence intensity impacts the yaw motion is not
studied here but recommended for future work.

VI.2.3 Design standard models or stability conditions
This subsection discusses whether the difference between atmospheric stability leads to greater mo-
tion differences than the difference between Mann and Kaimal wind models. Figure VI.14 shows the
percent difference between Kaimal and Mann models at all stability conditions and wind speeds for
surge, pitch and yaw following Equation VI.2:
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PercentDifference =
σMann(stability)− σKaimal(stability)

σMann(stability)
· 100 (VI.2)

where stability denote the stability condition (unstable, neutral, stable).

Figure VI.14: Platform pitch, surge, and yawmotion percent difference standard deviations between wind
models as a function of uhub

Figures VI.14 and VI.13 are used to answer the question. IEC conditions are disregarded in this sub-
section as they represent neutral conditions with a conservative (90th percentile) turbulence intensity.
If the percent difference between the models is higher than the percent difference between the sta-
bility conditions it would mean that changing the wind model has more impact on the motions than
changing the stability condition. Whether the change in model had a bigger impact on the motions
than the change in stability conditions depends on the motion considered and the wind speed. The
yaw response showed a higher impact of the wind model choice at 7.5 m/s for unstable and neutral
conditions. Indeed, unstable conditions dealt 12% to 20% higher motions than neutral conditions for
Kaimal and Mann, respectively, while the percent difference between the models was 36% for unsta-
ble conditions and 28% for neutral conditions. In stable conditions, changing the model had a bigger
impact. Same conclusions can be drawn for 12 m/s and 16 m/s: changing the atmospheric conditions
using Mann model has more impact on the yaw motion than with Kaimal model.

Pitch motion showed the opposite at 7.5 m/s and 16 m/s: changing the stability had a bigger impact on
the motions than changing the model. Kaimal model changes in atmospheric stability had generally
more impact on the motions than with Mann model. At 12 m/s, although the differences between
models and stability conditions were small: the choice of the wind model was more influential. Surge
motion showed the same conclusions.

It is difficult to conclude on whether the difference between atmospheric stability leads to greater mo-
tion differences than the difference between Mann and Kaimal wind models. What can be drawn
from the Figures VI.14 and VI.13 is that atmospheric conditions needs to be taken into account for
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both wind models. It was observed that using IEC standard values led to far greater motions than the
fitted atmospheric conditions.

VI.3 Load response
In this section, different impacts are discussed. The first subsection presents the influence of the tur-
bulence generation model on the damage equivalent loads (DELs). The second subsection shows the
influence of atmospheric stability on the damages. In this section, standard deviations and power
spectral density are used for the analysis. To isolate the effects of motions, wave and rotor frequen-
cies, filtering have been performed using a bandpass Matlab function from Halvor Lie, Marintek. The
ranges were 0 to 0.06 Hz to isolate the effect of the platform motions and 0 to 0.1Hz to add the effect
of wave and 1P frequency loading to motions. The DELs computed from the filtering can be found in
Appendix H.

VI.3.1 Influence of the turbulence model
Similarly to the global motion subsection, the focus of this subsection is on the differences between the
three different generation models (Kaimal, Mann, TIMESR). Figure VI.15 shows the damage equiv-
alent loads in the tower top yaw moment, MtopZ , the tower base fore-aft bending moment, MbaseY ,
the fairlead tension of the mooring line 2, Ffairten2, and the blade root out-of-plane bending moment,
Moop, for the spar floater as a function of mean wind speed at the hub. Each point represents the DEL
from six 1-hour simulations and Mann and TIMESR are both shifted to the left and right, respectively,
for readability purposes.

Figure VI.15: Damage-equivalent loads as a function of uhub

The fairlead tension damage was most sensitive to the surge motion as it follows the surge motion
standard deviation trend. As shown in Figure VI.16, this damage depended on the surge frequency
loading. At the 7.5 and 16 m/s wind speeds, Kaimal predicted more fatigue damage than Mann and
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TIMESR. Kaimal predicted the closest results to TIMESR at 7.5 m/s but the opposite was true at 16
m/s. Similarly to the global motion, the fairlead tension damage at 12 m/s was not very sensitive to
the choice of turbulent wind model, although TIMESR predicted significantly lower damage in stable
conditions.

Figure VI.16: Mooring line 2 tension spectra at each wind speed

Consistent with Bachynski and Eliassen23 findings, the tower base fore-aft bending moment damage
was not very sensitive to the choice of turbulent wind model. It was true for all stability conditions,
although the biggest differences appeared under IEC conditions. TIMESR predicted generally lower
damages, the lowest being at 12 m/s under stable conditions. As expected, the largest damages were
at 12 m/s because of the high thrust at this wind speed. According to Figure VI.17 that shows the
tower base fore-aft bending moment spectra, a strong influence of the 1P frequency loading on the
tower base moment damage was found but the biggest energy content came from the motion of the
platform. Nonetheless, according to Figure H.1 and H.2, 1P frequency loading doubled the damage at
16 m/s but had less impact at 12 m/s where the surge and pitch motions were greatest. High number
of cycles and higher stress range variation could explain the impact of the 1P frequency loading on the
tower base bending moment. At 12 m/s, there was a non negligible influence of the tower frequency
loading on the damages, specially under the IEC conditions. This might be due to turbulence intensity
differences and that the tower frequency is in the 3P frequency range. Figure VI.17 also shows that
Kaimal model provided more energy in the low frequency range while giving the lowest energy at the
3P/tower frequency.
These results show that tower base fore-aft bending moment was influenced by the platform pitch
motions and corresponding acceleration, gravity loads and the rotor frequencies.

Figure VI.17: Tower base fore-aft bending moment spectra at each wind speed

The damage at the tower top yaw moment was consistently higher with Mann wind model, explained
by the lower coherence of the Mann wind field that provided a greater yaw moment. According to
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Myrtvedt et al.,29 the quad-coherence should also contribute to the yaw moment. TIMESR predicted
lower damages and closer results to Kaimal, explained by the similar lateral coherence of these two
wind fields. An interesting result was that using Mann at 12 m/s for neutral conditions gave greater
damages than unstable conditions. This was also true for TIMESR and consistent with the spectra in
Figure VI.18.

Although there were higher peaks at low frequency, these contributed less than the 3P excitation be-
cause of their lower number of cycle and stress range variation. It can be seen in Figure H.1 that low
frequency loadings accounted for only a third of the total damage. At 16 m/s, stable conditions using
TIMESR model led to a very high peak at the 3P frequency. This translated to a higher damage from
loadings at this frequency compared to the other wind model. Nonetheless, TIMESR still predicted
less damage when considering all frequencies.

Figure VI.18: Tower top yaw moment spectra at each wind speed

The blade root out-of-plane moment damage was not very sensitive to the choice of turbulent wind
model. As seen in Figure VI.19, while Kaimal provided more energy content in the low frequency,
hencemore damage from these frequency variations,Mannhadmore influence in the higher frequency
range. Although 1P frequency excitation had a higher number of cycles, the biggest influence on the
blade root out-of-plane moment came from low frequency loadings (75% of the total DELs under all
stability conditions), as seen in Figure H.1. Differences between wind models, although very small,
could be related to differences in coherence, as proposed by Dimitrov et al.76 DELs were greatest at
12 m/s as it reached the maximum thrust force hence the largest platform surge and pitch motions.
The blade root out-of-plane moment damages can then be related to the platform pitch motions and
corresponding acceleration and gravity loads and also the large gravity and inertial loads on the blade.

Figure VI.19: Blade root out-of-plane moment spectra at each wind speed
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VI.3.2 Influence of atmospheric stability
This subsection discuss the influence of atmospheric stability on the tower top yawmoment,MtopZ , the
tower base fore-aft bending moment,MbaseY , the fairlead tension of the mooring line 2, Ffairten2, and
the blade root out-of-plane bendingmoment,Moop. FigureVI.20 shows the percent difference between
stability conditions normalized with neutral conditions using Equation VI.1 for the spar floater as a
function of mean wind speed at the hub. Each point represents the DEL from six 1-hour simulations
and Mann and TIMESR are both shifted to the left and right, respectively, for readability purposes.

Figure VI.20: Damage-equivalent loads percent difference between stability conditions and neutral con-
ditions for all generation methods at each wind speed

The impact of atmospheric stability on the fairlead tension damage was biggest for the highest wind
speed scenario with differences up to 30% (using Mann model). The sensitivity to atmospheric sta-
bility was also high for the lowest wind speed scenario (around 15% of variation between stability
conditions). Doubrawa et al.21 found that loads on the mooring system were most sensitive to atmo-
spheric stability in low winds. At 12 m/s, little sensitivity of the damage to atmospheric stability was
found. Similar to the surge motion, high controller natural frequency can explain this behaviour.

According to Sathe et al.,12 for a bottom-fixed turbine, the tower loads are mainly caused by variation
in the thrust on the rotor which change with atmospheric stability. For a FWT, pitch motion is not
negligible. Wind profile and turbulence vary with atmospheric stability and exert different force on
different element of the wind turbine: the wind profile cause a moment at the blade root and at the
hub while turbulence does so at the tower base. Sathé et al.12 then showed that the larger the eddy
size, the larger the moment at the tower base. In other words: the larger the vertical coherence, the
larger the exerted force on the rotor. Unstable conditions should then lead to more damage than the
other stability conditions. Figure VI.20 shows that under unstable conditions, damage were 1% to 9%
higher than under neutral conditions. At 12 m/s under neutral conditions and using Mann model,
damages were more important. Under stable conditions, damage were 8% to 1% lower. Only while
using TIMESR, damages were 25% lower under stable conditions.
In the hypothesize that vertical coherence differences between stability conditions are similar for lateral
coherence, Figure VI.8 shows small differences in coherence between stability conditions which can
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explain the small differences in tower base fore-aft bending moment damage equivalent loads. The
higher damage at 12 m/s under neutral conditions can be explained by the fact that surge motion was
more important in this case. It should be noted that, because of the non-isotropic nature of the Mann
turbulence model, the coherence between two points on a radial line (typically the rotor border) is
different depending on the azimuthal position.76 Nonetheless, atmospheric stability influences vertical
and lateral coherence similarly.

Atmospheric stability influence on tower top yaw moment DELs depended on the wind speed and
the wind model. Kaimal predicted higher damages under unstable conditions at 12 m/s and 16 m/s
while Mann predicted so at 7.5 m/s and 16 m/s. At 12 m/s, TIMESR and Mann predicted higher
damage under neutral stability conditions and Kaimal predicted higher damage at 7.5 m/s under stable
conditions. These differences were found to be due to differences in 3P/tower frequency loadings, as
seen in Figure VI.18.

Sathe et al.12 hypothesized that the dynamicmoments at the blade root section were mainly influenced
by the wind profile and turbulence. Under stable condition, a greater shear would lead to a larger force
on the blades. Sathe et al.12 then observed that atmospheric stability had small influence on the blade
root out-of-plane moment DELs. It was also our case at 12 m/s, as shown in Figure VI.20. The larger
differences at 7.5 m/s and 16 m/s wind speeds can be explained by differences in wind profiles and
turbulence intensities at these wind speeds. A large shear at 16 m/s wind speed under stable condition
(see Figure IV.4) can explain the high damage, although the blade root out-of-planemoment DELwere
still higher under unstable conditions. This shows a high influence of turbulence (turbulence intensity
and coherent structures) on the blade rootDELs. Doubrawa et al.21 found that loads on blade root were
most sensitive to atmospheric stability in high winds. Although they also found that neutral conditions
resulted in the lowest damage at this wind speed, loads on blade root were found to be most sensitive
to atmospheric stability in low wind speeds in our case.

Figure VI.20 shows that, under IEC conditions, DEL were always larger (up to 54%) than those ob-
tained by using fitted models, which shows that the IEC wind models are quite conservative but also
that turbulence intensity has a high influence on the DEL. Whether turbulence intensity or coherence
has a greater influence on the loads can be studied in further work.

VI.3.3 Design standard models or stability conditions
Similarly to SectionVI.2.3, Figure VI.21 shows the percent difference between Kaimal andMannmod-
els for all stability conditions and wind speeds.

Fairlead tension damage was more influenced by the choice of wind model at 7.5 m/s. Indeed, using
Kaimal under stable conditions led to the same damage as using Mann in neutral conditions and the
percent difference between the two models under unstable conditions was 27%. At 12 m/s, changing
fromneutral to unstable conditions led to a bigger difference in damage than changing thewindmodel.
Opposite to 7.5 m/s, change in atmospheric stability at 16 m/s had more influence on the fairlead
tension damage than changing the wind model.

Since the tower base fore-aft bending moment was not highly influenced by the wind model or the
atmospheric stability at 7.5 and 12 m/s wind speeds, it is difficult to conclude. The influence of atmo-
spheric stability was greater, although small, at 16 m/s.

Choice of the wind model had the greatest influence on the tower top yaw moment damage. Higher
difference in coherence between the models than between stability conditions could explain this be-
haviour.

The blade root out-of-plane moment was not sensitive to the choice of turbulent wind model but was
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Figure VI.21: Damage-equivalent loads percent difference between Kaimal and Mann for all stability
conditions at each wind speed

slightly more influenced by the atmospheric stability. Similarly, since Kaimal and Mann had the same
turbulence intensity, differences in the blade root out-of-plane moment damage could be explained by
the differences in coherence or wind profile which are non-negligible between atmospheric conditions.

VI.4 Mann parameters sensitivity analysis
This section contains a study of the influence of each Mann model parameters: αϵ2/3, L and Γ (see
Section V.2.4). Dimitrov et al.76 assessed the individual effects of each Mann turbulence parameters
on fatigue and ultimate loads using the NREL 5 MW turbine and the DTU 10 MW reference turbines
on fixed platforms. It was found that L and Γ had a significant influence on loads, explained by the
change in coherence: Increasing L or Γ led to less fatigue damage. All the following percentages value
given are understand to be the percent difference between the varying cases and the base case.
The analysis in this study was done at 16 m/s mean wind speed and a target standard deviation was
then achieved in each situation and was equal to the one of the base case.

VI.4.1 Influence of αϵ2/3

As highlighted by Dimitrov et al.,76 changing αϵ2/3 is equivalent to scaling the variance of the wind
spectrum. Figure VI.22 shows that changing αϵ2/3 had no influence on the standard deviation that
has been scaled. This negligible impact in turbulence intensity translated in the wind spectra in the
longitudinal wind component as shown in Figure VI.23.

According to Equation II.17, theMannmodel coherence is independent ofαϵ2/3. FigureVI.24 showing
the influence of αϵ2/3 on the lateral coherence of the longitudinal wind component between (0, 0, 119)
and (0, 89.15, 119) confirms it. Results from simulations showed that coherence stayed similar at all
frequency.
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Figure VI.22: Influence of αϵ2/3 on the longitudinal standard deviation

Figure VI.23: Influence of αϵ2/3 on the power spectral density at hub centre

Because the time series were scaled and resulted in the same turbulence intensity and lateral coher-
ence, αϵ2/3 had no influence on pitch, surge and yaw motions standard deviations as shown in Figure
VI.25. This was confirmed by Figure VI.26 that shows the influence of αϵ2/3 on themotions responses.
Similarly, the sensitivity of the damage-equivalent loads to αϵ2/3 was negligible, as shown in Figure
VI.27.
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Figure VI.24: Influence of αϵ2/3 on the lateral coherence of the longitudinal wind component between
(0,0,119) and (0,89.15,119)

Figure VI.25: Influence of αϵ2/3 on the platform pitch, surge and yaw motions

Figure VI.26: Influence of αϵ2/3 on the platform motion responses
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Figure VI.27: Influence of αϵ2/3 on the damage-equivalent loads

VI.4.2 Influence of L
Figure VI.28 shows that variation of L has an influence on the longitudinal wind component standard
deviation. The variation in the parameter value (66.8%) resulted in a 5.7% lower standard deviation in
the lowerL case, and a 1% higher value in the higherL case. I amnot sure why an equal variation of the
parameter gave different standard deviation variation. Furthermore, I am not sure why the standard
deviations are different even though a scaling has been performed. Investigating how the DTU Mann
generator generates the time series could maybe give an answer to these questions.

Figure VI.28: Influence of L on the longitudinal standard deviation

As expected, this variation in turbulence intensity translated in the low frequency range of the wind
spectra in the longitudinal wind component as shown in Figure VI.29. This result was consistent with
the theory:47 higher values of L imply higher energy in the low frequency range of the wind spectra.

FigureVI.30 shows the influence of the length scale parameter on the lateral coherence between the hub
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Figure VI.29: Influence of L on the power spectral density at hub centre

centre and the tip of the rotor horizontally. As expected, coherence of the longitudinal wind component
from the models showed an increase in coherence with increasing values of L. With larger eddy sizes,
coherent structures covering the rotor are bigger hence increasing the coherence between the rotor
centre and a point along one of the wind turbine blades.

Figure VI.30: Influence of L on the lateral coherence of the longitudinal wind component between
(0,0,119) and (0,89.15,119)

Pitch, surge and yaw motions standard deviations are shown in Figure VI.31. Varying L by 66% led
to a 7.2% increase in surge motion and 17% decrease depending on the L value. This result is similar
to the one found with the fitted Mann model (see Figure VI.10): decreasing atmospheric stability led
to an increase in surge motion. Whether turbulence intensity or coherence influenced surge motion is
difficult to quantify in this situation because changing L also changed the turbulence intensity. A 20%
lower pitch motion was found with the lowest L value while a 5.9% higher motion was found with the
highest L value. Yaw motion sensitivity to L was non negligible in the lower L case with a difference
in motion of 19%. In the higher L case, the difference was negligible.
These results were not what I was expecting. I thought increasing L would decrease the yawmotion but
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the opposite happened. It also seems like decreasing L had more impact. An hypothesize could be that
once the length scale reaches a certain value compared to the rotor size, its impact is less important.

Figure VI.31: Influence of L on the platform pitch, surge and yaw motions

Figure VI.32 shows the influence of L on the motions responses. As expected, variations of L did not
influenced the wave-frequency responses and differences in motions standard deviation translated in
differences in the spectrum: the greater the energy at the natural frequency, the greater themotion. The
yaw response at higher frequency is explained by the yaw motion natural frequency value equal to 0.12
Hz. Similarly to the results presented in Figure VI.31, the difference in energy content at the motion
natural frequency between the cases is the smallest when comparing the base case and the higher L
case.

Figure VI.32: Influence of L on the platform motion responses

Influence of the length scale parameter on different moments DELs is shown in Figure VI.33. Similarly
to the surge motion, the fairlead tension damage varied with L by up to 8%. This can be understood to
be because of both the turbulence intensity and the coherence: a great L value leads to a greater coher-
ence over the rotor that results in large thrust. The tower base fore-aft bending moment DEL was not
very sensitive to a L parameter variation. Increasing and decreasing L by 66% led to a 10% decrease
and 12% increase in the tower top yaw moment DEL, respectively. Finally, the blade root out-of-plane
moment DEL variation was negligible.
According to Dimitrov et al.76 findings who studied the effect of L and Γ on 10 MW and 5 MW fixed-
turbines, increasing L results in reduced lifetime damage equivalent fatigue loads on the rotor. Our
findings only agree with their results for the tower top yaw moment.
According to Dimitrov et al.,76 an increase in L implying a shift of the spectrum to the left could ex-
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plain the reduction of loads. Indeed, this shift implies the frequencies of the order of rotor sampling
frequency to have lower energy content.

Figure VI.33: Influence of L on the damage-equivalent loads

VI.4.3 Influence of Γ
Figure VI.34 shows the influence of Γ on the longitudinal wind component standard deviation. Γ pa-
rameter value varied by 29.5%. This resulted in a longitudinal wind speed standard deviation variation
of 1% even though a scaling has been performed. Similarly to the influence of the length scale, I am
not sure why there is a difference in standard deviation.

Figure VI.34: Influence of Γ on the longitudinal standard deviation

The variation in turbulence intensity translated in the low frequency range of the wind spectra in the
longitudinal wind component as shown in Figure VI.35 but a decrease of the energy content in the high
frequency range was observed. It is more difficult to explain the impact of Γ on turbulence intensity
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but, according to Dimitrov et al.,76 a shift in Γ value changes the shear deformation of turbulent eddies
and the ratio between the standard deviations of the wind speed in u−,v− and w−directions.

Figure VI.35: Influence of Γ on the power spectral density at hub centre

Figure VI.36 shows the influence of the eddy lifetime parameter on the lateral coherence between the
hub centre and the tip of the rotor horizontally. Coherence decreased with increasing Γ as seen by
Dimitrov et al.76

Figure VI.36: Influence of Γ on the lateral coherence of the longitudinal wind component between
(0,0,119) and (0,89.15,119)

Influence of Γ on pitch, surge and yaw motions standard deviations is shown in Figure VI.37. A 15%
Γ variation resulted in a 2.4% increase in surge motion and 6.8% decrease. Pitch motion was not
very sensitive to Γ but still showed a higher pitch motion for the base case that could be considered as
negligible (±1%). Yawmotion sensitivity toΓwas similar to the surgemotion (±4%). The yawmotion
was in accordance with the change in lateral coherence: less coherence led to greater yaw motion. The
change in surge motion could be hypothesized to be greater influenced by turbulence intensity than
by lateral coherence. Concerning the pitch motion, I am not sure why the base case led to the greatest
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motion; maybe increasing the number of simulations (i.e. number of seeds) would show that Γ has a
negligible impact on the pitch motion.

Figure VI.37: Influence of Γ on the platform pitch, surge and yaw motions

Similarly to the two other parameters, Γ influenced the low frequency range of the motion spectra
and did not influenced the wave-frequency responses (see Figure VI.38) and the variation in standard
deviation translated at the motions natural frequencies.

Figure VI.38: Influence of Γ on the platform motion responses

Figure VI.39 shows the influence of Γ on the DELs. The fairlead tension damage varied with Γ by 3%.
Γ smallest influence was on the tower base fore-aft bending moment DEL and the blade root out-of-
plane moment DEL with a 0.5% variation. The tower top yaw moment is impacted similarly to the yaw
motion: varying Γ by 29% led to a 2% change in tower top yaw moment DEL.
Consistently with Dimitrov et al.,76 the influence of Γ is lower than that of L. The impact of Γ was
suggested to be due to “the changes in the v−,w−components of turbulence caused by the [variation
of] Γ” which implies a change in shear deformation of the eddies: greater shear may induce greater
rotor loads.
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Figure VI.39: Influence of Γ on the damage-equivalent loads
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CHAPTERVII

Conclusions and recommendations

This work aimed at contributing to better understand how atmospheric stability and the choice of the
wind model influenced the dynamics of a spar-type floating wind turbine. Three turbulent generation
models were used for the simulation: the IEC Kaimal and coherence model and the Mann model, both
recommended by the standards,2 andTIMESRwhich generate turbulence usingwind time series at dif-
ferent heights. Measurements from the FINO-1 research platform were processed and allowed for a
fitting of Mann model parameters, IEC Kaimal coherence model and the Davenport coherence model
to generate turbulent wind fields that matched specific atmospheric conditions (as close as possible to
what can be found offshore). These atmospheric conditions were sorted following Golder classifica-
tion:36 unstable, neutral and stable based on the gradient Richardson number. A forth atmospheric
condition was considered: the one recommended by the IEC guidelines2 which aim at modelling neu-
tral conditions. Since theMann parameters or IECKaimal coherencemodel parameters recommended
by the design standard2 were different from the fitted parameters, the atmospheric condition IEC was
considered as an additional condition. Finally, the aero-hydro-servo-elastic tool OpenFAST4 was used
to compute 1-hour simulations with different atmospheric conditions.
Based on this work results, conclusions are drawn in Section VII.1 and recommendations for future
research are provided in Section VII.2.

VII.1 Conclusions
Conclusions answer the questions described in Chapter I.

Q1: “To what extent are wind fields influenced by wind models and atmospheric stability?”
Since a scaling of the turbulence intensity to the measurements was performed for only simula-
tions using theMannmodel, small differences in the three wind components standard deviations
appeared between the models. Generally, TIMESR resulted in the lowest standard deviations
while Kaimal and Mann models gave similar longitudinal standard deviations for all three atmo-
spheric conditions. The three models always resulted in lower standard deviation than the target
value from measurements; it was understand to be due to the averaging of the standard devi-
ation among the hub centre neighbouring grid points. The impact of atmospheric stability on
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turbulence intensity was significant and was greater for higher wind speeds. Generally, standard
deviation in the three wind components was the lowest under stable conditions and the highest
under IEC conditions.

Differences in spectra when using Mann and Kaimal were negligible in the low-frequency range,
which is more relevant for floating wind turbines, but Kaimal model resulted in higher energy
content at higher frequency (above 1 Hz). TIMESR generally provided the lowest energy content
at low-frequency which translated in lowest wind speed standard deviations. Concerning the
influence of atmospheric stability: the energy content at all frequencies increasedwith decreasing
atmospheric stability.

Coherence was also investigated. First the vertical coherence between a point at hub centre and
a point 20 meters below was studied in order to compare the coherence given by the models,
the simulations and the measurements. It was found that Kaimal model generally resulted in
higher coherence for all atmospheric conditions. Whether TIMESR or Mann models provided
less coherence depended on the atmospheric stability and the wind speed. It was also found that
TIMESR coherence for the longitudinal component was the closest to measurements. Concern-
ing the lateral coherence between the hub centre and a point on a radial line at 89.15meters (blade
length), Kaimal consistently provided the most coherence while Mann the lowest. The impact
of atmospheric condition was not negligible: coherence increased with decreasing stability, as
found by Chougule.47

Q2: “To what extent are FWT dynamics influenced by wind models?”
Consistently with Bachynski and Eliassen,23 it was found that the pitch and surge motions were
greater while using Kaimal model. Mann and Kaimal similarity with TIMESR results depended
on the wind speed: Kaimal gave closer results for the lowest wind speed and the opposite was
true for the highest wind speed. Concerning the yaw motion, Mann resulted in the greatest
motions and Kaimal gave closer results to TIMESR simulations. These differences in motions
were explained by the differences in coherence.

The impact of thewindmodel ondamage equivalent loadswas significantwith ranges of variation
of more than 30% depending on the moment considered: the tower top yaw moment being
the most sensitive to the change in wind model. Differences were related to the differences in
coherence.

Q3: “To what extent are FWT dynamics influenced by atmospheric stability?”
Generally, global motions of the platform were more important under IEC conditions, then un-
stable conditions, and were the lowest under stable conditions. Ranges of variation were from
1% to nearly 90%. Even though differences in motions between the wind model were explained
by the differences in coherence, it was observed that turbulence intensity had a great impact on
the motion. While coherence increased with decreasing stability, unstable conditions still led to
the greatest yaw motions.

The impact of atmospheric stability on the loads was the greatest for the fairlead tension with
30% less damage under stable condition than under neutral condition at the highest mean wind
speed. The lowest impact was on the tower base fore-aft bending moment. Similarly to the yaw
motion, damage from the tower top yaw moment were understood to be greatly influenced by
turbulence intensity.

Q4: “How does lateral coherence influence FWT loads?”
Lateral coherence had a nonnegligible influence on the floatingwind turbine dynamics and itwas
mostly seen when turbulence intensity was identical between models. Differences in coherence
resulted in different motion and load results. More uniform structures over the rotor for the
Kaimal model resulted in large thrust variation leading to greatest surge and pitch motions and
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small out-of-plane forcing resulted in small yaw moment. Concerning the loads, high coherence
resulted in large moment at the tower base and low yaw moment.
While these are important findings, a lifetime fatigue study should be carried out to check if these
conclusions are still valid beyond the short-term fatigue damage estimates.

Q5: “Is changing the atmospheric stability more influential than the choice the wind model?”
Is is difficult to answer this question as it depended on the wind speed, the global motions or the
load considered. What can be concluded is that both IEC recommended wind models (Mann
and Kaimal) need to take into account the different atmospheric stability conditions and that
more qualitative measurements are needed to fit the models to offshore conditions.
The IEC guidelines2 also provide a very conservative 90th percentile turbulence intensity that
resulted in an over-prediction of fatigue loading and global motions.

Q6: “How does each Mann parameter influence the FWT dynamics?”
Because of the turbulence intensity scaling, changing αϵ2/3 had no influence on the longitudinal
wind speed standard deviation, the lateral coherence and any of the motions and loads. Increas-
ing L and Γ resulted in an increase in longitudinal wind speed standard deviation even though
a scaling was performed. On the wind spectrum, an increase in the two parameters resulted in
greater energy content in the low-frequency range but less energy in the higher frequency range.
Coherence was influenced by L and Γ variation: a greater L, which means larger eddies, gave
higher coherence and the opposite was true for Γ. An increase in both parameters generally
led to an increase in surge, pitch and yaw motions. The L parameter had little influence on the
tower base fore-aft bendingmoment and the blade root out-of-planemoment damage equivalent
loads but led to an increase in fairlead tension DEL. The opposite was true for the tower top yaw
moment DEL. Concerning Γ, same variation as with L were observed but to a lesser extent.

This thesis showed that considering atmospheric stability was important when studying a floating wind
turbine dynamics and that it should be considered whenmodeling it. No conclusions were drawn con-
cerning the best wind model but high quality offshore measurements are needed to generate turbulent
boxes that are closer to reality than what the IEC standard2 recommend.

VII.2 Recommendations
Based on this work, recommendations can be made for future research. Because of the limited amount
of time, some aspect of the work were not further studied.

First, the wind profile used in this thesis is only valid in the surface layer and has one parameter that
accounts for both atmospheric stability and roughness length. Gryning et al.33 developed awind profile
that is valid for the entire boundary layer and that has a different formulation for the different stability
conditions. Sathe et al.12 showed that wind profile models can influence bottom-fixed wind turbine
loads by up to 7%.

It was found that the fittedMann parameters were not following trends from literature. It was explained
by the fact that the Mann model is originally valid under neutral atmospheric conditions. Chougule47

showed that additional parameters are required to quantify the buoyant-generated turbulence in the
Mann model by taking into account the gradient Richardson number and the dissipation rate of tem-
perature variance. Using his model could allow for turbulence generation closest to reality.

Because TIMESR simulations always resulted in the lowest standard deviation, a scaling of the tur-
bulent boxes could be done to reach the target value and model more accurately the measurements.
Instead of using expensive large eddy simulation, TIMESR generation method could be seen as an
alternative if more measurements are available.
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Furthermore, this study only considered a spar-type floater which correspond to a ballast stabilized
platform. Studying the impact of atmospheric stability on other type of structures could be achieved
in future work.

Simulations with fixed pitch or fixed generator torque at 12 m/s could be carried out to investigate the
effect of the controller on the results at that wind speed.

High quality field wind measurements are needed to fit the IEC standard2 models to offshore condi-
tions. Measurements from floating wind turbine farms are also required for this fitting.

Finally, a sensitivity analysis on the impact of the rotor size to analyze the effect of larger wind turbines
on the fatigue loads and platform motions could be done.
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APPENDIXA

Spar decay tests

Figure A.1: Heave spar decay test

Figure A.2: Sway spar decay test
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APPENDIXB

Wind spectra
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Figure B.1: Power spectral density at hub centre at 7.5 m/s mean wind speed
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Figure B.2: Power spectral density at hub centre at 7.5 m/s mean wind speed
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APPENDIXC

Coherence
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Figure C.1: Coherence in three directions between hub height and 20 meters below the hub at 7.5 m/s as
a function of reduced frequency
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Figure C.2: Coherence in three directions between hub height and 20 meters below the hub at 16 m/s as
a function of reduced frequency
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APPENDIXD

Quad-coherence

Figure D.1: Quad-coherence in the longitudinal direction between hub height and 20 meters below the
hub at 7.5 m/s as a function of reduced frequency
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Figure D.2: Quad-coherence in the longitudinal direction between hub height and 20 meters below the
hub at 16 m/s as a function of reduced frequency
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APPENDIX E

Lateral coherence

Figure E.1: Lateral coherence in the longitudinal direction at 1/2 diameter separation distance at 7.5 m/s
as a function of reduced frequency
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Figure E.2: Lateral coherence in the longitudinal direction at 1/2 diameter separation distance at 16 m/s
as a function of reduced frequency
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APPENDIX F

PSDs motions

Figure F.1: Platform motions PSDs at 7.5 m/s
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Figure F.2: Platform motions PSDs at 12 m/s
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APPENDIXG

Platformmotion percent differences for stability
conditions

FigureG.1: Platform roll, sway, and heavemotion percent difference standard deviations between stability
conditions and neutral conditions as a function of uhub
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APPENDIXH

Damage equivalent loads with filtering

Figure H.1: Damage-equivalent loads in the low frequency range as a function of uhub
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Figure H.2: Damage-equivalent loads in the low frequency range plus the wave frequency as a function
of uhub
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