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Executive Summary
This thesis introduces and evaluates an algorithm to estimate the motion of a flying robot using
a visual camera, a thermal camera and inertial sensors. Using both a visual camera and a thermal
camera improves robustness to degraded conditions for either of the cameras and the inertial sensors
improve robustness to quick motions and complement the cameras. Despite both visual cameras and
thermal cameras being camera-type sensors, the data they provide are fundamentally different. This
makes the fusion of these two modalities non-trivial and an open problem how to fuse them.

A suggested algorithm to solve this problem is developed and released as one of the first open
source of its kind, to the best of the authors knowledge.
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Chapter 1

Introduction

The recent years have seen autonomous micro aerial vehicles (MAVs) being used in more and more
different scenarios. In particular there is a drive to use them in conditions which are difficult or
dangerous for humans to operate in. Reliable autonomous flight with a MAV relies on the MAV
being able to measure its position relative to the surroundings. In many cases this can be resolved by
global navigation satellite system (GNSS) based navigation. However, GNSS relies on a clear line
of sight to the sky, which prohibits efficient use indoors, underground or in other similar scenarios.
The desire to deploy MAVs in such scenarios has led to the development of alternative options.
One of the options that has proved popular is based on using cameras. The development of visual
odometry (VO) methods for accurate dead reckoning allows cheap lightweight sensors to replace the
need for a GNSS receiver with access to satellite signals. VO methods typically work by tracking
features in the scene and simultaneously estimating the 3D geometry of these points and the camera
locations. Monocular VO alone can only estimate the motion up to scale and either another camera
in a stereo setup or another sensor is needed. A common sensor to add due to its complementary
nature to the camera is an inertial measurement unit (IMU). It measures the acceleration and the
angular rate of theMAV and can observe the scale of the trajectory. Due to the quick drift of position
estimates from an IMU, feedback from other sensors is needed for inertial navigation, e.g. from a
camera. With an IMU and a camera the MAV can use visual inertial odometry (VIO) [1] methods
to track its motion up to scale. VIO methods work well when there is sufficient illumination in
the environment. With darkness, the camera cannot observe the scene and therefore cannot track
it. A possible solution to this problem could be to use thermal cameras instead of the visible-
light cameras. They are not limited by the illumination since all objects radiate thermal radiation
proportional to their temperature and emissivity. With a thermal camera and an IMU a thermal
inertial odometry (TIO) method can track the environment and the location of the MAV. Despite
all objects emitting thermal radiation, it does not mean that there are good features to track in the
environment. If the thermal camera registers only the same temperature at all pixels, it cannot be
used to track the environment and camera motion. One solution to this problem could be to use both

1
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a thermal camera and a visual camera. Then the MAV can operate if either of the modalities are in
good condition. This is core underlying motivation and goal of this thesis.

1.1 Objectives
There are two objectives of this thesis:

• Develop a robust odometry system based on a visual camera, a thermal camera and inertial
sensors.

• Evaluate the developed system and compare it to other relevant odometry methods.

1.2 Contributions
This thesis contributes an open source visual thermal inertial odometry algorithm which can be
used by the robotics community1. To the authors best knowledge, this is among the first attempts
to release an open-source package for combined visual-thermal-inertial odometry estimation. It
is thoroughly evaluated presenting its potential and core limitations. The remaining contributions
are then the analysis of the problem and an approach to visual, thermal, inertial navigation which
presented several challenges and suggestions for future development.

1.3 Outline
The remainder of this thesis is structured as follows: Chapter 2 introduces preliminary topics needed
for VIO/TIO and evaluation of VIO/TIO. Chapter 3 presents earlier work on the subject. Chapter
4 introduces ROVIO[1] which is the base method for the developed approach. Chapter 5 describes
the method developed in this thesis and the changes from original ROVIO. Chapter 6 evaluates
ROVTIO and compares it with relevant methods. Chapter 8 concludes and sums up this thesis and
gives recommendations for future work.

1https://github.com/ntnu-arl/rovtio



Chapter 2

Background

2.1 Camera models
To be able to relate camera measurements to the 3D geometry of the real world any visual navigation
system relies on a geometrical model relating a 2D pixel coordinate to a corresponding 3D bear-
ing vector. In addition to this, some algorithms use a photometric model that models the relation
between the real world radiation and the detected color in the image.

2.1.1 Geometric camera models

Geometric camera models model where a visible point in the 3D world will end up in the image.
Typically denoted as

� ∶ R3→ R2 (2.1)
A common and simple geometrical camera model is the pinhole model [2].

�(p) =
[

ux
uy

]

=

⎡

⎢

⎢

⎢

⎣

fx
px
pz

+ cx

fy
py
pz

+ cy

⎤

⎥

⎥

⎥

⎦

, p=
[

px,py,pz
]T (2.2)

Where
�(.) is the projection function

r ∈ R3 is a 3D point in the real world expressed in the camera () coordinate system.
u = [ux, uy] is the corresponding pixel location p will project to.
fx,fy, cx, cy is the intrinsic parameters of the model which needs to be fitted to the specific lens.

3
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While this model can describe many lenses with sufficient accuracy, many other common lenses
have nonlinear effects in the projection. In particular wide angle lenses will often have significant
distortion compared to the pinhole model. Two common solutions to this issue exist: Either use
other models that capture these effects better or have a separate undistortion step before the projec-
tion with the pinhole model.

Several models exist, but only the Kannala-Brandt/Equidistant/Fisheye model is included here
since that is the one used in this project. The Kannala-Brandt model[3] is sometimes called the
equidistant model when used as a distortion model for the pinhole model. In the opencv documen-
tation it is used as a distortion model for the pinhole camera model and called the fisheye model.
Despite the many different names and the difference between being a stand alone model or a dis-
tortion model, all the variations are mathematically equivalent.[4]. While being mathematically
equivalent, variations in the naming conventions for the parameters have been observed by the au-
thor of this thesis.

The Kannala-Brandt model as formulated by [4] as a standalone model:

u∈ R2 = [ux, uy]T ,p∈ R3 = [px,py,pz] (2.3a)
u= �(p) (2.3b)
r=

√

p2x+ p2y (2.3c)
� = atan2(r,pz) (2.3d)
�d = �(1+k1�2+k2�4+k3�6+k4�8) (2.3e)
ux = fx

�d
r px+ cx (2.3f)

uy = fy
�d
r py+ cy (2.3g)

(2.3h)

Where
p∈ R3: A 3D world point to be projected, expressed in the camera () coordinate system.
u∈ R2: The projection of the point p.
fy,fx, cx, cy: Intrinsic parameters of the model, similar to the pinhole parameters.
k1,k2,k3,k4: Also intrinsic parameters of the model, often denoted "distortion coefficients".

As earlier mentioned themodel is the equivalent of the equidistant model/fisheyemodel, but they
cannot represent points behind or directly to the side of the camera, since they have an intermediate
representation as the pinhole model.
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It is generally feasible to use a lens with a large field of view(FoV) and a suited camera model,
compared to using a lens with low distortion and a simple camera model [5].

2.1.1.1 Calibration

The process of finding the intrinsic parameters for a lens is called camera calibration. There are
various procedures that can be used, but a quite simple one is to use several images of a planar
calibration pattern, then simultaneously optimize over the pose of the pattern and the intrinsic of
the camera. The details of this are out of scope for this thesis, but a few relevant tools are opencv [2],
basalt [6] and kalibr [7]. The two latter can also calibrate camera-imu extrinsics, which is discussed
later.

2.1.2 Photometric camera models

While geometric lens models model where in the image a 3D point will be projected to, photometric
cameramodelsmodel the color. Specifically theymodel the excitation value at the pixel as a function
of the original radiation.

There are different effects that can be modeled in a photometric camera model. Two common
ones are the nonlinear response function of the camera sensor and the vignetting of the lens. In
most cameras the pixel values are a nonlinear function of the incoming radiation. It is mostly a
monotonic function which makes the image look nice to the human eye, but it might impact tracking
algorithms. Many lenses, in particular wide angle lenses, are darker on the edge of the image than
in the center, an effect called vignetting. As opposed to the nonlinear response function, this effect
must be compensated separately for each pixel.

There are different ways of modeling and calibrating these effects. Some approaches use para-
metric representations of the vignetting and the response function. A few are outlined in [8]. Ac-
cording to [9] parametric models are often not capable of capturing the complex distortions of lenses
and dense methods are preferred instead. Dense methods instead create a lookup table for all pixels
and radiance values. I.e. a lookup table for all values between 0 and 255 for the nonlinear response
function and a lookup table for all pixels for the vignetting. Dense methods often require setups
with uniform illumination, but [9] propose a method that instead requires a large number of images.

2.2 Inertial navigation
Inertial measurment units (IMUs) consist (at least) of a 3-axes accelerometer and a 3-axes attitude
rate sensor (ARS). With these two, the IMU can measure the 3 degree of freedom (DoF) linear
acceleration and the 3 DoF angular velocity. One could in theory integrate these measurements to
get the position and attitude. However, in practice this will quickly lead to drift in the estimate.
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To be able to use IMUs to estimate position the estimator needs an additional position estimator to
correct for the drift and estimate the model parameters. A common sensor model is:

aimu = q(a− g)+bacc +wacc (2.4a)
ḃacc = wb,acc (2.4b)
!imu = !+bars+wars (2.4c)
bars = wb,ars (2.4d)

where aimu ∈ R3 is the linear acceleration measurement from the IMU and !imu ∈ R3 is the
rotation rate measurement from the IMU. a is the true acceleration from the inertial frame to the
IMU frame expressed in the inertial frame and ! is the true angular rate between the inertial
frame and the imu frame. q ∈SO(3) is the relative rotation from the IMU frame() to the inertial
frame(NED,) and g∈ R3 = [0,0,9.81]T is the gravity expressed in the inertial frame. bacc ∈ R3
is the linear bias, wacc ∈ R3, wacc ∈ R3 is the linear sensor noise and wb,acc ∈ R3 is the bias
drift. bars is the angular bias, wars is the angular sensor noise and wb,ars is the angular drift.

From this model one can see why integrating the IMU measurements will lead to drift. Inte-
grating the measurements with a nonzero error in the estimate for the biases will lead the estimate
to be increasingly wrong with time. The biases are slowly random varying offsets which need to be
estimated to be able to use IMUs for navigation.

To use IMUs for navigation we need a somewhat larger state than only the kinematic system
since we also need to estimate the biases.

x =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

p
v
bacc
q
bars

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

The position of the IMU expressed in world coordinates.
The velocity of the IMU expressed in world coordinates.

The bias of the accelerometer in the IMU-frame.
The attitude of the IMU in the the world expressed in the IMU frame.

The bias of the ARS expressed in the IMU-frame.

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(2.5)

If the state is known, future states can be found from the inertial measurements using the strap-



CHAPTER 2. BACKGROUND 7

down equations:

ṗ = v (2.6a)
v̇ = q(aimu−bacc −wacc)+ g (2.6b)
ḃacc = wb,acc (2.6c)
q̇ = !imu−bars−wars (2.6d)

ḃars = wb,ars (2.6e)

where the symbols are the same as in eq. 2.4a and eq. 4.1. The noise parameters are typically
wrongly assumed to be 0, which leads to errors that need to be corrected for by other sensors.

2.2.1 Visual inertial calibration

To accurately use IMUs for visual inertial navigation there is a set of intrinsic parameters for the
sensors that needs to be determined. The noise parameters (wacc ,wb,acc , wars and wb,ars) are
needed to know the expected uncertainty of the IMU. These can typically be found in the datasheet
for the sensor.

The geometrical transformation from the IMU relative to the camera is also needed. Some
visual inertial methods can estimate it online, but this requires the motion of the system to make
the transformation observable. The state of the art way of estimating this transformation is to do
some high dynamic movement while tracking a fixed marker with the camera. Then the kinematic
state of the camera relative to the world frame can be found from the marker and the kinematic
state of the IMU can be estimated from the motion. The most common tools for this are the Kalibr
toolbox 1 and the calibration tools from Basalt 2. Both of these use a spline based continuous time
representation of the state to align the trajectories from visual and inertial measurements.

2.3 Iterated extended Kalman filter
The iterated extended Kalman filter (IEKF) is based on the exteded Kalman filter (EKF), which in
turn is based on the linear Kalman filter. All of these are bayesian filters. Here is an introduction to
Kalman filtering based on [10].

1https://github.com/ethz-asl/kalibr
2https://gitlab.com/VladyslavUsenko/basalt/-/blob/master/doc/Calibration.md
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2.3.1 Linear Kalman filter

The discrete linear Kalman filter assumes a linear process model where the state at timestep k, xk
and process noise wk are the only values that influence the next state:

xk+1 =Axk+wk (2.7)

The matrix A is then the state transition matrix. The goal of the Kalman filter is then to state xk
by a measurement yk. The linear Kalman filter assumes a linear measurement model:

yk =Cxk+vk (2.8)

where the matrix C is the measurement matrix and vk is the measurement noise.
Both the process noisewk and themeasurement noise vk are assumed to bewhite noise processes

and are assumed to be uncorrelated to each other.
The Kalman filter needs the state to be observable given the measurement and also assumes the

distribution over the processes noise and measurement noise to be known. It is common to assume
them to be white gaussian noise processes.

The Kalman filter solves the estimation problem recursively and is usually separated into two
steps: The prediction and the update. Both of these steps change both the estimate for the state and
also an estimate for the covariance of the state.

The update step assumes a prior estimate for the state, x̂−k with the corresponding covariance P−k
and updates the state and covariance with the measurement. We distinguish between the the prior
which is denoted by the superscript "-" and the posterior without the superscript. The update step
calculates the posterior state and covariance from the priors and the measurement.

x̂k =x̂−k +Kk(yk−Cx̂−k ) (2.9a)
Pk =(I−KkC)P−k (2.9b)

x̂k is then the resulting estimate for the timestep k, yk is the measurement at timestep k and Kk is
the Kalman gain and calculated as

Kk = P−kC
T (CP−kC

T +R)−1 (2.10)
where R is the covariance matrix of the measurement noise vk. Here only the result is included;

why this is statistically optimal is shown in [10]. Note that the update step does not propagate time,
it only works on the same timestep k. It takes the priors, x̂−k and P−k and the measurement yk and
calculates the posterior estimate x̂k and covariance Pk.
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The prediction step gives an estimate on a future state from the current state and the transition
matrix.

x̂−k+1 =Ax̂k (2.11a)
P̂−k+1 =APkAT +Q (2.11b)

whereQ is the covariance matrix of the process noise wk. The state estimate is here propagated
to the next timestep and the uncertainty of the estimate is increased by the process noise.

The equations in this subsection are for a linear time-invariant system, but the same theory can
be applied if A, C, R and Q are dependent on time k.

2.3.2 Extended Kalman filter

The linear Kalman filter assumes a linear system model, but in general real world systems are non-
linear. One solution to this is to repeatedly linearize the system around the current estimate for the
state and use the linearization for the updates. This is called the extended Kalman Filter (EKF). [11]

The EKF now assumes a general continuous nonlinear function for state transitions and the
measurement function:

ẋ(t) = fc(x, t)+wc(t) (2.12a)
yc(t) = hc(x, t)+vc(t) (2.12b)

where x(t) is the state, fc(x, t) is a nonlinear function describing the behavior of the system,,
wc(t) is white process noise, yc(t) is the measurement, hc(x, t) is a nonlinear continuous function
describing the measurement from the state and vc(t) is white measurement noise. The subscript c
denotes that it is continuous.

This continuous model is important to be able to differentiate it, but we will also use the dis-
cretized version:

ẋk+1 = f (xk)+wk (2.13a)
yk = h(xk)+vk (2.13b)

For the derivation I refer the reader to other literature, e.g. [10] or [11] and only present the
result here.

The update is similar to the linear version, except that we use the jacobian of the functions as
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the system matrices:

xk = x−k +Kk(yk−h(x−k )) (2.14a)

Kk = P−k

(

)hc
)x
(x−k )

)T
(

)hc
)x
(x−k )P

−
k

(

)hc
)x
(x−k )

)T
+Rk

)−1

(2.14b)

Pk =
(

I−Kk
)hc
)x
(x−k )

)

P−k (2.14c)

Rk is assumed to be themeasurement noise covariancematrix. As in the linear case it is assumed
to be known and with known covariance structure, often gaussian. )hc

)x (x
−
k ) is the jacobian of the

measurement function evaluated at x−k . Kk is still the Kalman gain, but is now only valid around
the linearization at x−k . The superscript − still denotes the prior estimate and the states without the
superscript is the posterior estimate.

The prediction step is now following the nonlinear function to propagate the state, but to prop-
agate the covariance we need the linearization:

x−k+1 = f (xk) (2.15a)

P−k+1 =
)fc
)x
(xk)Pk

(

)fc
)x
(xk)

)T
+Qk (2.15b)

Qk is assumed to be the covariance matrix for the process noise, )fc)x (xk) is the jacobian of f andthe rest is the same as above.
The EKF handles nonlinear system dynamics and measurements by linearizing the current es-

timate around the current state. This is accurate if the update frequency is high enough and the
system state is accurately estimated.

2.3.3 Iterated extended Kalman filter

Due to linearization errors the EKF is less accurate when the estimate is poor. This may lead to a
worse estimate and then divergence. The Iterated extended Kalman filter (IEKF) tries to mitigate
this by iterative linearizing around the updated estimate in the update step. This makes the estimate
more precise and thereby the filter more robust.

The linear kalman filter and the EKF have closed form solutions for the prediction and the update
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step, but the IEKF iterates in the update step. The initialization for the iterations is then

xk,0 = x−k (2.16a)
Pk,0 = P−k (2.16b)

The iterations are then equivalent of doing the update step several times. I.e. the i’th iteration
will become:

xk,i+1 = xk,i+Kk,i(yk−h(xk,i)) (2.17a)

Kk,i = P−k,i

(

)hc
)x
(xk,i)

)T
(

)hc
)x
(xk,i)Pk,i

(

)hc
)x
(xk,i)

)T
+Rk

)−1

(2.17b)

Pk,i+1 =
(

I−Kk,i
)hc
)x
(xk,i)

)

Pk,i (2.17c)

When the change in the state between the iterations gets too small, the iterations stop and we set

xk = xk,l (2.18a)
Pk = Pk,l (2.18b)

if there were l iterations needed. When we define it this way, the prediction step is the same as
with the standard EKF.

The IEKF linearizes the nonlinear dynamics closer to the true state, but the uncertainty is still
propagated with linearized equations which may not capture the underlying uncertainty well.

2.4 Evaluation of VIO/TIO algorithms
Benchmarking visual navigation methods is a mature but complex topic with different metrics and
which are benchmarking different qualities of the algorithms. This section distinguishes between
quality measures and metrics. Quality measures are qualities which can be used to assess perfor-
mance of the algorithm, e.g. accuracy and robustness. Metrics are a specific evaluation criteria
which is comparable between different results, eg. ATE and RPE. Accuracy of the estimated trajec-
tory is a common quality to assess since it relatively easily can be evaluated quantitatively. Robust-
ness is an important quality of visual navigation methods, but is difficult to quantitatively measure.
Still, it is nevertheless quite common to assess in some quantitative way or qualitatively.
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2.4.1 Accuracy

Accuracy relates the estimated trajectory and the true trajectory. Higher accuracy means less devi-
ation in the estimated trajectory from the true trajectory. It is theoretically possible to measure the
accuracy of the estimated map, but due to the difficulty of collecting a ground truth for the map it
is more common to measure the accuracy for the trajectory.

2.4.1.1 ATE: Absolute trajectory error

ATE is a common accuracy metric for evaluating the overall trajectory against ground truth. First
the trajectories are aligned since the ground truth trajectory and the estimated trajectory in general
are referenced in different coordinate systems. According to [12] the alignment is calculated with
the method from [13], which is closed form and minimizes the least squares difference between the
matched points of the trajectories. Using the formulation from [12] the ATE can be formally written
as:

Fi =Q−1
i SPi (2.19a)

ATE =

√

√

√

√
1
N

N
∑

i=1
‖trans(Fi)‖2 (2.19b)

where S ∈ SE(3) is the transformation which is aligning the estimated trajectory P1, ...,PN ∈
SE(3) and the ground truth trajectory Q1, ...,QN ∈SE(3). trans(.) is a function extracting transla-
tional position in R3 from the pose. Notice that formulation calculates the mean of the translation.
It is possible to formulate the same for the rotation, but this is more common. Rotational errors
in dead reckoning methods are expected to create errors in the positions in the following frames;
however this is not expected the other way around.

2.4.1.2 RPE: Relative pose error

When using ATE to evaluate dead reckoning methods (E.g. VIO/TIO) the errors made in the begin-
ning of the trajectory will be influencing the error metric more than those late in the trajectory since
all future poses will be referenced to the erroneous early poses. Relative pose error(RPE) tries to
reduce this impact by only measuring the additional error over a given interval. This means that the
RPE is dependent on the choice of this interval, and that RPEs calculated over different intervals
cannot be directly compared.



CHAPTER 2. BACKGROUND 13

With the same notation as for ATE the RPE can be formally defined as [12]:

Ei =
(

Q−1
i Qi+Δ

)−1 (P−1i Pi+Δ
) (2.20a)

RPE(Δ) =

√

√

√

√
1

N −Δ

N−Δ
∑

i=1
‖trans(Ei)‖2 (2.20b)

where Pi andQi are estimated pose and ground truth as in the previous paragraph. Δ is the interval
RPE is estimated over expressed in number of frames.

2.4.2 Robustness

Robustness is a quality measure which assesses the system’s ability to provide odometry under in-
creasingly difficult conditions, here called degragations. Imaging odometry systems are prone to
settings which make odometry more difficult, which means that there are different types of robust-
ness. I.e. some methods can be robust to some degreagations, but susceptible to others.

Here follows a list of common degregations for visual navigation systems.
Low light Low light typically reduces the number of features that could be used for tracking and

increases the signal to noise ratio(SNR). The thermal equivalent is typically not that the ra-
diation is too low to excite the sensor, but that the whole scene has the same temperature and
emissivity which gives the image a single uniform value.

Obscurants Obscurants is a collective term for non stationary gasses or particles that are visible
in the image instead of the scene behind. Examples include smoke, dust and fog, which are
all obscurants, but have different effects on visual navigation algorithms. Some, but not all
obscurants are transparent in the IR spectrum, but not in the visual spectrum.

Repetitive scenes Repetitive textures in a scene will be problematic for algorithms that rely on
pattern matching. In addition, repetitive environments will be problematic for loop closures.

Fast motions Some types of algorithms will struggle with fast motions since fast motions require
the algorithm to match features over a larger distance.

Degenerate motions If a camera is doing pure rotations, i.e. only rotating, not translating, it is
impossible to estimate the depth in the scene. It is still possible to estimate the rotation, but
it differs to which extent algorithms make use of this.

Degenerate scenes Different algorithmsmaymake different assumptions about the scene structure,
which may or may not be fulfilled. E.g. the 8-point algorithm [8] assumes that the points do
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not lie in a plane. This means that algorithms that rely on the 8-point algorithm or the similar
5-point algorithm [14] will struggle in planar scenes.

Not all of these are equally relevant for any given scenario. This thesis will focus on improving
robustness to low light and flat thermal by combining both visual and thermal data in the same
odometry algorithm.

2.4.3 Integrity

Integrity is a quality measure measuring the system’s ability to warn the user that it is no longer
providing accurate odometry. I.e. a system with high integrity will be able to detect it so the
user can act accordingly. It is not as common to assess the integrity in VIO/TIO literature as with
robustness and this thesis will not focus on it either.

2.4.4 Continuity

Continuity assesses how long time the system provides between it warning the user about a failure
and the failure is too critical to provide odometry. For visual inertial navigation systems this can
often be the duration which the IMU readings are accurate after loss of visual tracking. This can
in some systems be important to know the length of critical maneuvers where loss of odometry
would be unacceptable. This is however not a common focus in the MAV visual/thermal odometry
literature.

2.4.5 Latency

Latency is a qualitymeasure whichmeasures the delay from the algorithm receiving a sensor reading
to it outputting the related localization. Alternatively it can measure the delay from the sensor
capture until it is processed. This is highly relevant in systems where the localization from the
navigation system is used in feedback control.

This can be measured as a duration in seconds, and is a quite common metric in visual (inertial)
navigation literature.

Variations in latency are also very relevant in addition to the mean or median value.

2.5 Notation
This thesis will mainly use the notation from [1] since it is a central reference for this thesis.

A point i a 3D coordinate system  is given by

r ∈ R3 (2.21)
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2.5.1 Rotations

As in [1] a rotation q is defined as an abstract function which is applied to a vector such that

r = q(r) (2.22)
if the frame  has the same origin as . The rotation can per definition not scale the length of

vectors.
If we define C(.) to be the rotation matrix of a rotation such that

C ∶SO(3)→ R3×3 (2.23)

then the application of a rotation is equivalent to

r =C(q)r (2.24)
Note that [1] does not use rotation matrices to represent rotations, but unit quaternions.
Nevertheless, compositions of rotations can be defined by rotation matrices. The matrices in

SO(3) have a unit determinant and have unit length columns. Compostions of rotations is equivalent
to

C(qq) =C(q)C(q) (2.25)
The rotations are elements in the lie groupSO(3), which implicates the corresponding lie algebra

so(3). so(3) is isomorphic to R3 and [1] uses this to define the exponential and logarithmic maps
directly to the R3 representation:

exp ∶ R3→SO(3) (2.26a)
log ∶SO(3)→ R3 (2.26b)
exp(�) = q (2.26c)
log(q) = � (2.26d)

Note that this is not the normal exponential map applied to a rotation matrix in SO(3), but
defined as a function that first does the matrix exponential and then extracts the vector from the
skew symetric matrix.

[1] uses the lie algebra of SO(3), so(3), to define infinitesimal rotations and change in rotations.
To express operations on manifolds using the notation from vector spaces, [1] define the⊞ and

⊟ operators.
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The boxplus operator for SO(3) is defined as

⊞ ∶SO(3)×R3→SO(3) (2.27a)
q⊞ theta= exp(�)q (2.27b)

and the boxminus operator is

⊟ ∶SO(3)×SO(3)→ R3 (2.28a)
q1⊟q2 = log(q1(q2)−1 (2.28b)

2.5.2 Transformations

The notation in [1] does not define homogeneous transformations, but the convention used in this
thesis is defined here. Same as with rotations in SO(3) transformations are defined as abstract
functions that can be applied to vectors.

r = T(r) (2.29)
The transformation T ∈ SE(3), or pose, consists of two parts one rotation q ∈ SO(3) and one

translation p∈ R3.

T = (q,p) (2.30)
A transformation is equivalent to a homogeneous transformation matrix, similarly to rotations

and rotation matrices:

C ∶SE(3)→ R4×4T = (q,p) (2.31a)

C(T) =

[

C(q) p
0,0,0 1

]

(2.31b)

Similarly to the rotations, the homogeneous transformation matrix can be used to define the
composition of transformations.

C(TT) =C(T)C(T) (2.32)
Also the lie group SE(3) has a lie algebra se(3). se(3) is isomorphic to R6, so we define the
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exponential and logaritmic maps directly from the lie group to the vector representation.

exp ∶ R6→SE(3) (2.33a)
log ∶SE(3)→ R6 (2.33b)

exp([r,�]T ) = T (2.33c)
log(T) = [r,�]T (2.33d)

Also for SE(3) can we define the⊞ and⊟ operators.
The boxplus operator for SE(3) is defined as

⊞ ∶SE(3)×R6→SE(3) (2.34a)
T⊞ [r, theta]T = exp([r, theta]T )T (2.34b)

and the boxminus operator is

⊟ ∶SE(3)×SE(3)→ R6 (2.35a)
T1⊟T2 = log(T1(T2)−1 (2.35b)

2.5.3 Reference frames

This thesis uses the same conventions for the reference frames as [1].
Table 2.1: Reference frame subscripts

Symbol Frame
 World frame, equivalent of NED, assumed to be inertial
 IMU frame
 camera frame
 Arbitrary frame
 Current frame, most recent frame
 Reference frame



Chapter 3

Related work

There is work from several related fields which is relevant for this thesis. Most notable is the work
in Visual Odometry(VO)/Visual Simulationous Localisation and mappping(VSLAM), Visual Iner-
tial Odometry(VIO)/Visual Inertilal SLAM(VISLAM), Thermal inertial odomerty(TIO) and Visual
Thermal Odometry(VTO).

3.1 Estimation formulation
There are two common commonways of formulating the problem of pose estimation from sequential
images: Direct and indirect. The authors of DSO [15] define the difference by whether the method
has an intermediate step between the raw sensor data and the estimator. Direct methods minimize
the difference between the expected and observed photometric pixel values. Indirect methods have
a preceding processing step which tracks keypoints and then minimizes the reprojection error of
these keypoints.

3.1.1 Direct methods

The definition from [15] states that direct methods use raw sensor values directly in the state esti-
mator. For cameras and visual navigation this means that the position of the camera is estimated
from the pixel intensities. In practice that typically means that they minimize the photometric error:

Epℎoto = Iref (u)−Ic(�(T(�−1(u,d)))) (3.1)
where Epℎoto is the photometric error, Iref (v) is the pixel intensity at pixel v∈ R2 for the refer-

ence image and Ic(v) is the same for the current image. �(.) ∶ R3→ R2 is the projection function and
�−1(.) ∶ (R2,R)→ R3 is the unprojection function with known depth. T(.) ∈ SE(3) transforms
a 3D feature point from the reference frames coordinate system to the current frame. It is common
to include uncertainties in this error, but these are left out here for simplicity.

18
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There are various ways of formulating this photometric error. Some formulations include extra
brightness parameters to account for global changes in illumination, some account for other warping
models with skew or they can represent the reference intensity differently than a location in a full
image. The only thing that matters for it to be direct is that the state of the camera, T, is estimated
from this error metric.

3.1.2 Indirect methods

According to [15] indirect methods are characterized by doing an intermediate step with the raw
sensor data and then using the results from that to estimate the state. The typical way of doing this
is by first establishing correspondences between keypoints in the images and then using these corre-
spondences to estimate the state. The first step is often KLT-tracking[6] [16] or ORB-matching[17],
but it can be anything that gives a set of correspondences between the frames. Furthermore, it does
not need to be keypoints, it can be line segments, curves or other trackable features.

These correspondences are then used to formulate a probabilistic estimation problem to esti-
mate the state. The typical error that is then minimized in the estimation for keypoints is then the
reprojection error:

Ereprojection = uref −�(T(�−1(uc ,d))) (3.2)
where Ereprojection is the reprojection error, uref ∈ R2 is the location of the feature in the refer-

ence image, uc ∈ R2 is the corresponding feature in the current image, T is the relative transfor-
mation between the cameras that took the two images and �(.) ∶ R3→ R2 is the projection function.
Also here it is common to include uncertainties, but again these are left out for simplicity.

Even if the raw photometric values from the image are used to establish the correspondences,
the method is indirect if the camera transformations T are estimated from the correspondences
alone.

3.1.3 Semi direct methods

Several methods exist that use both or are difficult to classify as either direct or indirect. There is less
consensus about what makes a method semi-direct, but the SVO[18] type of semi direct methods
first aligns the camera to the map using direct alignment, then updates the map (and the camera
pose again with the map) using an indirect formulation.
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3.2 Estimation horizon
Filter-based methods maintain an estimate over the state with the corresponding uncertainty of the
state. An alternative, graph-based methods, to filter based methods is to store the measurements in
a graph and infer the state at each step from this graph. I.e. the filter-based methods estimate the
next state based only on the previous state estimate and the most recent measurement:

x̂k = f (x̂k−1,uk) (3.3)
where x̂k is the state estimate at time k, uk is the measurement at time k and f (.) is the estimation

function.
The contrast is then to graph-based methods that do not use the previous state, but only earlier

measurements:

x̂k = f (uk,uk−1, ...,u0) (3.4)
where x̂k is the estimate at time k, uk is the measurement at time k and f (.) is the estimation

function.
Graph-based implementations tend to be more computationally demanding than filter-based

methods. Graph-based methods solve a nonlinear optimization problem which in general is more
demanding than the filters. The underlying graph is in general very sparse, so the optimization
problem can be solved more efficiently. [19] Filter-based methods can also be based on nonlinear
optimization, but still tend to be less computationally expensive due to the smaller state.

Most graph-based methods add only a selection of the captured images to the graph to keep the
size of the graph bounded and to allow the estimation to run at a lower frequency than the frame
rate. The selected frames are called keyframes. This is also favorable because triangulating points
in the environment are more precise with larger distance between the camera positions at the time
of capture. The disadvantage of increasing distance between the frame poses is that it becomes
more difficult to make the associations between the frames. This means that the keyframe selection
criteria is a tradeoff between ensuring sufficient distance between the frames to have well defined
triangulated points, ensuring sufficiently small distance to robustly make associations between the
frames and the runtime.

The middle ground between graph optimizing the whole trajectory from the beginning to the
current state and filtering approaches is smoothing approaches. They maintain a limited size graph,
typically of theN most recent keyframes, to be able to use the benefits of graph basedmethods while
keeping the runtime bounded. In table 3.1 are grouped with the graph based methods, but examples
include DSO[15] and OKVIS[19]. They maintain a sliding window over recent, representative
keyframes and align new frames to themapmade from these keyframes. It is common tomarginalize
out the old keyframes that are removed from the map, but this comes at the cost of reducing the
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Table 3.1: Visual navigation methods by common classifications. Underlined methods also use an
IMU or are capable of using an IMU to improve robustness and estimate scale. With the exception
of DTAM and KTIO all methods listed here are open source.

Filter basedmeth-
ods

Graph based meth-
ods

Direct methods Dense/Semi-
Dense

DVO [24] LSD-SLAM [25]
DTAM [26]

Sparse ROVIO [1] DSO [15]
DSM [27]
LDSO [28]

Semi-direct methods Direct tracking
and keypoint
based mapping

SVO [18]
LCSD-SLAM [29]
KTIO [30]

Indirect methods Descriptor based MSCKF [31] OKVIS [19]
ORBSLAM [17]

KLT-based RVIO[32]
LARVIO [33]

PTAM [34]
Basalt [6]
VINS-fusion [35]
Kimera [16]

sparsity that was a benefit of the graph based methods.
Other graph based variants is the incremental variants which only updates a subpart of the graph

when a new measurement is added. This saves runtime and increases accuracy compared with the
standard marginalization. Examples include [20], [21] and [22].

[23] analyzed the difference in performance can computational cost and concluded that graph-
based methods were favorable over EKF-based filtering methods for visual slam.

Table 3.1 tries to show the common variants and give some examples.

3.3 Duration of associations
Different visual navigation methods can to various extents recognize earlier visited locations to
compensate for drift. All common methods can associate new images to the most recent preceding
images, but not all “remember” the historical images independent of their age. Using the definition
from [17] we can classify the different forms of classifications into short term associations, mid
term associations and long term associations.
Short term associations are correspondences between the most recent image and the images from

the last few seconds. It is then fair to assume small drift and almost the same viewpoint.
Mid term associations are correspondences between the most recent image and images of any

age as long as the tracked features have not drifted too far. How far a feature has to drift
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varies from the implementations, but the point is that an inaccurate guess for the location
of the feature should be sufficient to make a useful association. This differs from the short
term associations, which also assumed small drift, in that mid term associations can associate
features of arbitrary age, while short term associations are limited to associations over a short
time interval.

Long term associations are correspondences between images of arbitrary age with arbitrary drift.
They are also called loop closures and rely only on visual place recognition.

Methods that rely only on short term associations are called visual odometry (VO) methods and
methods that use short term associations and either both or one of the other are called visual SLAM
(VSLAM) methods.

VO methods, using only short term associations, are dead reckoning methods meaning that the
estimate will drift with time. The other two types of associations can to some degree reduce this
drift. Long term associations can recover much more drift than mid term associations, but since
they are purely based on recognizing earlier visited locations by their appearance, they are prone to
false associations in repetitive environments. Since false loop closures would severely impact the
quality of the map it is quite common to impose additional checks before a loop closure candidate
is accepted, which improves precision at the cost of recall.

Table 3.2 displayswhich types of associations a selection ofmethods use. It is only theORBSLAM[17]
variants and LCSD-SLAM, which are built on ORBSLAM2[36] which use both mid term associ-
ations and long term associations in the same method. DSO [15] was developed into a VSLAM
system separately in DSM [27], which added mid term associations, and LDSO [28] which added
long term associations.

A type of association which could have been included as a separate column in table 3.2 is re-
localization. That allows a VSLAM method to refind the map it earlier tracked, but lost track of.
This requires a visual place recognition functionality similar to long term associations. This simi-
larity is exploited by e.g. ORBSLAM[17] and VINS-Fusion [35] which use the same visual place
recognition scheme for loop closure and relocalization. Not all methods with loop closure imple-
ment relocalization, and some methods, eg. PTAM, implement relocalization, but not long term
associations.
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Table 3.2: Table over used which types of associations the methods from table 3.1 use. An x
indicates that the method in this row uses the type of association in this column.

Short term associations Mid term associations Long term associations
DVO [24] x

LSD-SLAM [25] x x
DTAM [26] x
ROVIO [1] x
DSO [15] x
DSM [27] x x
LDSO [28] x x
SVO [18] x

LCSD-SLAM [29] x x x
KTIO [30] x
MSCKF [31] x
OKVIS [19] x

ORBSLAM [17] x x x
LARVIO [33] x
PTAM [34] x x
Basalt [6] x x

VINS-fusion [35] x x
Kimera [16] x x
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ROVIO : RObust Visual Inertial Odometry

ROVIO [37], [1] is a visual odometry estimation system designed for indoor use with focus on creat-
ing a robust visual inertial odometry estimator. The ROVIO framework is used as a starting point for
the method developed in this project and significant amounts of the original ROVIO functionality
are retained. Therefore this chapter will introduce and describe the original(multi modal changes)
ROVIO.

4.1 Overview
ROVIO is a direct robocentric filtering based visual inertial odometry estimator based on an Iterated
Extended Kalman filter. For each new image it estimates the new state by maximizing the maximum
a posterori(MAP) estimate with nonlinear optimization. The prior for the estimate is obtained by
integrating the motion obtained by the IMU from the previous state. Figure 4.1 shows a high level
diagram of the dataflow through ROVIO.

24



CHAPTER 4. ROVIO 25

Image(s)

Filter out by timestamp

Input queue Input queue

IMU reading

Filter out by timestamp

Time alignment

IMU prediction

IEKF image update

Outlier rejection

Feature pruning

Find new candidates

Select new features

Yes

Too few tracked features?

Calculate candidate
scores

Visual motion detection

Figure 4.1: An overview showing the dataflow of ROVIO.
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4.2 State
The rovio filter state consists of these subparts
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(4.1)
The number of parameters for the attitudes is 4, since they are stored as quaternions and the num-

ber of parameters for the bearing vectors is 3 due to the singular free bearing vector representation
ROVIO use. This makes the total size of the filter

3+3+4+3+3+3+4+3N +N = 23+4N (4.2)
with N tracked features.
The pose of the camera relative to the IMU can be frozen to a precalibrated value if known,

reducing the filter size by 7.

4.3 Feature management

4.3.1 Feature score

ROVIO [1] assigns a score for how easy each feature is to track based on the texture around the
feature. It is based on the shi-tomasi score, but adapted to consider the patch at several image
pyramid levels.

It calculates an approximation of the hessian of a patch by the sum of the jacobians in that patch.
The score is based on the eigenvalues of the matrix defined in eq. 4.3 which contains the sum

of the jacobians in that patch.
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where Il is the image at pyramid level l and p is all the pixel locations in the patch. Notice that this
is not the real hessian with the double derivatives, but an approximation.

The resulting approximated hessian for each patch is a weighted sum of the hessian at all the
relevant pyramid levels:

H=
max level
∑

l=min level
0.25lHl (4.4)

The resulting score is then calculated from the eigenvalues as:

�1 =H[0,0]+H[1,1]+
√

(H[0,0]+H[1,1])2−4 ∗ (H[0,0] ∗H[1,1]−H[0,1]2) (4.5a)
�2 =H[0,0]+H[1,1]−

√

(H[0,0]+H[1,1])2−4 ∗ (H[0,0] ∗H[1,1]−H[0,1]2) (4.5b)
s=

�1+�2
2

(4.5c)

where �1 and �2 are the eigenvalues, s is the patch score and H[i, j] denotes the element of H
at row i and column j.

This score is used both in the feature selection and in the outlier rejection.

4.3.2 Feature selection

ROVIO[1] selects features in two steps: first it finds a set of candidates using the OpenCV im-
plementation of the FAST[38] feature detector. Then these candidates are evaluated by the score
described in sec. 4.3.1. Then ROVIO selects thoseM candidates with the highest score, whereM
is the needed new features.

4.3.2.1 Ensuring spatial distribution

To ensure that the features are distributed throughout the image ROVIO does not only use the fea-
tures with the highest score, but also considers the distance to existing features. First ROVIO creates
buckets based on the score of all the features. The range of the buckets is defined from the maximum
score and the minimum score of all the candidates. The exact order of the candidates that end up
in the same buckets is not considered, so candidates with a similar score have the same priority in
the feature selection. Then it loops over all the tracked features and moves each candidate down to



CHAPTER 4. ROVIO 28

a lower bucket if it is close. How many buckets the candidate is moved down depends on the dis-
tance between the candidate and the feature. With the default settings candidates at the exact same
location as a feature are moved down to the lowest bucket. Then features are selected by selecting
randomly from the top non-empty bucket and initialized. Each time a candidate is selected as a
feature all the other candidates are revisited and moved down if it is close. This is repeated until
there are no more features to be found or the maximum number of features is reached.

4.3.2.2 Insertion into the filter

New features are immediately inserted into the filter with the median scene depth and a high vari-
ance. If the median depth is unknown, they are inserted at a preset depth. This allows features to
be used for tracking from the very beginning, but makes the filter vulnerable in scenes with large
variations in depth. The variation in depth is often limited in indoor scenes, but in outdoor scenes
this might be problematic.

4.3.3 Feature tracking

Since ROVIO[1] is a direct method, features are only implicitly tracked as a part of the filter itself.
The features are represented relative to the camera pose and only updated when the camera pose
is updated. This means that they are not tracked individually, but only as a part of the state of
the robot as a whole. During the IMU based prediction step the depth and feature locations are
moved according to the estimated motion and added uncertainty. During the the update step the
photometric error of the patches are used in the MAP update.

4.3.4 Outlier detection

ROVIO [1] employs three methods for outlier rejection: One Mhalanobis based rejection on the
innovation residual, a threshold on the photometric error and a quality check by comparing the
photometric error on nearby sampled locations.

Mahalanobis distance is a statistical measure for deviation from the mean of a distribution, cor-
rected for the variance.

Photometric error threshold simply removes tracked features where the total photometric error
from the prediction is over a fixed threshold. This has the unwanted side effect that features
with large variance are more easily discarded.

Cornerness check is a condition placed on each feature that nearby locations needs to make the
photometric error increase significantly in at least two of four directions. The nearby locations
is by default a fixed distance up, down, left and right.
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The Mahalanobis distance is similar to the eucledian distance metric, but weighted by the co-
variance:

d(x,y) =
√

(x−y)TΣ−1(x−y) (4.6)
where d(.) is the Mahalanobis distance, x is the predicted innovation, y is the obtained innovation
andΣ is the covariance of the predicted innovation. This is the standardway of definingMahalanobis
distance, but in the code it seems like the square root is left out. This is equivalent to the standard
version if the threshold is also squared.

The cornerness check samples four nearby points around the feature and evaluates the residual at
those points. If the residual is similar to the features residual, the tracker will struggle to differentiate
between them. I.e. the feature is difficult to track since the neighborhood of the feature looks similar
to the feature itself.

4.3.5 Feature pruning

That a feature is rejected by the outlier criteria in sec. 4.3.4, failed to converge or is out of frame does
not necessarily mean it is discarded immediately. ROVIO [1] considers the features performance
over time to decide if it should be pruned. ROVIO uses 3 statistical measures for removing features:

Global quality The ratio of tracking success of this feature.
Local quality The ratio of tracking success for this feature in theN most recent frames.
Local visibility The ratio the feature appearing in the frame in the lastM frames.

N andM are here constants which are set at compile time and are in general not the same.
The global quality is calculated straight forward as

Global quality= Tracked count
Total count since feature initialization (4.7)

The local qualities are approximated by a filtering approach instead of a sliding window. For
each new frame:

Local quality= Local quality ∗
(

1− 1
N

)

+Tracked ∗ 1
N

(4.8)

where "Tracked" is 1 if the feature is successfully tracked this frame and 0 elsewise.
Similarly the local visibility is calculated for each new frame as:

Local visibility= Local visibility ∗
(

1− 1
M

)

+Visible ∗ 1
M

(4.9)

where "Visible" is 1 if the feature is the camera’s FoV and 0 elsewhere.
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These statistics are then combined into a single criteria for whether the the feature should be
discarded:

Local quality ∗ Local visibility>U −(U −L) ∗Global quality (4.10)
If this is true, then the feature is kept. U and L are constants relating the global quality to the

other two. It is designed this way to be more permissive in the local metrics if the overall global
quality is good.

ROVIO does not only remove features to get rid of bad features. To keep the runtime bounded
there is a fixed limit for how many features which can tracked at the same time. To make space for
new features, which is needed when the camera moves to new environments, ROVIO therefore re-
moves features that failed tracking based on the above criteria if the total number of tracked features
is high.

4.4 Update step
The measurement ROVIO [1] uses for the update is a direct update from the photometric values in
the images. I.e. the residual from eq. 2.17a , (yk−h(xk,i)), is the photometric distance between the
values reprojected from a previous image and the pixel intensities of the current image.

[39] showed that the IEKF update step is equivalent to a recursive gauss-newton maximum
likelihood estimate optimization. I.e. the update step from sec. 2.3.3 is equivalent to optimizing

argmin
xk

‖

‖

xk−x−k ‖‖(P−k )−1
+‖
‖

yk−h(xk,i)‖‖Rk (4.11)

Notice that we can use the posterior estimates for the states and covariances in the cost function
since they are updated every step in the iteration. The left part includes the known information
about the state from the prediction step and the right part includes the measurement.

The innovation term, yk−h(xk,i) of ROVIO formulated as the photometric difference between
each reference patch and the current image:

e(p,I,I,D) =
∑

l∈{lmin,...,lmax}

∑

pj∈patch
Il(pj)−aIl(psl+Dpj)−b (4.12)

where
el,j(.) is the error for the patch pixel j at image pyramid level l].
p is the point in the image  which corresponds to the patch location.

Il is the reference patch at pyramid level l. I.e. the extracted image pyramid where each level is
6x6 pixels.
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Il is the current image pyramid at level l. This is not only a patch, but all pixels in the whole
image.

D is the linear warping matrix.
{lmin, ..., lmax} are the image pyramid levels used. The default is lmin = 1 and lmax = 2.
pj is the patch pixel locations. Together they make up the whole 6x6 patch.
a and b are affine brightness parameters to account for change in exposure or illumination between

the frames. They are estimated each frame, but not a part of the state.
sl is the scale factor to account for the fewer pixels in the subsampled images on the higher levels

of the image pyramid.
The error term e(.) from eq. 4.12 is not mimimized as is written here. The measurement vector

yk from eq. 4.11 the stacked Il(pj) from all the patches and aIl(psl+Dpj)−b is stacked to form
the corresponding h(xk,i).

Note that the innovation term in eq. 4.12 considers all the image pyramid levels at once. I.e. it
is not a scheme where the finer levels are initialized by the result from the coarser ones, but instead
ROVIO considers the full image pyramid each iteration.

Since the state contains structures which are not manifolds, e.g. rotations and bearing vectors,
the implementation is formulated with the ⊞ and ⊟ operators. This allows ROVIO to use a for-
mulation similar to that of vector spaces while remaining in the valid lie groups. For the exact
formulation and the all the different state transition equations please see [1].

The implementation of ROVIO does the update per feature, which implicitly assumes that the
features are uncorrelated. This is in general not the case since the feature patches may overlap. The
issue is reduced by extracting features sufficiently far away from other features, but in environments
with few features will they still be close. The change of perspective may also move features which
initially were apart in image closer to each other.

The mimization of eq. 4.11 is done with Gauss-newton optimization, which as shown by [39] is
equivalent to repeatedly doing the EKF update as in sec. 2.3.3. To do this ROVIO needs to calculate
the image gradients, which is done in the simple manner of

)I
)x
(x,y) =

I(x+1,y)−I(x−1,y)
2

(4.13a)
)I
)y
(x,y) =

I(x,y+1)−I(x,y−1)
2

(4.13b)

where I is the image and I(x,y) is the pixel at integer location (x,y). I.e. it does the diagonal pixels
of I(x+1,y+1).
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If a patch fails to converge ROVIO will try again multiple times with starting points spread out
along the uncertainty of the patch location. This is an alternative to using a higher image pyramid
level which is guided by the estimated uncertainty.

4.5 Notes on the multi camera case
In VIO it is in general feasible to have two(or more) cameras with overlapping field of view(FoV)
since it makes the depth observable and makes it possible to initialize from only a single view.
Typically, these stereo cameras are configured such that all cameras trigger at the same time. ROVIO
supports stereo cameras with or without overlapping FoV and integrates them into a joint filter
update. It defers processing an image until it has a pair and then it processes them both together.



Chapter 5

ROVTIO : RObust Visual Thermal Inertial
Odometry

ROVTIO is developed as a part of this thesis and a fork of ROVIO [1] and with elements from RO-
TIO [40]. The main changes from ROVIO are the adaptions required for unsynchronized cameras,
the use of full bit depth 16bit radiometric images in the filter update and the necessary logic for
fusing the two modalities.

33
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Chronological queue Input queue

IMU reading

Filter out by timestamp

TIme alignment

IMU prediction

IEKF image update

Outlier rejection

Feature pruning

Find new candidates

Select new features

Yes

Too few tracked features?

Calculate candidate
scores

Visual motion detection

Filter out by timestamp

Visual image

Filter out by timestamp

Time alignment

Input queue Input queue

Compare modalities

Thermal image

No
Drop frame?

Figure 5.1: An overview showing the modules from original ROVIOwhich is modified in ROVTIO.
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5.1 Tracking on 16bit images
Thermal cameras often obtain radiometric images at 14bit color depth per pixel, which makes it
necessary to use two byes to represent each pixel. ROVIO and most other VIO algorithms are made
to work with 8bit images, which then are not directly compatible with the 16bit representation.
This could be resolved by rescaling the 16bit image to 8bit, but that would be a suboptimal loss of
information. Selecting a fixed interval will then need to be very large to account for both the warmest
and coldest objects in the area of operation. Linearly rescaling a large interval, or in the extreme
case the whole original 14bit representation, will reduce the contrast. In many environments the
temperature in the scene is generally the same or very similar, which leads to low contrast in the
original 14bit image. Further degrading this will reduce the quality of feature tracking [30]. A
common alternative, which also often is implemented in the camera, is to dynamically change the
rescaling interval by considering the maximum and minimum reading of the image which is being
rescaled. This will reduce the loss of contrast to the minimum available without clipping. However,
this also means that the intensity will change between consecutive when warm or cold objects leave
the field of view(FoV). Motivated by this and the similar discussion in [30] the tracking of ROVIO
is adapted to use 16bit images without rescaling.

ROVIO originally uses floating points to represent the patches it uses for tracking, so the mini-
mum change needed to account for 16bit images is just the extraction of these patches. This solution
to the technical problem of color depth in the images, however, cloaks the the persistent issue that
the values in the images of different modalities are in a range which differs with orders of magnitude.
In theory the thermal images represented by floating points could be rescaled without loss of con-
trast, but this does not mean that it will be comparable to visual images. In fact, in the data analyzed
in this thesis the variations in the images seem to be more comparable when the thermal images are
unscaled. The raw intensity is in order of magnitude higher, but the gradients are sometimes in the
same range.

5.2 Time alignment of separate image streams
ROVIO originally uses stereo images which are exposed at the same time, i.e. the timestamps are
the same. It is possible to synchronize the triggers of thermal and visual cameras, but that is not
done in all robots. Specifically, the cameras do not trigger simultaneously in the data considered in
this thesis nor in the open VIVID [41] dataset.

Every step in the algorithm, feature detection and tracking, is modified to only use one of the
images in the stereo pair and to keep track of which of them that is updating. The incoming images
are left in two input queues until none of them are empty. Then the oldest of them is taken out and
inserted into the next queue for alignment with the IMU. This is repeated until one of them is empty
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at each new update. If one of the image streams stops providing images, the other queue will be
emptied without waiting for the stopped one. This may happen if one of them has a sensor failure
or during FFC for the thermal camera.

In difficult conditions ROVIO requires more runtime to complete an update due to more itera-
tions and more searching. Also, if ROVIO is running on a computer that runs other software, the
execution may be interleaved by other computationally demanding tasks. Both of these may cause
ROVIO to run slower than real time for short amounts of time. This would then cause the queues
for aligning the IMU and the images to build up and increase the latency of the estimator. Control
systems are in many cases very vulnerable to high latency, which may severely degrade control
performance. To avoid these spikes in latency ROVTIO stops adding new images to the alignment
queue if the queue is starting to fill up. To reduce the negative impact on the estimator performance,
only frames from the camera with the least amount of tracked features are dropped.

5.3 Selecting the most reliable modality
Due to runtime limitations, ROVIO[1] and ROVTIO are limited to a fixed set of features. If ROV-
TIO just selects features the same way ROVIO does, they will end up rather arbitrarily divided
between the modalities. This may not be optimal, and therefore the division of features between the
modalities is explicitly calculated.

Automatically deciding which of the frames that contains the most useful information for track-
ing is non-trivial, since the two cameras provide information from two different modalities. This
information is not directly comparable due to the different color depths. To get around this, ROVTIO
uses several indicators when deciding the best modality.

The first one is the area of the image which is found suitable for tracking. I.e. the modality
where the most feature candidates of a minimum quality can be found. This is in theory comparable
between the modalities since both sensors are projective imaging sensors. However, this does not
escape the underlying problem, since we need to find a fixed threshold for what is the minimum
accepted quality. This is suboptimal since the threshold only can be valid in a range of scenarios. If
both modalities are very good, the threshold will not differentiate well between them, since both will
have many features above. This is not a severe issue; if both modalities are good both can be used. It
is worse if both modalities have few features above the threshold. Then this indicator becomes more
a check for which modality that has the strongest features instead of which modality that has the
most features. In theory we could reduce this issue by having an adaptive threshold which moves
according to the performance of the best performing modality. However, such a scheme will be very
difficult to tune since the thresholds may not change with the same area and may not be changing
linearly.

To save runtime it uses the same features and scores which are used in the feature detection to
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evaluate which of the modalities that are best suited for tracking. The feature score which needs to
be above the given threshold is the same as used for feature extraction and is described in sec. 4.3.1.
One could consider to use the feature scores directly, but they appear to be very different between
the two modalities and not really comparable.

In addition to this indicator which considers the most recent frame, ROVTIO implements two
indicators based on the tracking history. One is the average feature lifetime. I.e. the average time
since first initialized over all existing features. This is based on the hypothesis that a modality
which is currently good for tracking will have long feature tracks. If both modalities are so good for
tracking that the features live until they leave the FoV, this score should on average be neutral. The
downside is that since it is only neutral on average, it may lead to some randomness in the result.

The second historical indicator is an approximation of the number of possible features for the
N last seconds. I.e. it is considering the history of the first indicator. Instead of keeping track of all
the previous scores it approximates them by recursively estimating the approximate average.

Historical modality score= Time since last update
N

Modality score (5.1)
This last indicator may help to smooth out short term changes in performance and make the

algorithm prefer the modality which is historically performing best. The downside is that it will
induce an unwanted hysteresis when switching between the modalities.

So far this section has described three indicators for which modality is the best: The modal-
ity score based on the detected features in the frames, the average feature lifetime and the historical
modality score. First, all of these are reformulated into a relative score compared to the other modal-
ity. I.e

Score= Indicator value
Sum of indicator value of both modalities (5.2)

Combining these in a total score can be done in different ways. After some trial and error,
ROVTIO ended up with three cases. If very few features are found in total, then no restrictions
are imposed and all possible features from both modalities are used. If that is not the case, and the
difference in "Historical feature score" is large enough to be decisive, the total score is

Total score=Historical feature score2 ⋅Modality score (5.3)
otherwise, the total score also includes the "Average feature lifetime":

Total score=Average feature lifetime2 ⋅Historical feature score2 ⋅Modality score (5.4)

Both are then scaled by a fixed scalar to reasonable range of scoring. Then the total score is
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multiplied by the maximum number of features it is possible to add to get the number of features to
add from this modality.

Results during the development of this modality selection scheme indicate that the accuracy
increases if ROVTIO relies only on a single modality instead of using two modalities. Partly based
on those indications and on the fact that the scheme described above worked better than the alterna-
tives, this formula for combining the different indicators is nonlinear. If a modality is a little good,
it quickly gets a high score and if it is a little bad, it quickly gets a low score. This is why the total
score is multiplicative instead of additive and why some of the factors are squared.



Chapter 6

Evaluation

This chapter evaluates the method on a series of datasets collected from a robot with a visual camera,
a thermal camera, an IMU and a high precision optical tracking system for accurate ground truth.
The developed method is compared with a similar method using a visual camera, ROVIO [1], and
an adaption of ROVIO for thermal cameras called ROTIO [42]

6.1 Datasets
The datasets used in this evaluation are collected by the Autonomous robots lab in the spring 2021
using a custom-made aerial robot. They are several sequences collected indoors in a room with a
Vicon tracking system. The illumination varies between the sequences to give varying conditions for
the visual camera and there is a varying amount of heated objects to provide different conditions for
the thermal camera. Table 6.1 gives an overview over the characteristics of the different sequences.

The Vicon optical tracking system requires sufficiently many observations of the robot at all
times. Some places during the trajectory the robot is partly outside of the FoV of the optical tracking
cameras, or they are occluded. If not enough of the markers are detected by enough of the cameras,
the rotation is estimated wrong. This shows up as spikes in the rotation error graphs in this chapter.
To reduce this problem the ground truth data is preprocessed to leave out the largest spikes, but not
all of them could be removed. This phenomenon can be recognized by thin spikes in rotation error
that occur at the same place for all three methods.

The utilized aerial robotic scouts called “Charlie” are based around a DJI Matrice M100 quadro-
tor platform and integrate a multi-modal sensor fusion solution combining LiDAR (Ouster OS-1),
a visual (FLIR Blackfly), a thermal camera (FLIR Tau2 LWIR) and inertial (VectorNav VN-100)
estimation. The aerial robot relies on Model Predictive Control (MPC) for its automated operation
and its controller and path tracker subscribe to the data provided by its multi-modal localization
and mapping system [40] and provide references to the onboard controller [43]. All the process-
ing takes place onboard and in real-time based on an Intel NUC-i7 (NUC7i7BNH) computer that

39
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further interfaces the attitude and thrust control unit from DJI. The LiDAR sensor integrated, the
Ouster OS-1, provides a horizontal and vertical field of view of FH = 360◦, FV = 30◦ respectively
and a maximum range of 100m. It is noted that the data from the LiDAR are not used in this study.
The visual FLIR Blackfly camera model type is BFS-U3-16S2M-CS and recorded at 720×540 res-
olution for purposes of efficiency. The thermal FLIR Tau2 camera has a resolution of 640× 512
pixels.

Figure 6.1: Illustration of the robot used to collect the datasets. The thermal and visual cameras are
visible in the front and the LIDAR is at the top. The IMU is not visible, but below the Intel NUC.
Courtesy of the autonomous robots lab.

The parameters that exist in ROVIO, ROTIO and ROVTIO due to similarity between the meth-
ods are tuned to the same values.
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Datasetname Enviroment Illumination Platform Motion
Sync Indoors, highly aug-

mented thermal
Partial Flying

quadcopter
Slow in the beginning,
then aggressive

LT1 Indoors, some thermal
augmentation

Partial Flying
quadcopter

Slow in the beginning,
then aggressive, little
yaw

LT2 Indoors, some thermal
augmentation

Partial Flying
quadcopter

Slow in the beginning,
then very aggressive,
little yaw

LT3 Indoors, some thermal
augmentation

Partial Flying
quadcopter

Aggressive manual
flight

ALT1 Indoors, no thermal
augmentation

Global Handheld Handheld walking mo-
tion

ALT2 Indoors, no thermal
augmentation

Global Handheld Handheld walking mo-
tion

The sync dataset is characterized by the very strong thermal augmentations and partial illumi-
nation. The camera tuns away from the illuminated part of the scene which makes visual tracking
difficult.

lt1, lt2 and lt3 have some heated objects in the scene, but less than the sync dataset. The scene is
partially illuminated, but the camera motion in lt1 and lt2 keeps the illuminated parts in the frame
during the whole sequence. lt3 alternates between light and dark frames.

The last two sequences are captured handheld instead of flying and are in a fully illuminated
room with no heated objects to assist thermal tracking. The strongest thermal features are from
the windows in the scene, but they are relatively far away from the camera compared to the visual
features.

Figure 6.2 shows a screenshot from the alt2 sequence. All of the datasets are collected in the
same room and this shows the room quite well. The illumination is only representative for alt1 and
alt2.

The illumination in the other sequences is more similar to the one shown in figure 6.3. There
it is an illuminated part in the center and darkness to the left and right. In lt3 and sync the camera
turns away from the illuminated part in the center, which shows up as in figure 6.4.
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Figure 6.2: Screenshot of the beginning of the alt2 sequence. Visual to the left and thermal to the
right.

Figure 6.3: Screenshot of the beginning of the lt3 sequence. Visual to the left and thermal to the
right.
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Figure 6.4: Screenshot from the lt3 sequence. It is taken after a while when the cameras are facing
away from the illuminated part. Visual to the left and thermal to the right.

6.2 Overview over the results
Figure 6.5 and figure 6.6 show an overview over the results of the different methods at the different
datasets. Figure 6.5 shows the mean error of the translational part of the pose and figure 6.6 shows
the mean error of the rotational part.

When ROVIO (and ROTIO and ROVTIO) lose track of too many features, the filter will con-
tinue providing localization data, but it will be very wrong. It will often estimate increasingly high
velocities, which makes the tracking worse and puts the estimate further and further away from the
truth. This is what happened in the sync dataset and the reason for ROVIOs poor performance there.

The methods compared here are all odometry methods, so it makes sense to also consider the
RPE. The ATE metric includes the accumulated drift which gives relatively higher impact to the
estimation errors early in the sequence compared to the estimation errors at the end. Figure 6.7 and
figure 6.8 show the mean RPE with over a distance of 3 m.

In many cases slow drift in the error is less bad than abrupt spikes in the error. One possible way
of quantifying this could be to consider the maximum RPE over a short distance. The largest RPE
would be the worst spot during the sequence for e.g. a feedback control system. The performance of
the worst spot must be above theminimum requirement for the system to be reliable. This is however
also prone to large movement in the beginning, before the filter has converged, and issues with
the vicon coverage. Figure 6.9 and figure 6.10 show the maximum RPE over 3m for the different
sequences.
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Figure 6.5: The mean translational ATE for the various datasets and the three different methods
methods in meters.
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Figure 6.6: The mean rotational ATE for the various datasets and the three different methods meth-
ods in degrees.
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Figure 6.7: The mean translational RPE for the various datasets and the three different methods
methods in meters.



CHAPTER 6. EVALUATION 47

Figure 6.8: The mean rotational RPE for the various datasets and the three different methods meth-
ods in degrees.
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Figure 6.9: The maximum translational RPE for the various datasets and the three different methods
methods in meters.
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Figure 6.10: The maximum rotational RPE for the various datasets and the three different methods
methods in degrees.
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6.3 Artificial degregation
The datasets considered in this thesis are collected indoors to be able to collect reliable ground
truth. This does, however, impose some restrictions on the diversity of the environment. The focus
of this thesis is degraded environments. Visually degrading an indoors environment is relatively
easy, the light can be turned off. Thermally degrading an indoors environment is less easy. The
windows, walls and objects will have different emissivity and create trackable features. In addition
it is difficult to create controlled variations of degregation in real conditions. Both of these motivate
an evaluation on artificially degraded data with gradual increase in degregation.

A very common form of of visual degregation is lack of illumination in the scene. An effect
similar to low light can be artificially achieved by subtracting a fixed value � from all pixels in the
image. All texture which is darker than � will disappear and cannot be used for tracking. The texture
with magnitude larger than � is still as distinct as it was and still as good for tracking.

∀x,y|I(x,y) = Iraw(x,y)−� (6.1)
Unlike visual cameras, thermal cameras are not dependent on illumination to work. Thermally

degraded environments typically have a uniform temperature and similar emissivity. The artificial
degregation of the thermal images is therefore not created the same was as for the visual images, but
instead is created by multiplying each pixel with a scalar � ∈ [0,1]. This will reduce the strength of
all features, which in theory should make them worse to track. However, the noise is also reduced,
so the quality of the features remains the same. The score given to each feature (see sec. 4.3.1) will
be reduced in these degraded images, so all of these methods will extract less features than in the
equivalent non-degraded ones.

∀x,y|I(x,y) = �Iraw(x,y),� ∈ [0,1] (6.2)
Neither of these degregations, and in particular the thermal degregation, accurately simulates

physical degregation. However, they both reduce the number of tracked features. I.e. the impact
these degregations have on the algorithms might be similar to the impact of environments with few
features.

Figures 6.11-6.16 show the performance in ATE and RPE of the three compared algorithms.
The selected range of degregation means that it starts at a significant level of degregation.

Several of the cells in figure 6.11 have errors in the hundreds. This is because these algorithms
use the filter state to assist in the feature tracking. When the estimated velocities are wrong, track-
ing fails and the velocities increase more and more. The result is a long trajectory racing towards
infinity. This leads to high translational errors, but for sequences without much rotational motion,
the rotational error might be smaller.

Unsurprisingly the performance drops along the axis of increasing degreagation for the sin-
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Figure 6.11: The mean translational ATE on the lt3 sequence for different forms of artificial and
thermal degregation inmeters. The error is given inmeters. Themagnitude of the visual degregation
is subtracted from each pixel in the visual image and the magnitude of the thermal degregation is
multiplied with each pixel in the thermal image. The left column is the results of ROVIO, the bottom
row is the results of ROTIO and the block in the middle is the results of ROVTIO.
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Figure 6.12: The mean rotational ATE on the lt3 sequence for different forms of artificial and ther-
mal degregation in degrees. The magnitude of the visual degregation is subtracted from each pixel
in the visual image and the magnitude of the thermal degregation is multiplied with each pixel in
the thermal image. The left column is the results of ROVIO, the bottom row is the results of ROTIO
and the block in the middle is the results of ROVTIO.
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Figure 6.13: The mean translational RPE over 3m on the lt3 sequence for different forms of artificial
and thermal degregation in meters. The magnitude of the visual degregation is subtracted from each
pixel in the visual image and the magnitude of the thermal degregation is multiplied with each pixel
in the thermal image. The left column is the results of ROVIO, the bottom row is the results of
ROTIO and the block in the middle is the results of ROVTIO.
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Figure 6.14: Themean rotational RPE on the lt3 sequence for different forms of artificial and thermal
degregation in degrees. The magnitude of the visual degregation is subtracted from each pixel in
the visual image and the magnitude of the thermal degregation is multiplied with each pixel in the
thermal image. The left column is the results of ROVIO, the bottom row is the results of ROTIO
and the block in the middle is the results of ROVTIO.
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Figure 6.15: The max translational RPE over 3m on the lt3 sequence for different forms of artificial
and thermal degregation in meters. The magnitude of the visual degregation is subtracted from each
pixel in the visual image and the magnitude of the thermal degregation is multiplied with each pixel
in the thermal image. The left column is the results of ROVIO, the bottom row is the results of
ROTIO and the block in the middle is the results of ROVTIO.
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Figure 6.16: The max rotational RPE on the lt3 sequence for different forms of artificial and thermal
degregation in degrees. The magnitude of the visual degregation is subtracted from each pixel in
the visual image and the magnitude of the thermal degregation is multiplied with each pixel in the
thermal image. The left column is the results of ROVIO, the bottom row is the results of ROTIO
and the block in the middle is the results of ROVTIO.
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gle modality algorithms and along the diagonal of increasing both degregations for ROVTIO. It is
perhaps more surprising that for the rows of low visual degregation and columns of low thermal de-
gregation, the performance does not decrease monotonically. E.g. for a visual degregation of 110,
the worst mean translational RPE is with 0.2 in thermal degregation. Both more and less thermal de-
gregation leads to lower mean translational RPE. When both modalities have low degregation, both
are good and can be useful for tracking. When the degreation in one of the modalities increases, the
quality of the feature tracks in that modality gets worse, which leads to poorer performance. When
the degregation gets even worse, the features in the most degraded modality will not be detected and
ROVTIO relies on the least degraded modality. Just relying on the least degraded modality gives
less poor feature tracks and the better performance observed in this table.

6.4 Handoff
One of the scenarios where it is beneficial to use both thermal and visual cameras is in environ-
ments which alternate between untrackable in one of the modalities while the other still works. One
interesting question is then how the algorithm responds to change in the dominating modality; this
change is here called a “handoff”.

To emulate this I artificially create these conditions by stopping the two image streams one at
the time. This is not a completely realistic test since it is much easier to detect the handoff when
the image stream is completely stopped. Furthermore, in many real world handoffs the number of
features in the former modality will decline gradually, instead of this abrupt removal.

The trajectory used for the handoff is shown in figure 6.17.
Figure 6.19 illustrates when the handoff happens. The blue line is the tracked visual features

and the yellow line is the tracked thermal features. The yellow line starts and stays at 0 for a while
until the blue line stops. This is because ROVTIO does not start using the thermal features in the
beginning

Figure 6.18 shows that the translational error drifts almost one meter after the handoff, while the
rotational error hardly drifts at all. This might be because the motion during the handoff is mostly
translating away from the observed scene without rotation.

This handoff was from visual being good to thermal being good. It is interesting to see if it is
different the other way too. Figure 6.20 shows the trajectory when transitioning from thermal to
visual.

Figure 6.21a shows that the translational drift before the handoff is very similar to the drift in the
other case(fig. 6.18a) before the handoff, but the increase in error after the handoff is much smaller.
The probable reason is shown in fig. 6.22 where the number of features is changing more gradually.
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Figure 6.17: The topside view of the trajectory from the handoff. The visual modality was inter-
rupted at the lower side of the rectangle.
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Figure 6.18: The translational drift and the rotational drift during the handoff
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Figure 6.19: The number of tracked features per modality during the handoff.
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Figure 6.20: The topside view of the trajectory from the handoff. The visual modality was inter-
rupted at the lower side of the rectangle.
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Figure 6.21: The translational drift and the rotational drift during the handoff
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Figure 6.22: The number of tracked features per modality during the handoff. X-axis in meters
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6.5 SYNC
In figure 6.5 we see that the ATE of ROVIO is far higher than the other two. This is because the
filter lost track early in the sequence and never recovered the correct velocity. The beginning of
the sequence is only partially illuminated and not enough for ROVIO to initialize a consistent map
before it drifted away.

The sync sequence is partially illuminated with a lamp that illuminates around half of the scene.
The other half is partially completely black with almost no trackable visual features. Several heaters
and a heated cable are placed in the scene tomake thermal tracking easier. These provide very strong
thermal features.

The impression from figure 6.23 and 6.24 is that ROVIO failed tracking early and the other two
are quite similar. ROTIO is slightly better, note the scale of the y-axis.

Figure 6.25 shows the average feature lifetime of all the successfully tracked features. The first
seconds is before takeoff, which means that the camera is stationary and features do not appear nor
disappear. This leads to the linearly increasing feature lifetime in the beginning. ROVTIO has a few
situations where all the thermal features disappear. This is because ROVTIO drops all the thermal
features during FCC and instead relies on visual tracking.

Figure 6.25 shows that ROVTIO is using visual features where ROVIO also finds visual features
and thermal features elsewhere. This leads ROVTIO to switch back and forth between the two
modalities when the camera moves through the scene.
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(c) ROVTIO
Figure 6.23: The translational deviation from ground truth compared with distanced traveled for the
sync dataset. Notice the scale on the y-axis which goes up to 10 km for ROVIO.
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Figure 6.24: The rotational deviation from ground truth compared with distanced traveled for the
sync dataset.
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(b) ROTIO
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(c) ROVTIO
Figure 6.25: The number of tracked features over time sync dataset. Blue is the number of visual
features and yellow is the number of thermal features.
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(a) ROVIO

0 10 20 30 40 50 60 70
Distance traveled [m]

0

2

4

6

8

Av
er

ag
e 

fe
at

ur
e 

ag
e 

[s
]

Average age of features rotio on sync

(b) ROTIO
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(c) ROVTIO
Figure 6.26: The average age of the features in the scene at any given time during the sync dataset.
The discontinous jumps in the graph occurs when there is no tracked features. Blue is the average
lifetime of the of the visual features and yellow is the average lifetime of the thermal features.
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6.6 LT3
The lt3 sequence has some thermal augmentation, but less than the sync sequence. In isolation this
makes it more difficult to use the thermal modality for tracking, but the conditions are still good.
The illumination in the scene is a single lamp illuminating parts of it. In parts of the sequence the
cameras are pointed away from the illuminated part, which makes visual tracking more difficult.
Nevertheless, ROVIO finishes the whole sequence without losing track as in the sync sequence.

The large spikes in the beginning in fig. 6.28 are due to a failure in the vicon tracking which
was not fully filtered out. This also results in other smaller spikes in that figure and other figures in
this chapter.

Figure 6.27 shows the deviation from ground truth for the three different methods.
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Figure 6.27: The translational deviation from ground truth compared with distanced traveled for the
lt3 dataset.
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Figure 6.28: The rotational deviation from ground truth compared with distanced traveled for the
lt3 dataset.
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(c) ROVTIO
Figure 6.29: The number of tracked features over time lt3 dataset.
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(c) ROVTIO
Figure 6.30: The average age of the features in the scene at any given time during the lt3 dataset.
The discontinous jumps in the graph occurs when there is no tracked features.
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6.7 ALT2
The alt2 sequence has good illumination, but no thermal augmentation. It is still indoors so there
are quite a lot of good thermal features. However, there are none of the very strong ones which are
in the sequences with thermal augmentation.

Figures 6.31-6.34 show the errors and the feature statistics during the run. An interesting result
to notice is that ROVTIO after approximately 100m does a sharp turn away from the true yaw.
Figure 6.34c shows that this coincides with a gradual shift from visual to thermal and an abrupt
change back to visual again.
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(c) ROVTIO
Figure 6.31: The translational deviation from ground truth compared with distanced traveled for the
alt2 dataset.
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Figure 6.32: The rotational deviation from ground truth compared with distanced traveled for the
alt2 dataset.
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(c) ROVTIO
Figure 6.33: The number of tracked features over time alt2 dataset.
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(c) ROVTIO
Figure 6.34: The average age of the features in the scene at any given time during the alt2 dataset.
The discontinous jumps in the graph occur when there are no tracked features.



CHAPTER 6. EVALUATION 74

6.8 Direct and indirect
ROVIO, and thereby ROVTIO, also implements an indirect mode where the update instead is based
on KLT tracking and a traditional reprojection error update. It uses the same feature detection,
same pixels and same gradients as the direct update, but uses them first to track the location of the
patches and then the optical flow to calculate the movement. This should in theory give a good
comparison between the two estimation formulations. The update noise is not directly comparable,
but approximately tuned to best performance in both cases.

direct indirect
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Figure 6.35: The mean translational ATE in meters for the direct and indirect formulation of ROVIO
on the different datasets.

Figures 6.35-6.40 show the results on the different datasets. We see that the direct approach per-
forms slightly better than the indirect approach by most measures. The exceptions are the rotational
error metrics in some of the sequences.
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Figure 6.36: The mean rotational ATE in degrees for the direct and indirect formulation of ROVIO
on the different datasets.
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Figure 6.37: The mean translational RPE in meters over a 3m interval for the direct and indirect
formulation of ROVIO on the different datasets.
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Figure 6.38: The mean rotational RPE for the direct and indirect formulation of ROVIO on the
different datasets.
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Figure 6.39: The max translational RPE in meters over a 3m interval for the direct and indirect
formulation of ROVIO on the different datasets.
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Figure 6.40: The max rotational RPE in degrees over a 3m interval for the direct and indirect for-
mulation of ROVIO on the different datasets.



Chapter 7

Discussion

7.1 Selecting a starting point.
For this project it is desirable to start with an existing method to save some time implementing it.
There are several relevant methods that can be used, which are listed in table 3.1 and table 3.2.

The goal is to develop an odometry estimation algorithm using inertial measurements, visual
images and thermal images for greater robustness. Starting out with a visual inertial odometry
algorithm is then feasible, since it already implements some of the key aspects.

The next question is whether a graph based method or a filter based method is the most feasible.
[23] argues that graph based methods are the better choice, but there are several differences between
this case and their assumptions. The first difference is that this case is visual inertial, but [23] ana-
lyzes a pure visual scenario. Adding inertial measurements to the graph in the form of preintegrated
factors [44] significantly increases the computational load of the system [17]. However, it ingrates
very well in the prediction step of filtering methods. Secondly, [23] only considers EKFs, but other
more sophisticated filters have been developed, e.g. IEKF from [1]. There has also been significant
progress for graph based methods, most notably the incremental methods [21]. The third differ-
ence which favors filter based methods is the need for a computationally fast algorithm. Since the
adaption will process the thermal images and the visual images in separate updates, the algorithm
needs to be fast enough to process them at a rate twice the normal framerate. The discussion in [23]
argues that there are indications suggesting that filtering methods are the most feasible when the
processing budget is limited.

It is not obvious whether a direct, indirect or semi-direct method is the most feasible. The trend
in the visual navigation community seems to be going away from dense direct methods to sparse
direct methods [15] [27] [45]. Earlier work indicates that descriptors made for visual images are
not directly transferable to thermal images [46]. This leaves us with direct sparse algorithms and
klt-based indirect algorithms, which both may be feasible options.

Several of the methods mentioned in chapter 3 are various types of VSLAMmethods which also

80
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use either mid term associations or long term associations. This is out of scope for this thesis, but
these methods can still be used as a starting point.

ROVIO is selected as the starting point after these considerations and good results in the pre-
liminary tests. Earlier work has also been done on ROVIO with the Autonomous robots lab, which
simplifies the creation of ROVTIO.

7.2 Evaluation

7.2.1 Artificial degregation

The main strong and persistent pattern observable from the artificial degregation study is that more
degregation leads to worse metric results. The single modality methods have a gradual change of
worsening performance with increasing degregation and ROVTIO gets gradually worse when both
get worse. This is particularly visible in figure 6.13. This is to be expected as the different algorithms
have less features to track. There are some outliers in the others, and the column with a thermal
degregation 0.05 could appear to be better than the columns immediately to the left in fig. 6.11, but
this might be a dataset specific issue from which not many conclusions can be drawn.

The second observation we can make is that ROVTIO is persistently performing better that the
two single modalities. This indicates that ROVTIO can exploit the data from both modalities even
when both are poor or one is poor and the other is good.

The last observation from this experiment to mention is that ROVTIO shows robustness to one
of the modalities being too degraded for the single modality keep track. I.e. if one of the modalities
has low degregation, ROVTIO will perform relatively well, at least compared to when both are
good. This indicates ROVTIO has some added robustness compared to ROVIO and ROTIO. Also
when both modalities fail to track, i.e. the upper half of the right most column in fig. 6.13, the error
is far smaller than for the single modality methods. 30% mean RPE drift is quite high and in most
scenarios unacceptable. Still, the filter does not completely lose track and diverges as in the case of
ROVIO and ROTIO. While still not useful, it indicates that some robustness is gained in this case
too. Future development may be able to exploit this better and achieve acceptable accuracy.

7.2.2 Handoff

The results in section 6.4 show that the handoff from thermal to visual has a far smaller negative
impact than the handoff from visual to thermal. The main reason is probably that from thermal to
visual it finds a few features before thermal dies, but from visual to thermal there is a brief moment
where it has to reinitialize. From figure 6.17 it seems as if the scale is suffering from the handoff
and needs to be reinitialized. This supports the hypothesis of the few features obtained during the
handoff being the difference. These features can then be initialized with the accurate scale from the
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existing thermal map and then be used afterwards. For the case of visual to thermal there are no
new features and the scale has to converge from the initial guess. In theory, the correct scale and
depth of the features could have been obtained from the estimated motion from the IMU. The biases
of the IMU have converged and the motion could probably have estimated relatively accurately for
the next seconds. ROVTIO (as with ROVIO), however, does not do this, it initialized all features
at a fixed depth the frame they are observed. The depth of the features probably converges faster
with the already estimated biases compared to the initial initialization, but not fast enough to avoid
a significantly reduced performance.

The relevance of this experiment to real world handoffs is not one to one. The abrupt stop of the
image stream makes the handoff easier to detect for the algorithm, so it does not try to keep finding
features in the declining modality. Perhaps more importantly it goes the other way. The handoff in
the sequences used in this thesis occurs due to the camera moving between regions with different
illumination. Then there is time during the transition where the old modality is getting worse and
ROVTIO starts finding features in the new modality. It also means that features that were good
enough for initialization can be tracked until they leave the field of view.

Despite the constraints of this experiment it indicates that it is feasible with a few features in
the new modality during a handoff. One could then argue that ROVTIO should keep a minimum
of features in each modality at all times, instead of possibly relying on only one of them. Then
ROVTIO would always be prepared for a handoff.

7.2.3 Direct and indirect

We see from the figures 6.35-6.40 that the direct approach in total performs slightly better than the
indirect approach in estimating translation. This is in line with the results from the original ROVIO
paper [1]. For rotation the overall impression is the opposite, that the indirect approach slightly
outperforms the direct approach. Poor estimates of rotationwill also impact the estimated translation
in the long run, but it does not seem to change the trend for these sequences. The difference in
rotation error is relatively small and the sequences are relatively short.

The issue of fusing the two different modalities that are not directly comparable could in theory
have been mitigated by using an indirect method. Then we are no longer fusing measurements from
different sensors, but bearing vector correspondences in pixels. This experiment, however, indicates
that this does not help, and that the direct fusion approach is still feasible.



Chapter 8

Conclusions, Discussion, and
Recommendations for Further Work

8.1 Summary and Conclusions
This thesis introduces, describes and evaluates ROVTIO, which can fuse asynchronous thermal,
visual and inertial measurements for estimating the odometry of the robot. The evaluation indi-
cates that ROVTIO can use both modalities to improve the accuracy in degraded coditions. The
robustness is increased for ROVTIO compared to ROVIO/ROTIO by being able to rely on the other
modality when one modality is poor. The integrity is nonexistent for both of ROVTIO and ROVIO,
it has not been a focus for this thesis. Neither has the continuity, but it is still slightly better than
nothing due to the IMU,the same as ROVIO. The latency is not studied extensively in this thesis,
but it was experimentally observed that the latency of ROVTIO is higher than that of ROVIO.

The handoffs study indicates that ROVTIO does not handle handoffs from visual to thermal well.
This is to some extent visible in the real world sequences which contain handoffs, but the resulting
drift is much smaller. I.e. it seems like it handles real world handoffs better than the artificial ones.
This can probably be reduced by always keeping a few features in both modalities or by reducing the
influence of the “Historical modality score” indicator in the modality selection. Experience from
the development of ROVTIO indicates that this will lead to a slight reduction in the accuracy.

In the debate between direct methods and indirect methods, this thesis indicates that direct meth-
ods are favorable. This is, however, the same result that ROVIO [1] had, so the result has to be
considered to be expected. However, this thesis indicates that direct is the better option also on
thermal and also when fusing both.
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8.2 Further Work
This project identified several interesting direction for future work:

1. The work in this thesis was constrained by the sensor platform used in the assessed datasets.
The most significant constraint is that the visual camera and thermal camera are not triggering
simultaneously. If the cameras had been triggered simultaneously the update step could have
been implemented as a joint update of both modalities. This would lead to an even update rate,
it would be a smaller compromise to differentiate between the modalities, the computational
load would be smaller since the update overhead could be done rarer. This would probably
also in isolation make the update more precise and increase accuracy.

2. ROVTIO (and ROVIO) initialize the map by initializing the features at a fixed depth and then
require the feature depth to converge to the true depth during operation. This is nice because
ROVIO can start providing localization data from the second frame, but the reliability of the
localization before the convergence of the filter is poor. It is also observed that this approach
is susceptible to divergence in the beginning. E.g., the failure of ROVIO on the sync sequence
was in the beginning before the filter had converged. It is an interesting line of future work
to explore an explicit SfM-based visual thermal inertial initialization procedure. E.g. adapt
something like the ORBSLAM3 initialization [47] or the VINS-mono initialization [48].

3. This final point is not really a future work direction in visual thermal inertial fusion, but only
in thermal (inertial) navigation. Thermal cameras are in theory factory-calibrated to give the
correct temperature, but in some of the sequences, lens artifacts are visible. Typically there
was a little vignetting in the corner(s) of the image. The thermal images also have visible,
persistent noise along the rows and columns of the pixel array. It would be an interesting
future study to explore options for photometric/radiometric calibration of the thermal cameras.
This is typically done by the manufacturer, but it would be interesting to see whether better
performance can be obtained.

Of course, there aremany other things that can be improved uponROVTIO, including themodal-
ity selection criteria and runtime optimizations. However, the ones listed above are in the opinion
of the author the most interesting self-contained aspects to study next.



Appendix A

Acronyms

ARS Attitude rate sensor
ATE Absolute trajectory error
DSO Direct sparse odometry [15]
DoF Degree of freedom
EKF Extended kalman filter
FAST Fast accelerated segment test [38]
FoV Field of view
GNSS Global navigation satellite system
IEKF Iterated extended kalman filter
IMU Inertial measurement unit
MAP Maximum a posteriori
MAV Micro aerial vehicle
NED North East Down
ROVIO Robust visual inertial odometry [1]
RPE Relative pose error
SLAM Simultaneous localization and mapping
SNR Signal to noise ratio
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TIO Thermal inertial odometry
TO Thermal odometry
VIO Visual inertial odometry
VO Visual odometry
VSLAM Visual simultaneous localization and mapping
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