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a b s t r a c t

Due to heat prosumers' dual roles of heat producer and heat consumer, the future district heating (DH)
systems will become more flexible and competitive. However, the current heating price models have not
yet supported the reverse heat supply from prosumers to the central DH system, which means the
prosumers would gain no economic benefit from supplying heat to the central DH system. These uni-
directional heating price models will reduce interest in prosumers, and thus hinder the promotion of
prosumers in DH systems. This study aimed to optimize prosumers' economic performance under the
current heating price models by introducing water tank thermal energy storage (WTTES). A dynamic
optimization problem was formulated to explore prosumers' economic potentials. The size parameter of
WTTESs was swept in prosumers to obtain the optimal storage size considering the trade-off between
the payback period and the heating cost saving. The proposed method was tested on a campus DH
system in Norway. The results showed that the prosumer's annual heating cost was saved up to 9%, and
the investment of WTTES could be recovered in less than ten years. This study could provide guidelines
on improving prosumers' economic performance and promote the development of prosumers during the
transformation period of DH systems.
© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Buildings account for a large share of total energy use and
contribute to global warming considerably. In the European Union
(EU), buildings are responsible for approximately 40% of total en-
ergy use and 36% of greenhouse gas emissions [1]. Space heating
(SH) and domestic hot water (DHW) systems, as essential parts of
building energy systems, play an important role in buildings' en-
ergy use. For example, in the residential sector of the EU countries,
about 80% of the energy use is for SH and DHW [2,3]. District
heating (DH) systems can satisfy buildings' heat demand in an
energy-efficient and environment-friendly way [4]. Due to these
merits, DH systems are competitive compared with alternative
heating technologies, especially for urban areas with concentrated
heat demand. Currently, more than four thousand DH systems are
working successfully in Europe [5], and the national heat market
ier Ltd. This is an open access artic
share for DH systems can reach 60% for some areas [6e8]. However,
DH systems' competitiveness is weakened by several challenges,
such as the considerable distribution heat loss caused by high
distribution temperature and the shrinking heat market due to the
improving building efficiency [4]. To deal with these challenges and
stay competitive, the current second and third generation DH sys-
tems are transforming to the fourth and fifth generation DH sys-
tems [9e12]. The transformation includes decreasing distribution
temperature and upgrading infrastructure, and hence reduces the
distribution heat loss and opens the door to more free heat such as
renewables and waste heats.

For the future DH systems, renewables and waste heats may be
integrated into the user side as distributed heat sources (DHSs)
besides the central DH system. These end-users with DHSs are
called heat prosumers due to their dual roles of producer and
consumer. Fig. 1 illustrates examples of heat prosumers in a DH
system. The block Individual Prosumers in the upper right of Fig. 1
shows different types of individual prosumers that integrated
into the central DH system, these prosumers maybe a building
installed with solar panels, a food store with waste heat from the
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

CHP Combine heat and power plant
CV(RMSE) Coefficient of variation of the root mean square

error
DC Data centre
DH District heating
DHW Domestic hot water
DHS Distributed heat source
EDC Energy demand component
FDC Flow demand component
FXC Fixed component
HE Heat exchanger
LDC Load demand component
MS Main substation
NLP Nonlinear programming
NMBE Normalized mean bias error
R2R Extraction from the return line and feed into the

return line
R2S Extraction from the return line and feed into the

supply line
S2S Extraction from the supply line and feed into the

supply line
SH Space heating
TES Thermal energy storage
WTTES Water tank thermal energy storage

Fig. 1. Schematic illustrates example
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refrigeration system, or a factory with waste heat from the pro-
duction process. In addition, the block Community Prosumer in the
lower right of Fig. 1 presents a community prosumer with end-
users and DHSs. These end-users are a cluster of buildings that
may contain residential buildings and commercial buildings, and
the DHSs may be a data centre (DC) with waste heat from its
cooling system and a micro combine heat and power plant (CHP).
Different from the individual prosumers connecting to the central
DH system directly, the community prosumer is connected to the
central DH system via the main substation (MS), and hence the
management of the community DH system can be separated from
the central DH system. For both the individual prosumers and the
community prosumers, it allows bidirectional heat flow between
the prosumers and the central DH system. Therefore, the pro-
sumers may be supplied with heat from the central DH system
during high heat demand periods, and feed surplus heat from their
DHSs to the central DH system during low heat demand periods.

There is a growing interest in prosumers in DH systems. Nord
et al. [13] and Licklederer et al. [14] proposed methods to model
heat prosumer-based DH systems. Marguerite et al. introduced a
tool to optimize the design and operation of prosumers [15]. Pipi-
ciello et al. developed a new type of substation for heat prosumers
in DH systems [16]. Nielsen et al. [17], Brand et al. [18], and Gross
et al. [19] investigated the impacts of prosumers on DH systems.
Huang et al. reviewed the applications of DCs as prosumers in DH
systems [20], and Kauko et al. studied the impacts of DCs and su-
permarkets as prosumers in DH systems [21]. Previous research has
proposed the methods to design and operate prosumers and
demonstrated the economic benefits of introducing prosumers in
s of prosumers in a DH system.



H. Li, J. Hou, Z. Tian et al. Energy 239 (2022) 122103
DH systems. However, there is limited research focusing on opti-
mizing prosumers' economic performance, especially under the
current heating price models. During the transformation period of
the DH system, despite some successful projects with bidirectional
heating price models, the widely used heating price models have
not supported the reverse heat supply from the heat prosumers to
the central DH system, which means the prosumers would gain no
economic benefit from supplying heat to the central DH system
[22]. These unidirectional heating price models are reducing peo-
ple's interest in heat prosumers, and thus hindering the promotion
of prosumers in DH systems. Therefore, further research is needed
to optimize prosumers' economic performance under the current
widely used heating price models during the transformation period
of the DH system.

The current widely used heating price models charge the
heating cost of heat prosumers based on both the heat use and the
peak load [22]. Therefore, the two possible ways to optimize heat
prosumers' economic performance are: 1) increasing the self-
utilization rate of heat supply from prosumers' DHSs, and hence
reducing the heat supply from the central DH system, and 2)
shaving prosumers' peak load by shifting parts of central DH sys-
tem's heat supply from peak hours to non-peak hours. Thermal
energy storages (TESs) have been proven to be good at achieving
the above goals. Firstly, TESs may be used to relieve the mismatch
between prosumers' heat supply from DHSs and buildings' heat
demand [23e27]. Consequently, less heat is fed to the central DH
systemwhen surplus heat exists, and the self-utilization rate of the
heat supply from prosumers' DHSs is increased. Secondly, TESs may
shift the central DH system's heat supply from peak hours to non-
peak hours, thereby shaving the peak load of the heat prosumers
[28e30]. However, one barrier to the integration of TESs into pro-
sumers is their high investment costs and the economic risk of long
payback periods. Therefore, further research is needed to explore
the economic feasibility of introducing TESs to prosumers under
current heating price models.

This study aimed to break the above economic barrier through
the optimal operation of heat prosumers with TESs and the optimal
sizing of TESs. Firstly, a water tank thermal energy storage (WTTES)
was chosen as short-term TES and integrated into a prosumer. Af-
terwards, a dynamic optimization problem was formulated aiming
to explore the economic potential of the heat prosumer with TES.
The economic performance of the prosumer with TES was evalu-
ated in terms of heating cost saving and payback period. Finally, the
size parameter of WTTES was swept to obtain the optimal storage
size considering the trade-off between the payback period and the
heating cost saving. The proposed method was tested on a campus
DH system in Norway, which received heat from the central DH
system, meanwhile, had its own DHS with waste heat recovery
from the university DC. The main contributions of this study are
summarized as the following. Firstly, the technical contribution is
to support the transformation of current DH systems towards
completely renewable-based DH systems with DHSs by optimizing
prosumers' economic performance under the current heating price
models, which is a practical but rarely addressed problem. Sec-
ondly, the scientific contribution is to use the technique of
combining dynamic optimization and parameter’ sweeping to
explore prosumers' economic potentials considering the economic
feasibility after introducing TESs. Thirdly, the practical contribution
is to provide more comprehensive recommendations for heat
prosumers and DH companies to understand the effect of the peak
load definition on the economic performance of heat prosumers.
This study provides guidelines on improving prosumers' economic
performance during the transformation period of the DH system,
and thus promote the development of the heat prosumers in DH
systems.
3

The remaining of the article is organized as follows. Section 2
proposes a generalized heating price model based on the current
widely used heating price models, afterwards introduces the sys-
tem design and operation strategy aiming to optimize prosumers'
economic performance under the generalized heating price model
by using short-term TESs. Section 3 introduces the background of
the case study, meanwhile provides information on research sce-
narios and simulation settings. Section 4 investigates and compares
different scenarios' performance in terms of energy and economic
indicators. Section 5 discusses the effects of the peak load definition
on prosumers' economic performance and investigates the
WTTESs' thermoclines during charging and discharging processes.
Section 6 concludes this study.

2. Method

This section introduces the method to optimize prosumers'
economic performance under current heating price models by us-
ing WTTESs. Firstly, a generalized heating price model is proposed
based on the current widely used heating price models. Afterwards,
considering the generalized heating price model, the system design
for prosumers with the WTTESs and the optimization problem
aiming to minimize the prosumers' heating cost are given. Mean-
while, the models and constraints used in the optimization prob-
lem are presented. Finally, the economic indicators used to evaluate
prosumers' performance are introduced.

This study was based on numerical simulation. The DH system
model was built using the Modelica language, which is an object-
oriented language to conveniently model physical systems [31].
The optimization was performed with JModelica.org, which is an
open-source platform for the simulation and optimization of
complex dynamic systems [32]. For the optimization process based
on the JModelica.org platform, the formulated infinite-dimensional
optimization problem was transcribed into a finite-dimensional
nonlinear programming (NLP) problem through Direct collocation
[33]. Afterwards, the obtained NLP problem was solved by NLP
solvers in the following steps. Firstly, the inequality constraints in
the NLP problem were eliminated using the interior-point method
[34]. Then a local optimum for the NLP was achieved by solving the
first order Karush-Kuhn-Tucker condition, using iterative tech-
niques through Newton's method.

2.1. Generalized heating price model

Although heating price models vary with local DH companies, a
generalized heating price model was defined and was used in the
optimization of prosumers' economic performance. This general-
ized heating price model was defined as suggested in the review
paper of [22], where the current heating price models may include
four components: fixed component (FXC), flow demand compo-
nent (FDC), energy demand component (EDC), and load demand
component (LDC). The FXC is paid to connect to the central DH
system. The FDC is charged based on the volume of the hot water
used to deliver heat and is intended to motivate the low return
temperature. The LDC covers the DH companies' cost to maintain a
certain level of capacity for the peak load, the initial investment of
new facilities, depreciation, etc. It is charged based on the peak load
of the end-users. The EDC covers the fuel cost and is charged based
on the total heat use of end-users.

Based on the review article of [22], the existence and the average
share of each component for the Swedish DH systems are illus-
trated in Fig. 2. About half of the heating price models include the
FXC (60%) and the FDC (50%), however, they only account for 1e2%
of the total heating cost. In contrast, the LDC and the EDC are the
most commonly used components. About 87% of the current

http://JModelica.org
http://JModelica.org


Fig. 2. The existence (a) and average share (b) of each component in investigated heating price models [22].
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heating price models have the LDC, and all the current heating price
models have the EDC. They together account for 96% of the total
heating cost. There are technical-economic reasons for the config-
uration of a heating price model. All the DH companies want to
cover their production cost and therefore the EDC is always
included. For newer DH companies that may be oversized than the
current heat demand, the most important component to charge the
customers is the EDC. In addition, for existing DH companies that
may have issues in further capacity increase, more effective utili-
zation of the existing capacities is crucial and therefore the LDC is
becoming very important and valuable. According to the above
discussion, a generalized heating price model was proposed
considering only the LDC and EDC as shown in Equation (1). The
introduced generalized heating price model is just a theoretical
suggestion and DH companies may organize their models based on
their needs.

Ctot ¼Cldc þ Cedc (1)

where Ctot is the total heating cost, Cldc is the LDC, and Cedc is the
EDC.

The LDC, Cldc, was calculated as Equation (2):

Cldc ¼ LP, _Qpea (2)

where LP is the LDC heating price, and _Qpea is the yearly peak load
according to Refs. [35,36].

The EDC, Cedc, was calculated as Equation (3):

Cedc ¼
ðtf
t0

EPðtÞ, _QðtÞdt (3)

where _QðtÞ is the heat flow rate supplied to the heat user and EPðtÞ
is the EDC heating price.

2.2. System design for a heat prosumer with WTTES

As introduced in Section 1, WTTES may be integrated into a heat
prosumer to improve the economic performance of the heat pro-
sumer under the current heating price models. Fig. 3 illustrates the
proposed system design for a prosumer with WTTES, which may
increase the self-utilization rate of the heat supply from the pro-
sumer's DHSs and shave the prosumer's peak load. In the system,
the DHS may be low-temperature heat sources from renewables or
waste heat. There are mainly three configurations to integrate the
4

DHSs into DH grids: 1) extraction from the return line and feed into
the supply line (R2S), 2) extraction from the return line and feed
into the return line (R2R), and 3) extraction from the supply line
and feed into the supply line (S2S). In this study, the R2R mode was
chosen, because it is preferable for low-temperature heat sources
[4].

In addition, the MS connects the prosumer with the central DH
system. The heat exchanger 1 (HE1) in the MS is connected to the
TES and used for the heat charging of the WTTES. During the warm
period with lower heat demand, the HE1 may supplement the heat
supply from the prosumer's DHS. During the cold period with
higher heat demand, the HE1 contributes to the peak load shaving,
because it may charge the TES at non-peak hours and thus the
stored heat can be used at peak hours. Heat exchanger 2 (HE2) is
connected to the prosumer's distribution system directly and acts
as a high-temperature heat source. It boosts the supply tempera-
ture of the prosumer to the required level after the preheating by
low-temperature DHSs.

Moreover, the WTTES in the system is a short-term TES. As
described in Section 1, it has two key functions. Firstly, it relives the
mismatch problem between the DHS's heat supply and the build-
ings' heat demand during the warm period. When the DHS's heat
supply is higher than the buildings' heat demand, the surplus heat
supply from the DHS is stored in the WTTES instead of being fed
into the central DH system. When the DHS's heat supply is lower
than the buildings' heat demand, the stored heat in the WTTES
together with the heat from DHS is supplied to the buildings.
Secondly, the WTTES shaves the prosumer's peak load during the
cold period. The WTTES is charged at non-peak hours and dis-
charged at peak hours, therefore part of the central DH system's
heat supply is shifted to non-peak hours and the peak load is
shaved.

Finally, the heat-users in the system are buildings. As illustrated
in Fig. 1, the heat-user may be one building when the prosumer is
an individual prosumer or a cluster of buildings when the prosumer
is a community prosumer.

2.3. Optimal operation for a prosumer with WTTES

To optimize prosumers' economic performance, the optimal
operation strategy should minimize prosumers' heat use from the
central DH system by increasing the self-utilization rate of the heat
supply from prosumer's DHSs, minimize the prosumers' peak load.
In addition, the operation should track the reference indoor tem-
perature by minimizing the deviation between the simulated in-
door temperature and its reference value. To achieve the above



Fig. 3. Schematic illustrates the system design for a prosumer with WTTES.
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goals, a multi-objective dynamic optimization problem was
formulated as Equations (4), (5), (6), (7), and (8):

Minimize:

ðtf
t0

EPðtÞ, _QðtÞdt þ LP, _Qpea þW,

ðtf
t0

�
TiaðtÞ � Trefia ðtÞ

�2
,dt (4)

subject to:

_QðtÞ � _Qpea (5)

Fðt; zðtÞÞ¼0 (6)

F0ðt0; zðt0ÞÞ¼0 (7)

zL � zðtÞ � zU (8)

where _QðtÞ is the heat flow rate supplied from the central DH to the
prosumer. _Qpea and LP are the peak load and the LDC heating price,

respectively. EPðtÞ is the heating price for the EDC. TiaðtÞ and Trefia ðtÞ
are the simulated indoor temperature and its reference value at
time t. z2Rnz represents the time-dependent variables, which in-
cludes the manipulated variable u2Rnu to be optimized, the dif-
ferential variable x2Rnx , and the algebraic variable y2 Rny .
Equation ð6) defines the system dynamics and Equation ð7) is the
initial conditions of the system. zL2½�∞;∞�nz and zU2 ½�∞;∞�nz

are the lower and upper bounds, respectively.
The system dynamics defined in Equation ð6) included the dy-

namics of the MS, TES, DHS, buildings, and pipelines, as illustrated
5

in Fig. 3. The energy and mass flow exchanged between these
components were described by Equations (9), (10), (11), (12), and
(13).

_QðtÞ¼ _QHE1 þ _QHE2 (9)

_QHE1 þ _QHE2 þ _QDHS ¼ _QBui þ _QTES þ _Qloss; TES þ _Qloss; pip (10)

_QHE1 ¼ c, _mHE1,
�
THE1;sup � THE1;ret

�
(11)

_QHE2 ¼ c, _mHE2,
�
THE2;sup � THE2;ret

�
(12)

_QDHS ¼ c, _mDHS,
�
TDHS;sup � TDHS;ret

�
(13)

where _mHE1, _mHE2, and _mDHS are themass flow rate of HE1, HE2, and
DHS, respectively. _QHE1, _QHE2, and _QDHS are the heat flow rate of

HE1, HE2, and DHS, respectively. _QTES is the charging (positive
values) and discharging (negative values) heat flow rate of WTTES.
_QBui is the heat demand of buildings. _Qloss; TES and _Qloss; pip are the
heat loss from WTTES and pipelines, respectively. THE1;sup, THE2;sup,
and TDHS;sup are the supply water temperature of HE1, HE2, and
DHS, respectively. THE1;ret , THE2;ret , and TDHS;ret are the return water
temperature of HE1, HE2, and DHS, respectively. c is the specific
heat capacity of water.

In this study, the manipulated variables, u in Equations ð6), are
the supply water temperature of HEs in the MS (THE1;sup and
THE2;sup), the mass flow rate of HEs and buildings ( _mHE1, _mHE2, and
_mBui), and the heat supply flow rate from the radiator to the
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building ( _Qrad). The heat flow rate of a prosumer, _QðtÞ in Equation
(4), means the total heat flow rate of the two HEs in MS ( _QHE1 and
_QHE2) as shown in Equation (9). In addition, the variables _QTES,
_Qloss; TES, _QBui, and _Qloss; pip are described in the models of WTTES,
buildings, and pipelines, which are explained in Sections 2.3.1-
2.3.3.

2.3.1. Model for short-term WTTES
WTTESwas chosen as the TES in this research because it is easily

applied [37,38] and economically reasonable [39] for DH systems. A
one-dimensional WTTES model was used to describe the dynamics
of the thermocline tank. The model can be represented as a single
partial differential equation as Equation (14) [40]:

c , r,AXS,
vT
vt

¼ c,ð _msou � _museÞ,vT
vx

� U,P,ðTðt; xÞ� TambÞ

þ ε,AXS,
v2T
vx2

(14)

where T is the water temperature in the tank. x is the height of the
tank. t is the time. r is the density of water. AXS and P are the cross-
sectional area and the perimeter of the tank, respectively. _msou and
_muse are the water mass flow rate from the heat source side and the
user side, respectively. Tamb is the ambient temperature. U is the U-
value of the tank wall. ε is a parameter representing the combined
heat transfer effect of water through diffusion, conduction, and
mixing due to turbulent flow.

To solve Equation (14) by using numerical methods, spatial
derivatives were approximated by discretizing the tank into n
nodes. Using the discretization scheme shown in Fig. 4 and
computing energy balances on each node, Equation (14) was con-
verted into a set of ordinary differential equations. The ordinary
differential equation for the ith node is shown in Equation (15) [40].
Therefore, the heat loss and the heat flow rate of the ith node are
obtained by Equations (16) and (17), and the total heat loss and
heat flow rate of WTTES was calculated as Equations (18) and (19).
In addition, the parameter ε has two different types of values rep-
resenting the situations without and with buoyant mixing effect.
When the temperature of a node is lower than the node above it, ε
has lower values. Otherwise, the values become several orders of
magnitude higher due to the buoyant mixing effect [40].
Fig. 4. Diagram illustrates the spatial discretization for a thermocline tank.
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c , r,AXS,Dx,
dTi
dt

¼ c, _muse,ðTi�1 � TiÞ þ c, _msou,ðTiþ1 � TiÞ
� U,P,Dx,ðTi � TambÞ

þ ε,AXS

Dx
,ðTiþ1 �2 , Ti þ Ti�1Þ

(15)

_qloss; TES; i ¼U,P,Dx,ðTi � TambÞ (16)

_qTES;i ¼ c, _msou,ðTiþ1 � TiÞ (17)

_Qloss; TES ¼
Xn�1

i¼1

_qloss; TES; i (18)

_QTES ¼
Xn�1

i¼1

_qTES;i (19)

where Dx is the length of the node, and Ti is the water temperature
of the ith node. _qloss; TES; i and _qTES;i are the heat loss and heat flow
rate of the ith node, respectively.
2.3.2. Model for buildings
To improve computational efficiency, a single-equivalent

building model was used to represent the overall performance of
all the buildings in this study. This simplification has been proved
feasibility by previous research [39,41]. After these simplifications,
Equation (20) is used to describe the thermal behaviours of all the
buildings connected to the prosumer’ heating system, and Equa-
tions (21)e(23) are the inequality constraints for the variables
DTBui, Tsup, and _mBui.

_QBui ¼ c, _mBui,
�
Tsup � Tret

�
(20)

DTBui; L �DTBui ¼ Tsup � Tret � DTBui;U (21)

Tsup;L � Tsup � Tsup;U (22)

_mBui; L � _mBui � _mBui; U (23)

where _QBui is the buildings' heat demand including demand for the
SH and the DHW system. _mBui and DTBui are the mass flow rate and
temperature difference of water at the primary side of the build-
ing's substation, respectively. Tsup and Tret are the supply and return
temperature of water at the primary side of the building's sub-
station, respectively. DTBui; L, Tsup;L, and _mBui; L are the lower bounds
for DTBui, Tsup, and _mBui, respectively. DTBui;U , Tsup;U , and _mBui; U are
the upper bounds for DTBui, Tsup, and _mBui, respectively.

The lower bound of the supply temperature, Tsup;L, should be
high enough for the SH system and the DHW system to keep a
comfortable indoor temperature and avoid hygiene issues, as
defined in Equation (24). The lower bound of the supply temper-
ature was defined by Equation (25) for the SH system [42], and the
lower bound of the supply temperature for the DHW system was
60 �C as defined in Equation (26), which is required by European
standard CEN/TR16355 [43]. In addition, the upper bound for the
supply temperature was determined by the supply temperature of



Fig. 5. Schematic of the simplified-lumped-capacity building model.
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the central DH system, which can be deduced through measured
data.

Tsup;L ¼max
�
Tsup;SH;L; Tsup; DHW;L

�
(24)

Tsup;SH;L ¼ Tia

þ 0:5,
�
Tsup;SH;des þ Tret;SH;des �2 , Tia;des

�
,

 
Tia;des � Toa

Tia;des � Toa;des

!1=b

þ 0:5,
�
Tsup;SH;des � Tret;SH;des

�
,

 
Tia;des � Toa

Tia;des � Toa;des

!

(25)

Tsup; DHW;L ¼60 (26)

where Tsup;SH;L and Tsup; DHW;L are the lower bound of the supply
temperature for the SH and the DHW system, respectively. Tia and
Toa are the indoor and the outdoor temperature, respectively.
Tsup;SH and Tret;SH are the supply and the return temperature of the
SH system, respectively. b is a parameter depending on the char-
acteristic of the radiator. The subscript des refers to the design
conditions.

The lower bound of the water mass flow rate _mBui;L is zero, and
the upper bound of the water mass flow rate _mBui;U is constrained
by the capacity of the distribution system. In this study, the upper
bound of the water mass flow rate _mBui;U was obtained by the
measurement data. In addition, the characteristics of the system
and equipment determine the feasible region of the water tem-
perature difference as described in Equation (21). In this study, the
lower bound of the water temperature difference DTBui; L was zero,
and the upper bound of the water temperature difference DTBui;U
was obtained by the linear regression using measured data as
Equation (27).

DTBui;U ¼ a0 þ a1,Tsup (27)

where a0 and a1 are parameters.

The buildings' heat demand, _QBui, includes the heat demand for
the SH and the DHW system, as in Equation (28).

_QBui ¼ _QSH þ _QDHW (28)

where _QSH and _QDHW are the heat demand of the SH and the DHW

systems, respectively. _QSH can be further divided into the demand
for the radiator heating system _Qrad and the demand for the

ventilation system _Q ven, as described in Equation (29).

_QSH ¼ _Qrad þ _Q ven (29)

Considering the thermal inertia of buildings, a simplified-
lumped-capacity model derived from resistance-capacitance net-
works analogue to electric circuits was used to describe the
building dynamics, as defined in Equations (30)e(32).

Cenv ,
dTenv
dt

¼ Tia � Tenv
Ri;e

þ Toa � Tenv
Ro;e

(30)
7

Cia ,
dTia
dt

¼ Tma � Tia
Ri;m

þ Tenv � Tia
Ri;e

þ Toa � Tia
Rwin

þ Toa � Tia
Rven

þ _Qrad

þ _Q ven þ _Qin

(31)

Cma ,
dTma

dt
¼ Tia � Tma

Ri;m
(32)

where C and R represent the heat capacitance and resistance, T is
the temperature. Subscripts env, ia, oa, ma, win, and ven denote
building envelopes (including exterior walls and roofs), indoor air,
outdoor air, internal thermal mass, window, and ventilation
(including infiltration and mechanical ventilation), respectively. In
addition, Ri;e is the heat resistance between the indoor air and the
building envelopes, Ro;e is the heat resistance between the outdoor
air and the building envelopes, and Ri;m is the heat resistance be-

tween indoor air and interior thermal mass. _Qin is the internal heat
gains. All the introduced heat capacitances, thermal resistances,
temperatures, and heat flow rates in Equations (30)e(32) are
marked in Fig. 5.
2.3.3. Model for pipelines
The pipeline model representing the heat loss from the pipe-

lines was described as the following Equations (33)e(35) [44]:

_Qloss; pip ¼ _Qloss; pip;sup þ _Qloss; pip;ret (33)

_Qloss; pip;sup ¼ L,p,d,

�
Rg þ Ri

�
,DTpip;sup � Rc,DTpip;ret�
Rg þ Ri

�2 � R2c
(34)

_Qloss; pip;ret ¼ L,p,d,

�
Rg þ Ri

�
,DTpip;ret � Rc,DTpip;sup�
Rg þ Ri

�2 � R2c
(35)

where _Qloss; pip, _Qloss; pip;sup, and _Qloss; pip;ret are the total heat loss
from pipes, the heat loss from supply pipes, and the heat loss from
return pipes, respectively. L is the route length for the pair of pipes.
d is the outer pipe diameter. Ri, Rg , and Rc are the resistances for
insulation, ground, and coinciding, respectively, and they can be
obtained by Equations (36)e(38). In addition, DTpip;sup and DTpip;ret
are the temperature difference for the supply pipe and the return
pipe, and can be obtained by Equations (39) and (40):



Fig. 6. The initial investment cost for WTTES.
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Ri ¼
d

2,li
,ln

D
d

(36)

Rg ¼ d
2,l

,ln
4,h
D

(37)

Rc ¼ d
2,l

, ln

0
@2,h

s

1
A 2,h

s

!�
2,h
s

�2

þ 1

!0:5
1
A (38)

DTpip;sup ¼ Tpip;sup � Tgrou (39)

DTpip;ret ¼ Tpip;ret � Tgrou (40)

where D is the outer insulation diameter, h is the distance between
the pipe centres and the ground surface, s is the distance between
pipe centres, and l and li are the heat conductivity for the ground
and insulation. In addition, Tgrou is the ground temperature, which
was obtained from Equations (41)e(43). Tpip;sup and Tpip;ret are the
water temperature in the supply pipe and the return pipe,
respectively.

2.3.4. Model for the ground
In this study, the WTTES model and pipelines model used the

ground temperature to calculate the heat losses. Equations
(41)e(43) were applied to estimate the ground temperature as
follows [45]:

Tgrouðz; tÞ¼ Toa;aver � Tpeak , e
�z,

ffiffiffiffi
u
2,a

p
,cos

�
u , t�f� z ,

ffiffiffiffiffiffiffiffi
u

2,a

r �
(41)

u¼ 2,p
Tperi

(42)

a¼ k
r,C

(43)

where Tgrouðz; tÞ is the ground temperature in the depth z and at
time t. Toa;aver is the annual average temperature of the outdoor air.
Tpeak is the peak deviation of the function from zero. u is the
angular frequency, Tperi is the period of the temperature cycle, and f

is the phase. a, k, r, and C are the thermal diffusivity, thermal
conductivity, density, and heat capacity of the ground, respectively.

2.4. Indicators to evaluate the economic performance

In this section, the economic indicators including the initial
investment cost and the payback period are introduced to evaluate
the economic performance of the heat prosumers with TESs. The
initial investment cost required for theWTTES depends strongly on
the storage size. Fig. 6 illustrates the relationship between the
initial investment cost and the size of WTTESs that with storage
volumes larger than 200 m3. The black dots in Fig. 6 present pre-
vious projects [52]. Fig. 6 shows that a power function approxi-
mates the relationship very well, with a coefficient of
determination (R2) of 0.99 and without obvious overfitting. In this
study, the power function in Equation (44) was used to estimate the
initial investment cost for large scale WTTESs in DH systems.

Invt¼0:0047,V0:6218 (44)
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where Invt is the initial investment cost and V is the storage volume
of WTTES.

The payback period is the time taken to fully recover the initial
investment cost. It is one of the most commonly used methods for
evaluating the economic performance of a system [47]. The payback
period, PB, was calculated by using Equation (45):

Bsav ,
ð1þ iÞPB � 1

i,ð1þ iÞPB
� Invt ¼ 0 (45)

where Bsav is the annual energy bill saving and i is the prevailing
interest rate.
3. Case study

The proposed method in Section 2 was tested on a campus DH
system in Norway. The background of the case study, research
scenarios, and simulation settings are introduced below.
3.1. Background for the case study

A campus DH system in Trondheim, Norway, was chosen as the
case study. As illustrated in Fig. 7, the campus DH system is a
prosumer with DHS and heat users. The DHS is the university DC,
which recovers the condensing waste heat from its cooling system.
The heat users are buildings at the campus with a total building
area of 300,000 m2. The campus DH system is connected to the
central DH system via the MS. Detailed information on the campus
DH system can be found in Refs. [48,49]. According to the mea-
surements from June 2017 toMay 2018, the total heat supply for the
campus DH system was 32.8 GWh. About 80% of the heat supply
comes from the central DH system through the MS. The other 20%
comes from the waste heat recovery from the DC.

Fig. 8 plots the heat demand for buildings and waste heat from
the DC for the year 2017e2018. As shown with the green line in
Fig. 8, the waste heat supply from the DC was around 1.0 MW
throughout the year. However, as shown with the black line in
Fig. 8, the building heat demand fluctuated from 0.2 MW to
13.8 MW. The mismatch between the waste heat supply and the
building heat demand resulted in the surplus waste heat supply,
especially for the period between June to October, as shown with
the red line of Fig. 8. This surplus waste heat supply was fed into the
central DH system via the MS. However, the university got no
economic benefit from this surplus waste heat fed in, because as
introduced in Section 1, the current heating price models do not
support the reverse heat supply from the end-users to the central
DH system.

In addition, the building heat demand was not equally distrib-
uted and there were high peak loads during the period from



Fig. 7. Campus district heating system.
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November toMarch, as shownwith the black line of Fig. 8. The local
DH company charged the heating bill also considering the peak
load and the university paid about 5.3 million NOK1 for the peak
load each year, which accounted for 26% of the total heating bill.

3.2. Scenarios and simulation settings

To explore the economic feasibility after introducing aWTTES to
the prosumer, different research scenarios were proposed based on
the storage capacity of WTTES. The storage capacity meant the
maximum discharging time for a WTTES under the discharging
heat flow rate equals buildings' annual average heat demand. Eight
scenarios including the reference scenario were proposed as listed
in Table 1. The reference scenario, Ref, represented the current
campus DH system without any TES. The other scenarios repre-
sented the WTTES solutions with storage capacities ranging from
three hours to oneweek. TheWTTESs were cylinder-shaped. All the
tanks had the same height of 15 m, while the diameters were
modified to provide certain storage capacities.

This research was conducted through three steps. Firstly,
1 The currency rate between NOK and EUR can be found from https://www.xe.
com/, in this study 1 EUR ¼ 10 NOK.
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WTTESs with different storage capacities were integrated into the
prosumer's campus DH system, respectively, as introduced in Sec-
tion 2.2. Secondly, the optimal operation trajectories for the pro-
sumer's campus DH system with the different storage capacities
were obtained through the method provided in Section 2.3. Finally,
these operation trajectories were evaluated in terms of economic
indicators explained in Section 2.4. This study was based on the
conditions of the year 2017e2018, and the detailed settings for the
simulations are explained as follows. The used buildings' heat de-
mand and the DC's waste heat came from the measured data as
shown in Fig. 8. The key parameter settings are presented in Table A
1 in Appendix A. Among them, the parameters for the WTTES
model were set according to the research [50], and the parameters
of the pipeline model were set based on the book [44]. In addition,
the heating prices were obtained from the website of the local DH
company [51]. The local DH company used the monthly EDC
heating price as shown in Fig. A 1 in Appendix A. Meanwhile, the
used LDC heating price was 33 NOK/kW/month. Measured air
temperature and estimated ground temperature of the simulation
year are presented in Fig. A 2 in Appendix A.

4. Results

This section firstly presents the model validation results and

https://www.xe.com/
https://www.xe.com/


Fig. 8. Heat demand and waste heat supply.

Table 1
Information for the scenarios.

Scenario abbreviation Storage capacity Storage volume Tank diameter
(hour) (m3) (m)

Ref N/A N/A N/A
3 h 3 200 4.1
6 h 6 400 5.8
12 h 12 900 8.7
1 d 24 1700 12.0
3 d 72 5200 21.0
5 d 120 8600 27.0
7 d 168 12,000 31.9
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then evaluates the proposed scenarios in terms of energy and
economic analyses.
4.1. Model validation

As introduced in Section 2.3, the system model includes the
following components: the WTTES, the building, and pipelines. In
this study, the current campus DH system does not have any
WTTES, and there is no measured data for the heat loss from the
pipelines as well. Therefore, the WTTES and the pipeline model
were validated according to the reference values from technical
reports and textbooks instead of measured data. In a report from
the International Energy Agency on large scale TESs [52], the
reference storage efficiency for a WTTES is 50e90%. In this study,
the corresponding value was about 90%, which was within the
reference range. In practice, the low storage efficiency is caused by
moistened insulation, because these WTTESs' envelopes are often
deficient to protect against moisture penetration. However, it was
assumed that the WTTES's envelope had a good quality to protect
moisture penetration. Therefore, the WTTES used in this research
had high storage efficiency.

According to the textbook District Heating and Cooling [44], for
the DH systems in high heat density areas, the reference values for
pipeline heat loss is 5e8% of the total heat supply. In this study, the
corresponding value was close to 5%. This low pipeline heat loss
was caused by two reasons. Firstly, compared to the typical DH
systems with linear heat densities lower than 20 MWh/(m∙a), the
studied campus DH system had a higher linear heat density of
22 MWh/(m∙a). The higher linear heat density made it more effi-
cient during the distribution process and hence led to less pipeline
heat loss. Secondly, the studied campus DH system had an annual
average supply temperature of 65 �C that was lower than the
10
typical DH system with 70e80 �C. Therefore, the low-temperature
difference between the pipelines and the ground led to low pipe-
line heat loss.

The building model proposed in Section 2.3.2 was validated
against the measured data. To quantify the deviation of the simu-
lated data from the measured data, two indicators, i.e. coefficient of
variation of the root mean square error (CV(RMSE)) and normalized
mean bias error (NMBE), were used to evaluate the prediction
performance of building model according to ASHRAE Guideline
14e2014 [53]. The validation criteria required in ASHRAE Guideline
14e2014 is within ±30% for CV(RMSE) and within ±10% for NMBE
when using hourly data [53]. Fig. 9 shows the hourly simulated and
measured building heat demand. As shown in Fig. 9, the values of
the two indicators satisfied the requirements. In addition, Fig. 9
shows that the simulated building heat demand captured the
trend in the measured data very well, with coefficients of deter-
mination (R2) higher than 0.9 and no obvious overfitting.
4.2. Peak load shaving and heat use saving

The heat load duration diagram for the proposed scenarios is
illustrated in Fig. 10, and the corresponding peak load is presented
in Fig. 11. As shown in Fig. 10, compared to the reference scenario,
Ref, part of the heat load for the scenarios with WTTES was shifted
from the peak hours (the area highlighted with red colour) to the
non-peak hours (the area highlighted with green colour). This load
shifting contributed to the peak load shaving effect. As shown in
Fig. 11, all the scenarios with WTTES had a lower peak load
compared to the reference scenario. Furthermore, the load shifting
effect wasmore significant for the scenarios with the largerWTTES.
The maximal peak load shaving effect was achieved by scenario 7 d,
which had the largest WTTES. The peak load was shaved from
10.8 MW to 6.6 MW, a reduction of 39%. In contrast, the scenario
with the smallest WTTES, 3 h, had minimal peak load shaving, a
reduction of only 4%.

Fig. 12 presents the annual heat use for the proposed scenarios.
As introduced in Section 2.3, the prosumer's heat use means the
heat supply from the central DH system via the MS. As shown in
Fig. 12, the scenarios with the medium size WTTES (3h, 6 h, 12 h,
and 1 d) hadminimal heat use, about 26.1 GWh, a heat use saving of
0.4 GWh compared to the reference scenario, Ref. However, the
scenarios with the larger WTTES (3 d, 5 d and 7 d) had more heat
use and hence less heat use saving. These results may be explained
by Fig. 13. As shown by the columns filled with the orange colour in
Fig. 13, the larger WTTES showed better performance on the



Fig. 10. Heat load duration diagram for the proposed scenarios.

Fig. 11. Peak load for the proposed scenarios.

Fig. 9. Comparison between the simulated and measured building heat demand.
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Fig. 12. Annual heat use for the proposed scenarios.

Fig. 13. Annual WTTES's heat loss and DC's waste heat self-utilization for the proposed scenarios.
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mismatch relieving, and the waste heat self-utilization rate was
increased from 79% to 96% (7.0 GWh to 8.4 GWh). However, the
larger WTTES had higher heat loss to the environment as the col-
umns filled with the blue colour in Fig. 13, because of its larger heat
transfer area. The overall heat use saving performance of the
WTTES depended on the sum of the above two effects. For the
smaller WTTES, the mismatch relieving effect dominated the
overall heat use performance. In contrast, for the larger WTTES, the
heat loss effect dominated the overall heat use performance.
Consequently, in this study, the WTTESs with three hours' to one
day's storage capacity were the optimized storage size in terms of
heat use saving.

4.3. Heating cost saving and payback period

The annual heating cost for the proposed scenarios is presented
in Fig. 14 and the corresponding heating cost saving is shown in
Fig. 15. Please note that all the currency in this section is presented
in NOK. Two phenomena could be observed through Figs. 14 and
15: 1) the heating cost saving mainly came from the LDC, and 2) the
larger WTTES brought more significant heating cost saving. As
shown in Fig. 14, the annual EDC heating cost for the proposed
scenarios was 15.4±0.1 million NOK, and the difference among
these scenarios was less than 1%. In contrast, the annual LDC
heating cost ranged from 4.7 million NOK to 2.8 million NOK with
the increasing storage capacity of theWTTES, meaning a maximum
difference of 39%. This significant reduction in the LDC contributed
12
to the total heating cost saving. As shown in Fig. 15, as increasing
the storage capacity of the WTTES, the annual heating cost saving
increased from 0.4 million NOK to 1.9 million NOK, meaning a
saving of 2%e9%. In this study, despite the waste heat self-
utilization rate was increased up to 96%, as explained in Section
4.2, the relieving mismatch problem played a limited role in heat-
ing cost saving due to the original high waste heat self-utilization
rate of 79%. However, for other cases with lower waste heat self-
utilization rates, the relieving mismatch problem may contribute
more to heating cost savings.

Fig. 16 presents the payback periods for the scenarios with the
WTTES. It can be seen that the payback periods ranged from four
years to ten years with the increasingWTTES storage size. Although
the scenario with the largest WTTES needed the longest payback
period, it achieved the highest heating cost saving. In contrast, the
scenario with the smallest WTTES saved the lowest heating cost,
while its payback period was the shortest. Therefore, the prosumer
should make a trade-off between the payback period and the
heating cost saving based on its own economic situation.
5. Discussion

This section first discusses the impacts of peak load definition
on prosumers' economic performance. Afterwards, the thermo-
clines of the WTTESs during the charging and discharging pro-
cesses are investigated.



Fig. 14. Annual heating cost for the proposed scenarios.

Fig. 15. Annual heating cost saving for the proposed scenarios.

H. Li, J. Hou, Z. Tian et al. Energy 239 (2022) 122103
5.1. Impacts of peak load definition

Based on a survey of heating contracts, methods of defining the
peak load may be divided into two categories: hourly method and
daily method [54]. For the hourly method, the peak load was the
maximum hourly heat use, while the daily method was the
maximum daily heat use. For this case study, the total heating cost
saving was mainly determined by the reduction in LDC as observed
13
in Section 4.3, which was linked to the peak load. Therefore, the
way of defining the peak load may have a significant impact on the
economic performance of prosumers with WTTESs. The results
presented in Section 4 are based on the hourly method and this
section presents further results based on the daily method.

The peak load under the daily method for the proposed sce-
narios is illustrated in Fig. 17, and the corresponding heating cost
saving and the payback period are presented in Fig. 18 and Fig. 19,



Fig. 16. The payback period for the scenarios with WTTES.

Fig. 17. Peak load for the proposed scenarios under the daily method.

Fig. 18. Heating cost saving for the proposed scenarios under the daily method.
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respectively. Similar to the hourly method, the larger WTTES
brought a higher peak load shaving effect under the daily method
as presented in Fig. 17. The peak load shaving increased from
0.1 MW to 3.4 MWas the increasing storage capacity of the WTTES
from six hours to one week. However, compared to the hourly
method, the peak load shaving effect under the daily method was
different in two aspects: 1) it was less significant, and 2) it was not
observed for the scenarios with the small WTTES. As shown in
14
Fig. 17, the maximal peak load shaving effect was 3.4 MW, which
was 19% less compared to the hourly method. Moreover, no peak
load shaving effect was observed for the scenarios with the storage
capacity smaller than six hours, their peak loads equalled that of
the reference scenario, Ref, with the same value of 10.0 MW. The
smaller WTTESs had a limited peak load shifting effect and was
only capable to shift the heat load at the hourly level instead of the
daily level. Therefore, the daily heat load kept almost the same.



Fig. 19. The payback period for the proposed scenarios under the daily method.
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The above impacts on the peak load shaving led to further im-
pacts on the prosumer's economic performance. The prosumer
obtained less heating cost saving under the dailymethod. As shown
in Fig.18, the heating cost saving ranged from 0.2 million NOK to 1.5
million NOK under the daily method, which was 18%e54% less
compared to the hourly method. Furthermore, the payback period
under the daily method ranged from 8 years to 12 years, and it was
longer than the hourly method, especially for the WTTESs with
smaller storage volumes.

Some recommendations from the discussion on the peak load
definition are given as follows. Firstly, for the heat prosumers,
special attention should be paid to the effect of the peak load
definition. It may bring economic risk due to the changing of the
heating contract. For example, DH companies may change their
methods of defining the peak load from the hourly method to the
daily method, and hence the economic benefit on heating cost
saving may be drastically reduced and the payback period for TESs
may be significantly prolonged. Secondly, for DH companies, it is
better to use the hourly method to define the peak load, because
the heat prosumers would be more motivated to introduce TESs
and participate in user-side heat load management. One vital
advantage brought by the user-side heat load management is peak
load shaving, which may bring significant economic and technical
benefits for DH companies.

5.2. Thermocline of the WTTES

In a WTTES, a thermocline is a layer where the water temper-
ature changes more dramatically with depth than in the layers
above and below it. It separates the lower density hot water at the
top of the tank from the higher density cold water at the bottom of
the tank. Generally, the thermocline should be as thin as possible to
obtain a better thermal stratification and a less mixing effect be-
tween the hot and cold water [55]. Moreover, the position of the
thermocline should be adjusted as the result of the optimized
charging and discharging processes. Research showed that an
optimal thermocline condition guaranteed high performance of the
WTTES. For example, according to a study, the storage efficiency
may be improved by 6% by optimizing the charging and discharging
processes that led to an optimal thermocline condition [56]. Similar
results were obtained in this study, which highlighted the impor-
tance of the thermocline of the WTTES. To assist the analysis of
thermocline, the variable dimensionless temperature was used. As
calculated by Equation (46), the water temperature of an individual
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layer in theWTTES was scaled into a real number ranging from 0 to
1. The two extreme values, 0 and 1, indicated the lowest and highest
water temperature among all the layers in the WTTES. In a figure
that illustrates the distribution of dimensionless temperature of
layers in a WTTES, the thermocline can be identified as the layer
that has significantly higher dimensionless temperature gaps be-
tween the layers above and below it.

Ti;nonD ¼ Ti � Ti;min

Ti;max � Ti;min
(46)

where Ti;nonD is the dimensionless water temperature of the Layer i.
Ti is the water temperature of the Layer i. Ti;max and Ti;min are the
highest and lowest water temperatures among all the layers in the
WTTES.

Fig. 20 gives an example that illustrates an optimal thermocline
condition of the WTTES, in which the plotted data were collected
from Scenario 5 d from February 06 to March 02 of 2018. As shown
in Fig. 20 (c), the original heat load ranged from 4 MW to 14 MW
during the presented period. However, after the load shifting by the
WTTES, the heat load was almost constant at around 7 MW. To
achieve this flattened heat load, the WTTES adjusted its operation
strategies based on the heat load conditions and the whole period
was divided into four subperiods. From February 06 to February 18,
the WTTES might work for peak load shaving or valley filling
depending on the heat load condition. However, as shown in Fig. 20
(a), the charging process dominated the period, which featured a
rising water temperature in the tank. In addition, as illustrated in
Fig. 20 (b), a thermocline was gradually formulated and enhanced
around Layer 2, which was indicated by increasing dimensionless
temperature gaps between the layers above and below it. More-
over, the position of the thermocline was at the lower side of the
tank, therefore, more space was available to store the hot water
above it. From February 18 to February 21, the WTTES serviced for
peak load shaving, as shown in Fig. 20 (c). This period demanded a
continually discharging process, and thus the water temperature in
the tank was decreased as observed in Fig. 20 (a). Moreover,
opposite to the charging dominated process in the previous period,
the thermocline attenuated with reducing dimensionless temper-
ature gaps, as observed in Fig. 20 (b). The following two periods,
from February 21 to February 25 and from February 25 to March 02,
repeated the above two periods with a charging dominated process
and a discharging dominated process, which was characterised by
an enhanced and attenuated thermocline, respectively.



Fig. 20. An example of the charging and discharging processes of the WTTES, T [10] to T [1] refers to the water temperature from the top layer to the bottom layer, (a) temperature,
(b) dimensionless temperature, and (c) heat load.
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Some recommendations from the investigation of the thermo-
cline of the WTTES are summarized as follows. Firstly, thermocline
can be used as an effective indicator to understand the conditions
and forecast the performance of WTTESs. Secondly, both the
thickness and position are important to evaluate the conditions of
the thermocline.

6. Conclusions

This study aimed to optimize prosumers' economic perfor-
mance under the current unidirectional heating price models by
using short-term TESs. AWTTES was chosen as the short-term TES
and integrated into the prosumer. A dynamic optimization problem
16
was formulated to explore the economic potential of the prosumer
with TES. The size parameters of the TESs were swept to obtain the
optimal storage size considering the trade-off between the payback
period and the heating cost saving. The proposed method was
tested on a campus DH system in Trondheim, Norway.

Results showed that by introducing the WTTES into the heat
prosumer, the peak load was shaved by up to 39%, and the waste
heat self-utilization rate was increased from 79% to 96%. These
significantly improved the economic performance of the heat
prosumer during the transformation period of the DH system. The
annual heating cost was saved up to 1.9 million NOK, a saving of 9%,
meanwhile, the initial investment of theWTTES was able to be fully
recovered in less than ten years.



Fig. A 1. The EDC heating price [51]
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In addition, the effects of the peak load definition on the eco-
nomic performance of the heat prosumers were discussed. It was
found that the prosumers' economic performance was much better
when using the hourly method to define the peak load instead of
the daily method. Therefore, it was recommended that prosumers
should consider the potential economic risk of introducing WTTES
when the daily method is used in the heating contract. Moreover,
research results highlighted the importance of the thermocline and
showed that an optimal thermocline condition can lead to the high
performance of the WTTES.

This study may provide guidelines on improving the heat pro-
sumers' economic performance during the transformation period
of the DH system, and hence promote the development of pro-
sumers in DH systems.
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Appendix A. Setting for the case study
Table A 1
Parameter setting for the simulation.

Category Parameter Value

WTTES and ground U 1.2 W=ðm2 ,KÞ
Toa,aver 5.0 �C
Tpeak 4.5 �C
Tperi 31,536,000 s
k 2.7 W=ðm ,KÞ
r 2800 kg=ðm3Þ
C 840 J=ðK ,kgÞ
f 4.25 rad

Pipeline L 1500 m
d 0.273 m
D 0.4 m
h 1.2 m
s 1.2 m
l 1.5 W=ðm ,KÞ
li 0.03 W=ðm ,KÞ

Buildings Cenv 45,000,000,000 J=K
Cia 1,300,000,000 J=K
Cma 2,900,000,000 J=K
Ri,e 1.18 ðm2 ,KÞ=W
Ro,e 1.03 ðm2 ,KÞ=W
Ri,m 0.35 ðm2 ,KÞ=W
Rwin 0.48 ðm2 ,KÞ=W
_Q ven 0-8,000,000 W
_Qin 0-4,500,000 W
_QDHW 0-1,200,000 W

Fig. A 2. Measured air temperature and estimated ground temperature of the simu-
lation year, T [15] to T[1.5] refers to the ground temperature from the 15 m depth to
1.5 m depth
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