SYNTHETIC DATA FOR DNN-BASED DOA ESTIMATION OF INDOOR SPEECH
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ABSTRACT
This paper investigates the use of different room impulse response (RIR) simulation methods for synthesizing training data for deep neural network-based direction of arrival (DOA) estimation of speech in reverberant rooms.

Different sets of synthetic RIRs are obtained using the image source method (ISM) and more advanced methods including diffuse reflections and/or source directivity. Multi-layer perceptron (MLP) deep neural network (DNN) models are trained on generalized cross correlation (GCC) features extracted for each set. Finally, models are tested on features obtained from measured RIRs.

This study shows the importance of training with RIRs from directive sources, as resultant DOA models achieved up to 51% error reduction compared to the steered response power with phase transform (SRP-PHAT) baseline (significant with \( p << .01 \)), while models trained with RIRs from omnidirectional sources did worse than the baseline. The performance difference was specifically present when estimating the azimuth of speakers not facing the array directly.

Index Terms— synthetic data, speech source localization, direction of arrival estimation, room impulse response, deep neural network, generalized cross correlation features

1. INTRODUCTION

DNN-based methods are nowadays successfully applied to many different tasks in the field of speech processing. For training such methods, there are large datasets available, containing annotated single microphone recordings of clean speech. These datasets can be converted into multichannel datasets for microphone array processing by convolving the clean speech with recorded room impulse responses (RIRs) specific for each array element and acoustic setting.

However, learning-based methods can only be expected to be widely applicable in realistic settings if they are trained for exactly that. This issue is two-fold: first of all, to ensure results apply to a wide range of rooms of varying acoustical characteristics, the training set needs to contain a similar variety [1], and secondly, the training data must approach reality as much as possible.

While recorded RIRs are a direct reflection of reality, it quickly becomes too difficult or expensive to record a sufficient number of RIRs from many different environments. Instead models can be trained on single channel recordings augmented with synthetic RIR data.

Here it is common to rely on the relatively simple image source method (ISM) room impulse response (RIR) simulation technique [2], where scattering effects that cause the late reflections of the diffuse field are ignored for simplicity. Additionally, all sources are assumed to behave in an omnidirectional manner, while a speaking person is a directive source.

This paper therefore investigates how more advanced RIR simulation methods can affect final model performance on real data. We have chosen to do this through the DOA estimation task, because of its central role in multi-channel speech processing. The ability to discriminate on where speech originates from is crucial for applications like multi-channel speech enhancement, speaker identification and automatic speech recognition.

Classic approaches to DOA estimation include multiple signal classification (MUSIC) [3], the least squares (LS) method [4], multi-channel cross correlation (MCCC) [5], and the steered response power with phase transform (SRP-PHAT) [6]. A main challenge is the multipath propagation effect where microphone sensors not only receive the direct-path signal, but also attenuated signals due to both the specular and diffuse reflections.

Inspired by the success of DNNs in many fields, several such approaches have been proposed for sound/speech source localisation (SSL) [7, 8, 9, 10, 11, 12, 13, 14].

Research based on training data generated from measured RIRs is automatically constricted to a severely limited number of rooms [7, 8]. Others rely on the simulation of just one or two acoustical environments [9, 10]. Xiao et al. and Perotin et al. simulated more varied data for DOA estimation of speech [11, 12, 13], but they, as is common practise, relied on ISM with omnidirectional sources for RIR simulation.

Only recently have researchers attempted to improve deep learning model performance in speech processing tasks, by improving the quality of the RIRs used for synthesizing data. Tang et al. found significant performance increases on an automatic speech recognition and keyword spotting task in [15] by using an acoustic simulation method that includes diffuse reflections. Using the same method, Tang et al. also observed improved performance at a DOA estimation task [14].

In this study we further investigate the effect of RIR sim-
ulation methods on final DOA model performance. Our study is unique in that we are, as far as we know, the first to investigate the effect of simulating speakers as directive sources. Like Tang et al. we also study the effect of diffuse reflections, but we rely on the GCC speech features and the MLP architecture proposed in [11], instead of ambisonic features and CRNN architecture. We focus only on reverberance (no noise added), and use our own dataset, which includes two test sets that allow us to differentiate between results for speakers looking directly at the array, and the more challenging situation where speakers face the array at a 90° angle.

2. DATA ACQUISITION

2.1. Synthetic RIRs for training

We simulated RIRs with four different simulation methods using the MATLAB package MCRoomSim [16]:

- ISM-omni: the basic RIR generated by ISM where sources are modelled as omnidirectional. No scattering and no diffuse field.
- ISM-dir: Like ISM-omni, but now sources are modelled as directive speakers, with either an average male or female directivity. No scattering and no diffuse field.
- WithDiffuse-omni: An advanced RIR with not just specular reflections, but also a diffuse field due to scattering, where sources are modelled as omnidirectional.
- WithDiffuse-dir: Like WithDiffuse-omni, but sources are again modelled as directive speakers.

For each method, 18 000 training and 6000 validation RIRs were simulated from three random source positions in 6000 and 2000 virtual rooms. Each room was randomly configured with parameters drawn from the uniform distributions specified in Table 1, ensuring evenly distributed target DOAs in all directions. The average absorption of a room was determined from the drawn reverberation time with Eyring’s [17] algorithm with air absorption taken into account.

| Table 1. Details of random virtual room configuration |
|-----------------------------------------------|----------|----------|
| **Item**           | **Parameter** | **Min.** | **Max.** |
| Room size         | width       | 3 m      | 8 m      |
|                   | length      | 3 m      | 10 m     |
|                   | height      | 2.5 m    | 6 m      |
|                   | RT60        | 0.2 s    | 1 s      |
|                   | scattering coefficient | 0   | 1       |
| Array position    | from walls  | 1 m      | -        |
|                   | from floor  | 0.6 m    | 0.9 m    |
| Speaker position  | from walls  | 0.5 m    | -        |
|                   | from floor  | 1 m      | 1.8 m    |
|                   | from array  | 0.5 m    | -        |
|                   | yaw (directive speakers only) | -180° | 180°    |

2.2. Measured RIRs for testing

To create realistic test data, RIRs were measured manually with a 9-channel circular array (planar) with 4 cm radius, positioned on a table approximately in the middle of a typical rectangular meeting room with dimensions 4.5 x 3.8 x 2.6 m, and RT60\textsubscript{IRC} of 0.3. An NTI TalkBox was used to produce the sinusoidal sweeps required for RIR measurements. This loudspeaker has human head-size like dimensions and is specifically designed for human speech measurements.

Of the measured RIRs, 47 where obtained with the speaker facing towards the array (the ‘Easy’ set), and 107 with the speaker rotated at 90° (the ‘Challenging’ set). The true DOAs were measured with an uncertainty of ± 1° at random angles uniformly distributed around the array, at a distance varying between 1 and 2 m (above critical distance).

2.3. Obtaining Speech Features

Our preprocessing steps are inspired by [11], but the specifics differ. We used ‘NB Tale’, a Norwegian speech database. This database contains circa 19 hours of training data and circa 5 hours of validation data from a total of 380 speakers.

First the speech files were passed through the open source voice activity detector from WebRTC with a hop length of 30 ms, zero minimum silence length and strength 3. They were then convolved with (simulated or measured) RIRs to create a reverberant multichannel speech sample, which was resampled from 48 kHz to 16 kHz. We then selected a random 1 s long segment.

Lastly, GCC vectors with PHAT weighting were obtained for each pair of microphone channels. For our array, the maximum distance between a pair of microphones is 8 cm, which represents a maximum delay of 4 (0.08 m / 340 m/s $\times$ 16 000 Hz) time samples of each GCC vector. Hence, the GCC vector was truncated to the 9 centre time samples for each microphone pair. From the 9 channels, we have 36 possible microphone pairs, giving us 36 GCC vectors. Each of the vectors was scaled so that its max value became 1, and then stacked to obtain a single model input sample.

Due to the random selection of the speech segment, diffuse reflections of earlier speech affect the model input sample, even if vector truncation removes later reflections. This can be seen in Figure 1, which shows examples of the synthetic input training samples for each simulation method, given the same room size, source and array location. Less aggressive truncation did not improve final model performance.

Using the above procedure, we created synthetic training and validation sets for each of the RIR simulation methods, with 18 000 training and 6000 validation samples per set. The same procedure was also applied using the two types of recorded RIRs to create two measured test sets called ‘Easy’ (speaker facing directly towards the array) and ‘Challenging’ (speaker at a 90° angle away from the array). The final test sets had 517 ‘Easy’ and 1177 ‘Challenging’ input samples.
3. DOA ESTIMATION MODEL

The DOA estimation task is most intuitively formulated as a regression task where the continuous azimuth variable is directly predicted from the input features. However, others have noted advantages from converting the task into classification, where possible azimuths are separated into discrete bins [11, 14]. In this paper, we include both.

For the regression formulation, we investigated two loss functions, which we call the angular mean square error:

\[
\text{MSE}_\angle = \frac{1}{N} \sum_{n=1}^{N} \left( \text{atan2} \left( \sin \left( \hat{\theta} - \theta \right) , \cos \left( \hat{\theta} - \theta \right) \right) \right)^2,
\]

and the angular mean absolute error:

\[
\text{MAE}_\angle = \frac{1}{N} \sum_{n=1}^{N} \left| \text{atan2} \left( \sin \left( \hat{\theta} - \theta \right) , \cos \left( \hat{\theta} - \theta \right) \right) \right|, \tag{2}
\]

where \(\hat{\theta}\) and \(\theta\) are the true and estimated DOA respectively, and the \text{atan2} operator computes the arctangent of the element-wise division of its first and second argument, respecting signs of the arguments.

These are based on the general mean squared error (MSE) and mean absolute error (MAE) loss functions, but ensure the calculation is always based on the minimal error between two angles, be it clockwise or anticlockwise. Output layers of both regression formulations were given linear activation.

For the classification formulation, we used the standard categorical cross-entropy loss with either 72 (5° per bin) or 360 (1° per bin) classes. Both classification models were given an output layer with softmax activation.

As model we chose the MLP neural network. First a wide hyperparameter search was conducted for all datasets using the tree-structured parzen estimator (TPE) approach [18], to determine a single model topology that worked well for all datasets. This search included varying the number of hidden layers, number of nodes per layer, type of activation, rate of dropout, \(\ell_1\) or \(\ell_2\) regularization, batch normalization and learning rate for the Adam optimizer.

From this, a general model with 3 hidden layers, each with 3072 hidden nodes and relu activation, was chosen for all datasets and problem formulations. No batch normalisation was applied. A new optimisation process was then started for each combination of the 4 datasets and 4 loss functions. Now only the learning rate and level of dropout was varied to find the best model for each set, to ensure that results would be directly comparable. Classification models converged best with high levels of dropout (circa 0.8), while regression models did best without dropout.

Table 2 shows the MAE results for all model types and all simulation methods, obtained for a validation test set specific for each simulation method. These errors do not reflect real-life performance, but performance on synthetic validation set that was created in the same way as the training set used to train each model. Therefore, the consistently lower MAE for methods with omnidirectional sources merely shows that these tasks are easier to learn, but it is not an indication of how the resulting MLPs will deal with real data.

<p>| Table 2. MAE for each method’s synthetic validation set |</p>
<table>
<thead>
<tr>
<th>Regression</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE_\angle</td>
</tr>
<tr>
<td>ISM-omni</td>
<td>2.4°</td>
</tr>
<tr>
<td>ISM-dir</td>
<td>5.5°</td>
</tr>
<tr>
<td>WithDiffuse-omni</td>
<td>2.0°</td>
</tr>
<tr>
<td>WithDiffuse-dir</td>
<td>6.3°</td>
</tr>
</tbody>
</table>

4. RESULTS

All final models were tested with the exact same two measured test sets (‘Easy’ and ‘Challenging’), and performance was evaluated with MAE for all models (independent of the training loss function used!), to allow for direct comparison. For Table 3, test samples are based on RIRs where the speaker was facing directly towards the array. Table 4 shows the results for RIRs where the speaker faced past the array at a 90° angle. Testing with MSE or accuracy within 5° or 10° instead of MAE resulted in the same trends, and are therefore not included in this paper.

In our application, the variance of the error from the true direction indicates system performance (assuming zero mean error). We therefore apply the Brown-Forsythe statistical test [19], which tests the variance of the distributions without a strong assumption of normality. We report the test’s probability results \(p\), for relevant pairs of systems, in Section 5.
Table 3. MAE for the ‘Easy’ test set, where speakers face directly towards the array

<table>
<thead>
<tr>
<th>Function</th>
<th>Regression MSE°</th>
<th>MAE°</th>
<th>Classification 1° bins</th>
<th>5° bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRP-Phat</td>
<td>1.5 °</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISM-omni</td>
<td>2.2 °</td>
<td>2.1 °</td>
<td>1.4 °</td>
<td>1.3 °</td>
</tr>
<tr>
<td>ISM-dir</td>
<td>3.0 °</td>
<td>2.1 °</td>
<td>1.5 °</td>
<td>1.5 °</td>
</tr>
<tr>
<td>WithDiffuse-omni</td>
<td>2.8 °</td>
<td>1.1 °</td>
<td>1.3 °</td>
<td>1.4 °</td>
</tr>
<tr>
<td>WithDiffuse-dir</td>
<td>3.8 °</td>
<td>1.4 °</td>
<td>1.1 °</td>
<td>0.9 °</td>
</tr>
</tbody>
</table>

Table 4. MAE for the ‘Challenging’ test set, where speakers face 90° away from the array

<table>
<thead>
<tr>
<th>Function</th>
<th>Regression MSE°</th>
<th>MAE°</th>
<th>Classification 1° bins</th>
<th>5° bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRP-Phat</td>
<td>16.5 °</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISM-omni</td>
<td>18.2 °</td>
<td>18.2 °</td>
<td>19.1 °</td>
<td>18.8 °</td>
</tr>
<tr>
<td>ISM-dir</td>
<td>12.7 °</td>
<td>11.5 °</td>
<td>8.9 °</td>
<td>8.1 °</td>
</tr>
<tr>
<td>WithDiffuse-omni</td>
<td>19.7 °</td>
<td>19.6 °</td>
<td>18.6 °</td>
<td>17.9 °</td>
</tr>
<tr>
<td>WithDiffuse-dir</td>
<td>13.0 °</td>
<td>10.5 °</td>
<td>9.9 °</td>
<td>10.1 °</td>
</tr>
</tbody>
</table>

5. DISCUSSION

From Table 3 we observe that for the relatively easy task of finding the correct azimuth of a speaker facing the array, all models are able to estimate the DOA with high accuracy.

The training data simulation method starts to matter when testing with samples where speakers looked past the array, giving increased confounding reflections. In this case (see Table 4) all directional data based MLPs outperformed their omnidirectional equivalents and the SRP-Phat baseline method significantly (p << .01). Simulating with directional sources also increased the difficulty of the task given to the SSL method as evident from the increase in validation error (see Table 2). As such, results show that the MLPs were able to learn relevant information from the directional simulations that turned out to be applicable on measured data.

This is crucial given that we found no studies that simulated directive sources to train learning-based SSL models. Also, given the importance of localisation for many other speech processing tasks like speech recognition and speech enhancement, the conclusion may be valid for many other multichannel speech applications.

We observe that for each DNN topology, either the simulation methods ISM-dir or WithDiff-dir leads to the highest performance, and overall the performance difference between the two was insignificant (p > .01). Adding a diffuse field when simulating sources as omnidirectional also did not have a significant effect (p > .01).

As such, in contrast with [14], we do not find benefit (nor deterioration) from adding the diffuse field. However, this may simply be because the chosen preprocessing steps to generate speech features may have stopped the models from learning relevant information from the diffuse field. We also have to be careful to draw conclusions based on measurements taken in a single meeting room, as its diffuse field is not representative for all meeting rooms.

Observed trends are independent of the choice of loss function and whether the problem is formulated as a regression or classification task. This provides evidence that the obtained differences are indeed due to the different datasets used for training, and not due to effects of biased hyperparameter tuning.

Like others [11, 14], we note that defining the DOA estimation task as a classification task is advantageous as this formulation resulted in our best performing models. Especially the directive training sets contain samples that are too challenging for the network to learn. The regression network with MSE loss penalises large errors harsher, and as such the learning process focuses most on these outliers. The classification networks are on the other end of the spectrum - penalising all predictions outside the target bin equally, and as such, their training focuses on the more informative samples. Additionally, all classification networks required high levels of dropout, indicating that smaller networks may work equally well for this task formulation.

The focus of this study was on the effect of using more advanced RIR simulation techniques for generating better training data, and not on finding the best DOA estimator.

6. CONCLUSION

We synthesized different training sets to train MLP models for a DOA estimation task from 4 different RIR simulation techniques. The model trained on data from RIR simulation techniques with directive sources, achieved up to a 51% lower mean absolute error on a measurement-based test set than the industry standard SRP-PHAT method, while equivalent models trained on the standard image source method with omnidirectional sources performed worse than this baseline.

Results show that, for improved real-life performance, sources should be modelled as directive speakers, rather than omnidirectional sources, especially for the situation where the speaker is not directly looking at the array. This is an important conclusion given the widespread use of simple ISM RIRs, indicating that the complexity of the RIR simulation technique has been undervalued as a source of performance gain for learning-based SSL. We further speculate that the conclusion may hold true for other applications within multichannel speech processing.
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