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The study of temporal trajectories of emotions shared in tweets
has shown that both positive and negative emotions follow
nonlinear circadian (24 h) and circaseptan (7-day) patterns.
But to this point, such findings could be instrument-
dependent as they rely exclusively on coding using the
Linguistic Inquiry Word Count. Further, research has shown
that self-referential content has higher relevance and meaning
for individuals, compared with other types of content.
Investigating the specificity of self-referential material in
temporal patterns of emotional expression in tweets is of
interest, but current research is based upon generic textual
productions. The temporal variations of emotions shared in
tweets through emojis have not been compared to textual
analyses to date. This study hence focuses on several
comparisons: (i) between Self-referencing tweets versus Other
topic tweets, (ii) between coding of textual productions
versus coding of emojis, and finally (iii) between coding of
textual productions using different sentiment analysis tools
(the Linguistic Inquiry and Word Count—LIWC; the Valence
Aware Dictionary and sEntiment Reasoner—VADER and the
Hu Liu sentiment lexicon—Hu Liu). In a collection of more
than 7 million Self-referencing and close to 18 million Other
topic content-coded tweets, we identified that (i) similarities
and differences in terms of shape and amplitude can be
observed in temporal trajectories of expressed emotions
between Self-referring and Other topic tweets, (ii) that all
tools feature significant circadian and circaseptan patterns in
both datasets but not always, and there is often a
correspondence in the shape of circadian and circaseptan
patterns, and finally (iii) that circadian and circaseptan
patterns obtained from the coding of emotional expression in
emojis sometimes depart from those of the textual analysis,
indicating some complementarity in the use of both modes of
expression. We discuss the implications of our findings from
the perspective of the literature on emotions and well-being.
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1. Introduction

The advent of social networking sites has radically altered the ways in which emotions are
communicated. Social media provides researchers with the unprecedented opportunity to track,
almost in real time, changes in expressed emotions on a large scale over time and space. This can be
used as an indicator of the overall emotional state of the population, providing important information
for the design and implementation of public health campaigns [1-3]. For instance, recent studies have
shown that social media users’ linguistic style constitutes a useful tool for measuring and predicting
depression [4], transitions from mental health discourse to suicide [5], eating disorders [6] and the
worsening of psychotic symptoms [7].

Circadian (24 h) rhythms are reflected in changes in humans’ physiology and behaviours at multiple
levels, from the timing of cellular activities to the coordination of daily cycles of behaviour [8]. They
might have evolved in response to environmental variations following alternations between light and
dark cycles [9]. The mammalian ‘internal clock’ relies on fluctuations in body temperature, which
controls circadian rhythms throughout the day [10]. Body temperature peaks during the day and
reaches its lowest at night, controlling phases of higher activity versus rest [11]. Markers of circadian
rhythms include melatonin and cortisol release [12]. Circadian rhythms enable humans to temporally
reorganize and adjust metabolic [13] and physiological processes in interaction with behavioural
activities [14]. Optimal sleep and wake patterns are dependent on circadian rhythms, and their
disruption due to artificial lighting and other external factors (e.g. shift-work and jet-lag) has negative
consequences for memory and cognitive performance [13].

Regular variations in mood, cognition and behaviour also vary over longer periods of time, notably
in circaseptan (7-day) rhythms [15]. Research has consistently shown the existence of circaseptan patterns
in humans. Seven-day patterns are associated with cultural traditions (e.g. Shabbat as the holy day of
rest in the Hebraic 7-day week) and the cultural distinction between weekdays and weekends in
modern societies [16] regulating social practices and behaviours [17]. However, the existence of
circaseptan patterns in several animal species, including humans, informs about their endogenous
rather than solely social and cultural origin. The weekend may enable humans to resynchronize
circadian rhythms after increasing residual desynchronization due to the accumulation of chemical
substances in the body over the workweek [18]. Thus, the modern 7-day week may represent a
cultural adaptation for realizing endogenous chronobiological processes, such as recovery from work
at the weekend [19].

Circaseptan rhythms were found in changes in blood pressure of women during pregnancy [20], and
newborns’ heart rate and body weight [21], body temperature [22], eating behaviours [23] and mood [24].
In male and female children, circaseptan cycles also coordinate variations in cognitive functions [25], and
in adults, they regulate patterns in physical activity, heart rate fluctuations, night-time sleep duration,
nutrition, core body temperature and changes in the immune systems [26]. Emotions are also subject
to circadian and circaseptan cyclical variations. Studies on temporal patterns in emotions and mood
have broadly employed two approaches: self-reports and textual analyses of spontaneous productions,
notably in social media.

1.1. Self-report studies

Monk et al. [27] have shown that self-reported happiness and well-being were highest 4-6 h after waking,
which was co-occurring with increases in both body temperature and cognitive ability. Additionally,
Clark et al. [28] observed that positive affect (PA) and negative affect (NA) follow opposite trajectories
throughout the day: PA followed a reversed U-shaped curve, at its lowest at the beginning and end of
the day, whereas NA followed a U-shaped curve, at its lowest between noon and midnight. More
recently, researchers have found that individuals tended to experience highest levels of NA around
10.00 and around 16.00, while PA was highest around noon and 20.00 [29].

Overall, results show that PA and NA vary throughout the day, but not necessarily in the same way
across studies. Differences in results might be due to the relatively small samples used and the lack of
sample inclusiveness [30]. Moreover, inconclusive findings could be related to differences in
chronotypes (morning-type individuals versus evening-type individuals) in the tested samples. For
instance, Miller et al. [31] showed that evening-type individuals manifested delayed PA phases and
presented less amplitude compared to morning-type individuals. Diurnal affect variations have been
reported in healthy and depressed populations but had a smaller amplitude in the latter [32].
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Interestingly, while several studies have shown that eveningness is associated with greater depression B

and lower PA [14], the evidence supporting the association between eveningness and NA is scarce
and mostly observed in clinical populations only [33].

Studies on circaseptan changes in affect also show some degree of disagreement. Using the PANAS
[34], Cornélissen et al. [24] have found that PA and NA follow both circadian and circaseptan changes.
They found PA to be lowest on Sundays and NA on Saturdays. Similar patterns were found in a large
heterogenous sample where PA (NA) was highest (lowest) during the weekend than other weekdays
[35]. Among these weekdays, individuals were in a better mood on Friday, and in a worse mood on
Monday (non-retired individuals only). Somewhat different results were found using the POMS [36]:
two studies reported that PA (vigour) was generally highest on Sundays, and NA (fatigue,
depression, anger, anxiety) was lowest during the weekend. Vittengl & Holt [37] found that PA was
lowest on Sunday and increased throughout the week from Monday to Saturday but reported no
significant change in NA throughout the week. Larsen & Kasimatis [15] have shown that subjective
well-being varies in a sinusoid manner over the week and has a peak on Saturday, but such changes
are more pronounced in introverts compared to extroverts.

1.2. Social media studies

Twitter has been the social media platform used to conduct most of research on emotions expressed
through social media channels. Temporal variations in the expression of emotions in Twitter have
been studied to detect emotional contagion [38], change in public opinions [39], identify mental
disorders [40], monitor public health concerns [41], measure population mood before, during and
after natural disasters [42], detect voting preferences in elections [43], predict changes in the stock
market [44] and to estimate the duration of positive and negative emotions as the effect of affect
labelling (i.e. explicitly putting one’s feeling into words) [44]. Fan ef al. [45] analysed the evolution of
emotional contents in tweets posted between 2006 and 2012. They collected tweets that conveyed
Twitter users’ emotional state using as search criteria tweets that included the expressions ‘I feel ...’,
Tm feeling...” or ‘I am feeling’. These were categorized as affect labelling tweets [45]. Afterwards,
they analysed the emotional language of other tweets 6 h before and 6 h after the affect labelling
tweets. Fan ef al. found that affect labelling mitigated emotional intensity over time and that the
emotions lasted approximately 1.5 h from beginning to end.

The number of studies examining circadian and circaseptan rhythms in expressed emotions has been
limited. Automated sentiment analysis tools such as the Linguistic Inquiry and Word Count (LIWC) have
been broadly employed to investigate psychologically relevant processes that are subject to cyclical
variations in social media. Emotions have probably been the process most studied. LIWC allows
coding a diversity of content categories from the text on a word-by-word basis. Using LIWC-coded
tweets, Golder & Macy [30] found that both PA (category posemo) and NA (category negemo) were
highest at midnight, then tended to decrease until 4.00 for PA and 6.00 for NA during the workweek,
and until 8.00 during the weekend. PA increased sharply after this nightly drop and decreased
between 9.00 and 17.00 to increase again until 6.00. The increase in NA was less marked but
continued until midnight. These findings were supported by more recent studies [46]. Golder & Macy
found that PA was highest and NA lowest during the weekend. The worst days in terms of both
dimensions are Mondays, Tuesdays and Wednesdays. Wang et al. [47] showed that expressions of
stress and NA in tweets presented their peaks on Mondays and gradually decreased towards
Thursdays with a marked dip on Fridays. Dzogang et al. [46] used factor analysis of LIWC-coded
tweets to obtain two main factors which they considered highly emotional (positive and negative
emotions) and have found similar patterns.

1.3. Emoji use in the social media

Mobile phones supporting input and rendering of emoji characters enabled these to become increasingly
popular [48] and be labelled as the fastest-growing language in the world [49]. Kaye et al. [50] conducted
an online survey where they asked participants to reflect on their use of emoji in virtual platforms. They
found that the emojis served to aid personal expression by establishing emotional tone and lighten mood
and to reduce the ambiguity of the message. Recently, these results were conceptually replicated in a
large online survey involving 1000 participants which also showed that the expression of emotions
was the main reason behind their use [51]. Studies focusing on the use of emojis as devices of
emotional expression have found that they were more present in positive rather than negative
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messages [52] and that facial emoji were the preferred type to express emotions [53]. Non-facial emoji

were mostly used to communicate joy [48].

The increasing interest in the expression of emotions via emoji in social media also led to the
development and validation of emoji sentiment lexica in various languages [54]. Numerous studies
have investigated the use of emoji as a vehicle for the expression of emotion in social media. Zhao et al.
[55] analysed 3.5 million Weibo messages that contained emoji conveying emotions. Emojis were
classified into four categories of sentiments (angry, disgusting, joyful and sad) [55] examined hourly,
weekly and monthly changes in the dataset. The authors found that people tend to be sad and angry
from 6.00 to 8.00, but these emotions turned into joy after 10.00. Such a trend continued until the
evening when sadness increased. Weekly patterns showed that people expressed increased joy towards
the weekend with a peak on Saturdays. On Sundays, joy decreased and sadness and anger increased.
Interestingly, Zhao et al. [55] observed that the expression of emotions in emoji on a monthly basis was
highly dependent on local, national and international news and the region where the data was collected.

1.4. Self-reference

An important distinction in self-reference research is made between self-descriptions (e.g. mentions of
states and traits) and autobiographical aspects (e.g. mentions of past events [56]). Both forms of self-
reference are termed self-disclosure when addressed to others, for instance, in face-to-face interaction
or through the social media [57].

Research on self-referencing processing has notably investigated whether self-reference is cognitively
specific, i.e. distinct from the reference to other subjects or objects. Self-reference leads to deeper
processing due to the higher interconnectedness of concepts related to the self, and has distinctive
effects, such as memory facilitation due to motivational significance [58]. Indeed, seminal studies have
shown that individuals recall better content that is related to themselves than content related to other
targets [59].

More recent research has shown that self-reference integrates perceptual cues in memory [60]. Further,
positive traits are better recalled than negative traits when the target is the self, but not if the target is
someone else [61]; however, such effect vanishes in depressed individuals (negative self-schema; [62]).
Individuals automatically allocate more attention to self-referential emotional cues than neutral cues
[63]. Self-referential processing is also known to facilitate social cognition (e.g. empathic accuracy,
theory of the mind; [64]). Referring negatively to the self increases the odds of depressive relapse [65].
This can be explained by the importance (of the valence) of self-references in predicting self-esteem
and self-efficacy [66].

On the production side, the question of the effects of self-reference has mostly been studied in
interaction (self-disclosure). The relevance of self-reference in social perception was already
highlighted a few decades ago [67] and recent research has shown that it increases liking, notably
when reciprocal [68]. As in face-to-face interaction [69], self-reference on social media promotes social
worth, social support [70,71] and increases chances of friendship maintenance [72]. Further, honest
and accurate self-reference in Web posts is linked to decreased loneliness [73]. Research has
consistently shown that self-reference processing and production is distinct from references to other
objects and topics and is highly significant to individuals. A recent study has shown reduced
emotional intensity over time in Self-referencing tweets (in the ‘I am feeling’ form; [45]). However, no
previous study has used Self-referencing tweets instead of generic tweets to examine circadian and
circaseptan patterns of emotions expressed in tweets or have compared self-referencing with other
topic productions in the study of emotions in social media [57].

1.5. The present study

Past research in circadian and circaseptan patterns of emotions on Twitter has been interested in generic
(unfiltered) tweets, i.e. researchers did not distinguish between topics during or after data collection. But
there is evidence that information relating to the self, as opposed to other topics, is better recalled, has an
increased personal relevance and meaning for individuals and relates to different cognitive processes and
emotional underpinnings [58,59,74,75]. Another potential shortcoming of past research in circadian and
circaseptan emotional patterns has been the exclusive use of one coding tool, namely the LIWC [76].
Hence, the (in)dependence of obtained results upon this instrument remains to be investigated. Finally,
past research on temporal emotional patterns has focused, almost exclusively, on textual productions in
tweets. Whether emotional patterns in emojis are similar or display complementarity in the expression
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of emotions remains unknown. It is certainly of interest to investigate whether the general patterns of [ 5 |

emotional expression found in tweets using the LIWC (the existence and shape of these patterns) hold
in the specific case of the LIWC emotional categories only, or if similar findings can be obtained with
other tools. In the latter case only could they be considered instrument-independent.

The present study proposes three major contributions. We compare patterns of change in emotions in
self-referencing tweets (or I am tweets) and other topic tweets and thereby examine the distinctiveness of
self-referencing tweets. We investigate differences in results obtained through the use of different
sentiment analysis tools: the Linguistic Inquiry and Word Count (LIWC), the Valence Aware
Dictionary and sEntiment Reasoner (VADER) and the Hu Liu sentiment lexicon (Hu Liu) (see Material
and methods) and thereby assess the robustness of findings on circadian and circaseptan changes in
the current literature. We then compare patterns of circadian and circaseptan change in emotional
dimensions coded from emojis and in text in order to determine whether these are complementary or
symmetrical. The sentiment analysis tools that we selected include both open source (e.g. VADER)
and commercial (e.g. LIWC) instruments. The use of different instruments for the automatic coding of
the same dataset is essential to assess the robustness of results across tools. Emotional expression in
Twitter can not be fully captured relying upon textual analysis only. The decision to investigate
emotional patterns in emojis extends the scope of such traditional, but maybe fractional research.

Finally, our study is the first to use mixed-model regression in order to partial out variance lying at
the level of the user, for the study of circadian and circaseptan patterns of emotional variation. This
allows an improved estimation of model parameters as well as of statistical significance and is
innovative in the considered research area.

2. Material and methods

We used the R package rtweet to collect (i) Self-referencing tweets for four consecutive weeks through the
Twitter Application Programming Interface. The search started on Monday, 3 September 2018, at 10.00
UTC and ended on Monday, 1 October 2018, at 10.00 UTC. We used the query "\'"T am\" OR \"I\'m
\" OR \"Im\"". (We included the verb to be in the present tense only to focus on present events and
thoughts as much as possible—I am going to statements are future-oriented but match our search
query as well.) We also collected (ii) generic tweets using the query ‘ ’, matching all tweets that
contain a space. For these two queries, we searched for 100 tweets every 30 min (excluding retweets)
in each of the 160 most populated US counties, of which the aggregate population represents more
than half of the US population [77]. We used the counties” population centroid and square root of the
radius of the area/Pi, according to the 2017 US Gazetteer Files [77], as centres and radiuses for the
search within each county. We obtained a total of 7577640 Self-referencing tweets after discarding
duplicate tweets based on status_id (tweet identifier), on average 70.47 per hour and county (s.d.=
26.52). These tweets were used in the textual analysis of Self-referencing tweets, whereas the analysis
of emojis was based upon the subsample containing emojis (N =1182477, 15.6%). We also obtained
18367 569 generic tweets. From these, we created a pool of Other topic tweets (not Self-referencing)
by excluding 500 600 tweets (2.8%) which matched the query for Self-referencing tweets. From these
17 866 969 Other topic tweets, we randomly sampled 7577 640 in order to match the sample size of
Self-referencing tweets. These were subjected to textual analyses. The analysis of emojis for Other
topic tweets was also based on a random subsample of the tweets containing emojis in Other topic
tweets (for the complete corpus: N=2365947) matching the observations in the Self-referencing
corpus (for the subset: N=1182477).

The study relied on data publicly available at the moment of data collection. We, therefore, did not
seek the approval of an ethical review board for this study. The tweets were made public by the users
themselves, and their use complies with the developer licence granted by Twitter. We have made the
coded data and the identifier of each tweet available on OSF: (https://osf.io/4c7kd/). Using the
identifiers, the tweets can be downloaded directly from Twitter.

2.1. Measures
2.1.1. Time

Retrieved tweets received a timestamp in the POSIX format corresponding to the UTC date and time of
their post on Twitter. UTC time was converted to the local time of the county in which tweets originated,
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after which we computed Hour and Day as numeric variables. We used the American convention for the [ 6 |

ordering of the days of the week (leading to values of 0 for Sunday and 6 for Saturday).

2.1.2. LIWC dimensions

The LIWC 2007 English dictionary allows for coding texts along 64 categories by simple word count.
Categories relate to: linguistic processes (e.g. types of pronouns, types of verbs, verb tense,
prepositions, quantifiers); psychological processes, notably composed of social processes (mentions of
family, friends, humans); affective processes (overall score of positive and negative emotions, specific
negative emotion categories); cognitive processes (insight, causation, etc.), relativity (e.g. time and
motion), personal concerns (e.g. money, leisure, and religion) and spoken categories (e.g. assent and
fillers). The LIWC dictionary was derived from multi-study validation work in psychology with
iterative improvements spanning over decades (see [76]). Using the R package Quanteda, we coded
each tweet for the categories of the LIWC 2007 English dictionary (proportions). For this work, we
only used the emotional categories affect, posemo and negemo which have attested reliability [76].
The LIWC was chosen because it is the most frequently used tool in the study of emotional
circaseptan and circadian patterns and because one of the aims of this study is to compare results
from other tools with the LIWC.

2.1.3. VADER sentiment dimensions

The VADER scoring algorithm [78] has been developed specially for the analysis of social media texts. An
interesting feature of the VADER scoring is that it is not only based upon a lexicon, but also rule-based,
and thus can handle negations (not good scoring opposite to good) and lexical ambiguity, which the other
mentioned tools cannot. Another interesting feature of VADER is that it can handle not only the polarity
of the emotion of the coded words but also their intensity. The resulting categories are Compound (an
index of document positivity), Positive, Negative and Neutral. The categories are coded using a
dictionary derived from complex machine learning algorithms. The classification results in good
metrics in machine learning tasks. The VADER was chosen because it has been built for textual
analysis in social media, can handle negations and is described as a promising tool in the literature.
We also use the VADER to include a neutral emotional expression dimension for the textual analyses
as a comparison with the neutral dimension in the analyses of emojis.

2.1.4. Hu and Liu sentiment dimensions

A frequently used instrument, the Hu & Liu lexicon [79], was developed for sentiment analysis of
customer reviews. The resulting categories (lexicon-based) are Sentiment (an overall measure of
positivity), Positive and Negative (good classification metrics in machine learning tasks). This tool has
been chosen because it has almost exclusively been used in studies that do not focus on textual
production in the social media.

2.1.5. Emoji sentiment dimensions

We coded emojis relying on the emoji sentiment ranking from Kralj Novak et al. [54] who used human
raters to assess sentiment in tweets. The resulting categories are Sentiment (an overall measure of
positivity), Positive (the probability of the emoji to appear in a tweet coded as positive), Negative (the
probability of the emoji to appear in a tweet coded as negative) and Neutral (the probability of the
emoji to appear in a tweet coded as Neutral) with acceptable classification metrics.

LIWC and VADER have been the sentiment analysis tools most widely used in psychology, linguistics
and computer science [80]. Hutto & Gilbert [78] argued VADER to be more sensitive to sentiment text in
social media than LIWC. For example, VADER accounts for acronyms, initialisms, emoticons and slang,
which are relevant lexical items for sentiment analysis of text [81]. The Hu Liu lexicon suffers from the
same limitations as LIWC [79]. A systematic review of sentiment analysis tools [80] showed that VADER
generated higher accuracy sentiment rankings than LIWC for data collected from Twitter.

2.1.6. Additional variables

The following variables were computed in order to examine patterns in the frequency and proportion of
Self-referencing tweets: Frequency (per county/week/day/hour) was computed as the sum of
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occurrences in the Self-referencing tweet dataset, whereas the Proportion of Self-referencing tweets was [ 7 |

computed as the sum of Self-referencing tweets (per county/week/day/hour) divided by the sum of
all collected tweets in the complete generic tweet dataset.

2.2. Preprocessing and data analysis

For the textual analyses: Tweets were preprocessed using the following procedure: @user_mentions,
links, non-ASCII characters, digits, tabs and punctuation characters were replaced with a space.
Multiple spaces were then replaced with a single space. Leading and tailing spaces were removed. For
the analyses of emojis: emojis were extracted and stored in a separate dataset which was coded using
the emoji sentiment ranking [54].

Statistical testing allows us to determine whether the patterns we describe qualitatively represent
significant quantitative changes. Data were analysed in R using random intercepts mixed-effects
model regression. This was necessary because of the nesting of tweets within users, i.e. users could
provide several tweets thereby generating variance at the user-level that needed to be partialled out.
Participant ID was used as a clustering variable and all proportions were centred within-county. This
step allowed us to also partial out variance laying at the level of counties in our analyses, which has
not been undertaken in previous related research. The analyses were adjusted for week—entered as a
factor. Adjusting for the week allowed us to ensure that results were not affected by the period of the
month in which the tweet was posted. Our dependent variables were regressed on these control
variables and polynomial contrasts (linear to quantic, i.e. up to the power of five) of variables hour
and day in order to avoid multicollinearity. We use the term polynomials to refer to positive exponents
corresponding to linear, quadratic, cubic, quartic and quantic functions (first- to fifth-degree
polynomials) of the independent variables day and hour.

This approach allows modelling of up to four turning points in the dependent variables as a function
of the (polynomials of the) independent variables. This is relevant because examining only linear and
quadratic relationships would not account for the complexity that could be observed in the data.

We used the default estimator (restricted maximum likelihood) and optimizer (bobyqa) in the analyses.
We used the Bonferroni significance correction to correct for the multiple tests we performed. Models using
proportions of frequencies as outcome variables rely on counts/computations of these variables at the
county level.

All models converged successfully. The overall effect of polynomials of day and hour, on the different
dependent variables, was estimated using the F statistic on the obtained models (Type II ANOVA with
Satterthwaite adjustment of degrees of freedom—this procedure leads to degrees of freedom that can
vary for each predictor within models). After the Bonferroni adjustment, performed separately for
circadian and ciracseptan patterns, the critical significance thresholds are p <0.00179 for the F-tests of
overall significance (28 tests performed per type of pattern) and p <0.000179 (280 tests performed per
type of pattern) for the mixed-model regression coefficients and corresponding F-tests of individual
trends (each polynomial of day and hour, i.e. the linear, quadratic, cubic, quartic and quintic trends).
The regression coefficients are provided in the text for the sake of completeness and because their sign
is used when describing the contribution of the polynomial trends to the overall temporal trajectories
(see §3.3). They are not an indicator of the importance of the individual trend. This is notably due to
the fact that the predictors are transformed in order to make the polynomials orthogonal. We,
therefore, comment on the magnitudes of the polynomial trends based upon the individual F-values
(see §3.3 for this as well).

3. Results

Table 1 presents the correlations between all textual dimensions in the county-centred coding of Self-
referencing tweets (above the diagonal) and Other topic tweets (below the diagonal) at the non-
aggregated level. Correlations with the coding of emojis are not presented in this table as we used a
subsample of tweets for these analyses. Similar correlations can be observed in the coding of Self-
referencing tweets and Other topic tweets, with a few exceptions, such as ¥ (Hu Liu-Sentiment, LIWC-
affect). The positive as well as negative dimensions of all tools are highly correlated with one another
in Self-referencing tweets (positive dimension: min r=0.648; negative dimension: min r=0.668) and
Other topic tweets (positive dimension: min r =631; negative dimension: min r =0.652). Correlations
of this magnitude are generally considered indicative of measures assessing the same construct [82].

~
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