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Abstract

This thesis implements and analyzes models that predict blood pressure curves
of hypertensive individuals after a period of a given exercise. The objective of
the study was to assess the application of informed machine learning (IML)
in this context, and multiple models have been implemented to compare the
applicability of different IML approaches.

The medical condition of hypertension is defined by persistently high blood
pressure and increases the risk of lifestyle diseases. Norwegian University of
Science and Technology, Trondheim, is currently working on a project called
My Medical Digital Twin (MyMDT). The project’s ambition is to develop a per-
sonal medical digital twin that monitors a hypertensive individual’s blood pres-
sure and gives individual-specific treatment advice. Our project aims to assist
MyMDT by evaluating different machine learning models to predict the effect
of physical activity on the blood pressure.

Previous studies have proven that incorporating physics-based knowledge
into a machine learning model can encourage the model to make physically
consistent and more accurate predictions. Additionally, literature shows that
relevant knowledge may be valuable when dealing with insufficient amounts of
data. Based on previous studies of IML, this project implements two approaches
for IML prediction of blood pressure curves. The first method incorporates a
physics-based loss function, and the second method predicts the residual of a
physics model’s estimate.

This project presents six different models predicting the blood pressure curve
of individuals after an exercise period. Data was obtained from a 12-week study
at St. Olavs University Hospital, Trondheim. A baseline model with linear re-
gression has been implemented, in addition to two neural networks differenti-
ated by a physics-based loss function. Further, two residual models are imple-
mented and evaluated to examine the applicability of this IML approach. Lastly,
a neural network based on large amounts of synthetic data is implemented to
assess the effect of a greater amount of data than provided for this project.

Comparison of different models demonstrates the benefits of IML in the task
of predicting blood pressure curves. The results show that the implemented IML
approaches perform better than the standard machine learning models, and the
analyses indicate that less data is required for IML to achieve equal performance
quality.
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Sammendrag

Denne oppgaven impementerer og analyserer modeller som predikerer
blodtrykkskurver for hypertensive personer etter en periode med en gitt tren-
ing. Målet med studien var å vurdere anvendelsen av informert maskinlæring
(IML) i denne konteksten, og flere modeller har blitt implementert for å sam-
menligne ulike IML-metoder.

Hypertensjon er definert som vedvarende høyt blodtrykk, og øker risikoen
for livsstilssykdommer. Norges teknisk-naturvitenskapelige universitet, Trond-
heim, jobber for tiden med et projekt som heter My Medical Digital Twin
(MyMDT). Prosjektets ambisjon er å utvikle en personlig medisinsk digital
tvilling som overvåker en hypertensiv persons blodtrykk og gir individspesi-
fikke behandlingsråd. Vårt prosjekt har som mål å bistå MyMDT ved å eval-
uere ulike maskinlæringsmodeller for å predikere effekten av fysisk aktivitet på
blodtrykket.

Tidligere studier har vist at å inkludere fysikkbasert kunnskap i en maskin-
læringsmodell kan hjelpe modellen til å gjøre fysisk riktige og mer nøyaktige
prediksjoner. I tillegg viser litteraturen at relevant kunnskap kan være verdifullt
når en jobber med utilstrekkelige mengder data. Basert på tidligere studier av
IML implementerer dette prosjektet to forskjellige IML-metoder for å predikere
blodtrykkskurver. Den ene metoden inkluderer en fysikkbasert tapsfunskjon, og
den andre metoden predikerer feilen av etimatet til en fysisk modell.

Dette prosjektet presenterer seks ulike modeller som predikerer
blodtrykkskurver til personer etter en treningsperiode. Dataen benyttet i
prosjektet er hentet fra en 12-ukers studie ved St. Olavs Universitessykehus,
Trondheim. En lineær regresjonsmodell er implementert som et sammenlign-
ingsgrunnlag, i tillegg til to nevrale nettverk med ulik tapsfunskjon, der den
ene innholder et fysikkbasert ledd. Videre er to residualmodeller implementert
og evaluert for å vurdere anvendbarheten til denne IML-metoden. Til slutt er
et nevralt nettverk basert på store mendger syntetisk data implementert for å
vurdere effekten av en større datamendge enn det som er tilgjengelig i dette
prosjektet.

Sammenligning av ulike modeller viser nytten av IML i prediksjoner
av blodtrykkskurver. Resultatene viser at de implementerte IML metodene
presterer bedre enn de standard maskinlærlingsmodellene, og analysene indik-
erer at mindre data kreves for IML for å oppnå like gode prediskjoner.
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Chapter 1

Introduction

This thesis presents a study on different methods to predict the blood pressure
curve of hypertensive individuals after an exercise period. Chapters 1, 2 and
3 are revised and extended from prior work conducted in the project thesis
written during the fall of 2020 (Dalheim and Ahlsand, 2020).

The medical condition of hypertension is defined as having a persistently
blood pressure above 140/90mmHg. The high pressures put an extra load on
the vessels, heart, and organs such as the brain and kidneys, and cause a higher
risk for lifestyle diseases like heart failure, stroke, and kidney disease (Choba-
nian et al., 2003a). The World Health Organization (WHO) estimates that more
than one billion people have hypertension, and the majority are unaware of the
condition as the symptoms may not be present (WHO). Hypertension is the
cause of around 9 million deaths every year (Haldar, 2013), and WHO consid-
ers it a major cause for premature deaths worldwide.

National Center for Health Statistics in the United States documented that
more than half of the individuals treated with hypertension medication between
2013 and 2016 were still hypertensive in 2017 (CDC). A possible reason for this
is incorrect medication as common guidelines often are used in treatment. Ob-
jective guidelines tend to draw sharp thresholds for treatment, ignoring the
multiple interconnected risk factors which provide the need for an individual-
ized treatment (Eddy et al., 2011).

My Medical Digital Twin (MyMDT) is an ongoing interdisciplinary project
at Norwegian University of Science and Technology (NTNU), developing a per-
sonal medical digital twin. By continuously monitoring important health vari-
ables, the project aims to predict how an individual hypertensive individual
will respond to a specific form of treatment (Hellevik et al.). This enables the
possibility to tailor the treatment of individual profiles. A part of the project
intends to fill a gap in previous research by recommending individual amounts
of physical exercise, and predict the specific benefits due to it. This project aims
to assist MyMDT by implementing models that predict the blood pressure after
an exercise period with a given exercise amount.
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A strong emerging trend in medicine is the support of artificial intelligence
(AI) to help doctors make more personalized decisions. It has been shown that
machine learning, which is a branch of AI, has multiple methods and imple-
mentations relevant for this use (Melville and Byrd, 2010; Dudchenko et al.,
2020). Willard et al. (2020) presents a taxonomy of different methodologies to
merge physics-based principles with machine learning. This approach is called
informed machine learning (IML), and studies have proved that IML models
have outperformed standard machine learning and made more physically con-
sistent predictions. Research has shown that physical activity effectively lowers
blood pressure levels (Pedersen and Saltin, 2015; Hackam et al., 2013), but no
research has to our knowledge assessed the use of IML to examine this effect.

The objective of this study is to implement and analyze different models for
predicting the blood pressure curve of hypertensive individuals after a period
of a given exercise. A comparison of different model architectures is carried out
to assess the benefits of IML in this context.

This report first presents an overview of the relevant theory. The theory in-
cludes physiology and physical principles for cardiovascular modeling, followed
by an introduction to machine learning with focus on neural networks and IML.
In Chapter 3, the available data for the project is presented, and analyses and
processing of the data are described in detail. Further, Chapter 4 explains the
architecture and implementation of the different models, and the results are
presented and evaluated in Chapter 5. Chapter 6 presents comparison and dis-
cussion of the results, and finally the conclusion and proposal for future work
are presented in Chapter 7.
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Chapter 2

Theory

This chapter introduces the fundamental terminology and theory needed to
comprehend the work done in this project. First, the background anatomy of the
cardiovascular system is presented, followed by a brief introduction to mech-
anistic models of the system. Finally, different machine learning architectures
are introduced.

2.1 The cardiovascular system

The cardiovascular system is the primary transport system of metabolic sub-
stances in the body, and consists of three main components; the heart, the blood
vessels and the blood. The heart pumps blood contained in the system through
the blood vessels in a closed loop. The blood delivers oxygen and other nutri-
ents to keep the body function properly and gathers carbon dioxide and waste
products that need to be removed (Alberta Health). The blood vessels consist
of arteries and veins, where the arteries transport oxygen-rich blood from the
heart to the body, and the veins transport oxygen-poor blood back to the heart.
The heart is divided into two separate pumping systems; the right and left side.
The right atrium receives oxygen-poor blood from the veins and pumps it to the
right ventricle. The right ventricle ejects and pumps the blood further into the
lungs. The lungs replenish the blood with oxygen, and the left atrium receives
the re-oxygenated blood from the lungs and pumps it to the left ventricle of
the heart. The left ventricle ejects, and the oxygenated blood is pumped to the
main artery, the aorta, and further through the smaller arteries which leads it
to the rest of the body.

2.1.1 Blood pressure and hypertension

Blood pressure is a result of the blood being pumped from the heart and pushed
against the walls of the blood vessels. The highest pressure is achieved during
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Figure 2.1.1: Illustration of the cardiac cycle with the curves of the aortic pressure,
atrial pressure, ventricular pressure, and ventricular volume. Drawn by
DestinyQx, redrawn and revised by xavax, DanielChangMD, and adh30,
and by the authors of this thesis. Permission from CC BY-SA 4.0.

the active contraction of the left ventricle muscle, and is called the systolic
blood pressure (SBP). In contrast, the vessels experience the lowest pressure,
called the diastolic blood pressure (DBP), during left ventricle muscle relax-
ation. Hypertension is a state where a person has persistently high blood pres-
sure. The blood pressure is measured in millimeters of mercury (mmHg), and
a SBP persistently above 140 mmHg or a DBP persistently above 90 mmHg is
diagnosed as hypertension (Ventura et al., 2005). The difference between SBP
and DBP is called the pulse pressure (PP) and represents the force the heart
generates when it contracts. The average pressure in a person’s arteries during
one cardiac cycle is called the mean arterial pressure (MAP). Compared to SBP
and DBP, which defines the state of hypertension, MAP is a better indicator of
perfusion to vital organs (Lee et al., 1999; Sesso et al., 2000). Figure 2.1.1 il-
lustrates the blood pressure at three different locations in the heart; the aorta,
the atriums, and the ventricles, in addition to the ventricular volume, during
the cardiac cycle. The ventricular volume is the amount of blood in the ventri-
cles, and is a time-varying variable changing in correspondence with the blood
pressure. Each cardiac cycle has a diastole phase where the heart is filled with
blood returning from the veins, and a systole phase where the heart contracts
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and pumps blood out to the arteries. The amount of blood ejected from the left
ventricle during the systole phase is referred to as the volumetric flow and is
measured in cubic metres per second (m3/s).

Vascular impedance

Vascular impedance is a metric that represents the relation between correspond-
ing harmonics of blood pressure and volumetric flow, and can be thought of as
a frequency dependent resistance (Hellevik, 2015). The concept of impedance
is of great importance in biofluid dynamics, and further follows an introduction
of two definitions relevant for this project.

Wave transmission and reflection properties in a blood vessel can be derived
from linearized mass and momentum equations. These equations are similar
to those for so-called transmission-line theory, and characteristic impedance,
Zc, is the most important parameter for any transmission line (Hellevik, 2015;
Wilson, 2012). Characteristic impedance is a function of both geometry and
materials, and is a dynamic value independent of line length. It is a local char-
acteristic property of the vessel wall and does not consider wave reflections.
Characteristic impedance is defined as the ratio between the forward propagat-
ing pressure and the forward propagating flow, and is represented as

Zc =
ρc

A
, (2.1.1)

where ρ denotes the fluid density, c the wave speed, and A the vessel cross-
sectional area.

A second impedance definition is the input impedance, Zi. The input
impedance is similar to the characteristic impedance and is defined as the ratio
of the pulsatile components of pressure, P , and flow, Q. In contrast, the in-
put impedance is a global quantity and includes reflected wave components. It
characterizes the properties in the vessel downstream to the point of measure-
ment, and the cumulative effect of all distal contributions is incorporated in the
property (Hellevik, 2015). The input impedance is defined as

Zi(ωn) =
P (ωn)

Q(ωn)
, (2.1.2)

where P (ωn) and Q(ωn) are the Fourier transforms of blood pressure and
volumetric flow in the time domain. ωn denotes the n different frequencies
from the Fourier transforms.
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2.2 Mechanistic modelling

Mechanistic models are based on fundamental laws of natural science and un-
derstanding of the behaviour of a system’s components. The models aim to
mimic real-life events through assumptions on prominent underlying mecha-
nisms, typically involving the constructing of simplified mathematical formula-
tions of causal mechanisms (Baker et al., 2018). Lumped models are mathe-
matical, mechanistic models representing the load to heart, where the physics
of the entire arterial system is represented by a few, lumped parameters (Helle-
vik, 2015).

2.2.1 The Windkessel model

The Windkessel model is a lumped parameter model based on conservation of
mass for the cardiovascular system. The model was developed after an observa-
tion by Stephen Hales in 1733, where he found that blood flow in the peripheral
arteries is approximately steady, despite the pulsating heart activity (Hellevik,
2015). In the 18th century, Hales illustrated the principles of the interaction be-
tween the heart and arteries by utilizing a fire hose, an air chamber, and a water
pump. The air chamber damps the pump’s pulsatile work, and the elasticity of
the large arteries is illustrated by the air chamber. In 1899 Otto Frank presented
the two-element Windkessel model by formulating Hales’ analogy mathemati-
cally. The model contains two elements, the peripheral resistance Rsys, repre-
senting resistance in the small arteries, and the total arterial compliance Ca,
representing the larger vessels’ elasticity. The mathematical representation of
the Windkessel model is obtained by the requirement of mass conservation of a
vessel, and can be expressed with the ordinary differential equation

Qin = Qa +Qout (2.2.1)

=
∂V

∂p

∂p

∂t
+

p

Rsys

(2.2.2)

= Ca
∂p

∂t
+

p

Rsys

, (2.2.3)

where Qin, Qa, and Qout represent the blood inflow to aorta, the stored vol-
ume in aorta, and outflow towards the periphery, respectively. Further, V de-
notes the volume of the vessel, t time, and p the pressure towards the vessel
wall.

The two-element Windkessel model assumes that the pressure and flow are
periodic functions, and thus can be expressed as Fourier series. With this as-
sumption, the impedance of a two-element Windkessel model, ZWK , can be
derived from Equation 2.2.3, and formulated as
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Figure 2.2.1: The three-element Windkessel model, where ZC denotes the characteris-
tic impedance, C the total arterial compliance, and R the total peripheral
resistance. Figure from Hellevik (2015).

Zn
WK =

Rsys

1 + jωnRsysCa

, (2.2.4)

where ωn denotes the n different frequencies from the Fourier transform,
and j denotes an imaginary number in the complex plane.

The two-element Windkessel model can be extended to a three-element
model by introducing a third parameter, which leads to a more accurate de-
scription of the pressure-flow relation. The third parameter introduced is char-
acteristic impedance, simulating the resistance to blood flow due to the charac-
teristic resistance of the aorta. Characteristic impedance relates the geometry
and the elastic properties of the vessel (Hellevik, 2015). Figure 2.2.1 illustrates
the three-element Windkessel model, represented as an electric circuit relating
the model’s three elements.

2.2.2 The time-varying elastance model

The time-varying elastance model is a lumped parameter model that represents
the pumping function of the left ventricle. Elastance, E(t), explicitly reflects the
contractile state of the heart (Suga and Sagawa, 1974; Suga et al., 1973), and
represents the relation between the left ventricle volume, Vlv(t), and the left
ventricle pressure, Plv(t). The changes in elastance are due to the contractions
of the left ventricle, and cycles from its diastolic to its systolic value during a
cardiac cycle (Maksuti et al., 2016). The definition of the model is

E(t) =
Plv(t)

Vlv(t)− V0
, (2.2.5)

where V0 denotes the unloaded volume of the left ventricle.
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Figure 2.2.2: A schematic illustration of the lumped parameter model used in
MyMDT’s mechanistic model. Ca, Pa, Cv, and Pv represents the com-
pliance and pressure in the arteries and veins, respectively. Pt denotes
the thoracic pressure, and Plv the left ventricle pressure. Rsys is the total
peripheral resistance, Rm the resistance in the mitral valve, Z is aortic
impedance, and E(t) is the time-varying elastance.

2.2.3 MyMDT’s mechanistic model

MyMDT has developed a mechanistic model that describes the dynamics of the
blood flow in the cardiovascular system, and evaluates how changes in the car-
diovascular system components contribute to the progression of hypertension.
The model’s intended application is to use blood pressure and volumetric flow
curves of an individual, and estimate the curves after 12 weeks of a given exer-
cise. The parameters expected to mediate the progression of hypertension are
the left part of the heart, the peripheral resistance, the venous pressure, Pv,
and the compliance in the arteries. These parameters and their relations are
presented in the lumped model in Figure 2.2.2, which illustrates the hemody-
namic part of the mechanistic model. In addition to the hemodynamic model,
the mechanistic model consists of an acute exercise shift model, and a long-term
remodeling of the cardiovascular system, described later in this section.

The curve of the blood pressure and flow for an individual at rest are inputs
of an optimization algorithm that calibrates the mechanistic model’s parame-
ters. The hemodynamic model combines the time-varying elastance model rep-
resenting the heart, and the three-element Windkessel model representing the
arterial system, to process these parameters. A combination of the two models
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is previously described and validated by Stergiopulos et al. (1996), which is
used as base for MyMDT’s hemodynamic model. The main modification done
by MyMDT is determining the venous pressure based on the balance of mechan-
ical properties and total blood volume, instead of assuming a constant venous
pressure. By recognizing relations in the data and simulating a curve to fit each
individual’s wave forms at rest, the hemodynamic model estimates internal pa-
rameters of the cardiovascular system, such as total arterial compliance and
total peripheral resistance. These parameters are assembled in a vector called
θ0rest, where 0 indicates that these are parameters estimated for the initial week.
The parameters are further processed by the Acute Exercise Shift Model.

The exercise model estimates the hemodynamics during exercise, repre-
sented by θ0exercise, given the values of θ0rest and an exercise pattern. The model
uses population data from Chantler et al. (2008), that report a cross-sectional
average of the relation between each parameter in θrest and θexercise at different
intensities, to obtain the estimates. The θ0exercise parameters are further used to
estimate how the physical activity will affect θ0rest over a period of 12 weeks.
The model assumes that the resting parameters are modulated according to the
stimulation of 12 weeks with different intensities of physical activity. The stim-
ulation X is defined as a weighted sum of the time spent in different levels of
physical activity (e.g. low, moderate, high). Cardiac power (CP) is defined as
MAP × cardiac output (CO), and is the basis of the weighting. The CP changes
according to the relative heart rate (RHR), which is defined as the ratio be-
tween resting heart rate and maximum heart rate, and is used to determine
heart rate zones during exercise. The stimulation X in MyMDT’s mechanistic
model is throughout this thesis referred to as exercise value, and is defined as

X =

∫ T

0

w(t)× CP (RHRi)

CPrest

dt, (2.2.6)

where w(t) is a weighting function, i indexes the sessions of physical activity,
and thus RHRi denotes the relative heart rate during the session. Further, T is
the total period of 12 weeks. The weighting function is implemented to weight
recent activity more than activities further back in time, according to the time
of estimate.

Given the stimulus over 12 weeks, the exercise model estimates the values
of θ12rest. To interpret the output of the model as blood pressure and flow curves,
the hemodynamic model that initially was fitted to the curves at rest uses θ12rest
to estimate the new curves. Consequently, the results of the mechanistic model
are estimates of the blood pressure and flow curves at rest after 12 weeks of a
given exercise pattern.
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2.3 Machine learning

Artificial intelligence is a branch within computer science that can build smart
machines capable of performing tasks that normally would require human in-
telligence (Helm et al., 2020). Machine learning is an application of AI and
offers systems the ability to learn and improve from experience autonomously.
Learning begins with observing data such as examples, direct experience, or
instructions, that further can be used to find patterns and relations. When an
algorithm is implemented and provided data, the algorithm aims to learn with-
out any human interaction. After the training process, the model can make de-
cisions and predictions on unseen data based on the patterns and experiences
developed during training.

Machine learning is often categorized as supervised or unsupervised learn-
ing, based on how the model learns. Supervised learning is mainly used in this
project and covers the learning of relations between a set of input variables and
corresponding labels. The algorithm aims to learn a mapping function from in-
put to output, where the goal is to approximate it to such an extent that the
algorithm manages to predict the correct output on unseen data. In the context
of this project, supervised machine learning will be performed to find poten-
tial patterns between personal parameters of an individual, a given exercise,
and the individual’s blood pressure curve after the exercise period. In unsuper-
vised learning, labels are not provided, and the algorithm’s task is to divide the
data into clusters (Ghahramani, 2004). Unsupervised learning is utilized in one
of the methods in this project to reduce the dimension of the blood pressure
curves.

2.3.1 Linear regression

Regression is a study of dependence, and regression analysis is one of the most
widely used techniques for analyzing multifactor data, and an important part of
many research objects (Montgomery et al., 2021b; Weisberg, 2005). The most
commonly used methods in regression analysis is linear regression, where the
goal is to detect linear relationships between one or several predictors X, and
a variable of interest Y , called a response variable. Such a linear relationships
can be formulated as

y = β0 + β1x, (2.3.1)

where x denotes one different predictors, and the intercept β0 and β1 are
unknown parameters. The exact nature of the considered linear relationship
is not known, and thus the β parameters fulfills the equation (Jurgen, 2003).
A method called least squares can be used to estimate the β parameters by
observing n pairs of data, ((y1, x1), ..., (yn, xn)). Least-squares method estimate
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β so that the sum of the squares of the differences between the observations yi
and the straight line is minimum (Montgomery et al., 2021a). The least-squares
criterion is

S(β0, β1) =
n∑

i=1

(yi − β0 − β1xi)2. (2.3.2)

In terms of predicting blood pressure curves, the observed pairs of data are
personal features and their corresponding blood pressure curve. A linear regres-
sion model aims to approximate a linear relationship between these features.

2.3.2 Principal component analysis

Principal component analysis (PCA) is a standard statistical method often used
for reducing the dimension of large data sets where variables are highly corre-
lated, to a smaller set of variables. The new variables are linear combinations
of the original variables, which are uncorrelated and explain most of the varia-
tion in the data. These variables are known as the principal components (PC).
PCA can be used in machine learning to focus on a smaller number of indepen-
dent variables, rather than a large number of original variables with complex
correlations (Taylor et al., 2006).

The PCA method is based on the fact that any set of m variables (X1, X2,
... , Xm), can be transformed to a set of m orthogonal variables (S. Chaterjee,
1999). These variables are the principal components and are denoted C1, C2,
... , Cm. Each variable Cj is a linear function of the standardised variables X̃1,
X̃2, ... , X̃m. Such as,

Cj = v1jX̃1 + v2jX̃2 + ...+ vmjX̃m, (2.3.3)

where j = 1, 2, ...,m, and vij represents the elements of the eigenvector
for every Cj. vij will throughout this thesis be referred to as the scores of the
PCs. Let λj be the eigenvector, then it can be shown that the variance of each
principal component Cj is

V ar(Cj) = λj. (2.3.4)

Further, the PCs are arranged so that λ1 > λ2 > ... > λm. Accordingly, the
component containing most of the variance in the set of variables is the first
component. The second component contains the second most variance, and
so on. Thus, depending on the data set and the desired amount of variance
conserved, one can reduce the data dimension by using the scores of a few of
the first PCs for each individual, rather than the complete set of variables.
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2.3.3 Neural networks

Neural networks are series of algorithms that endeavors to identify underlying
patterns in a set of data. This is achieved through a process that mimics the way
the human brain operates (Krogh, 2008). Neural network are neurologically-
inspired systems, hence the name neural. Neurons are the basic building blocks
of human intelligence, and the information messengers between different re-
gions in the brain. In contrast, neurons in artificial neural networks are math-
ematical functions that collect and classify information according to a specific
architecture (Koch and Segev, 2000).

Neural networks are built of three or more layers of interconnected neurons
(Goodfellow et al., 2016). Each neuron is a perceptron, which is a type of lin-
ear classifier. The first layer in a neural network is an input layer, and the last
layer is the output layer that holds the classifications or output signals. Between
the input and output layers, the network may include several hidden layers. To
find the ideal number of hidden layers and neurons is a challenging task that
requires knowledge and experimentation (Abadi et al., 2015). Fully-connected
layers are a common type of hidden layers, where each neuron receives connec-
tions from every neuron in the previous layer. The architecture of the network
depends on the problem and dataset, and tuning of both the structure and hy-
perparameters are important to obtain a network with good performance.

The most popular form of neural networks are feed-forward, which are de-
scribed in this section. One neuron can be connected to several neurons in
both the layer before and after, where it respectively receives and transmits
data (Beck, 2018). Each connection is assigned a weight by the neuron, which
is multiplied with the data value received through that connection. In fully-
connected layers, the total input of each neuron, z, is calculated as a weighted
sum of the neurons in the preceding layer, and is further applied to the activa-
tion function, f , to get the neuron output, y. This process is the forward-pass in
a neural network and can be described mathematically with the equations be-
low (LeCun et al., 2015). Figure 2.3.1 illustrates the steps of the forward-pass,
where one neuron receives weighted inputs from all neurons in the previous
layer.

In a network with two hidden layers (H1 and H2), let i denote an input
neuron, and xi its value. Further, let j and k denote neurons in the first and
second hidden layer, respectively, and l an output neuron. The weight between
neuron i and j is denoted wij. The forward-pass is mathematically expressed as

zj =
∑
wijxi

yj = f(zj),
(2.3.5)

zk =
∑
wjkyj

yk = f(zk),
(2.3.6)
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Figure 2.3.1: The steps of the forward-pass in a neural network. One neuron, receives
the inputs from all neurons in the previous layer, x1 − xj , weighted by
each connection’s weight w1 − wj . Further, the neuron calculates the
weighted sum, zj , and applies the activation function f , which produces
the neuron’s output yj .

zl =
∑
wklyk

yk = f(zl).
(2.3.7)

The choice of activation function in a neural network has a significant ef-
fect on the training dynamics and performance of the network (Ramachandran
et al., 2018). A commonly used activation function is the Rectified Linear Unit
(ReLU), which is defined as f(x) = max(0, z). This allows the positive gra-
dients that are inputs of the ReLUs to flow, and thus complex networks with
this activation function is more easily optimized than those with functions with
bounded output space. Multiple bounded activation functions only produces
outputs between 0 and 1 (Sibi et al., 2013), and are more relevant for binary
classification tasks. The nonlinear ReLU is common for hidden layers as it lets
the network learn more complex function compared to a linear function. The
linear activation function is a more suitable activation function for output lay-
ers as it outputs the weighed sum from the previous layer directly (Abadi et al.,
2015). From this, ReLU and linear activation functions are deemed suitable for
the hidden and output layers, respectively, in the implemented networks.

During training, the model receives training data in batches of samples (or
instances), and predicts the label of each instance. The predicted label is com-
pared to the true label for each instance, and the error is calculated by the loss
function. A commonly used loss function is mean squared error (MSE), which
is a quantitative score that describes the degree of similarity, or level of error,
between two signals (Wang and Bovik, 2009). Let xi and yi be the values of the
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ith samples in the signals x and y, respectively. Thus, the MSE between the two
signals is defined as

MSE(x, y) =
1

N

N∑
i=1

(xi − yi)2. (2.3.8)

Training of a neural network is an optimization process driven by an op-
timization algorithm, called an optimizer, that aims to minimize the loss. By
calculating the error gradient and navigate it towards zero, the algorithm seeks
to change the weights in the network so that the error is reduced for each eval-
uation.

Adaptive moment estimation (Adam) is an algorithm for efficient stochastic
optimization first introduced by Kingma and Ba (2014), and is an extension
of the stochastic gradient decent (SGD) algorithm. Adam is computationally
efficient and requires little memory. It is well suited for problems with noisy
or sparse gradients as the hyper-parameters often are intuitive and requires
little tuning. Consequently, and after comparison with other algorithms, Adam
is considered an appropriate algorithm for the models in this project.

With the process called the backward-pass, or back-propagation, the opti-
mizer adjusts the weights and biases in the network after each batch. All batches
are run through the network a defined number of times called epochs. Number
of epochs should be defined according to the convergence of the calculated loss.

2.3.4 Informed machine learning

Informed machine learning (IML) is referred to as an umbrella term for ma-
chine learning methods that integrate additional knowledge into the model
(von Rueden et al., 2020). IML extends standard machine learning as it learns
from a hybrid information source consisting of both data and prior knowledge.
Prior knowledge may include algebraic equations, logic rules, or simulation re-
sults, and is explicitly integrated into the machine learning pipeline separately
from the rest of the data. How the knowledge is integrated into the model
varies. One approach is to use models based on physical laws or relations to
generate additional descriptive input data. A way of integrating this data is the
concept of residual models, that aims to learn the biases of a physics-based
model. Another method of IML is to integrate physical laws into the loss func-
tion of a neural network to encourage the model to make more physically con-
sistent predictions.

There are several advantages with IML. Many machine learning algorithms
are often referred to as black boxes as their predictions come without explana-
tions and are based on underlying patterns that humans struggle to understand.
Pure data-driven algorithms, for example a neural network, find complex corre-
lations in the data, learn patterns, and provide an output for each given input.
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The explanation for the output and how it was measured is not given. As addi-
tional knowledge is integrated into the learning process of IML, such a model
can provide more insight between input and output. The additional knowledge
may also increasing the chance of physically consistent predictions. Further,
von Rueden et al. (2020) implies that IML may be favourable when dealing
with insufficient training data.
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Chapter 3

Data analysis and processing

This chapter presents the data utilized in this project. A comprehensive process
to select feature space and standardize blood pressure curves have been carried
out, and a detailed description of assessments and steps of the process follows.

3.1 Available data

For this project, we are provided data of hypertensive and prehypertensive in-
dividuals from a study performed by St. Olav’s University Hospital, Trondheim,
Norway. The data was collected from 26 individuals, 13 females and 13 males,
ranging from 46 to 61 years old. The data contains basic characteristics such as
age, gender, and height, together with a questionnaire regarding the individu-
als’ lifestyle, a cardiopulmonary exercise test (CPET), as well as various other
measurements from several clinical visits. The study aimed to investigate how
the individuals, screened to be relatively inactive, responded to a higher level of
physical activity over a 12-week period. The individuals’ progress was recorded
by performing measurements and tests at three clinical visits during the study
period. The initial tests were performed before the exercise period began, the
second tests were carried out halfway through the period, and the last tests
after 12 weeks. At the beginning of the study, a more thorough screening was
performed to map the initial physiology state of each individual. The screening
included measurements of SBP, DBP, body mass index (BMI), and V O2 max,
among others. Furthermore, continuous measurements over a few seconds, in-
cluding blood pressure measured at the finger and volumetric flow in the aorta,
were performed at all three clinical visits.

The available data from the study at St. Olav’s University Hospital contains
some data that are irrelevant to this study, lack continuity, and was provided
in multiple separate files. A comprehensive data preparation process was thus
required to obtain a useful data set. Not all individuals completed the whole
study, and some measurements are therefore missing. This reduced the amount



18 Chapter 3. Data analysis and processing

of data available for use. To obtain more data for analyses and train the machine
learning models, an additional dataset was created by dividing each individual
into two samples. For each individual, the initial and half way measurements
were used as pre-measurements for each sample. Further, the half way and fi-
nal measurements were used as the samples’ post-exercise measurements. It is
important to note that with the dataset being divided as described, all instances
were not independent. This limits the amount of additional information in con-
trast to 26 additional independent instances. Further, BMI and V O2 max were
not measured halfway through the exercise period, and the pre-measurements
are thus the same for both instances of an individual. This leads to a limita-
tion as the initial state of the second instance is not updated according to the
its current activity level. A completely independent dataset is desired, however,
the dependencies are thought to have less negative effect than the benefit a
larger dataset provides.

As mentioned, some of the individuals had missing measurements that were
deemed important in this study. It was therefore necessary to further remove
some instances from both the full and divided dataset, resulting in a total of 20
and 37 instances, respectively.

3.2 Dimensionality reduction

The number of input features to a machine learning model is referred to as the
dimensionality of the data. It is often beneficial to reduce the input dimension
in order to improve the computational efficiency and the accuracy of the model
(Cunningham, 2008). That is reducing the size of the feature space without
impairing the data quality (Padmaja and Vishnuvardhan, 2016). A large feature
space may cause a degradation in performance, as features may be redundant
or provide too much information to learn for insufficient amount of training
data. This problem is often referred to as the curse of dimensionality. The curse
of dimensionality may lead to overfitting, which is a problem that can occur
when irrelevant components are included (Hawkins, 2004). These problems
are especially critical in cases with a small set of training samples, as the models
depend highly on these samples. This project has limited data available, and it
is therefore important to reduce the input dimension by selecting only the most
significant features.

3.2.1 Feature selection

Features of interest have been selected according to the consensus in clini-
cal practice and epidemiological studies about hypertension. Chobanian et al.
(2003b) identify major risk factors that may affect the progression of hyper-
tension. Among them are smoking, BMI, age, gender, and family history of
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premature cardiovascular disease. These features are therefore included in the
features of interest. WHO (2015) presents various steps to minimize the odds
of developing hypertension, thereby to stop tobacco use, have a healthy diet,
limit alcohol intake, and manage stress. The questionnaire answered by the in-
dividuals included the weekly intake of glasses of wine, beer, and spirits, and if
the individual is a smoker. These are all considered possible features of inter-
est based on WHO’s recommendations to reduce hypertension. WHO also states
that physical activity is an important factor in reducing the risk of hypertension.
V O2 max is a measure of the maximum rate of oxygen consumption and is a
good indication of a person’s physical shape. The individuals in the study tested
their V O2 max prior to the exercise period, and this feature is considered inter-
esting as it represents the individual’s initial state of physical shape. In addition,
Yang et al. (2019) suggest that V O2 is a useful feature in prognostic indicators
for predicting the effect of aerobic exercise for a hypertensive individual.

Ambulatory measurements of DBP and SBP are more comprehensive mea-
surements of the blood pressure, calculating an average value of DBP and SBP
measured continuously over 24 hours. These measurements are believed to
avoid the raised values sometimes present in other measurements due to ner-
vousness of being in a clinical setting. The ambulatory measurements are con-
sidered more accurate measurements for characterizing a person’s typical blood
pressure. Furthermore, the ambulatory blood pressure has shown to be a more
sensitive risk predictor of coronary morbid events and stroke than clinical mea-
surements (Banegas et al., 2018). The ambulatory pre-measurements of DBP
and SBP are for these reasons considered features of interest. Other measure-
ments deemed interesting are both pre and post-exercise measurements of the
continuous waveform for blood pressure and flow.

Another important feature of this project is personal activity intelligence
(PAI). PAI is a metric of physical activity, considering an individual’s sex, age,
and resting and maximal heart rate. The metric quantifies one’s weekly physi-
cal activity from the heart rate pattern during physical activity (Nauman et al.,
2019). Obtaining a PAI score higher than 100 every week over time is shown
to reduce the risk of premature cardiovascular disease death (Nes et al., 2017)
and is associated with a prolonged lifetime. The participants in the study by St.
Olav’s University Hospital were instructed to either exercise 150 minutes every
week or gain over 100 in PAI score every week during the study period. In the
available data, the PAI score for each individual is measured every day over the
12 weeks of the study. As PAI indicates the level of physical activity, this is a
significant factor in our study, and the average score over the exercise period
is calculated and included in the features of interest. A full list of the selected
features of interest in shown in Table 3.2.1.

In this project, the relevant study group are people that have been diagnosed
as hypertensive or prehypertensive. The individuals’ family history is consid-
ered more relevant in cases where the probability to develop hypertension is
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Feature of interest
Age
Gender
BMI
V O2 max
DBP
SBP
Smoker
Wine intake
Beer intake
Spirits intake
PAI
Family history of hypertension

Table 3.2.1: A list of the analyzed and considered features of interest.

Figure 3.2.1: Correlation between the features of interest. Darker color indicates a
higher absolute value of the correlation coefficient, and thus a stronger
correlation.
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of interest, and not the progression of already hypertensive individuals. With
family history excluded from the features of interest, eleven features are left for
further analysis.

An input vector of eleven features may be challenging to fit for 20 and 37 in-
stances, and may thus cause the curse of dimensionality as explained in Section
3.2. A correlation analysis has therefore been carried out to detect connections
that may lead to redundancy. Figure 3.2.1 illustrates the correlation matrix de-
scribing the feature connections. The correlation coefficients vary from -1 to 1
which denotes maximum negative and positive correlation, respectively. As the
figure shows, DBP and SBP are strongly correlated with a correlation coefficient
of 0.84. This correlation is highly expected, but since they both describe the ini-
tial state of an individual’s blood pressure, neither can be excluded from the
feature space. V O2max and gender also show a significant correlation of -0.72.
Song et al. (2020) state that there exist gender differences in both risk factors
and treatment of hypertension, and in addition to the already discussed impor-
tance of V O2max, both features are included in the feature space. Moreover, a
small correlation was discovered between the intake of beer, and both smoking
and intake of spirits. Additionally, Lahti-Koski et al. (2002) detected a further
correlation between BMI and both alcohol consumption and smoking history.
With the aim at reducing the dimension of the feature space, intake of all types
of alcohol and smoking were excluded due to the discovered correlations with
BMI.

The performed feature selection resulted in an input vector that was used
throughout the modeling. The input vector is defined as

input = [age, gender, BMI, V O2max,DBP, SBP, PAI]. (3.2.1)

3.3 Processing of time series data

Blood pressure curves store more detailed information about a person’s blood
pressure than single values, and this was the basis for the choice of the curve as
prediction target. The data of blood pressure and flow were represented as time
series as they were measured over a period of time. Figure 1a and 1b present
original signals of the blood pressure and flow of one individual. The duration
of the signals ranged from a few seconds to several minutes, and varied dura-
tion required processing to obtain comparable data. The blood pressure signal
consisted of the blood pressure cycle repeated throughout the measurement
time. As the individuals remained in the same environment and sitting condi-
tion throughout the measurement, the consecutive cycles were expected to be
similar. Still, signal noise and other disturbances such as measuring instrument
calibration were common and made the cycles incoherent, and the quality var-
ied throughout the signal. These quality differences can be observed in Figure
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(1a) Original blood pressure signal

(1b) Original flow signal

1a. Only one blood pressure curve per clinical visit was desired as it was deemed
sufficient to obtain an overall understanding of an individual’s blood pressure.
More than one cycle was considered excess information, and it was thus chosen
to extract one representative cycle from the full signal. This approach required
thorough analysis and processing of the signal, which is throughout the the-
sis referred to as a standardization process. A more detailed description of the
process follows.

Like the blood pressure, the flow measurements also contained multiple con-
secutive cycles. Only one cycle was desired for flow as well, thus a standardiza-
tion process was required for both measurements.

3.3.1 Standardization of blood pressure curves

The full signals of the individuals’ blood pressure were of varied duration, rang-
ing from a few seconds to several minutes. They contained consecutive blood
pressure cycles with varied quality, and the goal of the standardization process
was to obtain one representative curve of good quality for each blood pres-
sure measurement. The implemented code that performs the standardization
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process can be found in Appendix A.
The first step in the process was to split the full blood pressure signal into

separate cycles. The transition from one cycle to the next was detected by locat-
ing local minima in the full signal, with a defined minimum distance between
the points. The minimum distance was determined by exploration of different
distances and subsequent observation of the detected minima. The signal was
split at the minima, resulting in a set of cycles starting and ending at their
lowest point, that is, the beginning of the systole phase.

By inspection, small, frequent waves were observed throughout most of the
cycles. This is illustrated by the original cycle in Figure 2a, and were assumed
to stem from noise. To reduce the overall noise, a Savitzky Golay filter was ap-
plied to smooth the data. A Savitzky Golay filter is a smoothing method based
on local least-squares polynomial approximation, which reduces noise while
maintaining the shape and height of waveform peaks (Schafer, 2011). A pa-
rameter called window length defines how many data points the polynomials
are fitted to and affect the coarseness of the smoothing. The filter used on the
blood pressure signal was applied with a relatively small window length to re-
move the small variations due to noise while maintaining a fine smoothing. The
application of the Savitzky Golay filter is illustrated in Figure 2a.

For further analysis and comparison of the different cycles, cycles of the
same length were considered beneficial. To achieve equal length cycles, all
were scaled according to their time duration to 100 points, and the time as-
pect was thus further ignored. This simplification excludes the duration of the
cardiac cycle, which may be a noteworthy limitation for further consideration.
The scaling is illustrated in Figure 2b. Inspection proved that not all cycles
were well-formed blood pressure curves but consisted also of multiple periods
of measurement instrument calibration. To filter out the obvious calibration pe-
riods and other periods with significant noise present, constraints were defined
and applied. The constraints delimited the minimum and maximum values, that
is the DBP and SBP value, of each cycle. Cycles having unreasonable low values
for DBP and SBP, respectively below 40 mmHg and 90 mmHg, were filtered out
of the cycle collection. Furthermore, as the SBP occurs during the systole phase
of the cardiac cycle, it is reasonable to expect that the peak time in a blood
pressure curve is, within a buffer range, known. Thus, all cycles not having
their peak between time point 15-30 were filtered out.

The remaining cycles were still of varying quality, thus more filtering was
required to obtain a single representative cycle. The pressure level of the full
signal showed tendencies to vary in waves, which was desirable to ignore when
comparing the cycles. To solve this, the Savitsky Golay filter was again applied,
this time to detect the trend of the signal. The window length was increased
significantly which eliminated large parts of the pressure signal, and the re-
maining signal was a trend wave. The trend wave was then subtracted from the
full signal, resulting in a signal with less global variations.
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(2a) Savitzky Golay filter (2b) Scaling of time axis

(2c) Best window detection
(2d) Scaling of pressure axis

Figure 3.3.2: Steps of the standardization process of the blood pressure signal, includ-
ing Savitzky Golay filter, scaling of the time axis, best window detection,
and scaling of the pressure axis.

The quality of the individual cycles varied in periods. Some periods consisted
of multiple cycles of good quality consecutively, whilst other periods contained
dominant noise or measurement instrument calibration. This lead to a window-
based search to find periods of multiple good quality cycles consecutively. It
was observed that between most of the calibration periods or dominant noise,
eight or more distinct cycles occurred in a row, thus the window size was set
to eight cycles. The search involved moving the window step wise through the
signal. The total variance for each window was calculated point by point across
the eight cycles, and the window with the least total standard deviation was
considered to be of best quality. An illustration of a detected window is shown
in Figure 2c. The cycle closest to the mean of the window was chosen as the
representative cycle.

The pressure values in the chosen cycle showed in multiple cases to differ
from the ambulatory measurements of DBP and SBP from the clinical visit. As
introduced in Section 3.2.1, the ambulatory blood pressure is considered an ac-
curate measurement for characterizing an individual’s typical blood pressure.
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To obtain a pressure curve with more correct values, the curve was scaled ac-
cording to the ambulatory measurement of DBP and SBP, performed as

p̂t = SBP × pt − p_min
p_max− p_min

+DBP × (1− pt − p_min
p_max− p_min

), (3.3.1)

where p̂t denotes the scaled version of point pt, and pmin and pmax are the
extreme pressure values from the original curve. SBP and DBP denotes the
ambulatory measurements. An illustration of the scaling is visualized in Figure
2d.

3.3.2 Standardization of flow curves

The participants’ volumetric flow signal was based on continuous Doppler ul-
trasound measurements of the aorta, and consisted of flow values from three
consecutive cardiac cycles. Figure 1b shows an example of a flow signal, and
straight lines between the three curves can be observed. These lines are results
of values below a detection threshold of the signal processing, and are hence
minor and set to zero. The periods of missing values were used to split the
signal into three separate curves. Further, the curves were scaled similar to the
blood pressure curves, to 100 points according to their time duration. The mean
maximum value of the three curves, and the mean of the peaks’ time point were
calculated. Further, all three curves were scaled to match their common means,
and the final representative curve was the average of the scaled curves.

3.3.3 Feature analysis of blood pressure curves

Blood pressure curves store more detailed information about a person’s blood
pressure than single values. By analyzing the shape of the curve and how the
shape changes with exercise over time, other details about the effect of exer-
cise may be discovered. A detailed analysis of different features of the curve
was considered interesting as consistent changes after the exercise period were
deemed relevant. Which features to be analyzed was decided based on per-
ceived differences in the collection of all individuals’ blood pressure curves prior
to and after the exercise period. The divided dataset was used in the analysis to
obtain more samples to hopefully detect clearer patterns. The idea was to de-
fine distinct features and analyze their changes with exercise. If clearly affected
features were discovered, the intent was to analyze their utility in prediction.
The analyzed features are illustrated in Figure 3.3.3.

The first features analyzed were the already chosen input features DBP and
SBP, as research has proven that physical activity effectively lowers the pres-
sure levels (Pedersen and Saltin, 2015; Hackam et al., 2013). The analysis was
motivated by the relevance of the available data to see if this small selection
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Figure 3.3.3: Visualization of the analyzed features of the blood pressure curves. Num-
ber 1 and 2 denote the DBP and SBP, respectively, 3 represents the time
point of the systolic peak, and 4 denotes the peak width of the curve.

was representative and confirms literature. The analysis of changes in DBP and
SBP did not have any obvious findings. 19 of the 37 individuals analyzed con-
firms the reviewed research and had a lower SBP after the exercise period.
However, 18 individuals had an increased SBP value, and the analyses show
that a low amount of exercise was not the grounds for this increase. Simi-
larly, the DBP value decreased in 13 cases and increased in 14, and the rest
remained unchanged. The overall averages for the DBP and SBP changes were
0.03± 6.87mmHg and −0.41± 3.55mmHg, respectively. The unanticipated vari-
ations detected in these analyses may be due to the division of the dataset, as
half of the study period is little time for the blood pressure to change signifi-
cantly. In addition, the amount of analyzed samples may be too small to detect
global patterns.

The next feature analyzed was the time point of the systolic peak, where the
average change over the exercise period was −1.03 ± 3.58mmHg. The analysis
showed that for 17 out of the 37 individuals, the time point of the systolic
peak occurred earlier after the exercise period, whereas for 15 individuals it
occurred later, and 5 showed no change. The changes were analyzed according
to the individuals’ PAI score, however no clear correspondence was detected.

Lastly, it was observed that the width of the systolic peak, illustrated in Fig-
ure 3.3.3, varied between individuals, and it was thus desired to assess whether
it was affected by exercise. The number of time steps between a chosen point
prior to the systolic peak, and the point with the same pressure value after
the systolic peak, was utilized as the width metric. Different locations of the
width measurement was considered and tested. Due to varying quality of the
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Figure 3.3.4: Correlation between the analyzed features and contextual data. Darker
color indicates a higher absolute value of the correlation coefficient, and
thus a stronger correlation.

blood pressure curves, the width leading to the most comparable measures was
assumed calculated between the two points with pressure values closest to a
value P , defined as

P = DBP + 0.8× (SBP −DBP ). (3.3.2)

The analysis showed that the peak width decreased for 20 individuals but
increased for 15 individuals, with an average change of −0.89±6.5 time points.
Like the time point of systolic peak, the changes in peak width were also ana-
lyzed according the individuals’ PAI score. No relationship between change in
this peak width and PAI score was evident.

Figure 3.3.4 shows a correlation matrix between the analyzed features and
contextual data for the individuals. As the figure indicates, no significant cor-
relation is detected between any of the features. The strongest correlation co-
efficient is -0.4 between gender and change in time point of the systolic peak.
However, -0.4 is considered a too low correlation coefficient for a final conclu-
sions to be drawn from this analysis.

It is important to note that the presented analyses are based on a small
number of samples, and thus involve a lot of uncertainty. Some global patterns
are anticipated to exist for these, or other features, but may require more data
for analyses.
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3.4 Synthetic data

Limited amount of data may be the biggest obstacle in this project. By both
reviewing literature and analyzing the available data, it was expected that a
neural network would struggle to predict an individual’s blood pressure curve
with a satisfactory accuracy. To mitigate this problem, MyMDT’s mechanistic
model was used to generate large amounts of synthetic data. The model es-
timates the blood pressure curve of the individuals after 12 weeks of a given
exercise value, as described in Section 2.2. To generate data, the unitless ex-
ercise value, defined in 2.2.6, was modified 150 times within a range between
0.25 and 7.5, and the estimated blood pressure curve changed accordingly. The
mechanistic model is organized as a system of ordinary differential equations
(ODEs), which is solved to steady state by a 4th and 5th order adaptive Runge-
Kutta (Ixaru and Vanden Berghe, 2004). The initial curves of blood pressure
and flow are specified as initial values for the model. The model dynamically
generates arterial inflow by the heart model described in Section 2.2.2. The
system is calibrated to reproduce real data by a non-linear least squares opti-
mization method. The model is optimized with respect to synchronized flow
and pressure traces over one heart cycle, and the trust region reflective algo-
rithm (TRRA) is used to estimate parameters. The result is a synthetic data set
of 150 instances per individual, only separated by the exercise value and blood
pressure curve after the exercise period. The obtained synthetic dataset consists
of 3450 instances in total.

A similar process was performed to generate an additional synthetic dataset.
This dataset was also generated by MyMDT’s mechanistic model, however mod-
ulated to only account for the part including the Windkessel model. In differ-
ence from the mechanistic model, the three-element Windkessel model has no
dynamically generated arterial inflow, and was thus supplied with a fixed flow
to generate the pressure response. The Windkessel model is, like the mechanis-
tic model, formulated as a system of ODEs. The three arterial parameters from
the full mechanistic model are also used to specify the parameters of the this
model.

The synthetic blood pressure curves are similar to the true blood pressure
curves, however the shapes are coarser and missing details compared to the
true data. The pressure values increase and decrease according to the exercise
value, and the curves have extreme values DBP and SBP within a wide range.
As the synthetic data differs significantly from the true data, the datasets are
kept separate and used for different models.
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Methods

In this chapter the implemented models are described in detail. First, a justifi-
cation of the focus area of IML is presented, followed by a short presentation
of the platform and libraries utilized for implementation. Further, the evalu-
ation process and used metrics are presented, and descriptions of the model
architectures follow.

4.1 Method selection

Previous studies show that machine learning models are computationally pow-
erful and have the potential to make accurate predictions on different appli-
cations (Wu et al., 2014; Peng et al., 2019; Zhang and Lou, 2020; Li et al.,
2017). However, these models depend on a sufficient amount of data for train-
ing, which is a limiting factor in many cases, as in this project. Literature shows
that predictions from pure machine learning models may violate physical laws,
and previous studies have proposed IML model frameworks that combine ma-
chine learning models with physics-based knowledge to make physically consis-
tent predictions (Kissas et al., 2020; Beucler et al., 2020; Willard et al., 2020;
Karpatne et al., 2017; Dourado and Viana, 2019). Willard et al. (2020) present
an IML methodology that incorporates physical knowledge in the loss func-
tion of a neural network. This methodology is used by Kissas et al. (2020)
who proposes a machine learning framework to predict arterial blood pressure
with a constrained neural network. The constraints are incorporated in the loss
function and include conservation of mass and momentum, available clinical
measurement, and boundary conditions at interface points between arteries.
Beucler et al. (2020) also introduce a neural network with enforced constraints
in the loss function. In this study, conservation laws are incorporated, and a
given α, varying between 0 and 1, assigns the different laws a weight.

A different IML methodology presented by Willard et al. (2020) is residual
modeling. The key concept of residual modeling is for a machine learning model
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to learn the biases of a physics-based model and thereby learn to predict its
error. Further, the predictions of the machine learning model can be added to
the estimates of the physical model with the aim at obtaining more correct
estimates. A limitation of residual models is their inability to enforce physical
constraints as they model the error instead of the physical quantities (Willard
et al., 2020).

In the context of this project, the key takeaway from IML studies is that in-
corporation of additional relevant knowledge can support models with limited
data by directing them towards more physically consistent predictions. With the
computational power potential machine learning models have proven to have,
and the possible advantages of IML architectures, this study focuses on compar-
ing IML models with standard machine learning. The goal of the comparisons is
to examine possible contributions IML may have in the task of predicting blood
pressure curves.

4.2 Platform and libraries

All code in this project is written with Pyhton programming language, and the
models are built with the TensorFlows machine learning system. TensorFlow
is an open source platform with tools, libraries and resources to help devel-
opers built machine learning applications (Abadi et al., 2015). Keras is a soft-
ware library that runs on top of the TensorFlow platform and is an application
programming interface (API) written in Python. The Keras library implements
three APIs for creating TensorFlow models in Python. The Functional API is
a flexible way to build models in Keras, and supports arbitrary model archi-
tectures. The API provides a way to create basic fully-connected layers called
dense, which are used as the hidden layers for all models in this project.

4.3 Model evaluation

4.3.1 Evaluation process

To evaluate the models systematically, a common evaluation procedure was
established. Cross-validation (CV) is a validation method that evaluates the
performance of a model on unseen data. The method is based on splitting the
data into a training set, used to train the algorithm, and a validation set, used
to evaluate the performance of the algorithm (Browne, 2000). One data split
yields a validation estimate, and an average over multiple splits yields a CV
estimate.

To perform a CV of the models, the data was split into a training set and a
validation set, and the validation set was further split into a test set and predic-
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tion set. The test and prediction set each consisted of one instance for the real
data, and one individual of 150 instances for the synthetic data. After the split-
ting, the training set was randomly shuffled and used to train the models. The
training process was carried out 20 times, where the test set was used to vali-
date the performance of the resulting 20 models. Further, the best performing
model on the test set was used to predict on the prediction set, and the pre-
diction errors were the achieved results of this particular split. The evaluation
algorithm utilized for each split is illustrated in Algorithm 1.

Different splits were evaluated to obtain a CV of the model. Table 4.3.1
presents the splitting of the dataset, and the results presented in Chapter 5
are the average results of the performed splits.

Train Test Predict
A B C
A C B
B A C
B C A
C A B
C B A

Table 4.3.1: The performed method to split the dataset during evaluation.

Algorithm 1: Evaluation of one split
A|B|C← dataset;
train_set← A;
test_set← B;
prediction_set← C;
best_model← ∅;
best_error←∞;
while i < 20 do

model← new model;
model← model.train();
error← model.predict(test_set);
if error < best error then

best model← model;
best error← error;

else
continue

i← i + 1;

result← best_model.predict(prediction_set);
return result;



32 Chapter 4. Methods

The evaluation process differs from standard CV partly because the valida-
tion set is not randomly selected. The synthetic data used in this project consists
of 150 similar instances for each individual, only distinguished by the exercise
value. If the validation set was randomly selected, training instances would be
derived from the same individuals as the validation instances. Consequently, the
prediction samples would not be completely unseen data for the model, which
could lead to a biased evaluation. The validation set was therefore selected
manually for the models with synthetic data, and to obtain similar evaluation
processes across the different model, this was also done for the models with
real data.

4.3.2 Evaluation metrics

Pressure curve metrics

To evaluate and compare the different models, relevant evaluation metrics have
been established. As the main objective is to predict the blood pressure curve,
both the shape of the curve and its pressure values are deemed important. The
mean error of the 100 points in the predicted curve captures the overall quality
of the prediction. This metric is defined as the pointwise error. Further, the pre-
dicted DBP and SBP values, that is the minimum and maximum values of the
curve, are important accuracies to remark. These values determine whether an
individual is defined as hypertensive, thus the model’s ability to predict them
is crucial. Studies have found that PP is associated with, and may be a more
accurate predictor of cardiovascular disease, than SBP or DBP alone (Lee et al.,
1999; Sesso et al., 2000). Additionally, average SBP, DBP and MAP is shown
to be associated with an increased risk of cardiovascular disease in younger
men. These findings underline the importance of measuring the model’s pre-
dictive power of PP and MAP in addition to DBP and SBP. Thus, all models are
evaluated based on these pressure curve metrics.

Classification metrics

This section presents evaluation metrics relevant in cases of binary classification
problems. The task of predicting blood pressure can be considered binary if the
focus is the whether hypertension is present or not. The threshold between a
positive and negative prediction are thus considered as

Y =

{
1 if DBP > 90 or SBP > 140

0 otherwise.
(4.3.1)

In binary classification problems, multiple evaluation metrics are frequently
used in research to provide comprehensive assessments (He and Garcia, 2009).
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A selection of these measures are accuracy, precision, recall, and specificity.
Accuracy is the most frequent used metric and is a simple way of describing a
classifier’s performance as it assesses the overall effectiveness of the algorithm.
Accuracy is defined as

Accuracy =
TP + TN

TP + FP + TN + FN
, (4.3.2)

where TP denotes true positives, FP denotes false positives, and TN and FN
denote true negatives and false negatives, respectively.

A disadvantage of using only accuracy as evaluation metric is that is can be
deceiving in certain situations and are highly sensitive to imbalanced data. For
that reason, additional metrics help provide a more comprehensive evaluation
of the classifier.

Precision is a measure of exactness and denotes the proportion of predicted
positives that are correctly classified (Powers, 2020; Sokolova et al., 2006).
Recall (true positive rate (TPR)) and specificity (true negative rate (TNR)) are
measures of completeness and denotes the proportion of the true positives and
true negatives, respectively, that are correctly classified. The definitions are

Precision =
TP

TP + FP
, (4.3.3)

Recall(TPR) =
TP

TP + FN
, (4.3.4)

Specificity(TNR) =
TN

TN + FP
. (4.3.5)

In terms of classification metrics, these are not considered as relevant for the
models with real data. The real data consists of only a few data samples, and
consequently, multiple and varied data distributions of the prediction samples
are required to obtain completely reliable evaluations. To obtain sufficient data
distributions is complicated and time consuming, and we have thus chosen to
focus on pressure curve metrics for these models. Only the synthetic data model
is evaluated with classification metrics.

4.4 Models

A total of six models have been implemented. As a baseline, a regression model
has been implemented to assess the necessity of a more complex machine learn-
ing model. The two first neural network models are similar but implemented
with different loss functions. The objective with these models was to examine
the effect of a physics-based loss function. The third neural network is a residual
model that aims to predict the error of the estimates from MyMDT’s mechanis-
tic model. By adding the predicted error to the original estimates, the model
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was anticipated to correct, or improve the results of the mechanistic model. As
limited data was available, two different residual models were implemented,
with real and synthetic data, to examine the possible improvement of more
data. The last model is a neural network implemented to predict synthetic data
of blood pressure curves. With a large amount of synthetic data, the model
aims to assess the significance of, and performance differences with different
amounts of training data. The models trained on real data use the input vector
defined in 3.2.1, whereas the models with synthetic data utilize the same input
but replace the PAI score with exercise value, defined in Equation 2.2.6.

All model hyperparameters were optimized independently by exploring dif-
ferent numbers of layers and neurons, activation functions, optimizers, and
learning rates. Batch sizes and number of epochs have been determined based
on observations of the convergence of the loss, and all models were trained
with 100 epochs. The achieved results are presented in Chapter 5.

4.4.1 Linear regression model

Linear regression assumes a linear relationship between features and corre-
sponding labels, and estimates coefficients to give the best prediction of the
label as a linear function of inputs. The implemented regression model is based
on the presented input features, the regression coefficients β, and the calculated
PCs of the blood pressure curves. An extended input space was implemented
to include blood pressure curves, represented as PCs, to help the model dis-
cover more correlations in the data. First, PCA was applied to all blood pressure
curves, and three components were required to capture the desired variance in
the data of 95%. Further, these three PCs were multiplied with the input fea-
tures in the training data, and the result of the calculation was the extended
input space X. A linear regression model was fitted from X to the post-exercise
pressure curves by the least-squares method, and the regression coefficients β
were thereby obtained. The idea of this approach was to predict the amount of
each PC in the post-exercise pressure curve.

To predict an unseen individual’s post-exercise blood pressure curve, the in-
put space of the new instance was extended as previously described, by multi-
plication with the selected PCs. Matrix multiplication with the extended input
space and β was then performed, and the obtained vector compose the esti-
mated blood pressure curve.

The prediction by the linear regression model can be expressed asy1...
yt

 =

x1c11 . . . xpc31
. . . . . .
x1c1t . . . xpc3t


β11...
β3p

 (4.4.1)

for 0 < t < 100, where y1 − yt denotes the different points on the pressure
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curve.
The linear regression model was evaluated as described in Section 4.3, how-

ever without a test set. A linear regression model will achieve the same regres-
sion coefficients with the same training data, and multiple training processes is
therefore unnecessary. The training set consisted of 36 instances, while the pre-
diction set consisted of one instance. The linear regression model was used as a
baseline for the neural network models to assess the benefit of a more complex
model.

4.4.2 MSE loss model

A neural network that aims to predict the blood pressure curve of an individual
after an exercise period has been implemented. The divided dataset described
in Section 3.1 was used for training. The input of the MSE loss model is the de-
fined input vector, and the model architecture consists of an input and output
layer, and two hidden layers. The target value is a vector of 100 different num-
bers that form the predicted blood pressure curve. The output vector is denoted
as

target = [P1, P2, ..., P100]. (4.4.2)

The hidden layers in the network consists of 25 and 50 neurons, respectively,
and both implemented with ReLU is used as their activation function. The op-
timizer used in the network is Adam, with a learning rate of 0.001, and MSE
is used as loss function. The batch size was set to one, as a small amount of
training instances made a larger batch size less relevant.

Available training instances for the MSE loss model were in total 32, as 5 of
the 37 from the divided dataset missed flow measurements necessary for the
two loss models. The evaluation process was carried out as described in Section
4.3, where the test and prediction sets consisted of one instance each.

4.4.3 Custom loss model

The custom loss model is a further development of the MSE loss model. The
architectures were initially close to identical, however the loss function in the
custom loss model was physically constrained to direct the network towards
more physically consistent predictions. By reusing the core architecture and
training data as the MSE loss model, a comparison of the two can provide an
understanding of the effect of a physics-guided loss function. During the model
optimization, it was discovered that an increase in the number of layers re-
sulted in better predictions, thus the model architecture was adjusted to consist
of three hidden layers, with 25, 50, and 75 neurons, respectively. Apart from
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the loss function and number of layers, the rest of the model parameters and
architecture are the same as the MSE loss model.

As introduced in Section 2.1.1, vascular impedance is a concept of great im-
portance in biofluid dynamics. With input impedance being a property of the
whole arterial system, and defining the relationship of periodic pressure and
flow, it is a physical property that may be suitable to inform the neural net-
work about the typical relationship between pressure and flow. The loss func-
tion in the custom loss model therefore includes a that quantifies how far the
impedance of the predicted pressure is from the Windkessel impedance. The
Windkessel model calculates impedance based on simplifications of the cardio-
vascular system. The predicted pressure values are desired to agree with this
the Windkessel model as it is based on physical laws. By constraining the net-
work to follow the laws incorporated in the Windkessel model, the predictions
are directed towards more physical consistency. The impedance error is defined
as the difference between the Windkessel impedance and the input impedance
calculated as the ratio of the Fourier transform of the predicted pressure and
true post-exercise flow. The sum of the magnitude of this difference make up
the impedance loss term in the loss function. The definition is thus

Zloss =
∑
w

|| Zi − ZWK ||, (4.4.3a)

where

Zi(ωn) =
P (ωn)

Q(ωn)
, (4.4.3b)

with P (ωn) and Q(ωn) being the Fourier transforms of the predicted pressure
curve and true post-exercise flow curve, respectively. ωn denotes the n different
frequencies from the transform. Further,

Zn
WK =

Rsys

1 + jωnRsysCa

, (4.4.3c)

where
Rsys =

MAP

CO
, (4.4.3d)

CO =
SV

T
, (4.4.3e)

SV =

∫
Q(t)dt, (4.4.3f)

Ca =
PP

SV
, (4.4.3g)

with MAP and PP being the mean arterial pressure and pulse pressure from
the predicted pressure curve. T and Q(t) denotes the cycle period and flow
curve from the true post-exercise measurements.
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The impedance difference Ẑ − ZWK is represented as a tensor consisting
of 51 complex numbers a + bi, each representing the impedance error of a
frequency. To capture all parts of the impedance error, the sum of the magnitude
is calculated, and Equation 4.4.3a is the defined impedance loss. The magnitude
of each of the 51 elements is calculated

|| a+ bi ||=
√
a2 + b2. (4.4.4)

In addition to the impedance term of the loss function, a term that comprises
the MSE of the prediction is included. The significance of the different terms is
determined through the assigned weights α and β that are optimized to obtain
best possible predictions. Consequently, the loss function of the the custom loss
model is

Loss = α× LossMSE + β × Lossimpedance. (4.4.5)

As the objective of the two models with different loss functions is to obtain
an understanding of a physics-guided loss function, α was fixed at 1, and only
β was varied during optimization. A β value of 30 was proven to achieve the
best scores, thus the final loss function of the custom loss model is

Loss = LossMSE + 30× Lossimpedance (4.4.6)

The evaluation process of the custom loss model was performed as described
in Section 4.3. Like the MSE loss model, the test and prediction sets consisted
of one instance each.

4.4.4 Residual models

As introduced by the taxonomy of Willard et al. (2020), residual models aim to
learn the biases of physics-based models to be able to correct them. MyMDT’s
mechanistic model is constructed based on cardiovascular principles, and esti-
mates the resting blood pressure curve after an exercise period with the stim-
ulus defined in Equation 2.2.6. The estimates from the mechanistic model are
not satisfactory, and the specific factors leading to the inaccurate and sometimes
inadequate estimates are not known. By learning the limitations of the mecha-
nistic model, a residual model’s predictions added to the original estimates may
improve the accuracy.

Two different residual models have been implemented, and aim to learn to
error between two different blood pressure curves. The defined output of the
two models is

target = [error1, error2, ..., error100]. (4.4.7)



38 Chapter 4. Methods

Both models were constructed of three hidden layers, consisting of 50, 100,
and 150 neurons, respectively, in addition to an input and output layer. The
activation function passed to all hidden layers is the nonlinear function ReLU,
and a linear activation function is used for the output layer. The network is
further trained with the Adam optimizer with a learning rate of 0.001, and
MSE as its loss function.

Residual real model

The first residual model is trained on real data, thereby referred to as the resid-
ual real model, and aims to learn the biases of MyMDT’s mechanistic model.
The model’s input is the previously defined feature vector, and the target value
is a calculated error curve between the mechanistic model’s estimate and the
true post-exercise blood pressure curve. The target value of the residual real
model is defined as

errori = PMM
i − Pi, (4.4.8)

where PMM
i denotes the mechanistic model’s estimated pressure value at

point i, and Pi denotes the true pressure value at point i.
The residual real model was trained with a batch size of 5. Further, the

model was evaluated as the process described in Section 4.3. The used dataset
consisted of a total of 20 instances, where one instance was selected as the test
set, one as the prediction set, and the remaining 18 constituted the training set.

Residual synthetic model

The second residual model was motivated by the limited available true data,
and implemented to explore the possible improvement of a larger amount of
training data. The model utilizes only synthetic data, and are thereby referred
to as the residual synthetic data. The model aims to predict the error between
the Windkessel model’s estimate and the estimate from MyMDT’s mechanistic
model, where the latter is considered the true curve. The target value of the
residual synthetic model is denoted

errori = PWK
i − PMM

i , (4.4.9)

where PWK
i denotes the Windkessel model’s estimated pressure value at

point i.
The batch size was set to 32, a larger size than the residual real model due

to a larger amount of training data. The full synthetic dataset of 3450 instances
was used to train and validate the residual synthetic model. 3150 of these in-
stances was used for training, and the remaining two individuals, consisting
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of 150 instances each, were used as test and prediction sets, as described in
Section 4.3.

4.4.5 Synthetic data model

The limited data in this project may be an obstacle for the models described to
perform satisfactorily. This motivated for the development of a model trained
on large amounts of data, with the objective of evaluating amounts of data
versus the accuracy of the model. The model is throughout the thesis referred
to the synthetic data model. Different shares of the synthetic dataset described
in Section 3.4 were randomly extracted and used to train the model. It was
desired to see if the model could detect the effect of exercise on the synthetic
blood pressure curve in combination with the individuals’ personal features.
As the objective of the model was to discover the required amount of data for
predictions with a satisfactory accuracy, different amounts of data were in turns
used to train the model.

The model architecture consists of an input and output layer, and two hidden
layers. The two hidden layers in the network have 25 and 75 neurons, respec-
tively, and the output layer has 100 neurons corresponding to the 100 points in
the prediction. The input layer takes the defined input vector, which contains
personal features for all training instances. The target value is a blood pressure
curve represented as 100 discrete pressure values, defined in 4.4.2. ReLU is the
implemented activation function of the hidden layers, and a linear activation
function is used for the output layer. As optimizer, Adam is implemented with
a learning rate of 0.01, and MSE defines the loss function. The batch size for
training the synthetic data model was set to 32.

The synthetic dataset consists of 3450 instances in total. To evaluate the
model, two individuals were used as test and prediction set as described in
Section 4.3. Different shares of the training data, that is 1%, 20%, 40%, 60%,
80%, and 100%, were randomly selected and in turns used to train the model.
The results of all shares are presented in Chapter 5.
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Chapter 5

Results

This chapter presents the main results achieved from the models described
in Chapter 4, and evaluated according to the metrics introduced in the same
chapter. Firstly, the results from baseline model based on linear regression is
presented, followed by the results from the MSE loss model and custom loss
model. The results from the two residual models are presented accordingly, and
lastly, the results from the synthetic data model trained with different amounts
of data follows. Plots of predicted curves are summarized in Appendix A.

5.1 Linear regression model

The results for the implemented linear regression model are presented in Table
5.4.1, and plotted in Figure 5.4.1. The model achieved a pointwise error of
9.79± 6.03mmHg, a DBP error of 5.41± 5.97mmHg, and a SBP error of 13.09±
7.47mmHg. The PP error was 10.17 ± 7.79mmHg, and the MAP error 8.84 ±
6.77mmHg.

5.2 MSE loss model

The model that predicts the blood pressure curve based on real data, with MSE
as its loss function, achieved a pointwise error of 15.66 ± 8.45mmHg. The DBP
and SBP errors were 10.52 ± 3.77mmHg and 15.91 ± 10.09mmHg, respectively,
whereas the achieved PP error was 6.91 ± 4.76mmHg. Lastly, the model’s MAP
error was 15.39±8.84mmHg. All the achieved scores are presented in Table 5.4.1
and a visual summary allowing comparison with other models is presented in
Figure 5.4.1.
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5.3 Custom loss model

The results from the model with a physics-guided loss function is presented
and plotted in Table 5.4.1 and Figure 5.4.1. The model’s achieved pointwise
error was 9.14 ± 4.35mmHg. The DBP and SBP errors were 8.66 ± 5.43mmHg
and 12.95± 8.15mmHg, respectively, and the achieved PP and MAP errors were
8.27± 6.78mmHg and 7.90± 5.81mmHg.

5.4 Residual models

5.4.1 Residual real model

The residual real model predicts the difference between MyMDT’s mechanis-
tic model’s estimates and the true blood pressure curves. The achieved re-
sults are presented in Table 5.4.1 and illustrated in Figure 5.4.1. The model
achieved a pointwise error of 12.65 ± 8.27mmHg, and DBP and SBP errors
of 7.07 ± 5.15mmHg and 15.17 ± 7.25mmHg, respectively. The PP error was
10.40± 2.82mmHg, and the MAP error was 10.68± 9.75mmHg.

5.4.2 Residual synthetic model

The residual synthetic model predicts the difference between MyMDT’s mech-
anistic model and the Windkessel model, and achieved a pointwise error of
16.83 ± 11.01mmHg. The model’s DBP error was 16.53 ± 11.02mmHg, and the
SBP error 16.51 ± 11.03mmHg. A low error was achieved for the PP, that is
0.10 ± 0.04mmHg, while the MAP error was 16.54 ± 11.01mmHg. All pressure
curve metric scores achieved by the model are presented in Table 5.4.1.

5.5 Synthetic data model

5.5.1 Pressure curve evaluation

As described in Section 4.4.5, different shares of the synthetic dataset were
used to train the synthetic data model. Figure 5.5.1 presents a summary of the
results in terms of feature errors, and are summed up in Table 5.5.1.

Firstly, only 1% of the total dataset was used, being 32 instances. The pre-
dictions with this model achieved a pointwise error of 18.91±5.44mmHg, a DBP
error of 16.81±5.87mmHg, and a SBP error of 22.01±8.09mmHg. Moreover, the
PP and MAP errors were 14.75±5.08mmHg and 18.39±5.41mmHg, respectively.

The model was further trained on 20% of the dataset, and resulted in de-
creased errors, that is 12.73±15.14mmHg, 8.84±9.39mmHg, 17.49±18.66mmHg,
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Feature

Model
Pointwise

error
DBP error SBP error

Linear regression 9.79± 6.03 5.41± 5.97 13.09± 7.47
MSE loss 15.66± 8.45 10.52± 3.77 15.91± 10.09
Custom loss 9.14± 4.35 8.66± 5.43 12.95± 8.15
Residual real data 12.65± 8.27 7.07± 5.15 15.17± 7.25
Residual synthetic data 16.83± 11.01 16.53± 11.02 16.51± 11.03

PP error MAP error

Linear regression 10.17± 7.79 8.84± 6.77
MSE loss 6.91± 4.76 15.39± 8.84
Custom loss 8.27± 6.78 7.90± 5.81
Residual real data 10.40± 2.82 10.68± 9.75
Residual synthetic data 0.10± 0.04 16.54± 11.01

Table 5.4.1: Achieved results from the baseline model with linear regression, the MSE
loss model, the custom loss model, and the two residual models. The unit
for all values is mmHg.

Figure 5.4.1: Errors and standard deviation of the error values of the MSE loss model
and custom loss model, the residual real model, and the linear regression
model.
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9.86± 9.12mmHg, and 12.04± 15.66mmHg for the pointwise, DBP, SBP, PP, and
MAP error, respectively.

A further increase in the dataset, to 40% of the full size, resulted in a point-
wise error of 10.36±7.84mmHg. The DBP and SBP errors were 9.35±7.13mmHg
and 11.63 ± 10.35mmHg, respectively. Lastly, 11.36 ± 5.71mmHg and 9.86 ±
8.16mmHg were the achieved errors for PP and MAP.

With 60% of the full set, the pointwise error was 10.68±8.19mmHg, the DBP
error was 6.96±7.61mmHg, and the SBP error was 11.26±10.12mmHg. Further,
the achieved PP and MAP errors were 9.51±6.76mmHg, and 10.33±8.57mmHg,
respectively.

Next, 80% of the dataset was used to train the model. The achieved er-
rors were 9.80 ± 6.92mmHg, 7.06 ± 4.68mmHg, 12.13 ± 11.08mmHg, 10.34 ±
10.90mmHg, and 9.18 ± 7.29mmHg, for the pointwise, DBP, SBP, PP, and MAP
errors, respectively.

Lastly, the full amount of the synthetic dataset was used to train the model,
that is 3150 instances. The pointwise error decreased to 7.90 ± 4.93mmHg,
whereas the DBP and SBP errors decreased to 6.15 ± 2.18mmHg and 9.63 ±
5.66mmHg, respectively. The achieved PP error was 9.86 ± 4.79mmHg, and the
MAP error was 7.19± 5.32mmHg.

5.5.2 Classification evaluation

The classification performance of the models with synthetic data varied, and
the progress of the different metrics according to the size of training set is
illustrated in Figure 5.5.2.

The accuracies varied from 0.71 to 0.93, where the smallest dataset of 1%
achieved the lowest score. A share of 20% achieved 0.87, whereas 40%, and
60% achieved accuracy scores of 0.91, and 0.92, respectively. The two largest
datasets, 80% and 100% achieved the highest accuracy of 0.93.

The lowest precision score was, like the accuracy, achieved by the small-
est dataset. A score of 0.61 was achieved for this model, whereas 40%, and
100% achieved 0.86, and 0.91, respectively. Further, 20% achieved 0.93, 80%
achieved 0.94, and the best precision score was achieved by the model with a
share of 60%, with a score of 0.97.

Recall denotes true positive rate, and the lowest achieved score was 0.55,
being the model with only 1% of the total dataset. A score of 0.71 was achieved
by the model with 20%, and scores of 0.80, 0.82, and 0.90, was achieved by the
models with 60%, 80%, and 100%, respectively. A share of 40% outperformed
the other models in terms of recall, achieving a score of 0.91.

The last classification metric evaluated is true negative rate. The smallest
dataset achieved again the lowest score, that is 0.80. Further, 40% of the dataset
achieved 0.91, and 100% achieved 0.95. Lastly, 20%, 80%, and 60%, achieved
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Share of dataset
Pointwise

error
DBP error SBP error

1% 18.91± 5.44 16.81± 5.87 22.01± 8.09
20% 12.73± 15.14 8.84± 9.39 17.49± 18.66
40% 10.36± 7.84 9.35± 7.13 11.63± 10.35
60% 10.68± 8.19 6.96± 7.61 11.26± 10.12
80% 9.80± 6.92 7.06± 4.68 12.13± 11.08
100% 7.90± 4.93 6.15± 2.18 9.63± 5.66

Share of dataset
Pointwise

error
DBP error SBP error

1% 14.75± 5.08 18.39± 5.41
20% 9.86± 9.12 12.04± 15.66
40% 11.36± 5.71 9.86± 8.16
60% 9.51± 6.76 10.33± 8.57
80% 10.34± 10.90 9.18± 7.29
100% 9.86± 4.79 7.19± 5.32

Table 5.5.1: Results from training the synthetic data model on different amounts of
data. The unit for all values is mmHg.

specificity scores of 0.97, 0.98, and 0.99, respectively.
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Figure 5.5.1: Error and standard deviation of the error values of the synthetic data
model with different amounts of data.

Figure 5.5.2: The progress of the different classification scores for the synthetic data
model with an increased size of the training set.
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Chapter 6

Discussion

In this chapter, uncertainties and sources of errors followed by the steps taken
in this project are discussed. Further follows a discussion of the results and
discovered effects of the applied IML methods, including assumptions about
the required amount of data.

6.1 Data processing and the use of synthetic data

As described in Section 3.3, comprehensive data processing was performed on
all blood pressure and flow measurements. The simplification of excluding the
duration of the cardiac cycle and limit the curve to 100 points may have lead
to lost information about a possible significant factor regarding the change in
blood pressure. The limitation was still considered manageable as the benefit
of equal length cycles and less data points were regarded as more valuable. It
exists no defined solution on how to best obtain one representative curve from
a full measurement signal. The standardization process applied in this project
is one possible approach, and we acknowledge the possibility that there may
exist more optimal solutions.

The synthetic data obtained from MyMDT’s mechanistic model and the
Windkessel model is based on the individuals’ pressure and flow curves, an ex-
ercise value, and the models’ estimated internal parameters. The models does
not account for variations in age, gender, V O2 max, or other features included
in the input vector of the prediction models. This means that the features used
to generate the synthetic data are not the same as the features used to predict
it. Despite divergent input features, a machine learning model should be able
to learn the determining factors with sufficient training data. However, some
patterns must exist in the data for the model to learn. As the mechanistic and
Windkessel model are based on the initial blood pressure and flow curves of an
individual, a feature space including these parameters is assumed to provide
clearer patterns.
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Hawkins (2004) presents the problem of overfitting as the use of more terms
or more complicated approaches than necessary, or including irrelevant compo-
nents. This suggests that the models working with synthetic data may be prone
to overfitting as they include features that the process creating the target data
is ignorant about. However, it is not certain what are the determining features
that realize the change in blood pressure, and we acknowledge that a more op-
timal feature space may exist for these models. Nevertheless, with the objective
of comparing them to the models with real data, it was desired to utilize the
same feature space for all models.

Additionally, synthetic data and its underlying patterns are not completely
comparable to real data, hence uncertainties and sources of error will always
be present when working with synthetic data.

6.2 Input and output of the models

When predicting the blood pressure curve of an individual several weeks ahead,
it is reasonable to believe that the initial blood pressure curve is a relevant fea-
ture. Additionally, as the mechanistic and Windkessel model are based on the
initial blood pressure and flow curves of an individual, a feature space including
these parameters is assumed to provide clearer patterns for the models using
synthetic data. Multiple ways of including the initial curve in the feature space
have been discussed and tested. As the chosen curve consists of 100 points,
the feature space would increase significantly if the entire curve was added as
input. A different method considered was to create a PCA model based on all
measured blood pressure curves, and calculate the scores of the PCs for each
individual’s initial curve. With 95% as the desired variance, three PCs was re-
quired, and the scores of the PCs for each individual were added to the feature
space for testing. Evaluation showed that with scores of the PCs as a part of
the input, the models’ performance reduced, and consequently the initial blood
pressure curve was excluded from the feature space. Some information about
the initial blood pressure was however deemed crucial, and the ambulatory
measurements of DBP and SBP were therefore included as input. Although an
analysis was carried out during feature selection, we recognize, as mentioned,
the possibility of a more optimal feature space, and see this as a possible opti-
mization area.

The output of the models has also been reflected on. With the aim of pre-
dicting a blood pressure curve of 100 points, two different approaches were
considered. The first approach was to predict a vector of 100 values. To pre-
dict 100 values based on seven input features seemed like a difficult task and a
second approach was therefore tested. Each instance was divided into 100 sep-
arate instances, with one point on the pressure curve as each label. In addition
to the input vector of seven features, a time feature representing the location
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on the curve was added. Prediction of 100 consecutive pressure values were
used to evaluate the performance of the model. The evaluation of all models
showed that prediction of one point on the pressure curve at a time achieved
poorer results than the prediction of 100 points simultaneously. This may be
because the division of the pressure curve deletes the connections between the
points, which may impede the network from understanding the pressure values
in a more complex context.

Other possible prediction outputs have been identified, such as a blood pres-
sure curve of lower resolution than 100 points. This would simplify the target
of the network but requires that a low resolution curve is within the desired
outcome.

6.3 Informed machine learning in the prediction
of blood pressure curves

6.3.1 Linear regression as a baseline

Figure 5.4.1 illustrates the results from the baseline model implemented with
linear regression, in addition to the other models trained with real data. It can
be observed that the linear regression model’s performance had no major devi-
ations compared to the other models. This may indicate that there exist linear
relationships between the selected input features and the blood pressure curves.
However, as the neural network models show lower errors for some pressure
curve metrics, non-linear relations are also assumed present in the data. As
discussed above, a further development of the feature space may increase the
performance of the machine learning models. However, a more complex feature
space may increase non-linear relations in the data, which a linear regression
model would be unable to detect. This suggests that further optimization is fea-
sible for the neural networks, while the linear regression model may have a
limited performance. It is thus reasonable to believe that neural networks are
preferable in the prediction of blood pressure curves.

6.3.2 The effect of a physics-guided loss function

The MSE loss model and custom loss model were trained on a small amount of
data, and the results plotted in Figure 5.4.1 substantiates the hypothesis of lim-
ited data leading to relatively high variance. The results show that the model
with impedance incorporated in the custom loss function achieved an overall
better performance than the model with MSE loss. All pressure curve metrics,
except the PP, achieved a lower error for the custom loss model. Additionally,
the custom loss model achieved a lower standard deviation of the error val-
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ues for three out of five metrics. The differences in errors were however not
great, and the small amount of data leads to uncertainties, and the results are
thereby not completely reliable. This hinders a direct conclusion, although the
consistency of the comparisons may indicate that a physics-guided loss func-
tion can improve a neural network in the prediction of blood pressure curves.
We acknowledge the narrow search of different physical contributions to the
loss function, and we believe that the possibilities are unlimited. Impedance
is only one of many possible ways of constraining a neural network, and both
additional parameters and replacements may be worth exploring.

The impedance loss is calculated based on post-exercise pressure and flow
measurements. With the comprehensive data processing done for both mea-
surements, although they are measured simultaneously, the final curves are
likely to be derived from different times during the measurement. This is a
source of error when calculating the impedance as impedance denotes the rela-
tion between corresponding harmonics of pressure and flow. It would therefore
be more optimal to utilize synchronized measurements.

6.3.3 The effect of residual modeling

The residual real model was implemented to assess the applicability of a resid-
ual model in the context of predicting blood pressure curves. The model aims
to detect patterns between the input features and the difference between the
mechanistic model’s estimates and the true blood pressure curve. Figure 5.4.1
illustrates a comparison between the residual real model and the other models
trained with real data. The residual model achieved lower errors than the stan-
dard machine learning model with MSE loss for four out of five pressure curve
metrics. This may indicate that a pattern is plausible and again, that IML show
tendencies of better training than standard machine learning models.

Compared to the IML model with custom loss, the residual real model
showed poorer results to a small degree. The minor differences and the small
amount of data complicates a conclusion about the best suitable IML approach
in the task of predicting blood pressure curves. Additionally, only one physics-
based model has been used as the residual target, and the possibilities of better
suited models can thus not be ignored. Based on the achieved results, we rec-
ognize a potential in the concept of residual modeling, and thus believe that
further exploration of the method may be valuable.

6.4 Amount of data vs. model performance

The results form the synthetic data model, in terms of pressure curve metrics,
are illustrated in Figure 5.5.1, and verifies the hypothesis that an increase in
training set size increases the performance accordingly. From the figure it can
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be observed that the model trained with only 1% of the full dataset achieved
significantly higher errors. As 1% of the data, that is 32 instances, corresponds
to the available amount of real data, a conclusion that the implemented models
will increase performance by more training data can be drawn. Further, the er-
rors decrease according to more training data, and with the full amount of the
synthetic dataset, convergence of the errors is still not observed. This indicates
that a further increase in the amount of training data will lead to better per-
formance. Cornelissen and Smart (2013) show that an exercise period longer
that four weeks reduces the DBP and SBP values of hypertensive individuals by
about 8.3 mmHg and 5.2 mmHg, respectively. This implies that DBP and SBP
errors of 5 mmHg, which is achieved for the model with 100% of the data, is
too large when predicting blood pressure values. These findings suggests that
more training data than 3150 instances, being the size of the synthetic dataset,
is desired for the implemented models. However, further optimization may lead
to better models, and an estimate of the required amount for satisfactory results
is thus difficult to make.

The analysis of the performance of the synthetic data model at classification
also holds some uncertainties. An average of random selected individuals of
150 instances was used to evaluate the model, and the distribution of positive
and negative samples is thus random and may be skewed. The unknown distri-
bution can affect the reliability of the classification metrics as a variety of data
distributions is desired when performing such an analysis. With the uncertain-
ties being acknowledged, we still recognize a value in the performed analysis.

From Figure 5.5.2 it is observed that the classification scores vary, but
roughly increase according to an increased share of training data. The model
with 100% of the dataset showed great stability in classification scores com-
pared to the smaller shares of data. Some unexpected variations are discovered,
and may be due to coincidences in terms of chosen prediction sets. A more de-
tailed analysis of the splits and data distributions would be necessary to fully
understand the reasons these variations.

A share of 60% achieved high scores for precision and specificity. High pre-
cision means that many of the samples predicted positive were indeed posi-
tive, and high specificity implies a high proportion of detected true negatives.
Transferred to the real context, high precision results in few individuals falsely
predicted to be hypertensive, and high specificity detects a large portion of the
individuals being normotensive after the exercise period. These are important
metrics as an effective training pattern is not desirable to go undetected.
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6.4.1 Informed machine learning and required amount of
data

The residual synthetic model was implemented to further assess the concept
of residual modeling. The objective of the model was to test different sizes
of training data and compare the performance with the synthetic data model.
Such a comparison could asses if there were differences in the amounts of data
required for a model based on IML and standard machine learning.

Initially, the residual synthetic model was trained with 100% of the synthetic
data, and the results show that the residual real model outperformed the resid-
ual synthetic model. The PP was the only pressure curve metric with a lower
achieved error for the model with a lot more training data. This was an unex-
pected result as the hypothesis that more data would increase the performance
of the models with real data partly had been confirmed by the synthetic data
model.

With a close look at the synthetic data from both the mechanistic and Wind-
kessel model, it was observed that the estimated curves were not far from iden-
tical in shape for each instance. This results in an error curve close to a horizon-
tal line, and not a complex target curve for the model that aims to predict it.
This reflects the low PP error for the residual synthetic model, as a horizontal
error curve added to the original estimate will preserve the shape of the curve.
Apart from the PP error, the residual synthetic model performed significantly
worse than the residual real model. The model was unstable and predicted
pressure values far from the true values. The poor results may partly be ex-
plained by a trivial correlation between exercise value and the error between
the mechanistic and Windkessel models’ estimates. As exercise value is the only
feature that differentiates instances derived from the same individual, a pattern
between this value and error curve is essential to exist. Such a pattern has not
been possible to detect by observing the data. If this is absent, the model that
predicts the error between the mechanistic and Windkessel model is expected
to encounter difficulties.

Due to the poor results from the residual synthetic model, the model could
not be used as intended. A comparison with the synthetic data model was no
longer relevant, and a conclusion of different amounts of data could thus not
be drawn directly. However, the comparisons of the MSE loss model, with both
the physics-based custom loss model and residual real model, favours the IML
models. Additionally, with the benefit of a larger dataset, verified by the syn-
thetic data model, it is reasonable to believe that IML approaches can support
data science models and require less data to achieve equal performance.



53

Chapter 7

Conclusion and future work

7.1 Conclusion

The objective of this study was to implement and analyze different models for
the task of predicting blood pressure curves of hypertensive individuals after a
period of a given exercise. Five different neural networks were implemented,
and no major deviations in performance was observed compared to the baseline
model with linear regression. This indicates that there exist linear relationships
between the chosen feature space of personal parameters and the post-exercise
blood pressure curves. However, non-linear relations are also assumed present
in the data. A further development of the feature space, which have been iden-
tified as an optimization area, may increase the non-linear relations and thus
favor more complex machine learning methods than linear regression.

Comparison of different models demonstrated the benefits of IML in the
task of predicting blood pressure curves. Two neural networks with different
loss functions were implemented, and a loss function incorporating physics-
knowledge proved to direct the network towards more accurate predictions
than an ordinary MSE loss function. The physics-based loss function con-
sisted of two weighted loss terms, MSE and impedance error, and although the
impedance term did not affect the performance remarkably, the results indicate
an improvement.

The use of IML was also assessed by implementing two residual models.
These models aimed at predicting the error of physics-based models in order to
correct their estimates. In comparison to the MSE loss model, the comparable
residual model showed somewhat better results. However, a definite conclu-
sion based on the small amount of real data in this project was not realistic.
The second residual model was implemented with synthetic data to assess the
possible improvement in performance with larger amounts of training data. The
synthetic data was not of desired quality as patterns between the feature space
and target curve were minimal. This lead to poor predictions of the residual
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model with synthetic data, and consequently no conclusion could be drawn.
To determine the amount of data required to obtain satisfactory results is not

a straightforward task. A model was trained with different shares of a synthetic
dataset, and the results confirm the hypothesis of insufficient amounts of real
data in this project. The results show that an increase in the number of training
samples increases the model’s performance accordingly. IML approaches have in
this project shown to perform better than standard machine learning models,
and the analyses indicate that less data is required for IML to achieve equal
performance quality. In conclusion, this project’s experiences with IML indicates
that it is a promising discipline in the context of blood pressure prediction. We
therefore suggest further research of IML within this field.

7.2 Future work

We suggest multiple areas of focus for future work. Primarily, research of dif-
ferent physical contributions to incorporate in IML models may provide further
knowledge regarding IML is this context. Impedance is only one of many possi-
ble ways of constraining a neural network, and both additional parameters and
replacements may be worth exploring.

Further, an optimal feature space is crucial for a model to capture relevant
patterns in the data. A specific proposal is to include the initial blood pressure
curve in the input space as it is a highly descriptive feature of the initial state of
the individual, and thus deemed important. Models with various architectures
and target values require different feature spaces to obtain optimality, and con-
sequently we suggest to strive for more tailored feature spaces.

An interpretable description of a discovered effective exercise is essential to
give treatment advice to hypertensive individuals. The exercise value utilized in
this project is an aggregated metric of the frequency, intensity, and duration of
physical activity. To separate the quantities comprising this value could be valu-
able as a more comprehensible description of the exercise would be obtained.

Lastly, the synthetic data may be more realistic if new artificial individuals
were constructed, instead of multiple training sessions for existing individuals.
This would lead to totally independent instances, which is desired when train-
ing machine learning models.
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Appendix A

Standardization process

1 # Returns cycles_times , cycles_pressures

2 def split_signal(raw_time , pressure):

3 pressure = pressure.T

4 raw_time = raw_time.T

5 raw_time = raw_time.to_numpy ()

6 pressure = pressure.to_numpy ()

7 pressure = pressure.reshape (-1)

8 raw_time = raw_time.reshape (-1)

9 peaks , _ = find_peaks (-1*pressure , distance =150)

10

11 cycles_times = []

12 cycles_pressures = []

13 for i in range(1,len(peaks)):

14 times = []

15 pressures = []

16 for j in range(peaks[i-1],peaks[i]):

17 times.append(raw_time[j])

18 pressures.append(pressure[j])

19 cycles_times.append(times)

20 cycles_pressures.append(pressures)

21

22 return cycles_times , cycles_pressures

23

24 # Returns pressures_sav

25 def savitzky_golay(cycles , coarseness):

26 pressures_sav = []

27 for e in cycles:

28 sav = savgol_filter(e, coarseness , 3)

29 pressures_sav.append(sav)

30

31 return pressures_sav

32

33 # Returns pressures_stand

34 def scale_x(cycles , cycles_times):

35 pressures_stand = []

36 for i in range(len(cycles)):
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37 stand = []

38 start = cycles_times[i][0]

39 end = cycles_times[i][-1]

40 for n in range (0,100,1):

41 pressure = np.interp(start+n/100*(end -start),

42 cycles_times[i],cycles[i])

43 stand.append(pressure)

44

45 pressures_stand.append(stand)

46

47 return pressures_stand

48

49 # Returns pressures_lim

50 def limit_cycles(cycles , dbp_min , sbp_min , sbp_min_i ,

51 sbp_max_i):

52 pressures_lim = []

53 for i in range(len(cycles)):

54 if np.min(cycles[i]) > dbp_min and

55 np.max(cycles[i]) > sbp_min:

56 index , value = max(enumerate(cycles[i]),

57 key=operator.itemgetter (1))

58 if index > sbp_min_i and index < sbp_max_i:

59 for w in np.arange(0,len(cycles[i]) -29,10):

60 dev = np.std(cycles[i][w:w+30])

61 if dev < 0.6:

62 break

63

64 pressures_lim.append(cycles[i])

65

66 return pressures_lim

67

68 # Returns trend , stable

69 def find_trend(cycles):

70 signal = list(flatten(cycles))

71 trend = savgol_filter(signal , 1001, 3)

72 stable = signal - trend

73

74 return trend , stable

75

76 # Returns new_cycles

77 def getCycles_without_trend(cycles):

78 trend , stable = find_trend(cycles)

79 new_cycles = []

80 for n in np.arange(0,len(stable) ,100):

81 cycle = []

82 for i in range (100):

83 cycle.append(stable[n+i])

84 new_cycles.append(cycle)

85

86 return new_cycles

87
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88 # Returns arrays

89 def best_window(cycles_detrended):

90 min_dev = math.inf

91 min_w = 0

92 for w in range(len(cycles_detrended) -8):

93 a = list(flatten(cycles_detrended[w:w+8]))

94 deviation = 0

95 for p in np.arange (0 ,100 ,10):

96 points = []

97 for c in range (8):

98 points.append(a[c*100+p])

99 dev = np.std(points)

100 deviation += dev

101 if deviation < min_dev:

102 min_dev = deviation

103 min_w = w

104

105 arrays = [list(x) for x in cycles_lim[min_w:min_w +8]]

106

107 return arrays , min_w

108

109 # Returns cycles

110 def split_window(arrays):

111 cycles = []

112 for n in range(len(arrays)):

113 cyc = []

114 for i in range (100):

115 cyc.append(arrays[n][i])

116 cycles.append(cyc)

117

118 return cycles

119

120 # Returns rep_cycle

121 def find_representative_cycle(arrays):

122 cycles_window = split_window(arrays)

123 mean_curve = [np.mean(k) for k in zip(* arrays)]

124 min_avvik = np.inf

125 min_index = 0

126 for c in range(len(cycles_window)):

127 dev = 0

128 for p in range (0 ,100 ,10):

129 sa = abs(cycles_window[c][p] - mean_curve[p])

130 dev += sa

131 if dev < min_avvik:

132 min_avvik = dev

133 min_index = c

134

135 rep_cycle = cycles_window[min_index]

136

137 return rep_cycle

138
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139

140 # Returns scaled_cycle

141 def scale_y(cycle , dbp , sbp):

142 scaled_cycle = []

143 peak = np.max(cycle)

144 bottom = np.min(cycle)

145 if sbp != np.nan and dbp != np.nan:

146 for j in range(0, len(cycle), 1):

147 y = cycle[j]

148 norm_dist_from_bottom = (y-bottom)/(peak -bottom)

149 norm_dist_from_top = 1-norm_dist_from_bottom

150 new_y = sbp * norm_dist_from_bottom

151 + dbp * norm_dist_from_top

152 scaled_cycle.append(new_y)

153

154 return scaled_cycle

Listing A.1: Python code for the standardization process of the blood pressure curves
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Custom loss function

156 def my_loss(y_pred , q, t):

157 time = t.numpy() [0][0]

158 y_pred = tf.dtypes.cast(y_pred , tf.float64)

159 N = 100

160 w = np.arange(N//2+1) *2*np.pi/time

161 PP = tf.subtract(tf.reduce_max(y_pred ,1),

162 tf.reduce_min(y_pred ,1))

163

164 # Calculating integral of Q to find SO

165 factor = q[0][0] + q[0][99]

166 for i in range (1,100-1):

167 factor += 2*q[0][i]

168 SV = (time /100)*factor

169

170 MAP = tf.reduce_mean(y_pred , axis =1)

171 CO = SV / time

172 R = MAP / CO

173 C = PP / SV

174

175 # Real and imaginary part of Z_model

176 imag = -(tf.math.multiply

177 (tf.math.multiply(tf.math.square(R),w),C))/

178 (tf.math.multiply(tf.math.multiply

179 (tf.math.square(R),tf.math.square(w)),

180 tf.math.square(C))+1)

181

182 real = R/(tf.math.multiply

183 (tf.math.multiply(tf.math.square(R),

184 tf.math.square(w)),tf.math.square(C))+1)

185

186 z_model = tf.complex(real ,imag)

187 z_pred = tf.signal.rfft(tf.squeeze(y_pred ,axis =2)) /

tf.signal.rfft(q)

188 z_diff = z_model -z_pred

189

190 # Calculating magnitude of Z loss
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191 a = tf.math.real(z_diff)

192 b = tf.math.imag(z_diff)

193 z_mag = tf.math.sqrt(tf.math.square(a)

194 + tf.math.square(b))

195 z_sum = tf.math.reduce_sum(z_mag)

196

197 total_loss = z_sum

198

199 return total_loss

Listing B.1: Python code the for custom loss function



Appendix C

Prediction plots

Figure C.0.1: Prediction by the baseline model with linear regression.
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Figure C.0.2: Prediction by the MSE loss model.

Figure C.0.3: Prediction by the custom loss model.
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Figure C.0.4: Prediction by the residual real model.

Figure C.0.5: Prediction by the residual synthetic model.
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