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Abstract

Abstract

Earth consists of heterogeneous layers due to the complex sedimentation processes, in
which lithifies both unconsolidated sand and siliciclastic clays into sandstone and shale.
These two sedimentary rocks are the most abundant in the hydrocarbon reservoir, usually
in the form of shaly sand or sandy shale mixture. As the advantage of the technology,
geophysicists can distinguish these sedimentary rocks by using a seismic reflection method
that relies on their elastic properties; P-wave (Vp) and S-wave (Vs) velocities along with
density. One option to estimate these velocities are from both compressional and shear
sonic logs since these two are reciprocal to the elastic velocities. However, sonic logs
may not be available or partially available at specific depth intervals. Lack of these mea-
surements could potentially be problematic for geophysicists that need accurate velocity
estimations.

Many rock-physics-based empirical approaches are available for elastic velocities estima-
tions, relying on other parameters such as porosity (φ), clay volume (Vcl), differential
stress (σ′), et cetera. However, these empirical approaches are only valid and optimum
in the dataset they are using. Therefore, these empirical approaches are susceptible to
the robustness issue. We propose a methodology to estimate the vertical velocity depth
trends for the three wells taken from the Norwegian Continental Shelf (NCS). The pro-
posed methodology mainly utilizes the rock-physics analysis of Voight-Reuss Bounds and
the Bounding Average Method (BAM). It also implements the petrophysical analysis to
estimate the lithological volume fraction of sand, clay, and silt. We designed two different
models, namely the implicit and explicit clay-bound water.

The challenges of this proposed methodology are to simulate the depositional variations
between (1) Clean sand and clay; (2) Consolidation states as the rock changes from freshly
deposited and later compacted; and (3) Velocity stress-sensitivity along with the burial
depth. This proposed methodology yield correlation coefficients and error percentages,
respectively between 0.7326 - 0.9521 and 7.73% - 15.07% for Vp; and respectively between
0.7495 - 0.9585 and 16.2% - 27.66% for Vs. These values show that the methodology
is reliable but straightforward enough to perform robust predictions for the vertically-
propagating elastic velocity depth trends.
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Introduction

1 Introduction

Earth consists of heterogeneous layers due to the complex sedimentation processes in a
certain period of geological events, between thousands to millions of years. The layers were
once initially deposited as the unconsolidated sediments, in which, as the process contin-
ues, the younger sediments gradually buried the older sediments. Changes in temperature
and pressure are the main factors that transform the unconsolidated sediments into con-
solidated rocks. Hence, both the unconsolidated sand and siliciclastic clay are lithified
into sandstone and shale (Rieke and Chilingarian, 1974; Magara, 1980; Bjørlykke, 1989;
Mondol et al., 2007; Duffaut, 2011).

Sandstone is one of the most common hydrocarbon-bearing reservoir rocks, where around
50 - 60% of hydrocarbon reserves globally are found within the sandstone reservoir (Berg,
1986; McDonald and Schmidt, 1991). Several studies show that the sandstone is the
primary lithology for Norwegian hydrocarbon reservoir (Nystuen and Fält, 1995; Odden
et al., 1998; Grogan et al., 1999). On the other hand, shale is the most common sedi-
mentary rock, where it could be deposited in any environment such as river floodplain,
lake, delta, marine shelf, deep marine, et cetera (Tucker, 2003). Due to their abundance
in nature, it is reasonable for sandstone and shale to be mixed. Therefore, it is beneficial
to have excellent understandings of these two sedimentary rocks.

As the advantage of technology, Geophysics is now one of the vital elements in hydrocar-
bon exploration. Geophysicists could implement a seismic survey based on the principle
of reflectivity, known as the seismic reflection method. This method depends on the
elastic waves’ (P-wave (Vp) and S-wave (Vs) velocities) propagation through the earth’s
layers, where the waves are reflected due to an impedance contrast between two layers.
In practice, both Vp and Vs are calculated based on specific well log data, respectively
the compressional and shear sonic log. The sonic log describes the transit time between a
transmitter that emits a sound pulse and a receiver that records the pulse as it passes the
receiver. This transit time could also be considered as the slowness, which is a reciprocal
of the sound wave’s velocity (Schlumberger, 1990). However, it is possible for the sonic
log data of a well is not available or partially available only on a specific depth interval.
Furthermore, the sonic tool’s measurement might also have shortcomings due to the sig-
nificant acoustic discontinuity within the borehole. The sonic log’s flaw could potentially
be problematic for geophysicists that need accurate estimations of elastic velocities.

Various rock-physics-based empirical approaches for the elastic wave velocities estima-
tion are developed from the laboratory measurement and in-situ data: based on the
time-average equation (Wyllie et al., 1955); the velocity to traveltime relation (Raymer
et al., 1980); regression of the porosity and clay content for shaly sandstones (Han, 1986;
Eberhart-Phillips et al., 1989; Tosaya and Nur, 1982); regression of the porosity and clay
content under water-saturated condition (Castagna et al., 1985); data compilation of the
crustal rocks (Brocher, 2005); arithmetic and harmonic means of the lithology’s pure con-
stituent (Greenberg and Castagna, 1992); and the Vp - Vs relation (Castagna et al., 1993;
Vernik and Fisher, 2002; Williams, 1990; Xu and White, 1996). However, empirical ap-
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proaches only valid and optimum for the dataset they used. Hence, empirical approaches
are susceptible to the robustness issue.

By realizing the drawbacks of the sonic log and the robustness of the empirical approaches,
this study aims to develop a methodology to predict the vertically-propagating velocity
depth trends based on the available borehole logs. The proposed methodology is based on
several rock-physics models, with the most crucial one is the Bounding Average Method
or BAM (Marion, 1990). The BAM depends on a fitting parameter or weight parameter
that acts as the balance between the Reuss (1929) Bound and the Voigt (1928) Bound.
These Voigt-Reuss bounds differentiate stiffer sand and softer shale. This study also pro-
poses a physical explanation for the appropriate weight parameters. Some petrophysical
approaches are included for the proposed methodology, particularly the estimation for
clay content based on lithological baselines and neutron porosity log (La Vigne et al.,
1994). Several similar studies for the velocity predictions could be seen on Durrani et al.
(2014), Egemen (2015), and Guo and Li (2015). However, none of these references uses
the BAM in their procedures, and they only focus on Vs prediction.

Stress sensitivity of sedimentary rocks is also considered inside the proposed methodology,
where it is linked primarily to porosity and elastic velocity changes. Han (1986) and Dong
et al. (2010) show that the stress sensitivity of porosity for sand is significantly greater
than that for shale. Additionally, MacBeth (2004) shows the stress sensitivity of both bulk
and shear modulus of sandstone samples, where unconsolidated higher-porosity samples
tend to be more stress sensitive than that for the consolidated samples. Dvorkin and
Nur (2000) state that the higher-porosity sandstone follows the critical porosity concept.
Since the elastic velocities are the function for Poisson’s ratio, where those are related to
the porosity and elastic moduli, it is decided to include stress-sensitivity prediction based
on the Poisson’s ratio and critical porosity.

The challenges of this proposed methodology are to simulate the depositional variations
between (1) Clean sand and clay, based on the Voigt-Reuss bounds; (2) Consolidation
states as the rock changes from freshly deposited and later compacted, based on the
Poisson’s ratio and critical porosity; (3) Stress sensitivity following the burial depth,
based on the Poisson’s ratio and the weight parameters from the BAM. Therefore, this
proposed methodology is reliable but straightforward enough to perform robust elastic
velocity predictions.

This thesis is organized as follows: First, the related theoretical explanations of the pro-
posed methodology. Second, the database overview for the three wells from the Norwegian
Continental Shelf (NCS). Third, the proposed methodology workflow is discussed based on
the implicit and explicit clay-bound water models. Fourth, the results of the applied work-
flow, comparing modeled vertically-propagating velocity depth trends with corresponding
depth trends of wellbore measurements of the wells. Fifth, the discussions for the ob-
tained results. Sixth, the conclusions and the further works from this study. The results
show that both models can predict the vertically-propagating Vp and Vs with correlation
coefficients from 0.7326 to 0.9585 and error percentages from 7.73% to 27.66%.
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2 Theory

2.1 Bounding Model: Voight and Reuss Bounds

Three parameters need to be specified to theoretically predict the effective moduli of a
mixture, namely the volume fractions, the elastic moduli, and the geometric details of
the various phases (Mavko et al., 2009). However, in practice, only the volume fractions
and the constituent moduli are available; hence, the reasonable approach to approximate
the mixture’s effective moduli is by using both the upper and lower bounds, as shown
in Figure 1. Thus, the mixture’s effective moduli would be found between the bounds,
where the upper and lower bounds respectively describe the stiffer and softer moduli.
This thought of using both the lower and upper bounds to predict the effective moduli is
called the Bounding Model. However, the major shortcoming of this model is the absence
of geometrical consideration within the model.170 Effective elastic media: bounds and mixing laws 
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Figure 4.1.1 Schematic representation of the upper and lower bounds on the elastic bulk 

and shear moduli. 

constituent with the smaller bulk modulus also has the smaller shear modulus. 
Slightly more general forms, sometimes called the Walpole (1966) bounds or the 
Hashin-Shtrikman-W al pole bounds, can be written as 

KHS± 
=K +

h 
1

(K2 - Ki)-1 + f1 (K1 + 1µmr
1 (4.1.3) 

(4.1.4) 

where the subscripts 1 and 2 again refer to the properties of the two components. 
Equations (4.1.3) and (4.1.4) yield the upper bound when Km and µm are the 
maximum bulk and shear moduli of the individual constituents, and the lower bound 
when Km and µm are the minimum bulk and shear moduli of the constituents. The 
maximum (minimum) shear modulus might come from a different constituent from the 
maximum (minimum) bulk modulus. Tliis would tie the case, for example, for a mixture 
of calcite (K = 71, µ = 300Pa) and uartz (K = 37, µ = 45 GPa). Equation (4.1.4) 
reduces to equation ( 4.1.2) when one constituent has both he maximum bulk and shear 
moduli, while the other constituent has the minimum bulk and shear moduli. 

The physical interpretation of the Hashin-Shtrikman bounds for bulk modulus is 
shown schematically in Figure 4.1.2. The space is filled by an assembly of spheres of 
material 2, each surrounded by a sliell of material 1. Each sphere and its shell have 
precisely the volume fractions f1 and Ji. The upper oound is realized wlien tlie stiffer 
material forms tlie sliell; tlie lower 1:iound is realized when it is in the core. The 
physical interpretation implies a very wide distribution of sizes of the coated spheres 
such that they fill all the space. 

A more general form of the Hashin-Shtrikman-Walpole bounds, which can be 
applied to mixtures of more than two phases (Berryman, 1995), can be written as 

KHS+ = A(µmax)'

µHS+ = r(((Kmax, µmax)),

KHS- = A(µmin)

µHS- = I'(((Kmin, µmin))

Figure 1: The upper and lower bounds for effective bulk modulus (left) and shear modulus (right).
(Modified from Mavko et al. 2009)

The upper bound is considered as the Voigt (1928) Bound or the isostrain average, where
the constituents are exposed to the same strain. On the other hand, the lower bound is
considered as the Reuss (1929) Bound or the isostress average where the constituents are
exposed to the same stress. Figure 2 shows the physical illustration for both Voigt and
Reuss bound.

Figure 2: The physical illustrations for Voigt Bound (left) and Reuss Bound (right).
(taken from Castagna et al., 2014)
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The general equations for the Voigt (MV ) and Reuss (MR) Bounds of the effective elastic
modulus, based on the i-th given volume fraction (fi) and elastic modulus (Mi), are seen
in Equations 1 and 2, respectively.

MV =
N∑
i=1

fiMi (1)

MR =
N∑
i=1

fi
Mi

(2)

The Voigt and Reuss Bounds are useful for several purposes, such as estimating the
range of the average mineral moduli for a mixture of mineral grains and the upper-lower
bounds for a combination between mineral and pore fluids. This model assumes that the
constituents are isotropic, linear, and elastic.

2.2 Bounding Average Method (BAM)

Marion (1990) conducts some studies for the dependence of velocity by several param-
eters such as (1) porosity and compaction, (2) clay content, (3) packing properties and
coordination number, and (4) fluid types. He discovers that these parameters are not
independent of each other. Therefore, a complete understanding of one given property’s
influence on velocity is a complex problem that requires knowledge of the relationship
between the mentioned dependent parameters.

Marion realizes the dependence of elastic properties on porosity is not a simple relation-
ship; therefore, he proposes a heuristic approach based on a theoretical bound for estimat-
ing the elastic moduli and velocities, called the Bounding Average Method or BAM. This
method recognizes that at any given volume fraction of constituents, the effective moduli
fall between the bounds, where the precise value depends on the geometric detail of the
grains and pores (Mavko et al., 2009). Marion proposes a weighted modulus (Mweighted)
based on a weight parameter or W , as seen in Equation 3.

W = Mweighted −Mlower

Mupper −Mlower

Mweighted = Mlower +W (Mupper −Mlower) (3)
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A crucial remark about Equation 3 is that the weight parameter (W ) acts as a fitting
parameter. If W sets to be 0, then the weighted moduli become the lower moduli. On
the contrary, if it sets to 1, then the weighted moduli become the upper moduli. From
this behavior of the weighted equation, we can see that every dataset might use different
W from one and the others; this could potentially be a problem for a prediction model.
Therefore, we are proposing the physical definition of how to estimate the W .

It is challenging to model the elastic properties of clay-rich sediments due to their com-
plexity concerning the mineral composition. We propose a new twist to this challenge by
combining the BAM itself with elastic Voigt-Reuss bounds based on Vernik and Kachanov
(2010) approach; hence, the general equation for the BAM (Equation 3), particularly for
the vertically-propagating anisotropic P-wave modulus or C33, could be rewritten as shown
below.

C33 = C33,Reuss +WC33(C33,V oigt − C33,Reuss) (4)

Analogous to the general BAM equation, Equation 4 also has W as its fitting parameter,
where the C33 would be equal to the softer bound (Reuss bound) if W sets to be 0,
and the C33 would be equal to the stiffer bound (Voigt bound) if W sets to be 1. It is
important to realize that Equation 4 is a modified BAM based on the bounding model
mentioned in subchapter 2.1. Therefore, the equation only specifies the elastic moduli
and the volume fraction, leaving the geometrical detail behind. To rectify this drawback,
we would physically define the fitting parameters (weight parameter) by including the
Poisson’s ratio and the modified critical porosity, as later shown in the following chapters,
where W acts as the primary mechanism to estimate geometrical detail. As previously
seen in Equation 4, the C33 for the Reuss and Voigt bounds are shown in Equations 5 and
6, respectively.

C33,Reuss =
[
(1− φ)

[
Vcl
C33,cl

+ (1− Vcl)
Mnon−cl

]
+ φ

Kfl

]−1

(5)

C33,V oigt = (1− φ)[Vcl C33,cl + (1− Vcl) Mnon−cl] + φKfl (6)

Where φ is the porosity, Vcl is the clay volume, Kfl is the fluid’s bulk modulus, C33,cl is a
vertically-propagating anisotropic P-wave modulus for the clay compartment, andMnon−cl
is an isotropic P-wave parameter for the non-clay compartment. Both equations consist
of solid and pore-fluid compartments, respectively shown with terms of ’1 − φ’ and ’φ’.
An essential remark from these equations is that they violate the isotropic Voigt-Reuss
assumption since they only calculate the property of the vertically propagating velocity;
hence, the model assumes that the isotropic Mnon−cl is equivalent to the anisotropic
C33,non−cl.
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2.3 Effective, Total, and Critical porosity

Porosity is one of the important parameters for sedimentary rock, which describes the
reservoir’s storage capacity. Tiab and Donaldson (2004) state that the porosity could
mathematically be defined as the fraction of the bulk volume of the reservoir that is not
occupied by the solid framework of the reservoir, as shown in Equation 7.

φ = Vb − Vgr
Vb

= Vpore
Vb

(7)

Where φ is the porosity, Vb is the bulk volume of the reservoir, Vgr is the grain volume,
and Vpore is the pore volume. The typical porosity of sedimentary rocks is lower than
50%. Furthermore, Schlumberger (1990) provides the typical porosity values for several
lithologies: practically zero porosity for dense carbonate (limestone and dolomite) and
evaporite (salt, anhydrite, gypsum, sylvite, et cetera.); 10 to 15% for well-consolidated
sandstone; around or more than 30% for unconsolidated sandstone; and around or more
than 40% for water-filled shale or clay.

Several parameters affect the porosity of sedimentary rocks at the time of its deposition,
such as the size, shape, degree of uniformity of size and shape, and the mode of grain’s
packing (Athy, 1930). For example, the porosity for fine materials would be very high.
At the same time, the bulk density is very low due to the enormous surface area and the
irregularity of the grains’ shape. For sand, the porosity is independent of the coarseness
since the grains typically have a similar spherical shape; hence, the highest porosity sand
is coarse and even-textured. Other parameters that affect the porosity after the deposition
and burial process are closer spacing of grains, deformation or granulation of grains, re-
crystallization, secondary growth, and cementation.

2.3.1 Porosity and Well Log

In practice, the porosity could be obtained either from the density log or the neutron
porosity log. A density log is a continuous record of a formation’s bulk density, represent-
ing the density of the minerals or matrix and the volume of free fluids it encloses (Rider,
1999). From this log, then the porosity could be calculated as shown in Equation 8.

φD = ρma − ρb
ρma − ρfl

(8)

Where φD is the density porosity, ρma is the matrix (or grain) density, ρfl is the fluid
density, and ρb is the measured bulk density. It is a common practice to define the ρfl as
water (ρw), with a density of 1 g/cc. As for the ρma, it is common to use the value from
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the density of quartz, 2.65 g/cc, according to Mavko et al. (2009). The neutron log is a
continuous record of a formation’s reaction to fast neutron bombardment related to the
hydrogen index or richness in hydrogen (Rider, 1999). Due to its nature, then the neutron
log is measuring the formation’s water content. Therefore, the neutron porosity is a real
porosity for clean limestone, where the other lithologies need some conversion factors.

2.3.2 Effective and Total Porosity

In a shaly sand reservoir, it is expected for several minerals to be present in the solid
compartment, such as quartz, mica, feldspar, and clay. For the clay itself, it could be
further classified into dry clay and clay-bound water. The non-solid compartment consists
of either free water, hydrocarbon, or both. In this regard, the porosity could be classified
into two different terms based on the fluid’s mobility, namely, effective porosity and total
porosity.

Simm (2007) states that effective porosity is defined as the moveable fluid in the rock.
In contrast, total porosity is defined as the combination of effective porosity and bound
water. Similarly, Ezekwe (2010) states that effective porosity is the total porosity less the
fraction of pore space occupied by shale or clay. In contrast, total porosity is defined as
the ratio of the entire pore space in a rock to its bulk volume. From these two references,
it is clear that the existence of bound water inside the shale or clay is the main difference
between the two terms, where effective porosity excludes it, and the total porosity includes
it. A schematic diagram for both effective and total porosity in a shaly sand reservoir is
shown in Figure 3, where the total volume (Vtotal) could be defined as stated in Equation
9.

Figure 3: Schematic diagram for effective and total porosity in a shaly sand reservoir
(Taken from Peeters and Holmes, 2014)
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Vtotal = Vsand + Vshale + φeffective (9)

Where Vsand and Vshale are respectively the volume fraction for sand and shale, assuming
that the irreducible water on grain surface belongs inside the Vshale. Both Simm and
Ezekwe agree that the effective porosity is obtained from the density porosity (Equation
8), so that:

φeffective = φD (10)

However, they have slightly different equations to calculate the total porosity, respectively
shown in Equations 11 and 12.

φtotal = φeffective + Vshale(1− φeffective)
(
ρcl − ρsh
ρcl − ρw

)
(11)

φtotal = φeffective + Vshale φtotal = φeffective + Vcbw (12)

Where ρsh is the shale density, ρcl is the dry clay density, and Vcbw is the clay-bound water
volume. Ezekwe suggested that the elemental capture spectroscopy (ECS) log could be
used to estimate the effective porosity and clay-bound water volume more accurately.
There is also another way to estimate the effective porosity based on the cation exchange
capacity, proposed by Hill et al. (1979) and Juhasz (1979), as shown in Equation 13.

φeffective = φtotal

[
1−

(
0.084√
C0

+ 0.22
)
Qv

ρcbw

]
(13)

Where Qv is the cation exchange capacity, ρcbw is the density of the clay-bound water,
and C0 is the salinity of the formation water. Later in this thesis, The total porosity is
estimated from the summation of the effective porosity and the clay-bound water volume.
The latter is obtained from the multiplication of dry-clay volume fraction (Vdry−cl) and
the average dry-clay neutron porosity (φN,dry−cl), as seen in Equation 14. The effective
porosity is equal to the density porosity, the same concept as Equation 10. The φN,dry−cl
for four typical clay types is shown in Table 1. Hence, the value of φN,dry−cl then can be
calculated as shown in Equation 15.

φtotal = φeffective + Vcbw = φeffective + Vdry−cl · φN,dry−cl (14)
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Table 1: The neutron log values of some common clay types, taken from Weaver and Pollard (1973),
Serra (1979), and Rider (1999).

Clay type % Water
Average

Hydrogen
Index

Neutron porosity
value (NCL)

Illite 8 0.09 30
Kaolinite 13 0.37 37
Chlorite 14 0.32 52
Smectite 18-22 0.17 44

φN,dry−cl = (30 + 37 + 52 + 44)/100
4 = 0.4075 = 40.75% (15)

2.3.3 Critical Porosity

The critical-porosity model (Nur et al. 1991, 1998) introduces a certain porosity limit that
separates the load-bearing sediments and the suspensions; this porosity limit is called the
critical porosity (φc). Suppose a sedimentary rock’s porosity is less than the critical
porosity (φ < φc), then the rock is frame-supported. However, if the porosity is greater
than the critical porosity (φ > φc), then the rock is fluid-supported. Figure 4 shows the
physical illustration for the critical porosity.

Figure 4: The physical meaning of the critical porosity for sand; differentiating frame-supported and
fluid-supported conditions (Taken from Nur et al., 1998)

Figure 5 shows the load-bearing sediments and suspensions overlayed by the P-wave ve-
locity (Vp) dataset from several references such as Yin (1992), Han (1986), and Hamilton
(1956). The sediments with porosity less than 40% exist just above the Reuss bound,
where sedimentary processes such as compaction and diagenesis occurred. On the other
hand, the sediments with porosity of more than 40% exist exactly on the Reuss bound
as a suspension. The sediments located in the 40% porosity value are typically the newly
deposited clean sand. In this regard, the typical critical porosity for sedimentary rocks
is 40%. Nur et al. (1998) summarize the critical porosity for various rocks as shown in
Table 2.
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Figure 5: The P-wave velocity (Vp) dataset versus porosity of water-saturated sediments from Yin
(1992), Han (1986), and Hamilton (1956), alongside with the separation of load-bearing sediments -

suspension, between the Voigt - Reuss Bounds (Avseth et al., 2010).

Table 2: Several critical porosity values for various rocks or materials (Nur et al., 1998).

Material Critical Porosity
(φc) Material Critical Porosity

(φc)
Sandstones 40% Rock Salt 40%
Limestones 40% Cracked Igneous Rocks 5%
Dolomites 40% Oceanic Basalts 20%
Pumice 80% Sintered Glass Beads 40%
Chalks 65% Glass Foam 90%

Several references suggest the methodologies for estimating the critical porosity: by utiliz-
ing an extrapolation with the Hashin-Shtrikman Lower Bound (Smith and Brown, 2005);
integrating the elastic-property measurements, quantitative mineralogic and petrographic
analysis (Fournier and Borgomano, 2009); based on a regression model on percolation the-
ory (Boadu, 2018); and based on the pore geometry and structure (Prakoso et al., 2018).
Later in this thesis, the critical porosity estimation is based on the lithological consider-
ation from the volume fraction percentage for sand, silt, and clay.
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2.4 Poisson’s Ratio and Stress Sensitivity

2.4.1 Poisson’s Ratio

Poisson’s ratio (ν) is a dimensionless parameter that describes the material’s deformation
in respect to the perpendicular direction to the applied force. It also describes the rock’s
strength, related to the closure stress (Poisson, 1829; Belyadi et al., 2019). Most materials
have a range of ν between 0.1 to 0.45, where stiffer and softer materials have lower and
higher values of ν, in that order. Mathematically, the Poisson’s ratio is expressed by
a negative ratio between transverse strain to axial strain when an isotropic material is
subjected to uniaxial stress, as shown in Figure 6 and Equation 16.

Figure 6: An illustration for a material that exposed into an axial tension or stretching
(Taken from Greaves et al., 2011)

ν = −εy
εx

= −∆D/D
∆L/L (16)

Where εy is the transverse strain and εx is the axial strain. The signs of these strains will be
respectively negative and positive in the setting of axial tension or stretching. Conversely,
it would be the other way for axial compression. As for sedimentary rock, the typical
Poisson’s ratio value is around 0.2 for sandstone and siltstone, 0.3 for carbonate, and more
than 0.3 for shale and clay (Yale and Jamieson, 1994; Gercek, 2007). From this nature,
then the Poisson’s ratio can differentiate stiffer consolidated and softer unconsolidated
sediments.

In practice, there are several ways to calculate Poisson’s ratio. One of the ways is by
using the sonic log in the depth of interest, in which the log provides both shear and
compression wavelength travel time, as shown in Equations 17 and 18.
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ν = 0.5R2
v − 1

R2
v − 1 (17)

Where Rv is:
Rv = ∆ts

∆tc
(18)

∆ts is the shear wave travel time, and ∆tc is the compression wave travel time. Both of
these parameters are usually in the unit of µs/ft. It can be seen that these travel time
parameters are reciprocal to the elastic waves’ velocity as seen in Equation 19.

∆ts
∆tc

= Vp
Vs

(19)

Hence, the Equation 17 could be rewritten as:

ν =
0.5

(
∆ts
∆tc

)2
− 1(

∆ts
∆tc

)2
− 1

· 2
2 =

(
∆ts
∆tc

)2
− 2

2
((

∆ts
∆tc

)2
− 1

)

ν = 1
2

(
Vp

Vs

)2
− 2(

Vp

Vs

)2
− 1

(20)

Furthermore, the elastic velocity could be expressed in terms of elastic moduli as seen in
Equation 21.

(
Vp
Vs

)2
= (K + 4/3G)/ρ

G/ρ
= K + 4/3G

G
· 3

3 = 3K + 4G
3G (21)

then Equation 20 could also be rewritten as:

ν = 1
2

3K+4G
3G − 2

3K+4G
3G − 1

= 1
2

3K+4G
3G − 6G

3G
3K+4G

3G − 3G
3G

= 1
2

3K−2G
3G

3K+G
3G

ν = 3K − 2G
2(3K +G) (22)

From the three equations (Equations 17, 20, and 22), it could be said that the Poisson’s
ratio could be obtained either from the sonic log, elastic velocities, or elastic moduli.
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2.4.2 Stress Sensitivity

Han (1986) conducts a study to see the compaction effect of sand-clay mixture, as seen in
Figure 7. The figure shows that as the confining pressure (or lithostatic stress) increases,
the decrements of porosity for pure sand (0% clay mixture) are more significant than for
the 30% clay mixture. Similarly, the increments of compressional wave (P-wave) velocity
for the pure sand are also more significant.

Dong et al. (2010) and MacBeth (2004) provide experimental results of stress dependence
for porosity and elastic moduli. Figure 8 shows the comparison of the decrements for
the porosity as the effective confining pressure (net stress or differential stress) increases
for fine-grained sandstone and silty-shale samples. From this figure, it is seen that the
decrements of the porosity for fine-grained sandstone are relatively more significant than
for the silty-shale. Subfigures (a) and (b) of Figure 9 respectively show the stress de-
pendence of bulk and shear moduli for three sandstone samples. The samples consist of
well-cemented sandstones, unconsolidated sands, and manually disaggregated and then
reassembled sand pack. MacBeth states that the porosity stress dependence is related
to the overall rock-frame compressibility, where the unconsolidated higher-porosity sand-
stone is more sensitive to stress.

The Poisson’s ratio is a function of elastic velocities related to porosity, bulk modulus, and
shear modulus. Therefore, it is reasonable to set the Poisson’s ratio as the primary mech-
anism to predict the stress sensitivity and differentiate consolidation states (consolidated
and unconsolidated sediments).

Figure 7: (a) The porosity versus confining pressure for sand-clay mixture with various clay content
values. From top to bottom: 30%, 20%, 15%, 10%, 5%, 1%, 0%. (b) The compressional wave velocity

(Vp) versus confining pressure for sand-clay mixture with various clay content values. From top to
bottom: 0%, 1%, 5%, 10%, 15%, 20%, 30%, and pure clay of smectite.

(Modified from Han, 1986)
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Figure 8: Stress dependence of porosity for fine-grained sandstone and silty-shale samples from Taiwan
Chelungpu fault Drilling Project or TCDP.

(Modified from Dong et al., 2010)

Figure 9: Stress dependence of (a) bulk modulus and (b) shear modulus. The samples represent three
different conditions: well-cemented (5.0% porosity), unconsolidated (18.9% porosity), and manually

disaggregated sand pack (36.2% porosity).
(Modified from MacBeth, 2004)
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2.5 Horizontal-to-vertical Net Stress Ratio

The hydrostatic pressure is a condition when the pore pressure and the atmospheric
pressure at the surface reach equilibrium, in which the two are interconnected through a
pore network (Moss et al., 2003). In a formation pore pressure, exist an upper limit where
the fractures are created, or the pre-existing fractures re-opened. The fracture pressure
gradient is typically below the lithostatic pressure gradient related to the regional stress
field. According to Hubbert and Willis (1957) and Eaton (1969), three variables that
controlled the fracture pressure gradients are: (1) the lithostatic or overburden gradient,
(2) hydrostatic or pore pressure gradient, and (3) the horizontal matrix stress to vertical
stress ratio. The third parameter is considered equal to ν/(1−ν), where ν is the Poisson’s
ratio. Equation 23 shows the fracture pressure gradients.

F

D
= ν

1− ν

(
S

D
− p

D

)
+ p

D
(23)

Where F/D is the fracture pressure gradient, p/D is the pore pressure gradient, and
S/D is the overburden pressure gradient. Figure 10 shows the leak-off pressure (LOP)
data from the central North Sea, where this LOP data could be used to determine the
fracture gradient. From this figure, the fracture gradient could be considered as the
minimum horizontal stress. In practice, this information is helpful for drillers to assess
the formation’s strength around the casing shoe.

Figure 10: The fracture gradient or leak-off pressure data from the central North Sea.
(Taken from Moss et al., 2003)
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Figure 10 shows that the fracture gradient is slightly less than the lithostatic gradi-
ent, so that the minimum stress (horizontal stress) constitutes about 85% of the vertical
stress, then increases to 95% for the depth more than 4 km (Grauls, 1997). This ratio
of horizontal-to-vertical stress (or net stress) is considered inside the proposed method-
ology as the parameter of K ′o. This parameter affects the Bounding Average Method’s
weight parameter (W ), particularly for the C44 (vertically-propagating S-wave modulus)
prediction.

16



Database

3 Database

This thesis’s three wells are taken from the Norwegian Continental Shelf (NCS) area,
namely Well 34/7-1, 6704/12-1, and Well 7220/8-1. Each of these wells has a list of
several recorded data or logs, which could be seen in Table 3. The three wells’ relevant
information is available on the Norwegian Petroleum Directorate (NPD) fact pages in their
respective final or completion reports, available for the public. However, some additional
external references will also be considered.

Table 3: Several available log data for the three wells.

Log Well 34/7-1 Well 6704/12-1 Well 7220/8-1
Depth X X X
Density Correction X X X
Bulk Density X X X
Neutron Density X X X
Compressional Sonic Log X X X
Shear Sonic Log X X
Gamma Ray (GR) X X X
Spectral GR - K X X
Spectral GR - Th X X
Spectral GR - U X X
Photoelectric Factor (PEF) X X
Shallow/Micro Resistivity X X X
Medium Resistivity X X X
Deep Resistivity X X X
Spontaneous Potential (SP) X
Caliper X X X
Bit Size X X
Rate of penetration (ROP) X X

3.1 Well 34/7-1

Well 34/7-1 was an exploration well located in the Snorre field, North Sea, Norway (Figure
11), particularly in block number 34 of the North Viking Graben (Figure 12). This well’s
primary purpose was to test the Triassic Upper Lunde section’s reservoir quality and
fluid distribution, based on the nearby hydrocarbon-bearing well, 34/4-4. Well 34/7-1
encountered hydrocarbons in the Triassic sandstones from 2392 m RKB (top reservoir)
and 2586 m RKB (oil-water contact). The average porosity and water saturation of the
reservoir are respectively 23.2% and 36%.

Figure 13 shows the North Sea pressure profile, where it is seen that the pore pressure of
the Norwegian North Viking Graben is higher than the hydrostatic stress; this is a clear
indication of an overpressure condition.
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Figure 11: The location for Well 34/7-1.
(Taken from Saga Petroleum, 1985)
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Figure 12: Several area of interest in the North Sea. Well 34/7-1 is located in the block number 34,
marked by a purple dot. (Modified from Moss et al., 2003)

Figure 13: The pressure profile for Profile A, as seen in Figure 12. The Well 34/7-1 is located in the
Northern Viking Graben of the Norwegian Territory. (Modified from Moss et al., 2003)
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Align with Figure 13; the completion report suggests a pressure gradient build-up between
1350 m RKB and 1400 m RKB. The pressure gradient increases throughout the Hordaland
Group and Rogaland Group, reaching a pressure/depth ratio of 1.40 g/cc at 1823 m RKB.
Several tight spots between the interval of 1850 to 2150 m RKB were observed, and the
pressure gradient is slightly above the value of the mud weight (1.47 g/cc). The Repeat
Formation Test (RFT) measurement in the top reservoir gives a formation pressure/depth
ratio of 1.62 g/cc, as this is the maximum value for this ratio in the well. The ratio then
decreases until it reaches 1.48 g/cc in the total depth (TD). The formation pressure
profile could be seen in Appendix A. The conventional core analysis data also available
on the completion report, where values of the oil saturation (So) are given in several
depth intervals (from 2398 to 2622 m RKB), as seen in Appendix B. The rest of depths
outside this intervals are considered to be water-saturated (So = 0 and Sw = 1). Several
temperature measurements on the well are also available from the report, as seen in
Appendix C. Table 4 shows the lithological descriptions for Well 37/4-1.

Table 4: The lithological descriptions for each of Groups or Formations for Well 34/7-1. (Pro-
vided by Saga Petroleum, 1985)

Depth
[m RKB] Group Formation Lithological Descriptions

353 Seabed Claystone and Basal sand (1028-1052 m RKB)
1150 Nordland Gp. Utsira Fm. Sandstone alternating with claystone. Very glauconitic sand (1152-1166 m RKB).
1170 Hordaland Gp. Sandstone (8 meter) on top, mainly claystone. Unconformity of claystone (1360 m RKB).
1673 Balder Fm. Tuffaceous claystone/siltstone
1696 Rogaland Gp. Lista Fm. Claystone, occasionally silty
1823 Jorsalfare Fm. Claystone, occasionally slightly silty
1933 Shetland Gp. Kyrre Fm. Mudstone with occasional limestone
2387 Cromer Knoll Gp. Mime Fm. Claystone/Marl and limestone

2392 Hegre Gp. Lunde Fm.
Middle member: Silty sandstone alternating with claystone and minor marl
Upper member: Sandstone alternating with and interbedded with siltstones and claystone.
Traces of marl and limestone

3.2 Well 6704/12-1

Well 6704/12-1 was an exploration well located in the Gjallar Ridge, Vøring Basin, Nor-
wegian Sea, Norway (Figure 14). Since the seafloor of this well is quite deep (1352 m),
well 6704/12-1 is called a deepwater well. The primary purpose of this well was to test the
Upper Cretaceous section’s petroleum potential below the top Cretaceous unconformity
in the eastern part of the C-structure. The best reservoir was found in the uppermost
part of the Springar Formation, with an average porosity of 26% and average permeability
of 556 mD. However, no hydrocarbon log responses were observed in all depth intervals;
hence, the well is considered as a dry well.

Aubert et al. (1999) provide several relevant information regarding this well: (1) the
temperature of the water at the seafloor is −2.4◦C, with the formation’s temperature
gradient of 5.3◦C/100 m. (2) The pressure knowledge was limited. Several nearest wells
could be the reference for comparison, namely Well 6707/10-1 and 6707/11-1. However,
they suggest that this well has effective stress equal to or close to the hydrostatic pres-
sure. (3) Since this well is a dry well, it is reasonable to set the hydrocarbon saturation
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as 0 and water saturation as 1 for all depth intervals (SHC = 0 and Sw = 1). The final
report of this well provides the formation pressure and temperature values, which could
be seen in Appendix D. Table 5 shows the lithological descriptions for Well 6704/12-1.

Figure 14: The location for Well 6704/12-1.
(Taken from Aubert et al., 1999)
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Table 5: The lithological descriptions for each of Groups or Formations for Well 6704/12-1.
(Provided by Aubert et al., 1999)

Depth
[m RKB] Groups Formations Lithological Descriptions

1377 Nordland Gp. Naust Fm Soft to very soft clay
1459 Kai Fm. Silica ooze with minor clay content

1920 Hordaland Gp. Brygge Fm.
Upper Brygge: Silica ooze with increasing clay
Middle Brygge: Clay / Claystone with minor sand and limestone
Lower Brygge: Clay / Claystone, minor sandstone, and limestone stringer

2548 Rogaland Gp. Tang Fm. Silty sandstone, minor claystone and trace of limestone and dolomite
2558 Shetland Gp. Springar Fm. Massive sandstone and clay with minor limestone
3244 Nise Fm. Claystone with interbedded massive sandstone. Two thin basalt intrusions (3495 m RKB and 3512 m RKB)

According to Awadalkarim et al. (2013), the diatomaceous or siliceous ooze sediments
are commonly present in the seafloor of the Norwegian Sea. These occurrences of ooze
sediments are confirmed within the final well report of this well (Aubert et al., 1999). It
is also important to notice that the ooze within the well is non-calcareous. Based on this
a priori information, then we need to consider the ooze sediments in the shallower part
of the well when we model the solid compartment of the rock. Breitzke (2000) provides
the typical value of P-wave velocity (Vp), bulk modulus (Koz), and shear modulus (Goz)
for diatomaceous or siliceous ooze, as seen in Figure 15. From subfigure (a), it is seen
that the typical Vp for these sediments are in the range of 1500 m/s or 1.5 km/s. The
typical Koz for the same sediments is around 2700 MPa or 2.7 GPa, while the typical
Goz is between 6 to 16 MPa. Since we know that the ooze sediments are non-calcareous,
then the Goz value of the siliceous ooze must be higher, between 12 to 16 MPa; then we
took the average between these two so that the Goz is decided to be 14 MPa or 0.014
GPa. Aubert et al. (1999) mention that the Ooze sediments are found in the Kai and
Upper Brygge Formations only. However, the depth interval of these two are relatively
longer than the rest of the formations in the shallower part of the well (Naust, Upper
Brygge, and Lower Brygge Formations), so we assume that the ooze sediments are the
most dominant lithology in this particular part of the well.

Figure 15: (a) The typical velocity for Ooze sediments; (b) the typical bulk and shear modulus for Ooze
sediments. (Modified from Breitzke, 2000)
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3.3 Well 7220/8-1

Well 7220/8-1 was an exploration well located west of the Polheim Sub-platform and
Loppa High, Johan Castberg field, the Barents Sea, Norway (Figure 16). The primary
purpose of this well was to assess the economic volume of the hydrocarbon and establish
the hydrocarbon contact in the Skrugards Prospect (Stø and Nordmela formations). Both
oil and gas were discovered in this well, with a thick gas column of 37 meters (Gas-oil-
contact at 1312 meters) and a thick oil column of 83 meters (Oil-water-contact at 1395
meters).

Figure 16: The location for Well 7220/8-1.
(Taken from NPD’s factpage)
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The full final report of this well is currently unavailable for the public since the aban-
donment of the well is not as old as the two previous wells. The stress profile of the
well is available and could be seen in Appendix E. The temperature data of the well
is available on the Modular formation Dynamics Tester (MDT) fluid samples, as seen
in Appendix F. Since both oil and gas were present in this well, it is crucial to have
information regarding the hydrocarbon’s saturation. However, the saturation data is not
available on the report nor the fact page. Hansen (2019) provides several saturation val-
ues from the Alta Discovery in the Barents Sea, as shown in Table 6. Since the average
porosity and clay volume of the reservoir on well 7220/8-1 is respectively 25% and 5%,
then it is quite similar to the values for Well 7220/11-3; hence, it is reasonable to assume
that the saturation values for the two wells are the same. Table 7 shows the lithological
descriptions for Well 7220/8-1.

Table 6: The saturation values of the Alta Discovery. φavg and cl,avg is respectively the average
porosity and clay content of the reservoir. (Hansen, 2019)

Well Name Water Saturation
(Sw)

Hydrocarbon Saturation
(Shc)

7220/11-1 34% 66%
φavg = 12% and Vcl,avg = 12%

7220/11-3 19% 81%
φavg = 20% and Vcl,avg = 2%

7220/11-2 11% 89%
φavg = 14%

Table 7: The lithological descriptions for each of Groups or Formations for Well 7220/8-1. (Provided
from NPD)

Depths
[m RKB] Groups Formations Lithological Descriptions

397 Nordland Gp Seabed [No detail information was available]
455 Sotbakken Gp. Torsk Fm. Non-calcareous claystones. Rarely with siltstone/limestone stringers

1014 Kolmule Fm. Claystone and shale, silty in parts with minor thin siltstone interbeds
and limestone and dolomite stringers

1227 Kolje Fm. Shale and claystone dominate, with minor interbeds of pale limestone
and dolomite.

1245 Knurr Fm. Claystone with thin limestone and dolomite interbeds
1252

Advendalen Gp.

Fuglen Fm. Pyritic mudstones with interbedded thin limestones
1276 Stø Fm. Mature sandstones
1354 Nordmela Fm. Interbedded siltstones, sandstones, shales and claystones with minor coals.
1511 Tubåen Fm. Sandstones with subordinate shales and minor coals
1628 Fruholmen Fm. Shales pass gradually upwards into interbedded sandstones, shales and coals
2122

Kapp Toscana Gp.

Snadd Fm. Basal shales coarsen up into shales with interbeds of siltstones and sandstones
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4 Methods

The proposed methodology for elastic velocity prediction consists of 5 major steps, as
shown in Figure 17. The first step is called Set preset data, where the main idea is
to provide the initial input data for further steps until the whole process is finished.
Pre-conditioning is the second step where it acts as the quality control of the inputted
data so that the values will be reasonable and supposedly error-free. The methodology
proceeds to estimate several petrophysical parameters, such as the porosity values and
lithological volume fractions. This particular step is called the Petrophysical Analysis.
The normalization of these volume fractions for both implicit and explicit bound water
models is performed in this step. The rock physics analysis and velocity prediction are
the essential steps in the proposed methodology. The velocity prediction is performed
based on the Voigt-Reuss bounding method and the Bounding Average Method. The last
step is called Fitness Observation, where it provides the fitness of the velocity prediction
by calculating both correlation coefficient and error percentage.

More complete and detailed substeps for the five mentioned major steps are provided in
the following subchapters.

Figure 17: General flowchart of the proposed methodology for velocity prediction.
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4.1 Set preset data

We need to provide several relevant initial input data for this velocity prediction process
in this first step. The three input data are: (1) the borehole/well log data; (2) stiffness
parameters and densities of the materials, such as the minerals and bound water; (3)
some a priori data regarding the temperature, stress, or saturation. The borehole data
are usually in the form of *.las files, where several available recorded data or logs are
provided inside the files. Table 3 in the previous chapter shows the available logs of the
three wells used in this thesis. Several essential logs for the proposed methodology are
the bulk-density, gamma-ray, and neutron porosity.

We defined the minerals’ stiffness parameters and density only for clay and sand (quartz)
due to the reason that we limit our model prediction for the two most abundant sedi-
mentary rocks in nature (Berg, 1986; McDonald and Schmidt, 1991; Tucker, 2003), where
naturally the two are most likely discovered as a mixture. We assume that the sand only
consists of quartz minerals; however, it might also contain other minerals such as feldspar,
mica, et cetera. The reason for choosing this assumption is that the grain frameworks of
sands typically consist of quartz (Folk, 1965).

The model prediction might miss other major lithologies (such as limestones, chalk, ig-
neous rocks, metamorphic rocks, et cetera), so that the model could potentially be prob-
lematic. This problem could be rectified by including the other related mineralogical or
lithological parameters into the solid compartment of the proposed methodology. Spe-
cial treatment is performed for the shallower part of Well 6704/12-1 due to the siliceous
ooze sediments presence; hence, the elastic moduli for these sediments also need to be
considered.

As for the bound water, we define the stiffness parameters based on several values provided
by Kolstø (2012). He provides the values based on three fluid systems with different
salinity values: 3.8%, 5.0%, and 7.4%. According to Castro and Huber (2003), the typical
salinity of seawater is 35 parts per thousand or 3.5 sodium weight per cent. Even though
the exact salinity values of the bound water for the three wells are not available, we
assume that the bound water has similar salinity as the seawater. As a result, we chose
the bulk and shear moduli for bound water with a fluid system of 3.8% sodium weight.
Table 8 shows the values for the stiffness and density of the materials in this proposed
methodology.

Table 8: The stiffness and density for the minerals (Mavko et al., 2009; Breitzke, 2000) and
bound water with a salinity of 3.8% sodium weight (Kolstø, 2012).

Clay and Quartz (Mavko et al., 2009);
Siliceous Ooze Sediments (Breitzke, 2000).

Bound Water
(Kolstø, 2012)

C33,cl 30 GPa Kqz 37 GPa Koz 2.7 GPa Kbw 4.3 GPa
C44,cl 10 GPa Gqz 44 GPa Goz 0.014 GPa Gbw 0.5 GPa
ρcl 2.7 g/cc ρqz 2.65 g/cc ρoz 1.208 g/cc ρbw 1.03 g/cc
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The density of ooze sediments are estimated from the typical value of the Vp for these
sediments (1.5 km/s) and using the given bulk modulus (Koz) and shear modulus (Goz)
from Breitzke (2000). As shown in equation 24.

ρoz [g/cc] =
Koz[GPa] + 4

3Goz[GPa]
(Vp,oz[km/s])2 (24)

For comparison, Table 9 shows the density and stiffness parameters for other minerals that
potentially present either in the sand or clay but not yet included within the solid com-
partment of the proposed methodology. It is assumed that the isotropic P-wave modulus
(M) is equivalent to the vertically-propagating anisotropic P-wave modulus (C33).

Table 9: The density and stiffness parameters for other minerals that are potentially discovered within the
sand or clay, but not yet implemented to the solid compartment of the proposed methodology. Compiled
from Vyzhva et al. (2014) and Mavko et al. (2009).

Clay Minerals (Vyzhva et al., 2014) Silicates/Micas (Mavko et al., 2009)
Minerals C33 [GPa] C44 [GPa] ρ Minerals K [GPa] G [GPa] M [GPa] ρ

Kaolinite 32.1 - 52.6 12.1 - 16.7 2.52 Plagioclase
feldspar 75.6 25.6 109.73 2.63

Montmorilonite/
Smectite 126.7 21.3 2.55 "Average"

feldspar 37.5 15 57.5 2.62

Illite 55.0 - 87.4 11.7 - 14.1 2.79 Mica
(Muscovite) 42.9 22.2 72.5 2.79

Chlorite 90 - 106.8 11.4 - 15.4 2.69 Mica
(Biotite) 41.1 12.4 57.63 3.05

The additional data (regarding the temperature, stress, or saturation) are essential for
some specific reasons for each of the wells. For example, since the Well 34/7-1 is an oil
well, it is crucial to specify the oil saturation values inside the reservoir. For the same well,
it is also given that overpressure occurs, so it is logical to use the given stress gradient
for estimating the stress or pressure profile. All of this additional data are obtained from
the final well reports on the Norwegian Petroleum Directorate (NPD) fact pages or some
additional references outside the final well reports themselves.
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4.2 Pre-conditioning

The second step is to ensure that the preset data is prepared well before goes to further
analysis. This step is called the pre-conditioning, and some substeps are shown in Figure
18.

Figure 18: Flowchart for the substeps in the pre-conditioning step.

4.2.1 Read the Well Header

The first substep is to read the well header so that all of the available and relevant logs are
included for the whole methodology steps. Several relevant logs are depth, bulk density,
neutron density, sonic (both compressional and shear), gamma ray, caliper, and bit size.
Since the sonic log is reciprocal to the slowness, then the P-wave and S-wave velocity (Vp
and Vp) logs are obtained from the sonic logs by using the following equations:

Vp [km/s] = Vp,Meas = 304800
∆tcomp [µs/ft] (25)

Vs [km/s] = Vs,Meas = 304800
∆tshear [µs/ft] (26)
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Where ∆tcomp is the compressional sonic transit time while ∆tshear is the shear sonic
transit time. In contrast to the compressional log that almost always available, the shear
sonic log might be absent from several wells; then, the Vs log cannot be obtained. In
this study, Well 34/7-1 does not provide any shear sonic log, while Well 6704/12-1 has
several depth intervals that do not have any shear sonic log measurement. To overcome
this condition, then the Vs could be predicted based on the obtained Vp. A further
explanation for this procedure could be seen later on in one of the substeps in the Rock
Physics Analysis and Velocity Prediction steps.

4.2.2 Quality Control of The Values

Afterward, it is essential to perform quality control (QC) of the well so that the values
of the data are correct and reasonable. In most of the well data, a value of "999" or
something similar usually means that the log instruments do not record any data from
that specific depth; hence, we should exclude this value from that specific depth.

The QC for elastic velocities are based on the understanding that they should not exceed
the values for quartz aggregate (6050 m/s for Vp and 4090 m/s for Vs, according to Mavko
et al., 2009) but not less than the most minimum possible values for water (1402 m/s for
Vp, according to Chen and Millero, 1977; 0 m/s since Vs are not able to cannot propagate
through liquids or gasses, according to Bent, 2013). As for the bulk density, it is designed
not to exceed the highest possible value for sedimentary rocks (dolomites) and not less than
for the water (respectively 2.88 g/cc and 1 g/cc, according to Mavko et al., 2009). Schön
(2015) and Schlumberger (2009) provide several mean API values for gamma activity for
various minerals. The minimum mean API values are 0 for clean quartz, calcite, and
dolomite; the maximum value goes to one of the clay minerals (illites) with a value of 300.
The QC for gamma-ray follows these values accordingly. Rider (1999) provides several
neutron porosity values for various minerals. The minimum possible value is for quartz
with a value of -2 neutron porosity units or -0.02 in fraction, and obviously, the maximum
possible value for a porosity fraction is 100% or 1. The QC for neutron porosity follows
these values as well.

Several quality control adjustments could be seen in Table 10. The quality control of
S-wave velocity values for Well 34/7-1 is not performed since the well does not have a
measured Vs log.

Table 10: Several procedures for quality control (QC) for each of the logs for each of the wells. The
values outside the given interval are excluded by changing them into NaN (Not a Number) values.

Log Well 34/7-1 Well 6704/12-1 Well 7220/8-1
P-wave Velocity or Vp [m/s] 1402 < Vp < 6050 1402 < Vp < 6050 1402 < Vp < 6050
S-wave Velocity or Vs [m/s] - 0 < Vs < 4090 0 < Vs < 4090
Bulk Density or ρb [g/cc] 1.0 < ρb < 2.88 1.0 < ρb < 2.88 1.0 < ρb < 2.88
Gamma Ray or GR [gAPI] 0 < GR < 300 0 < GR < 300 0 < GR < 300
Neutron Porosity [frac] −0.02 < φN < 1 −0.02 < φN < 1 −0.02 < φN < 1
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4.2.3 True Vertical Depth (TVD) Calculation

The next substep is to make some corrections to the given Depth log, where the goal is
to convert the measured depth (MD) from the log to be the True Vertical Depth (TVD).
In order to do so, then it is important to know the information of the water column (Zw)
and the kelly bushing’s elevation (Zkb). Two TVD types will be calculated, namely the
True Vertical Depth in respect to the mean sea level (TVDMSL) and the below of seafloor
(TVDBSF). Equations 27 and 28 shows the relation to respectively obtain TVDMSL and
TVDBSF, while Table 11 shows the water column and kelly bushing’s elevation of the
three wells.

TV DMSL = MD − Zkb (27)

TV DBSF = MD − (Zw + Zkb) (28)

Table 11: Several values of the water column and Kelly Bushing’s elevation for the three wells.

Depth Parameter Well 34/7-1 Well 6704/12-1 Well 7220/8-1
Water Column [meter]
(Zw)

328 1352 374

Kelly Bushing’s Elevation [meter]
(Zkb)

25 25 23

4.2.4 Extrapolation to The Seafloor

The next step is to extrapolate all relevant logs into the seafloor to have the same ar-
ray length. This extrapolation would be beneficial for further steps since the same ar-
ray length means that the logs are tied into the same depth interval, ranging from the
seafloor until the Total Depth (TD). The extrapolation uses a MATLAB function named
’log_2_sea_level_new_2.m’ and ’merge_log_seabed.m’, which could be seen in Ap-
pendix G. The extrapolation acts as a non-linear connector, which is based on an ex-
ponential function. We need to specify the depth of a log when it starts to have a value
and the estimated value of the log in the seafloor. Afterward, the code will predict an
exponential curve that connects the seafloor until that previously specified depth.

30



Methods

4.2.5 Predict The Missing Density log

After all relevant logs are extrapolated to the seafloor, some values in the bulk density log
may not be available in a specific interval, particularly on the shallower or near-seafloor
depth intervals. A procedure to tackle this problem is to predict the missing intervals by
an empirical equation that relates P-wave velocity to bulk density, proposed by Gardner
et al. (1974). It is important to know the lithology of the missing intervals to perform
Gardner’s empirical approach. Equation 20 is used if the missing intervals consist of clay,
while Equation 21 if the missing intervals consist of sand.

ρb [g/cc] = 1.75 · (Vp [km/s])0.265 (29)

ρb [g/cc] = 1.66 · (Vp [km/s])0.261 (30)

It is essential to know the lithology of the given interval before this procedure. The
information about the lithology for Well 34/7-1, Well 6704/12-1, and Well 7220/8-1 could
respectively be seen in Tables 4, 5, and 7. However, some wells have sufficient values of
bulk density log for all of the depth intervals; in this case, then the procedure of using
Gardner’s approach could be skipped. The only well that does not need to run this
procedure is Well 7220/8-1.

4.3 Petrophysical Analysis

The third step’s main objective is to obtain several petrophysical parameters based on
the pre-conditioned log data on the previous step. Several parameters are defined from
this step, such as the porosity and the lithological volume fractions (shale, clay, silt, and
sand). These petrophysical parameters are needed for further rock physics analysis and
velocity prediction afterward. The substeps of the petrophysical analysis could be seen in
Figure 19.

4.3.1 Density Porosity Calculation

After the bulk density log for the whole well is obtained, the density porosity could
be calculated. As previously discussed in the second chapter, the density porosity is
considered equal to the effective porosity. It could be obtained by using other parameters
such as the density of the minerals and the fluid (water), as shown in Equation 8.
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Figure 19: Flowchart for the substeps in the petrophysical analysis step.
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4.3.2 Determine the Baselines from Gamma Ray Log

Gamma Ray (GR) is a useful tool for lithological discrimination. Generally, shaly forma-
tions have higher Gamma-Ray values, while less shaly formations (such as sands) have
lower Gamma-Ray values. It is essential to determine the minimum and maximum values
to differentiate the two. The line that represents the minimum Gamma-Ray values is
called the sand baseline (GRmin), while the line for the maximum Gamma-Ray values
is called the shale baseline (GRmax,sh). Additionally, there is another baseline for clay
(GRmax,cl), which typically higher than the shale baseline since it excludes the silt frac-
tion. In most cases, GRmin typically describes the sand volume along the well. However,
the GRmin in the shallower part of Well 6704/12-1 describes the combination of sand and
ooze sediments.

Glover (2005) mentions that wells can have more than one baseline value, either for
sand, clay, or shale. Glover also states that baseline determination is usually based on a
petrophysicist’s experiences; hence, this method is subjective. Nevertheless, we will use
several justifications for the chosen values of the baselines.

Both sand and shale baselines are determined based on the lithological information for
each of the wells. The sand baseline will naturally be determined from the minimum
GR log deflection of a sand formation. In contrast, the shale baseline is based on the
maximum GR log deflection of a shaly (mix of clay and silt) formation. As for the clay
baseline, it would be determined from the curve fitting between two clay volume fraction
calculations; based on the chosen clay baseline value (Equation 32) and the neutron
porosity log (Equation 33) for a specific depth interval. If the value for the clay baseline
is correct, then the two clay volume curves are expected to be fit or similar for that depth
interval. The following paragraphs describe the procedure for each of the wells.

Well 34/7-1

Based on the lithological descriptions for the well (Table 4), two formations could be
considered as the representatives for the sand; the basal sand in the Seabed formation
(Nordland Group) and sandstone in Lunde Formation. It is essential to realize that the
minimum deflections for these two representatives are different, where the basal sand has a
lower minimum deflection. If we only use one sand baseline, then naturally, we will choose
the basal sand. However, if we do this, then the sand volume on the Lunde Formation
would be underpredicted; hence, we decided to use two different sand baselines. The silty
claystone in the Jorsalfare Formation (Shetland Group) represents the shale baseline. The
Jorsalfare Formation roughly represents many peaks or maximum deflections along the
well. Figure 20 shows the curve fitting between the clay volume fraction from GRmax,cl

and neutron porosity log. Particularly between the well markers of Shetland Group to
TD, it is seen that we need to use two different clay baselines in order to get a proper fit
between the two clay volume fractions. As the two clay volumes fit, the crossplot between
the two clay volumes on the subfigure (d) will be closer to the 45◦ red line. Table 12
shows the values and references for each of the baselines for Well 34/7-1.
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Figure 20: Curve fitting between the clay volume fraction from GRmax,cl (Vcl−GR) and neutron log
(Vcl−N ) for Well 34/7-1. The magenta and black curves on the GR well window (subfigure a)

respectively represent the bit size and caliper log. The red and green curves on the porosity well
window (subfigure b) respectively represent the density porosity (φD) and neutron porosity (φN ). The

curve fitting between the clay volume fractions is seen on both subfigures c and d.

Table 12: The determined values of GR baselines for Well 34/7-1.

GR Baselines Values References

GRmin
35 (Seabed Fm.- Shetland Gp.) > Basal Sand: Seabed Fm. / Nordland Gp. (Saga Petroleum, 1985)
47 (Shetland Gp. - TD) > Sandstone: Lunde Fm. (Saga Petroleum, 1985)

GRmax,sh 87 > Silty claystone: Jorsalfare Fm. / Shetland Gp. (Saga Petroleum, 1985)

GRmax,cl
100 (Seafloor - Lunde Fm.) > Curve fitting between clay volume from baseline and neutron porosity115 (Lunde Fm. - TD)

Well 6704/12-1

Based on the lithological descriptions for the well (Table 5), it is known that the first
appearance of sand is in the Middle Brygge Formation, then followed by minor sand in
the Lower Brygge Formation and massive sandstone in the Springar Formation. Since the
minimum deflections for these three formations are different, we use three different GRmin

values, which act as the sand baselines. However, the final well report (Aubert et al., 1999)
does not indicate any sand presence in the shallower formations before Middle Brygge
Formation. Instead, the final well report states that there are siliceous ooze sediments
within the shallower part of the well, particularly in Kai and Upper Brygge Formations.
It is assumed that these ooze sediments are the primary lithology for this shallower depth
interval. A challenge to properly model this shallower interval is that both sand and ooze
have low GR values (Awadalkarim et al., 2013). Since sand and ooze sediments have
the same low GR values, it is impossible to differentiate the two within this interval.
Based on the available information from the final well report, we divide the shallower

34



Methods

interval into an additional three GRmin values, which act as the ooze-and-sand baselines.
Between the well marker of Naust to Kai Formations, ooze is not yet present, and the
only available lithology is clay, so we set the baseline to 0 gAPI to minimize the ooze-
and-sand volume. We set the ooze-and-sand baselines between the well marker of Kai
- Upper Brygge Formations and the well marker of Upper - Middle Brygge Formations
following their minimum deflections, respectively 8 and 15 gAPI.

Additionally, we also adjust the ooze-and-sand volume of the Hordaland Group (the whole
Brygge Formations) so that the volume is similar to the average sand volume from XRD
data from Peltonen et al. (2008). According to the XRD data, the Hordaland Group has
a sand volume of around 33.45%, while based on our ooze-and-sand volume within the
same Group, we get 34.96% of ooze-and-sand volume, which the values are reasonably
close. In total, we use 6 GRmin values in this well, consist of three ooze-and-sand baselines
in the shallower part and three sand baselines in the deeper part.

The final well report states that the first silt occurrence within the well is in the Middle
Brygge Formation; hence, we set both shale and clay baselines to be equal before that
specific interval. Both shale and clay baselines are adjusted to follow the maximum and
representative formations. Between the well marker of Naust to Upper Brygge Formations,
we set the Ooze sediment in Kai Formation as the representative because the siliceous
ooze sediments in the Norwegian Sea are usually clay-rich (Awadalkarim et al., 2013).
The shale and clay baseline starts to be different in Middle Brygge Formation due to the
silt presence in the form of silty clay. Then the baselines between the well marker of
Upper Brygge and Tang Formations are determined from the curve fitting and previously
mentioned XRD’s mineralogical average for clay. The claystone in the Nise Formation is
a clear representative for determining the shale baseline on the deeper part of the well.
Many peaks on Nise Formation align with the chosen baseline value. Both shale and clay
baselines in the Hordaland Group are adjusted to follow the XRD data in a similar way
as for the sand volume. The XRD states that the clay volume should be around 49.1%,
while our baselines obtain 57.64% of clay volume.

Figure 21 shows the curve fitting between the clay volume fraction from GRmax,cl and
neutron porosity log. Particularly between in the middle of Mid. Brygge Formation to
TD, it is seen that we need to use three clay and four shale baselines in order to get
a proper fit between the two clay volume fractions. As the two clay volumes fit, the
crossplot between the two clay volumes on the subfigure (d) will be closer to the 45◦
red line. Since the neutron log is not available on the shallower formations, we need to
consider the lithological information. It is known that the well has ooze sediments in
Kai and Upper Brygge Formations. Awadalkarim et al. (2013) describe the siliceous ooze
sediments in the Norwegian Sea as sediment with abundant amounts of clay; hence, it is
justifiable to draw the clay baseline from one of those ooze formations. Table 13 shows
the values and references for each of the baselines for Well 6704/12-1.
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Figure 21: Curve fitting between the clay volume fraction from GRmax,cl (Vcl−GR) and neutron log
(Vcl−N ) for Well 6704/12-1. The magenta and black curves on the GR well window (subfigure a)
respectively represent the bit size and caliper log. The red and green curves on the porosity well

window (subfigure b) respectively represent the density porosity (φD) and neutron porosity (φN ). The
curve fitting between the clay volume fractions is seen on both subfigure c and d.

Table 13: The determined values of GR baseline for Well 6704/12-1.
GR Baselines Values References

GRmin

0 (Seabed/Naust Fm. - Kai Fm.) > No sand and ooze sediments presence in this interval. Only clay (Aubert et al., 1999)
8 (Kai Fm. - U. Brygge Fm.) > Ooze sediments is present in this interval (Aubert et al., 1999)

15 (U. Brygge Fm. - M. Brygge Fm.) > Adjustment to quartz average of XRD data for Hordaland Gp.
(Peltonen et al., 2008)

20 (M. Brygge Fm. - L. Brygge Fm.)
> Minor sand: M. Brygge Fm. (Aubert et al., 1999).
> Adjustment to quartz average of XRD data for Hordaland Gp.
(Peltonen et al., 2008)

45 (L. Brygge Fm. - Tang Fm.)
> Minor sandstone: L. Brygge Fm. (Aubert et al., 1999)
> Adjustment to quartz average of XRD data for Hordaland Gp.
(Peltonen et al., 2008)

35 (Tang Fm. - TD) > Massive Sandstone: Springar Fm. (Aubert et al., 1999)

GRmax,sh

25 (Seabed/Naust Fm. - U. Brygge Fm.) > No silt presence in this interval (Aubert et al., 1999);
GRmax,sh = GRmax,cl

70 (U. Brygge Fm. - M. Brygge Fm.)

> Curve fitting between clay volume from baseline and neutron porosity
> Adjustment to clay average of XRD data for Hordaland Gp. (Peltonen et al., 2008)
> No silt presence in this interval (Aubert et al., 1999);
GRmax,sh = GRmax,cl

60 (M. Brygge Fm. - L. Brygge Fm.) > Silt is presence in the silty clay (Aubert et al., 1999)

90 (L. Brygge Fm. - Tang Fm.) > Adjustment to clay average of XRD data for Hordaland Gp. (Peltonen et al., 2008).
> Curve fitting between clay volume from baseline and neutron porosity

126 (Tang Fm. - TD) > Claystone: Nise Fm. (Aubert et al., 1999)

GRmax,cl

25 (Seabed/Naust Fm. - U. Brygge Fm.)

> Clay-rich ooze sediments in Kai Fm. and U. Brygge Fm.
(Aubert et al., 1999; Awadalkarim et al., 2013)
> No silt presence in this interval (Aubert et al., 1999);
GRmax,sh = GRmax,cl

70 (U. Brygge Fm. - M. Brygge Fm.)

> Curve fitting between clay volume from baseline and neutron porosity
> Adjustment to clay average of XRD data for Hordaland Gp. (Peltonen et al., 2008).
> No silt presence in this interval (Aubert et al., 1999);
GRmax,sh = GRmax,cl

70 (M. Brygge Fm. - L. Brygge Fm.)
> Curve fitting between clay volume from baseline and neutron porosity
> Adjustment to clay average of XRD data for Hordaland Gp. (Peltonen et al., 2008).
> Silt is presence in the silty clay (Aubert et al., 1999)

95 (L. Brygge Fm. - Tang Fm.) > Curve fitting between clay volume from baseline and neutron porosity
140 (Tang Fm. - TD) > Curve fitting between clay volume from baseline and neutron porosity
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Well 7220/8-1

Based on the lithological descriptions for the well (Table 7), two formations could be
considered as the representatives for the sand, mainly the mature sandstone in the Stø
Formation and shaly sandstone in Tubåen Formation. Fortunately, the minimum de-
flections between the two representatives are pretty close, so we will only use one sand
representative with a smaller value of minimum deflection; the sandstone in Stø Forma-
tion. It is given that the Fruholmen Formation is a shale formation; hence, this formation
is considered as the representative for the shale baseline.

Figure 22 shows the curve fitting between the clay volume fraction from GRmax,cl and
neutron porosity log. Particularly between in the middle of the Sotbakken Group to TD,
it is seen that we need to use two different clay baselines in order to get a proper fit
between the two clay volume fractions. As the two clay volumes fit, the crossplot between
the two clay volumes on the subfigure (d) will be closer to the 45◦ red line. Table 14
shows the values and references for each of the baselines for Well 7220/8-1.

Figure 22: Curve fitting between the clay volume fraction from GRmax,cl (Vcl−GR) and neutron log
(Vcl−N ) for Well 7220/8-1. The magenta and black curves on the GR well window (subfigure a)
respectively represent the bit size and caliper log. The red and green curves on the porosity well

window (subfigure b) respectively represent the density porosity (φD) and neutron porosity (φN ). The
curve fitting between the clay volume fractions is seen on both subfigure c and d.

Table 14: The determined values of GR baseline for Well 7220/8-1.

GR Baselines Values References
GRmin 8 > Mature sandstone: Stø Fm. (NPD Factpage)
GRmax,sh 140 > Shale: Fruholmen Fm. (NPD Factpage)

GRmax,cl
155 (Seabed Fm. - Stø Fm.) > Curve fitting between clay volume from baseline and neutron porosity185 (Stø Fm. - TD)
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4.3.3 Determine the Lithological Volume Fraction

After the baselines are determined, then we can proceed to calculate the lithological
volume fraction. Equation 31 shows the equation to calculate the shale volume (Vshale)
based on its baseline.

Vshale [Frac.] = GRlog −GRmin

GRmax,sh −GRmin

· (1− φD) (31)

Where GRlog is the extrapolated Gamma Ray log to the seafloor, GRmin is the sand
baseline, GRmax,sh is the shale baseline, and φD is the density porosity. The clay volume
(Vclay) estimation depends on the availability of the neutron porosity logs on the specific
depth interval. If the neutron porosity log is not present, then the clay volume estimation
depends on the clay baseline (GRmax,cl), as shown in Equation 32.

Vclay [Frac.] = GRlog −GRmin

GRmax,cl −GRmin

· (1− φD) (32)

If the neutron porosity is present, then we estimate the clay volume based on the relation
between density porosity and neutron porosity (φN), as proposed by La Vigne et al.
(1994), in Equation 33.

Vclay [Frac.] = φN − φD − (−0.025)
φN,dry−cl

(33)

Where φN,dry−cl is the average dry-clay neutron porosity, obtained from Equation 15.
Assuming the four clay minerals present in a balance proportion, then the value of this
parameter is around 0.4075 or 40.75%. The clay volume estimation from Equation 32 and
Equation 33 then merged.

It is decided that we use the clay volume determination either from the baseline or neu-
tron porosity log. Glover (2005) explains that the baseline determination is based on the
petrophysicist’s experience; hence, it is prone to be subjective. Even though that we use
a consistent procedure, it might not guarantee reliable results. Furthermore, this clay vol-
ume determination from the baselines is based on the index gamma-ray (IGR) approach.
According to Sharma and Chopra (2019), the IGR method tends to overestimate the
clay volume due to its linearity, compared to the improved non-linear IGR correction by
other studies (Larionov, 1969; Clavier et al., 1971; Thomas and Stieber, 1975) as shown
in Figure 23.
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Figure 23: The comparison of clay or shale volume by using the linear IGR and some other improved
non-linear corrections for IGR. (Taken from Sharma and Chopra, 2019)

On the other hand, La Vigne et al. (1994) propose a clay volume determination based
on the theoretical endpoint for the sandstone’s neutron porosity; hence, the procedure
is more data-driven and objective. Nevertheless, several issues might occur, such as: (1)
The neutron porosity might not be available for all depth intervals, so we cannot use La
Vigne’s approach. (2) Currently, we assume that the volume percentage of each 4 common
clay minerals are equal (Table 1), so that we obtain the average dry-clay neutron porosity
(φN,dry−cl) as shown in Equation 15. However, it is most likely that the percentages of
the four clay minerals are different, so that the value of φN,dry−cl should be adjusted. An
option to estimate each of the clay volumes is by using the spectral gamma-ray.

After obtaining the shale and clay volumes fractions, we estimate the silt volume by
subtracting the two volumes fractions, as shown in Equation 34.

Vsilt [Frac.] = Vshale − Vclay (34)

As for the sand volume fraction, then we should refer to the schematic shaly sand reservoir
(Figure 3), proposed by Peeters and Holmes (2014). Then the Equation 9 could be
rewritten as shown in Equation 35, where the total volume is 100% or 1. Then the sand
volume fraction could be calculated by using Equation 36.

1 = Vsand + Vshale + φD (35)

Vsand [Frac.] = 1− (Vshale + φD) (36)
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4.3.4 Normalization of Lithological Volume Fraction: Implicit and Explicit
Clay-Bound Water Model

The purpose of the lithological volume normalization is to exclude the porosity effect
from the total volume of the rock; hence, the volume fraction would only describe the
solid part of the rock. We proposed two models, namely the implicit and explicit clay-
bound water models. The main difference between the two is that for the implicit model, it
assumes that the volume of clay-bound water is implicitly present inside the shale volume,
specifically inside the clay volume. Implicit means that the clay-bound water is there, but
we cannot define its volume. As for the explicit model, clay volume will be separated into
dry-clay volume and clay-bound water volume. In this particular case, we could explicitly
define the clay-bound water volume. The implicit bound water model could be seen as a
rewritten version of Equation 35, with an additional procedure to normalized the density
porosity from the equation, as shown in the following equations.

Vsand + Vshale = 1− φD
Vsand + (Vclay + Vsilt) = 1− φD (37)

Vsand
1− φD

+ Vclay
1− φD

+ Vsilt
1− φD

= 1

Vsand,norm−1 + Vclay,norm−1 + Vsilt,norm−1 = 1 (38)

Where the Vsand,norm−1, Vclay,norm−1, and Vsilt,norm−1 are respectively the normalized vol-
ume fractions of sand, clay, and silt for the implicit bound water model (Model 1). As
for the explicit bound water model (Model 2), then Equation 37 is rewritten as:

Vsand + [(Vdry−clay + Vcbw) + Vsilt] = 1− φD (39)

Where Vdry−clay and Vcbw are respectively the volume fractions of dry clay and bound
water, as already discussed in the second chapter, the bound water could be defined the
same way as in the total porosity (Equation 14). So that the normalization for model 2
is shown in Equation 40.

Vsand
1− φD

+ Vdry−clay
1− φD

+ Vdry−clay · φN,dry−cl
1− φD

+ Vsilt
1− φD

+ = 1

Vsand,norm−2 + Vclay,norm−2 + Vcbw,norm−2 + Vsilt,norm−2 = 1 (40)

Notice that the normalized non-clay (sand and silt) volumes for the two models are equal.
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However, the normalized clay for model 1 should be slightly higher than for model 2 since
the clay volume in model 1 represents the bulk or total clay volume. In contrast, the
explicit model represents the clay volume as the dry-clay volume, where the bound-water
is explicitly separated. We also need to specify the normalized shale volume for both of
the models, as shown in Equations 41 and 42.

Vshale,norm−1 = Vclay,norm−1 + Vsilt,norm−1 (41)

Vshale,norm−2 = Vclay,norm−2 + Vcbw,norm−2 + Vsilt,norm−2 (42)

Even though the normalized shale-volume equations for both models are slightly different,
these two normalized volumes have the same values, similar to their normalized non-clay
volumes.

All in all, these two normalization models follow precisely the same typical shaly sand
model as provided by Peeters and Holmes (2014), in Figure 3. These normalized volume
fractions are needed for several calculations in the next substeps of the Rock physics
analysis and Velocity prediction.

4.4 Rock Physics Analysis and Velocity Prediction

After all of the needed petrophysical parameters are obtained, we proceed to the most
important steps in this proposed methodology: the rock physics analysis and velocity
prediction. The main ideas of these steps are to model the Voigt and Reuss bounds
of several rock-physics parameters and define the weight parameter by some physical
explanations. Afterward, the Bounding Average Method (BAM) could predict the P- and
S- wave velocities. Figure 24 shows the substeps, and the following subchapters explain
the details of each substep.

4.4.1 Temperature Profile Determination

The temperature profile describes the temperature changes from the seafloor until the
total depth (TD). This temperature profile is later used for the fluid’s effective density
and bulk modulus calculation. In most cases, the temperature shows a positive rate
of change with depth; hence, an increase in depth follows an increase in temperature.
The following procedures for the temperature profile determination are based on Duffaut
et al. (2018). Equation 43 shows how the temperature profile along the well is predicted,
where T0 is the temperature at the seafloor, Q0 is the surface heat flow, k is the thermal
conductivity, and z is the depth.
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Figure 24: Flowchart for the substeps in the rock physics analysis and velocity prediction steps.
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T (z) = T0 + Q0

k
z (43)

We assumed that the temperature of the water column is constant with the same value
as T0. Then the thermal conductivity is calculated (Equation 44); where a0 is the initial
thermal conductivity at the seafloor, Vp is the P-wave velocity log, and Vcl−bulk is the non-
normalized bulk clay volume fraction (which equal to Vcl in model 1) for both models.

k = a0 + (1− Vcl−bulk)Vp (44)

The thermal conductivity of the water column is equal to the typical thermal conductivity
of seawater (ksea water). Table 15 shows several values for the mentioned parameters.

Table 15: Several parameters value for the temperature profile determination. (Taken from Hantschel
and Kauerauf, 2009; Allen and Allen, 2006; and the NPD’s final well report for each of the well)

Well T0 [◦C]
(NPD’s Report)

Q0 [W/m2]
(Hantschel and Kauerauf, 2009)

a0
[W/m ◦C]

kseawater

[W/m ◦C]
(Allen and Allen, 2006)

34/7-1 3.3
0.0655 1 0.66704/12-1 -2.4

7220/8-1 1.4

4.4.2 Stress Profile Determination

Similarly, with the temperature profile, the stress profile describes the changes of the stress
from the seafloor until the total depth (TD). Three types of stress would be considered,
namely the lithostatic stress (σ), pore pressure (Pp), and effective stress (σ′). Equation
45 shows the relation between the three stress types, where α is the Biot’s coefficient. In
most of the cases, the Biot’s coefficient is assumed to be 1 (Bodaghabadi and Moosavi,
2008).

σ′ = σ + αPp (45)
The lithostatic stress describes the stress due to the overburdened materials, while in
most cases, pore pressure usually close or equivalent to the hydrostatic stress. This
hydrostatic stress describes the stress in a scenario where a water column replaces all
the overburdening materials. The effective or differential stress represents the difference
between lithostatic stress and pore pressure. Both lithostatic and hydrostatic stress could
be calculated by respectively using Equations 46 and 47.

σ = g
∫ b

a
ρb(z) dz + ρwgZw (46)

Pp = g
∫ b

a
ρw(z) dz + ρwgZw (47)
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Where ρb is the measured bulk density log, ρw is the water density (around 1 g/cc), z is
the depth, Zw is the depth of the water column (depends for each of the well, as seen in
Table 11), and g is the gravity acceleration constant (around 9.8 m/s2). There are two
conditions where the hydrostatic pressure does not represent the well’s pore pressure; if
the pore pressure is higher than the hydrostatic pressure, then this might be the case
for an overpressure well, while the opposite of this condition is called underpressure well.
Based on the final well report, it is known that overpressure is occurred on Well 34/7-1,
while the rest of the wells show the pore pressure quite close or the same as the hydrostatic
stress.

4.4.3 Critical Porosity Determination

As previously discussed in the second chapter, critical porosity (φc) is a limit of porosity
that differentiates the frame-supported rock and fluid-supported suspension (Figure 4).
Fawad et al. (2010) provide some porosity values for a mixture of silt-clay, while Nur et al.
(1998) describe several critical porosity values for several lithologies as seen in Table 2.
Hence, the critical porosity of solid sand, silt, and clay could be defined from these two
references, as shown in Table 16.

Table 16: Critical porosity for sand, silt, and clay (Nur et al., 1998; Fawad et al., 2010)

Lithology Critical Porosity (φc)
Sand 40%
Silt 55%
Clay 71%

Fawad et al. show a linear increase in porosity for a clay-silt mixture as the clay fraction
increases; hence, it is reasonable to assume that the critical porosity would act the same.
Then we proposed a procedure to estimate the critical porosity by considering the normal-
ized volume fractions for both models (Equations 38 and 40 respectively for Models 1 and
2) and the values from Table 16. However, since the critical porosity only describes the
solid parts, we need to normalize the clay-bound water volume from Model 2. Equations
48 and 49 respectively show the critical porosity estimation for Models 1 and 2.

φc−1 = Vsand,norm−1 · φc,sand + Vsilt,norm−1 · φc,silt + Vclay,norm−1 · φc,clay (48)

φc−2 = Vsand,norm−2

(1− Vcbw,norm−2) ·φc,sand+ Vsilt,norm−2

(1− Vcbw,norm−2) ·φc,silt+
Vclay,norm−2

(1− Vcbw,norm−2) ·φc,clay (49)

Using one of these equations, we could predict the critical porosity log for the whole
depth intervals of the well. These critical porosity logs are essential for Poisson’s ratio
determination.
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4.4.4 Maximum Stress Determination

The maximum stress defined as a specific lithostatic or overburden stress value that makes
all of the pores inside a rock vanished due to compaction; in other words, the rock would
have no porosity left. When a rock reaches this condition, then the P-wave velocity that
passes through would describe the solid aggregate of the rock. This P-wave velocity is
then called the terminal velocity. Therefore, when the terminal velocity is reached, then
the current affecting stress is the maximum stress. The first procedure for this maximum
stress determination is to calculate the ratio of sand and clay for the whole depth intervals
of the well. The sand ratio could be calculated as seen in Equation 50.

ratsand−x = 1
n
·
n∑
i=1

(
Vsand,norm−x,i

Vsand,norm−x,i + Vclay,norm−x,i

)
(50)

Where n is the number of all depth points in a well, while index x could be replaced by
1 or 2, depends on what normalization model is used. The clay ratio could be calculated
by using Equation 51.

ratclay−x = 1− ratsand−x (51)

Afterward, we proceed to calculate the terminal velocity by using Equation 52.

Vp,terminal−x =
√
ratsand−x ·Mqz + ratclay−x · C33,clay

ratsand−x · ρqz + ratclay−x · ρclay
(52)

Then we need to plot two parameters, namely the lithostatic stress (calculated by using
Equation 46) against the P-wave velocity. Figure 25 shows the plots for the three wells
for both models. The red line is obtained from a linear regression between the two
parameters, where all of the linear regression equations could be seen in Table 17. The
linear regression is based on the linear inversion solution as discussed by Grandis (2009).
The maximum stress values could be obtained by including each terminal velocity value,
as seen in the same table.
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Figure 25: The plots for lithostatic stress in respect to the P-wave velocity for the (a) Well 34/7-1, (b)
Well 6704/12-1, and (c) Well 7220/8-1. The red lines are the linear regression between the two

parameters.

Table 17: The linear regression equations, terminal velocities, and maximum stresses for the
three wells. For each of the proposed normalization models.

Well Model
Linear Regression

Equation for
σ (Lith. Stress)

Terminal Velocity
(Vp,term) [km/s]

Maximum Stress
(σmax) [MPa]

34/7-1 1 25.3806Vp − 31.9824 4.9423 93.4561
2 4.5698 84.0019

6704/12-1 1 19.2881Vp − 9.0064 5.0084 87.5961
2 4.5784 79.3022

7220/8-1 1 17.9738Vp − 29.4382 5.1410 62.9651
2 4.3596 48.9204

4.4.5 Predicted S-wave Velocity Determination from the Measured P-wave
Velocity

As previously discussed in the pre-conditioning step, some wells either do not have a shear
sonic log or only partially available for selected depth intervals. For one of these cases,
then it is technically impossible to use Equation 26 to obtain the S-wave velocity log for
the whole depth intervals of the well. In order to sort this problem, we can use an empirical
relation for estimating the S-wave velocity (Vs) from P-wave velocity (Vp). One empirical
approach is based on the polynomial relations within the pure monomineralic lithologies,
as proposed by Greenberg and Castagna (1992). The first procedure to perform this
empirical relation is to estimate the Vs for pure sandstone and shale, as respectively seen
in Equations 53 and 54. Note that Greenberg and Castagna also provide the equations
for pure dolomite and limestone.

Vs−GC,sand = 0.80416Vp − 0.85588 (53)

Vs−GC,shale = 0.76969Vp − 0.86735 (54)
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After both monomineralic S-wave velocities for sandstone and shale are obtained, then
we proceed to calculate the arithmetic and harmonic means based on the two of them, as
seen in Equations 55 and 56, respectively.

Vs−GC,arith = Vsand,norm−xVs−GC,sand + Vshale,norm−xVs−GC,shale (55)

Vs−GC,harm =
(
Vsand,norm−x
Vs−GC,sand

+ Vshale,norm−x
Vs−GC,shale

)−1

(56)

The index x could be changed into 1 or 2, depending on the chosen model. Noted that
the normalized shale volume fraction between the two models are having the same value
despite of slightly different equation (Equation 41 for model 1 and Equation 42 for model
2). The normalized sand volume fractions for both models 1 and 2 also have the same
value. Then the predicted Vs from measured Vp could be estimated from the average
between the arithmetic and harmonic means, as seen in Equation 57.

Vs−GC = Vs−GC,arith + Vs−GC,harm
2 (57)

As previously shown in Table 3, the Well 34/7-1 is the only well that does not have the
shear sonic log; hence, this well does not have any actual measured S-wave velocity. It
is important to emphasize that the S-wave velocity estimated from the measured P-wave
velocity by the Greenberg-Castagna (GC) approach is not an actual measured S-wave
velocity. On the contrary, the Well 6704/12-1 has a shear sonic log, but it does not cover
all the depth intervals within the well, particularly on the shallower depth; hence, the
measured S-wave velocity for the shallower interval is estimated by the GC approach.
Fortunately for the Well 7220/8-1, the shear sonic log covers all of the depth intervals so
that the GC approach is not performed on this well.
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4.4.6 Free-fluid’s Effective Density and Bulk Modulus Determination

The proposed methodology (particularly for Model 2) introduces both bound water and
free fluid. As previously explained in Figure 3, the bound water is identified as the
immovable water within the pure clay. In contrast, free fluid is identified as the movable
fluid (could be water, hydrocarbon, or both) within the rock. A combination between
bound water and free water describes the total porosity (Equation 14), while only the free
water describes the effective porosity (Equation 10). Since these two water volumes are
introduced into the model, it is important to specify the relevant parameters, such as the
density and bulk modulus. Kolstø (2012) mentions several values of the two parameters for
bound water (Table 8), while Batzle and Wang (1992) provides comprehensive procedures
to calculate the two parameters for the free fluid.

With a focus on performing the Batzle and Wang’s procedure, then we need to specify
several needed parameters: the salinity, oil gravity, gas gravity, gas-oil-ratio (GOR), gas
index in brine, gas index in oil, temperature profile, pore pressure profile, oil saturation,
and gas saturation. The only parameters that previously obtained are the temperature
profile (Equation 43) and the pore pressure profile (Equation 47). For the hydrocarbon
saturation, each well has its own condition, as already stated in the third chapter. Well
34/7-1 is an oil well, where the data of oil saturation from the conventional core analysis
is present in the final well report (Appendix B). Well 6704/12-1 is a dry well; hence,
the hydrocarbon saturation for all depth intervals is zero. Well 7220/8-1 is a gas-oil
well, where the hydrocarbon saturation is assumed to be the same as the hydrocarbon
saturation in Well 7220/11-3, provided by Hansen (2019).

Teng (1997) from the RPHtools website provided a MATLAB function code (flprop.m,
as seen in Appendix H) that is used to perform the Batzle and Wang’s procedure. He
also provides several default values for the rest of the needed parameters, as seen in Table
18. The MATLAB function provides two different bulk modulus for the free-fluid; for
non-patchy saturation and patchy saturation. The non-patchy saturation means that
the water and hydrocarbon are mixed at a length scale such that the wave-induce pore
pressure is equilibrated homogeneously (Dvorkin et al., 2003). On the other hand, the
patchy saturation means that both water and hydrocarbon are not well mixed; hence,
the two fluid-phases have their compartment within the pore space. The non-patchy
saturation yields the lower limit (Reuss) value for the bulk modulus, while the patchy
saturation yields the higher limit (Voigt) value. If the pore space of a specific depth
interval only has water, then the bulk modulus values in both non-patchy and patchy
conditions are the same. This study assumes that the fluid mixing between the two fluid
phases is in a non-patchy condition. The function also estimates the effective density of
the fluid mixing, where the values are the same for both patchy and non-patchy conditions.
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Table 18: Several needed parameters value to perform the Batzle and Wang (1992) procedure, provided
by Teng (1997).

Parameters Values Parameters Values
Salinity of NaCl
[ppm] 34000 GOR (L/L) 100

Oil Gravity
[API number] 30 Gas Index in brine

[Frac.] 0

Gas Gravity
[Specific Gravity] 0.6 Gas index in oil

[Frac.] 0

4.4.7 The Voigt - Reuss Bounds Determination for the Stiffness Coefficients
and Wet Velocities

After all of the previous substeps are performed, we estimate the Voigt-Reuss bounds
for several rock-physics parameters: the solid C33, the wet C33, wet P-wave velocity, wet
S-wave velocity, wet C44, and wet Poisson’s ratio. For the first parameter, the Voigt and
Reuss bounds of the solid C33 could respectively obtained from Equations 58 and 59 for
model 1.

C33,solid,V−1 = Vclay,norm−1 · C33,Clay + (1− Vclay,norm−1) ·Mqz (58)

C33,solid.R−1 =
(
Vclay,norm−1

C33,Clay
+ 1− Vclay,norm−1

Mqz

)−1

(59)

or Equations 60 and 61 for model 2

C33,solid,V−2 = Vclay,norm−2 · C33,Clay + Vnon−cl,norm−2 ·Mqz + Vcbw,norm−2 ·Kcbw (60)

C33,solid.R−2 =
(
Vclay,norm−2

C33,Clay
+ Vnon−cl,norm−2

Mqz

+ Vcbw,norm−2

Kcbw

)−1

(61)

Where the normalized non-clay volume of model 2 (Vnon−cl,norm−2) is obtained from Equa-
tion 62, and the P-wave modulus of quartz (Mqz) for both models is obtained from Equa-
tion 63.

Vnon−cl,norm−2 = Vsand,norm−2 + Vsilt,norm−2 (62)

Mqz = Kqz + 4
3Gqz (63)
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A special treatment for estimating the solid bounds of C33 is implemented in the shallower
part of Well 6704/12-1 due to the presence of ooze sediments. The Mqz in the previous
equations (Equations 58 to 61) are replace by the P-wave modulus of Ooze sediments
(Moz), obtained in a similar way as Equation 63, as shown in Equation 64.

Moz = Koz + 4
3Goz (64)

The bulk and shear moduli of ooze sediments (Koz and Goz) are estimated from Breitzke
(2000), as seen in Subchapters 3.2 and 4.1. Then proceed to calculate the Voigt and Reuss
bound for wet C33, as shown in Equations 65 and 66.

C33,wet,V−x = (1− φD) · C33,solid,V−x + φD ·Kfree−fluid (65)

C33,wet,R−x =
(

1− φD
C33,solid,R−x

+ φD
Kfree−fluid

)−1

(66)

The Kfree−fluid is the bulk modulus of the free fluid, obtained from the previously dis-
cussed Batzle and Wang (1992) approach, assuming the fluid mixing is in a non-patchy
saturation. φD is the density porosity or the effective porosity, while the index x could
be replaced by the chosen normalization model, 1 or 2. For the next step, we need to
estimate the solid and wet density as respectively seen in Equations 67 and 68.

ρsolid−x = (1− Vclay,norm−x) · ρqz + Vclay,norm−x · ρcl (67)

ρwet−x = (1− φD) · ρsolid−x + φD · ρfree−fluid (68)

The ρfree−fluid is the density of the free-fluid, obtained in a similar procedure with the
Kfree−fluid. Then the Voigt and Reuss bounds for the wet P-wave velocity could be
obtained as seen in Equations 69 and 70.

Vp,wet,V−x =
√
C33,wet,V−x

ρwet−x
(69)

Vp,wet,R−x =
√
C33,wet,R−x

ρwet−x
(70)
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Since the Voigt-Reuss bounds calculations for C33 are completed, we also need to do the
same for C44. To do this, then we need to estimate the wet S-wave velocity based on the
estimated wet P-wave velocity (Equations 69 and 70) by performing the Greenberg and
Castagna (1992) empirical approach. The first procedure for this S-wave velocity (Vs)
estimation is by calculating the monomineralic constituent of the Vs for both sandstone
(SS) and shale (SH) of the Voigt bound (Equations 71 and 72) and the Reuss bound
(Equations 73 and 74).

Vs,wet,V,SS−x [km/s] = 0.80416 Vp,wet,V−x − 0.85588 (71)

Vs,wet,V,SH−x [km/s] = 0.76969 Vp,wet,V−x − 0.86735 (72)

Vs,wet,R,SS−x [km/s] = 0.80416 Vp,wet,R−x − 0.85588 (73)

Vs,wet,R,SH−x [km/s] = 0.76969 Vp,wet,R−x − 0.86735 (74)

Then, the arithmetic and harmonic means of the sand-shale mixture could be obtained
from Equations 75 and 76, respectively.

Vs,wet,V−x [km/s] = (1− Vshale,norm−x) · Vs,wet,V,SS−x + Vshale,norm−x · Vs,wet,V,SH−x (75)

Vs,wet,R−x [km/s] =
(

(1− Vshale,norm−x)
Vs,wet,R,SS−x

+ Vshale,norm−x
Vs,wet,R,SH−x

)−1

(76)

So that the Voigt and Reuss bounds for wet C44 could be calculated as shown in Equation
77 and 78, respectively.

C44,wet,V−x = ρwet−x · V 2
s,wet,V−x (77)

C44,wet,R−x = ρwet−x · V 2
s,wet,R−x (78)
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4.4.8 The Poisson’s Ratio and Weight Parameters Determination

We already obtained the Voigt and Reuss bounds for both wet Vp (Equations 69 and 70)
and wet Vs (Equations 75 and 76). Similarly as shown in Equation 20, the Voigt and
Reuss bounds for the wet Poisson’s ratio (νwet) then can be calculated by using Equations
79 and 80, respectively.

νwet,V−x = 1
2


(
Vp,wet,V−x

Vs,wet,V−x

)2
− 2(

Vp,wet,V−x

Vs,wet,V−x

)2
− 1

 (79)

νwet,R−x = 1
2


(
Vp,wet,R−x

Vs,wet,R−x

)2
− 2(

Vp,wet,R−x

Vs,wet,R−x

)2
− 1

 (80)

To predict the wet Poisson’s ratio model between the previously obtained Voigt-Reuss
bounds values, we need to include the total porosity and critical porosity, as shown in
Equation 81.

νpred−x =
(
φtotal−x
φc−x

)1−φtotal−x

νwet,R−x +
(

1− φtotal−x
φc−x

)1−φtotal−x

νwet,V−x (81)

Where the φc−x is the critical porosity for either model 1 (Equation 48) or model 2
(Equation 49); φtotal−x is slightly adjusted total porosity equation as previously discussed
in Equation 14, so that the model 1 uses Equation 82 while the model 2 uses Equation
83.

φtotal−1 = φD + Vcl−1 · φN.dry−cl (82)

φtotal−2 = φD + Vcl−2 · φN.dry−cl (83)

Where the non-normalized clay volume fraction for model 1 is the bulk clay volume
(Vcl−1 = Vclay), while for model 2 is the dry clay volume (Vcl−2 = Vdry−clay).

The predicted Poisson’s ratio simulates the stress sensitivity within the proposed method-
ology since the stress sensitivity affects the porosity and elastic modulus (Han, 1986; Dong
et al., 2010; MacBeth, 2004), where these parameters are related to one of the param-
eters from the Poisson’s ratio itself; elastic velocities. Equation 81 shows that we need
to use the ratio between total porosity and the critical porosity. For consolidated rock,
the total porosity would be smaller (closer to 0), making the ratio closer to 0; hence,
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the predicted Poisson’s ratio is represented by its Voigt bound. For unconsolidated rock,
the total porosity would close to the critical porosity so that the porosity ratio will be 1;
hence, the Poisson’s ratio represents by its Reuss bound.

By including the obtained predicted wet Poisson’s ratio (Equation 81) and the Reuss wet
Poisson’s ratio (80), then the weight parameter (W ) for the bounding average method
could be calculated. The weight parameters for estimating C33 and C44 are respectively
shown in Equations 84 and 85.

WC33−x = 1− νpred−x
νwet,R−x

exp
−(1− (Vcl−x + φinput−x))

(
σ′

σmax−x

) 1
3
 (84)

WC44−x = 1− νpred−x
νwet,R−x

exp
−(1− (Vcl−x + φinput−x))

[(
1 + 2 K ′o

3

)(
σ′

σmax−x

)] 1
3
 (85)

Where σ′ is the effective stress (Equation 45); σmax is the maximum overburden stress
(Table 25); K ′o is the horizontal-to-vertical effective stress, with value of 0.85 for depth
less than 4 km, or 0.95 for more than 4 km (Grauls, 1997); and φinput is the effective
porosity (Equation 10) for model 1, or total porosity (Equation 83) for model 2.

4.4.9 The Bounding Average Method

After the weight parameters are obtained, we could perform the bounding average method
(BAM) to predict the two stiffness coefficients. As previously mentioned in the theory
chapter (Equation 3), then the BAM mechanism for predicting C33 and C44 are respec-
tively shown in Equations 86 and 87.

C33,P red−x = C33,wet,R−x +WC33−x · [C33,wet,V−x − C33,wet,R−x] (86)

C44,P red−x = C44,wet,R−x +WC44−x · [C44,wet,V−x − C44,wet,R−x] (87)

For comparison of the predicted values, then the measured stiffness coefficients could be
calculated by using Equations 88 and 89, in that order.

C33,Meas = (Vp,Meas)2 · ρb (88)

C44,Meas = (Vs,Meas)2 · ρb (89)
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Where Vp,Meas and Vs,Meas are the measured P-wave and S-wave velocities from the sonic
logs (Equations 25 and 26); ρb is the bulk density log. Finally, the vertically-propagating
elastic velocity prediction for both P-wave and S-wave could be executed by respectively
using Equations 90 and 91.

Vp,Pred−x =
√
C33,P red−x

ρwet−x
(90)

Vs,Pred−x =
√
C44,P red−x

ρwet−x
(91)

4.5 Fitness Observation

The primary purpose of this last step is to assess the fitness or quality of our velocity
prediction to the measured velocity (Figure 26). We use two different quantification
parameters, namely the coefficient correlation (R) and error percentage. The coefficient
correlation describes the trend similarity between the measured and predicted velocity,
while the error percentage describes the value discrepancy between the two. Ideally, the
best prediction would have the coefficient correlation close to 1 and the error percentage
close to 0%.

𝑅

Figure 26: Flowchart for the substeps in the fitness observation step.
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4.5.1 Correlation Coefficient

The Pearson’s correlation coefficient (R) is a statistical quantification parameter that
measures the trend resemblance between two different sets of data, or in our case, the
measured and predicted velocities. The coefficient correlation could be obtained from the
following equation.

R = Σ(Xi − X̄)(Yi − Ȳ )√
Σ(Xi − X̄)2Σ(Yi − Ȳ )2

(92)

Where X and Y are respetively the measured and predicted velocity values, each having
n values X1, X2, X3, ..., Xn and Y1, Y2, Y3, ..., Yn, respectively; X̄ and Ȳ are respetively the
mean of X and Y . The summation continues across all n possible values of X and Y , or in
our case, from the depth of seafloor until the total depth (TD) point, depth intervals that
has no neutron porosity log, or depth intervals that has neutron porosity log. Schober
and Schwarte (2018) provide several interpretations for the obtained R as shown in Table
19, ranging from negligible to very strong correlation.

Table 19: Several interpretations based on the range of correlation coefficient values. (Provided by
Schober and Schwarte, 2018).

Correlation
Coefficient

(R)
Interpretation

0.00 - 0.10 Negligible correlation
0.10 - 0.39 Weak correlation
0.40 - 0.69 Moderate correlation
0.70 - 0.89 Strong correlation
0.90 - 1.00 Very strong correlation

Based on that table, then practically, our velocity prediction is justifiable if the correlation
coefficient value is at least 0.70 (strong correlation). In the MATLAB environment, this
R calculation is done using a built-in function called corrcoef, in which this procedure is
applied for the study.

4.5.2 Error Percentage

The error percentage is a quantification parameter based on the relative value deviation
between the measured and predicted velocity. This parameter is inspired by Han (1986),
in which he uses this relative deviation for his shaly sand velocity prediction (Equations 93
and 94). If the relative deviation value is less than 1, then the prediction is underestimat-
ing the measured velocity. Conversely, if the value is more than 1, then the prediction is
overestimating the measured velocity. Ideally, the best prediction would make the relative
deviation into a value that closes to 1.
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s Vp = Vp,Pred−x
Vp,Meas

(93)

s Vs = Vs,Pred−x
Vs,Meas

(94)

Afterward, the error percentages for Vp and Vs predictions could be respectively calculated
by using Equations 95 and 96.

Error Vp [%] =

∣∣∣1− s Vp

∣∣∣
1 · 100 (95)

Error Vs [%] = |1− s Vs|
1 · 100 (96)

Where the absolute difference calculation between 1 and the relative deviation is there
to equalize both overestimating and underestimating conditions. Since the expected best
relative deviation is 1, then the best error percentage should be 0%.
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5 Results

5.1 The Logs Before and After Extrapolation

The following figures in this subchapter show the logs before and after extrapolation to
the seafloor for the three wells in the study. The pre and post extrapolated logs for Well
34/7-1 could be respectively observed in Figures 27 and 28. Only one log is available
in all depth intervals: The Gamma-ray (GR) log. The bit size log is not an actual log;
it is estimated from the information provided by the final well report. It appears that
the shallower part of the pre-extrapolated GR log (from the seafloor until approximately
450 meters) is having a different trend than the deeper part. However, it is noticed that
there was a change of bit size on that shallower part; hence, we correct this interval by
shifting it to the right, as seen on the post-extrapolated GR log. The measured Vp log
could be estimated from the only available compressional sonic log, then extrapolated to
the seafloor from approximately 450 meters depth. The predicted Vs log is obtained from
the extrapolated Vp log by using Greenberg-Castagna’s approach (Equations 53 to 56).
This predicted Vs log is not an actual log since the shear sonic log is not available for this
well. The missing bulk density (ρb) log in the shallower interval is estimated from the
extrapolated Vp log using Gardner’s approach (Equations 29 and 30), then the density
porosity (φD) is obtained from the extrapolated ρb log, using Equation 8. The neutron
porosity (φN) log is available between Shetland Group to TD.

The pre and post extrapolated logs for Well 6704/12-1 could be respectively observed
in Figures 29 and 30. Several logs are available in all depth intervals: The Gamma-ray
(GR) log, bit size, and Vp log (reciprocal to the compressional sonic log). Initially, the
measured Vs log (driven from the shear sonic log) is only available for the deeper part.
The shallower part of the Vs log is estimated from the available Vp log using Greenberg-
Castagna’s approach. The missing ρb logs in the shallower part are estimated from the Vp
log by using Gardner’s approach, knowing that the shallower interval consists of clay-rich
siliceous ooze sediments (Table 5). The φD is obtained from the extrapolated ρb log,
while the (φN) log is available between Middle Brygge Formation to TD. It is seen that
the measured P-wave velocity (Vp) in the shallower part of this well has constant values
around 1.5 km/s. These constant values might confirm the presence of siliceous ooze
sediments, where Breitzke (2000) shows the typical Vp values of diatomaceous or siliceous
ooze sediments to have similar values (Figure 15).

The pre and post extrapolated logs for Well 7220/8-1 could be respectively observed in
Figures 31 and 32. There is not a single log that fully covers all of the depth intervals. The
rest of the procedures are similar to the previous two wells. However, both Greenberg-
Castagna’s and Gardner’s approaches are not implemented since the Vp log is not available
in the shallower part. As a result, the missing Vs log and ρB log in the shallower part
could not be estimated as well. Instead, the extrapolation is performed for these two logs.
The φN log is available between the middle of the Sotbakken group to TD.

57



Results

Figure 27: The pre-extrapolated logs of Well 34/7-1. From left to the right subfigures: Gamma Ray
(GR) well panel, measured-velocity panel, bulk-density panel, and porosity panel.

Figure 28: The post-extrapolated logs of Well 34/7-1. From left to the right subfigures: Gamma Ray
(GR) well panel, measured-velocity panel, bulk-density panel, and porosity panel.
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Figure 29: The pre-extrapolated logs of Well 6704/12-1. From left to the right subfigures: Gamma Ray
(GR) well panel, measured-velocity panel, bulk-density panel, and porosity panel.

Figure 30: The post-extrapolated logs of Well 6704/12-1. From left to the right subfigures: Gamma
Ray (GR) well panel, measured-velocity panel, bulk-density panel, and porosity panel.
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Figure 31: The pre-extrapolated logs of Well 7220/8-1. From left to the right subfigures: Gamma Ray
(GR) well panel, measured-velocity panel, bulk-density panel, and porosity panel.

Figure 32: The post-extrapolated logs of Well 7220/8-1. From left to the right subfigures: Gamma Ray
(GR) well panel, measured-velocity panel, bulk-density panel, and porosity panel.
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5.2 The Temperature, Stress, and Saturation Profiles

The following figures in this subchapter are the temperature profiles (Figure 33, subfig-
ures a to c), stress profiles (Figure 33, subfigures d to f), saturation profiles (Figure 34,
subfigures a to c), and the estimated free-fluid’s bulk modulus and density (Figure 34,
subfigures d to f). These figures are respectively for Well 34/7-1, Well 6704/12-1, and
Well 7220/8-1. The temperature and stress profiles are estimated based on the previously
explained procedure in the Method Chapter (Respectively subchapters 4.4.1 and 4.4.2).
The saturation profiles are based on several data or information as previously discussed
in the Database Chapter (Chapter 3), while the free-fluid’s bulk modulus and density
estimation are based on the Batzle and Wang (1992) approach, as previously discussed in
the Method Chapter (subchapter 4.4.6).

The temperature profiles consist of the estimated temperature trend along the depth
(red curves), the bottom hole temperature or BHT (yellow dot), and the temperature
data (black dots. Appendix C for Well 34/7-1, Appendix D for Well 6704/12-1, and
Appendix F for Well 7220/8-1). Generally, The temperature profile seems to be overesti-
mating the temperature data; however, the trends are quite acceptable since the maximum
endpoint is relatively close to the BHT. The temperature profile for Well 6704/12-1 has
the highest end value while Well 7220/8-1 has the lowest end value.

The stress profiles consist of the lithostatic stress (red curves), hydrostatic pressure (blue
curves), differential or net stress (green curves), pore pressure (cyan curves), and the
pore-pressure data (Black circles. Appendix A for Well 34/7-1, Appendix D for Well
6704/12-1, andAppendix E for Well 7220/8-1). As previously mentioned in the database
chapter, a build-up pore pressure occurs in Well 34/7-1, so that the pore pressure is signif-
icantly higher than the hydrostatic pressure. Contrary to both Well 6704/12-1 and Well
7220/8-1, the pore pressure seems to be the same or slightly higher than the hydrostatic
pressure. Based on Equation 45, when overpressure occurs, the pore pressure increases,
making the differential stress decrease. Therefore, Well 34/7-1 has the least differential
stress values than for the rest of the wells.

The saturation profiles consist of the gas saturation or Sg (green curves), oil saturation of
So (red curves), and water saturation or Sw (blue curves). They are followed by the free
fluids’ profile, consisting of the bulk moduli profile on the left panel and the density profile
on the right panel. The bulk moduli profiles are available for the non-patchy condition
(KReuss) and patchy condition (KV oigt). The saturation profile outside the reservoir is
assumed to be fully water-saturated, while inside the reservoir could either be saturated
by water, hydrocarbon, or both. If the hydrocarbon is present, then the mixing between
water and hydrocarbon is assumed to be non-patchy.

Well 34/7-1 is an oil well, in which the oil saturation data are provided from the Conven-
tional Core Analysis worksheet in its final well report (Appendix B). Well 6704/12-1
is a dry well; hence, the profile saturation along the well is fully water-saturated. Well
7220/8-1 is an oil-gas well, in which the hydrocarbon saturation values for both oil and
gas are 81%, based on Hansen (2019).
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Figure 33: The temperature and stress profiles for Well 34/7-1 (respectively, subfigures a and d), Well
6704/12-1 (respectively, subfigures b and e), and Well 7220/8-1 (respectively, subfigures c and f).
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Figure 34: The saturation profiles for Well 34/7-1, Well 6704/12-1, and Well 7220/8-1 (respectively,
subfigures a, b, and c). The bulk modulus and density of effective fluid from the Batzle and Wang

approach, for Well 34/7-1, Well 6704/12-1, and Well 7220/8-1 (respectively, subfigures d, e, and f). The
fluid mixing is assumed to be in a non-patchy condition; hence, we use the KReuss for the effective or

free fluid’s bulk modulus.
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5.3 The Lithological Volume Fractions

The following figures in this subchapter are the lithological volume fractions for both
Model 1 (Implicit Clay-Bound Water) and Model 2 (Explicit Clay-Bound Water), for
Well 34/7-1 (respectively Figures 35 and 36), Well 6704/12-1 (respectively Figures 37
and 38), and Well 7220/8-1 (respectively Figures 39 and 40). The lithological volume
fractions of Model 1 consist of normalized shale volumes (green curves), normalized bulk-
clay volumes (blue curves), normalized silt volumes (black curves), and normalized sand
volumes (yellow curves). There are some slight differences for Model 2; the blue curves
represent the normalized dry-clay volumes, and the cyan curves represent the clay-bound
water volumes. The normalization process of the lithological volume is already discussed
in the substeps of the Petrophysical Analysis Step (Subchapters 4.3.3 and 4.3.4). It is
seen from the figures that the summation between the dry-clay volume and clay-bound
water volume in Model 2 is equal to the bulk-clay volume in Model 1.

For Well 34/7-1, it is seen that there are two distinct trends in the well, particularly in
the shallower depth interval (Between the well markers of Nordland Group and Lunde
Formation) and deeper depth interval (Between the well markers of Lunde Formation
to TD). The sand and bulk-clay mixing in the shallower and deeper depth interval are
respectively in the range of 20 - 60% and 0 - 80%; hence, the mixing in the deeper interval
is more varying. The clay-bound water volume follows the same trend as the sand-clay
mixing, with a range of 10 - 30% in the shallower interval and 0 - 20% in the deeper
interval. The silt volume shows two trends in the shallower interval (Between the well
markers of Nordland Group to Shetland Group) and deeper interval (Between the well
markers of Nordland Group to TD). The silt volumes in the shallower and deeper depth
interval range from 10 - 20% and 0 - 60%, respectively.

For Well 6704/12-1, the two distinct trends are seen in the shallower interval (Between
the well markers of Naust to Lower Brygge Formations) and deeper interval (Between the
well markers of Lower Brygge Formation to TD). As previously discussed in subchapter
4.3.2, the normalized sand volume for this well consists of the combination of ooze and
sand volume (or ooze-sand volume) in the shallower part of the well (brown curves) and
sand volume in the deeper part of the well (yellow curves). The mixing between ooze-sand
and bulk-clay in the shallower part of the well range from 0 - 100%. On the contrary,
sand and bulk-clay mixing in the deeper part of the well ranges from 10 - 85%. The clay-
bound water volume has a similar trend as the previously mentioned mixing volumes,
with a percentage range of 0 - 30% and 0 - 20% for the shallower and deeper interval,
respectively. The silt volume shows three distinct trends: in the shallower part (Between
the well markers of Naust Formation to Middle Brygge Formations), the silt is not present,
so that the value is 0%; in the middle part (in the Middle Brygge Formation), the silt is
present in the form of silty clay, in range of 5 - 20%; in the deeper part (Between the well
markers of Lower Brygge Formation to TD), the silt volume significantly increases to be
in the range of 0 - 60%.
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Similarly, for well 7220/8-1, the two trends are seen in the shallower interval (Between
the well markers of Nordland Group to Kolje Formation) and deeper interval (Between
the well markers of Kolje Formation to TD). The sand-clay mixing for the shallower and
deeper intervals are respectively 20 - 80% and 0 - 80%. The clay-bound water volumes
also follow the same trend, with a range of volume between 10 - 25% and 0 - 25% for the
shallower interval and deeper interval, correspondingly. The silt volume consists of three
trends, namely in the upper shallower interval (from the Nordland Group to approximately
800 meters depth), lower shallower interval (from the 800 meters depth to well marker of
Kolje Formation), and deeper interval (Between the well markers of Kolje Formation to
TD). The silt volume fractions for these three intervals are respectively around 5%, 0 -
20%, and 0 - 45%.
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Figure 35: The lithological volume fraction for Model 1 (Implicit Clay-Bound Water Model) for Well
34/7-1. Green curves for the normalized shale volume, blue curves for the normalized bulk-clay volume,
black curves for the normalized silt volume, and yellow curves for the normalized sand volume. The

normalization is in respect to the density porosity (φD).

Figure 36: The lithological volume fraction for Model 2 (Explicit Clay-Bound Water Model) for Well
34/7-1. Green curves for the normalized shale volume, blue curves for the normalized dry-clay volume,
cyan curves for the normalized clay-bound water volume, black curves for the normalized silt volume,
and yellow curves for the normalized sand volume. The normalization is in respect to the density

porosity (φD).
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Figure 37: The lithological volume fraction for Model 1 (Implicit Clay-Bound Water Model) for Well
6704/12-1. Green curves for the normalized shale volume, blue curves for the normalized bulk-clay

volume, black curves for the normalized silt volume, yellow curves for the normalized sand volume, and
the brown curves for the normalized ooze-sand volume. The normalization is in respect to the density

porosity (φD).

Figure 38: The lithological volume fraction for Model 2 (Explicit Clay-Bound Water Model) for Well
6704/12-1. Green curves for the normalized shale volume, blue curves for the normalized dry-clay

volume, cyan curves for the normalized clay-bound water volume, black curves for the normalized silt
volume, and yellow curves for the normalized sand volume, and the brown curves for the normalized

ooze-sand volume. The normalization is in respect to the density porosity (φD).
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Figure 39: The lithological volume fraction for Model 1 (Implicit Clay-Bound Water Model) for Well
7220/8-1. Green curves for the normalized shale volume, blue curves for the normalized bulk-clay

volume, black curves for the normalized silt volume, and yellow curves for the normalized sand volume.
The normalization is in respect to the density porosity (φD).

Figure 40: The lithological volume fraction for Model 2 (Explicit Clay-Bound Water Model) for Well
7220/8-1. Green curves for the normalized shale volume, blue curves for the normalized dry-clay

volume, cyan curves for the normalized clay-bound water volume, black curves for the normalized silt
volume, and yellow curves for the normalized sand volume. The normalization is in respect to the

density porosity (φD).
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5.4 The Critical Porosity (φc) and Horizontal-to-vertical Net
Stress Ratio (K ′o)

The two figures in this subchapter are the estimated critical porosity trends (Figure 41)
and the horizontal-to-vertical net stress ratio (K ′o) trends (Figure 42). The figure of the
critical porosity consists of the trends respectively for models 1 and 2 for Well 34/7-1
(subfigures a and b), Well 6704/12-1 (subfigures c and d), and Well 7220/8-1 (subfigures
e and f). The figure for K ′o consists of the trends for Well 34/7-1 (subfigure a), Well
6704/12-1 (subfigure b), and Well 7220/8-1 (subfigure c). The procedure of determining
the critical porosity and K ′o is already discussed in the previous Chapters (Respectively
subchapters 4.4.3 and 2.5).

Since the procedures are based on the lithological volume fractions from the previous
subchapter, then the critical porosity trends for the three wells also consist of two trends
in the shallower and deeper interval. The critical porosity in the shallower and deeper
formation are respectively in the range of 0.5 to 0.7 and 0.4 to 0.7 for Well 34/7-1; 0.4
to 0.7 and 0.4 to 0.6 for Well 6704/12-1; and 0.5 to 0.7 and 0.4 to 0.7 for Well 7220/8-1.
Even though the critical porosity trends for both models are visually similar, the critical
porosity values for Model 2 are slightly smaller than for Model 1.

Figure 41: The critical porosity (φc) for the Implicit and Explicit Clay-Bound Water Model for Well
34/7-1 (Respectively, subfigures a and b), Well 6704/12-1 (Respectively, subfigures c and d), and Well
7220/8-1 (Respectively, subfigures e and f). The blue curves represent density porosity (φD), while the

black curves represent φc.
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The K ′o determination is based on Grauls (1997), where it is 0.85 before 4 km depth and
0.95 after 4 km. Since Well 7220/8-1 is the only well that reaches 4 km, it is the only
well with two different trends of K ′o. The rest of the wells has a constant value of 0.85 for
their respective K ′o trends.

Figure 42: The horizontal-to-vertical Net Stress Ratio (K ′o) for (a) Well 34/7-1, (b) Well 6704/12-1, (c)
and Well 7220/8-1.
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5.5 The Voigt-Reuss Bounds for C33, C44, and Poisson’s Ratio

The following figures in this subchapter are for the Voigt-Reuss Bounds for several rock-
physics parameters for both Models 1 and 2, for Well 34/7-1 (Figures 43 and 44, respec-
tively), Well 6704/12-1 (Figures 45 and 46, respectively), and Well 7220/8-1 (Figures 47
and 48, respectively).

Each of the figures consist of several subfigures from (a) to (h) for the Voigt-Reuss Bound
of a specific rock-physics parameter: (a) Solid C33, calculated by using Equations 58-59
for Model 1 or Equations 60-61 for Model 2; (b) Wet C33, calculated by using Equations
65-66; (c) Solid density or ρsolid, calculated by using Equation 67; (d) Wet density or ρwet
compared to the bulk density or ρb; the Wet density is calculated by using Equation 68;
(e) Wet P-wave velocity or Vp,wet, calculated by using Equations 69-70; (f) Wet S-wave
velocity or Vs,wet, calculated by using Equations 75-76; (g) Wet C44, calculated by using
Equations 77-78; and (h) Poisson’s ratio or ν, calculated by using Equations 79-80.

Some general observations for all the wells are: (1) the estimated Voigt-Reuss bounds
for the solid C33 show a greater separation between the two bounds for Model 2; (2)
the Reuss bound for the wet C33 of Model 2 is slightly smaller and has less variability
than for the Model 1. The Voigt bounds for both models are pretty similar; (3) The
estimated solid density for Model 2 is slightly smaller than the estimated solid density
for Model 1. The estimated wet density trends for both models show an excellent fit
to the bulk-density log. However, the wet density underpredicts the bulk density in the
hydrocarbon-bearing interval. (4) The Voigt bounds for the wet velocities are quite alike
for Models 1 and 2. However, the Reuss bounds for Model 2 are significantly smaller and
have less value variation; (5) The Reuss bound for the Poisson’s ratio is smaller and has
less value variation for Model 2. From these observations, it is clear that the significant
difference between both models is observed from their respective Reuss Bounds.

In terms of the values, most Voigt bounds represent the maximum values of a specific
parameter, while the Reuss bounds represent the minimum values. However, it is the
other way around for the Poisson’s ratio, where the Voigt and Reuss bounds represent
the minimum and maximum values, respectively.
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Figure 43: The Voigt-Reuss Bound for several rock-physics parameters for Model 1 (Implicit
Clay-Bound Water), Well 34/7-1.

Figure 44: The Voigt-Reuss Bound for several rock-physics parameters for Model 2 (Explicit
Clay-Bound Water), Well 34/7-1.

72



Results

Figure 45: The Voigt-Reuss Bound for several rock-physics parameters for Model 1 (Implicit
Clay-Bound Water), Well 6704/12-1.

Figure 46: The Voigt-Reuss Bound for several rock-physics parameters for Model 2 (Explicit
Clay-Bound Water), Well 6704/12-1.
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Figure 47: The Voigt-Reuss Bound for several rock-physics parameters for Model 1 (Implicit
Clay-Bound Water), Well 7220/8-1.

Figure 48: The Voigt-Reuss Bound for several rock-physics parameters for Model 2 (Explicit
Clay-Bound Water), Well 7220/8-1.
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5.6 The Predicted Poisson’s Ratio and Weight Parameters

The following figures in this subchapter are for the predicted Poisson’s ratio (νpred) and
Weight Parameters, respectively for Models 1 and 2 of Well 34/7-1 (Figure 49), Well
6704/12-1 (Figure 50), and Well 7220/8-1 (Figure 51). In all of the figures, the subfigures
(a) and (b) are for Model 1, while (c) and (d) for Model 2. The predicted Poisson’s ratio
are obtained from the Voigt-Reuss Bounds of the same parameter (Equation 81), while
the weight parameters for the two stiffness coefficients (C33 and C44) are respectively
obtained by using Equations 84 and 85.

In general, the predicted Poisson’s ratio trends for Model 1 tend to follow the Reuss
Bound, while for Model 2 are slightly shifted to the Voigt Bound than that for Model 1,
especially in the deeper depth intervals. The weight parameters for Model 2 are somewhat
slightly higher than for Model 1. Since the value for K ′o is generally 0.85, then the weight
parameters for the two stiffness coefficients are almost the same, with the range of weight
parameters for Models 1 and 2, respectively: 0 to 0.5 and 0 to 0.55 for Well 34/7-1; 0 to
0.55 and 0 to 0.65 for Well 6704/12-1; and 0 to 0.75 and 0 to 1 for Well 7220/8-1.

Figure 49: The predicted Poisson’s ratio and weight parameters for Well 34/7-1. subfigures a and b for
Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2 (Explicit Clay-Bound

Water).
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Figure 50: The predicted Poisson’s ratio and weight parameters for Well 6704/12-1. subfigures a and b
for Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2 (Explicit Clay-Bound

Water).

Figure 51: The predicted Poisson’s ratio and weight parameters for Well 7220/8-1. subfigures a and b
for Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2 (Explicit Clay-Bound

Water).
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5.7 Predicted C33 and C44

The following figures in this subchapter are for the predicted and measured stiffness
coefficients (C33 and C44), respectively for Models 1 and 2 of Well 34/7-1 (Figure 52),
Well 6704/12-1 (Figure 53), and Well 7220/8-1 (Figure 54). In all of the figures, the
subfigures (a) and (b) are for Model 1, while (c) and (d) for Model 2. The red and
blue curves respectively represent the measured and predicted stiffness coefficients. The
procedures to calculate the predicted and measured the stiffness coefficients are shown in
Equations 86-87 for C33 and Equations 88-89 for C44.

Visually, both Models 1 and 2 show reasonable predictions to the measured stiffness coef-
ficients, where the prediction for Model 2 is slightly lower than for Model 1. Furthermore,
the predictions for both models are relatively more reliable on the deeper depth interval.
The predictions for the shallower interval of Well 34/7-1 and Well 7220/8-1 are slightly
different from the measured values, despite the same trend that the prediction can show.
On the other hand, the predicted values for the shallower interval of Well 6704/12-1 are
different from the measured values, where the measured values tend to be constant while
the predicted values are not. It is also seen that both predictions of the models have a
more significant variability to the measured stiffness coefficients.

Figure 52: The predicted and measured stiffness coefficients or Cij (C33 and C44) for Well 34/7-1.
subfigures a and b for Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2

(Explicit Clay-Bound Water).
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Figure 53: The predicted and measured stiffness coefficients or Cij (C33 and C44) for Well 6704/12-1.
subfigures a and b for Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2

(Explicit Clay-Bound Water).

Figure 54: The predicted and measured stiffness coefficients or Cij (C33 and C44) for Well 7220/8-1.
subfigures a and b for Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2

(Explicit Clay-Bound Water).
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5.8 Predicted Vp and Vs

The following figures in this subchapter show the log comparison between predicted and
measured elastic velocities (Vp and Vs), respectively for Models 1 and 2 of Well 34/7-1
(Figure 55), Well 6704/12-1 (Figure 56), and Well 7220/8-1 (Figure 57). Note that Well
34/7-1 does not have actual measured Vs since it has no shear sonic logs.

Several figures afterward show the crossplot between measured and predicted elastic veloc-
ities. Figures 58 and 59 are respectively the velocity crossplot of Well 34/7-1 concerning
the lithology-fluid type and availability of the neutron porosity. Figures 60 and 61 are
respectively the velocity crossplot of Well 6704/12-1 concerning the lithology and avail-
ability of the neutron porosity. Similarly for Figures 62, 63, and 64 respectively show
the velocity crossplot for Well 7220/8-1 with reference to the lithologies, fluid types, and
availability of the neutron porosity.

The sand interval in these crossplots refers to specific formations or groups with normal-
ized sand volumes of more than 90%. Similarly, the clay interval refers to the interval
with normalized bulk-clay volumes of more than 80%.

The 45◦ magenta line on these crossplot figures differentiate the overpredict and under-
predict conditions. If the points are located on the right side of the magenta line, then
the predicted velocities on those points overpredict the measured velocities. If the points
are on the left side, then the velocities underpredict the measured velocities.

In all of these figures, the subfigures (a) and (b) are for Model 1 (Implicit Clay-Bound
Water), while (c) and (d) for Model 2 (Explicit Clay-Bound Water). The procedure to
obtained these predicted velocities are shown in Equations 90 and 91.

Since the predicted velocities are obtained from the previously discussed predicted stiff-
ness coefficients, the general observations for both predicted velocities and stiffness co-
efficients are similar. Both models show stronger value variations (the distance between
the maximum and minimum values are higher) for the predicted velocities. The velocity
predictions for Model 2 have slightly more value variation than for Model 1. Despite the
strong value variations, both models can pick up the general trend of the whole well. It is
also seen that the velocity prediction works relatively better in the deeper depth interval.

79



Results

Figure 55: The predicted and measured velocities for Vp, and predicted velocity for Vs, for Well 34/7-1.
subfigures a and b for Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2

(Explicit Clay-Bound Water).

Figure 56: The predicted and measured velocities (Vp and Vs) for Well 6704/12-1. subfigures a and b
for Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2 (Explicit Clay-Bound

Water).
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Figure 57: The predicted and measured velocities (Vp and Vs) for Well 7220/8-1. subfigures a and b for
Model 1 (Implicit Clay-Bound Water), while subfigures c and d for Model 2 (Explicit Clay-Bound

Water).

For the predicted-measured Vp crossplots of Well 34/7-1 (Figures 58 and 59), it is seen that
the proposed model overpredicts the sand interval (basal-sand in the Nordland Group,
just before reaching Utsira Formation). In contrast, the proposed model underpredicts
the clay intervals of Rogaland and Shetland Groups.

The velocity prediction on the water-bearing Lunde Formation seems to be less scatter
than that on the oil-bearing interval of the same interval; hence, the velocity prediction
is more reliable on the water-bearing interval. Comparing the trend or gradient between
the intervals with and without neutron porosity log shows that the interval with neutron
porosity follows a similar gradient to the 45◦ magenta line; therefore, the velocity predic-
tion on the interval that has neutron porosity logs is better. The interval that lacks the
neutron porosity log is located in the shallower depth so that the velocity prediction is
better on the deeper depth interval.

For the predicted-measured velocities crossplots of Well 6704/12-1 (Figures 60 and 61), the
separation between sand interval and clay interval of both Springar and Nise Formation
show the same observation as in Well 34/7-1; the sand and clay interval are respectively
located on the right and left side of the 45◦ magenta line. The depth interval with
neutron porosity logs follows the magenta line, while the interval that does not have
neutron porosity shows a somewhat different trend from the magenta line.
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Similarly, with the two previously mentioned wells, the predicted-measured velocities
crossplots of Well 6704/12-1 (Figures 62, 63, and 64) show the same separation of sand-clay
interval (from Tubåen and Fruholmen Formations) and better prediction for the interval
that possess the Neutron porosity log. One interesting observation from this well regarding
the fluid types within the reservoir is that the velocity prediction is relatively better
in the water-filled Nordmela Formation, less reliable in the oil-filled Stø and Nordmela
Formations, and least reliable in the gas-filled Stø Formation. From this observation, we
can see that different fluid contents affect the reliability of the velocity prediction.

Figure 58: The crossplot between predicted and measured P-wave velocity (Vp) for Well 34/7-1, in
respect to lithologies and fluid types. subfigure a for Model 1 (Implicit Clay-Bound Water), while

subfigure c for Model 2 (Explicit Clay-Bound Water).

Figure 59: The crossplot between predicted and measured P-wave velocity (Vp) for Well 34/7-1, in
respect to the availability of neutron porosity (φN ) log. subfigure a for Model 1 (Implicit Clay-Bound

Water), while subfigure c for Model 2 (Explicit Clay-Bound Water).
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Figure 60: The crossplot between predicted and measured velocities (Vp and Vs) for Well 6704/12-1,
in respect to lithologies and fluid types. subfigures a and b for Model 1 (Implicit Clay-Bound Water),

while subfigures c and d for Model 2 (Explicit Clay-Bound Water).
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Figure 61: The crossplot between predicted and measured velocities (Vp and Vs) for Well 6704/12-1,
in respect to the availability of neutron porosity (φN ) log. subfigures a and b for Model 1 (Implicit

Clay-Bound Water), while subfigures c and d for Model 2 (Explicit Clay-Bound Water).

84



Results

Figure 62: The crossplot between predicted and measured velocities (Vp and Vs) for Well 7220/8-1, in
respect to lithologies. subfigures a and b for Model 1 (Implicit Clay-Bound Water), while subfigures c

and d for Model 2 (Explicit Clay-Bound Water).
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Figure 63: The crossplot between predicted and measured velocities (Vp and Vs) for Well 7220/8-1, in
respect to fluid types. subfigures a and b for Model 1 (Implicit Clay-Bound Water), while subfigures c

and d for Model 2 (Explicit Clay-Bound Water).
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Figure 64: The crossplot between predicted and measured velocities (Vp and Vs) for Well 7220/8-1, in
respect to the availability of neutron porosity (φN ) log. subfigures a and b for Model 1 (Implicit

Clay-Bound Water), while subfigures c and d for Model 2 (Explicit Clay-Bound Water).
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5.9 The Correlation Coefficient and Error Percentage

After the velocity predictions are performed, then we need to assess the reliability of the
prediction based on two quantification parameters, namely the correlation coefficient or R
(Equation 92) and error percentage (Equations 95-96). The whole procedures to estimate
these parameters could be seen in the previous chapter (subchapter 4.5). The correlation
coefficients and error percentages are calculated for three different depth intervals: the
whole well (from the seafloor to TD), depth interval without neutron porosity log, and
depth interval with neutron porosity (Table 20).

The correlation coefficients for P-wave and S-wave velocity predictions (R Vp and R Vs)
for the whole well of the three wells are in the range of 0.8366 to 0.9585 for Model 1 and
0.7326 to 0.9336 for Model 2. The elastic velocities’ (Vp and Vs) error percentages for the
three wells respectively range from 22.97% to 7.73% for Model 1 and 27.66% to 8.68%
for Model 2. Therefore, it is seen that the quantification parameters are consistently
better for Model 1, align with the observations of the velocities and stiffness coefficients
predictions in the previous subchapters. According to Schober and Schwarte (2018), the
correlation coefficient for both models could be interpreted as a strong to very strong
correlation (Table 19).

Further calculations of the two quantification parameters are performed between the depth
intervals with a neutron porosity log and no neutron porosity log. It is seen that for all of
the three wells, the quantification parameters are generally better if the depth intervals
have neutron porosity logs. Generally, the S-wave velocity prediction is less reliable than
the P-wave velocity prediction, which intensifies when the neutron porosity log is not
available.

Table 20: The correlation coefficients and error percentages for the two models for all wells (Well 34/7-1, Well 6704/12-1,
and Well 7220/8-1). Showing the values for the whole well, intervals without neutron porosity, and intervals with neutron
porosity.

Quantification
Parameters

Well 34/7-1
Model 1 (Implicit Clay-Bound Water) Model 2 (Explicit Clay-Bound Water)

The Whole Well Intervals without
Neutron Porosity

Intervals With
Neutron Porosity The Whole Well Intervals without

Neutron Porosity
Intervals With

Neutron Porosity
R Vp 0.8889 0.6207 0.7934 0.8583 0.5378 0.7549
Error Vp 9.21% 9.09% 9.37% 8.68% 8.13% 9.42%

Quantification
Parameters

Well 6704/12-1
Model 1 (Implicit Clay-Bound Water) Model 2 (Explicit Clay-Bound Water)

The Whole Well Intervals without
Neutron Porosity

Intervals With
Neutron Porosity The Whole Well Intervals without

Neutron Porosity
Intervals With

Neutron Porosity
R Vp 0.9521 -0.1274 0.8334 0.9112 -0.1225 0.7039
R Vs 0.9585 0.0136 0.8573 0.9336 0.0972 0.7875
Error Vp 7.73% 8.35% 7.40% 11.31% 9.78% 12.13%
Error Vs 16.2% 20.54% 13.96% 18.87% 23.79% 16.23%

Quantification
Parameters

Well 7220/8-1
Model 1 (Implicit Clay-Bound Water) Model 2 (Explicit Clay-Bound Water)

The Whole Well Intervals without
Neutron Porosity

Intervals With
Neutron Porosity The Whole Well Intervals without

Neutron Porosity
Intervals With

Neutron Porosity
R Vp 0.8528 0.9578 0.7768 0.7326 0.9447 0.7079
R Vs 0.8366 0.9753 0.8009 0.7495 0.9705 0.7606
Error Vp 11.42% 19.59% 8.79% 15.07% 20.94% 13.18%
Error Vs 22.97% 49.68% 14.37% 27.66% 53.07% 19.48%

88



Discussion

6 Discussion

The main concepts behind the proposed methodology are the Voigt-Reuss bounding mod-
els and the Bounding Average Method (BAM). The Voigt-Reuss bounds differentiate the
stiffer and softer materials in a mixture between these two endpoints; sand and clay. It
is expected that the predicted elastic properties (bulk and shear moduli) of the mixture
are found within the bounds. Both Voigt (1928) and Reuss (1929) bounds are among the
simplest theoretical bounds based on the isostrain and isostress average of material, with
three major assumptions; isotropic, elastic, and linear. However, we violate the first as-
sumption since the proposed methodology predicts only the vertically propagating elastic
wave velocities (for P-wave and S-wave, or Vp and Vs). The most significant drawback of
these bounding models is that the geometrical consideration for the mixture is not taken
into account.

To estimate the value of the elastic properties, we utilize a procedure to predict the exact
location within the bounds. Marion (1990) proposes the Bounding Average Method,
where it relies on a fitting parameter called weight parameter to locate the value between
the bounds. Many studies that use BAM (Shitrit et al., 2016; Ecker 2001; Takahashi
et al. 2000; Olsen et al. 2008) approximate the weight parameters without any physical
reasoning or explanations. In this proposed methodology, the weight parameter (Equation
84 or 85) is a function of several parameters such as the Poisson’s ratio (ν), maximum
lithostatic stress (σmax), critical porosity (φc), and horizontal-to-vertical net stress ratio
(K ′o). Since the weight parameters rely on other physical parameters, then it is seen that
the BAM improved the basic Voigt - Reuss bounding model by including the geometrical
detail into consideration.

The Greenberg and Castagna (GC) approach is implemented within the proposed method-
ology for Vs estimation, either for predicting the Vs from the measured Vp (Subchapter
4.4.5, Equation 57) or estimating the wet C44 from the estimated wet Vs (Subchapter
4.4.7, Equations 77 and 78). Well 34/7-1 uses the GC approach for both cases since the
shear sonic log is not available at all; Well 6704/12-1 uses the GC approach for the pre-
dicted shallower depth interval and the wet Vs; Well 7220/8-1 only uses the GC approach
for estimating the wet Vs. However, the GC approach only works well for consolidated
rock with Vp more than 2.6 km/s (Mavko et al., 2009). Vernik and Fisher (2002) develop
non-linear regressions that solve the drawback of GC approximation in consolidated rock.

Contrary to many available empirical approaches for velocity prediction, this newly pro-
posed methodology is designed to be robust in any given dataset, as long as we have
sufficient and reliable a priori information regarding the wells. The completion reports
from the Norwegian Petroleum Directorate (NPD) fill this part.
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Based on the Voigt-Reuss bounds of several rock-physics parameters (Figures 43 to 48),
the separation between the Voigt and Reuss bounds for the Model 1 (The implicit Clay-
BoundWater) is significantly lesser than for the Model 2 (The explicit Clay-BoundWater).
This significant separation happened because Model 1 considers the bound water volume
as part of the non-solid compartment, while Model 2 considers the bound water as the solid
compartment. Since elastic moduli for bound water is lower than for most of the minerals’
(Table 8 and 9), the Reuss bounds are significantly affected for Model 2. Since Model
2 provides a stronger separation between the bounds, this model can better differentiate
the stiffer and softer materials within the rocks.

The estimated critical porosity or φc values (Figure 41) are obtained from the lithological
fractions of sand, silt, and clay (Subchapter 4.4.3, Equation 48 or 49). Since the clay
volume for Model 2 is less than that for Model 1, then the φc for Model 2 is generally
slightly less than for Model 1. A reason for this difference is due to the clay volumes
between the two models. Model 2 uses the dry clay, while model 1 uses the bulk clay
(summation of dry clay and clay-bound water). Since the φc of pure clay is around 71%,
larger than for sand or silt (Table 16), then the less clay volume on model 2 means the
φc is for Model 1 is expected to be lower.

The estimated maximum lithostatic stress or σmax (Table 17) is obtained from the linear
regression between Vp log and estimated lithostatic stress (σ). The σmax represents the
condition where the terminal velocity is reached; the velocity describes only the solid
aggregate with no more pore left, based on each of the sand and clay ratio averages
of the well. It is seen that the σmax for Model 2 is consistently lower than that for
Model 1 due to the reason that both models have different elements within the non-
solid compartment. Model 1 has free water, bound water, and (possibly but not always)
hydrocarbon, while Model 2 has the same without the bound water. Fewer elements of the
non-solid compartment mean less pore space within the rock, which leads to the condition
where Model 2 losses all the pore space or simultaneously reaches the terminal velocity
faster.

The predicted Poisson’s ratio values (Figures 49 to 51) show that the Model 2 has slightly
lower (shifted toward the Voigt bound) predicted Poisson’s ratio than that for Model 1.
These slightly lower values for model 2 occur since the bound water is treated as part
of the solid compartment, making model 2 theoretically "more solid" than model 1. The
more solid Model 2, the more it tends to shift to the Voigt bound. By this nature, Model
2 has an issue of underpredict the bound water volume.

Since the predicted Poisson’s ratio for Model 2 tends to be shifted into the Voigt Bound,
then the estimated weight parameters for Model 2 are slightly higher than that for Model
1. This observation is reasonable since as the predicted Poisson’s ratio shift to the Voigt
Bound, the predicted model is stiffer. As the predicted Poisson’s ratio of Model 2 becomes
stiffer than for Model 1, then the weight parameter increases, which later makes the
predicted C33 and C44 to be shifted into the Voigt Bound.
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The predicted stiffness coefficients of C33 and C44 (Figures 52 to 54) indicate that both
models consistently showing strong value variations (distance between the maximum and
minimum values) in respect to the measured values along the well. Generally, Model 2 has
a relatively stronger value variation than Model 1, and both models have almost the same
tendency to overestimate the stiffness coefficients. An interesting observation is seen in
the Well 6704/12-1, where the prediction for Model 1 tends to overestimate while Model 2
tends to underestimate. Despite these tendencies, the models can mimic the trend of the
whole well with reasonable results. The predicted velocities (Figures 55 to 57) follow the
same observation with the predicted stiffness coefficients, where Model 1 is more reliable
than Model 2, and the prediction works better in the deeper depth interval.

The crossplots between measured-predicted velocities (Figures 58 to 64) and the quan-
tification parameters (Pearson’s correlation coefficient or R for trend similarity; error
percentage for value deviation. Both are seen in Table 20) describe how well the proposed
methodology predicts the velocities. Several points need to be noticed when assessing the
wellness of the prediction: the lithologies (sand and clay), fluid types within the reservoir,
and neutron porosity log availability.

Generally, the correlation coefficients for the velocities (Vp and Vs) range from 0.8366 to
0.9585 for Model 1 and 0.7326 to 0.9336 for Model 2. As for error percentages for the
velocities range from 22.97% to 7.73% for Model 1 and 27.66% to 8.68% for Model 2. It is
seen that the predictions for Model 1 are more reliable than for Model 2 due to the reason
that Model 2 includes the bound water volume into the solid compartment. Hence, the
value variability for Model 2 is higher than that for Model 1. Even though Model 2 shows
better separation between the stiffer and softer compartments, the stronger separation
intensifies the value variations, which is a disadvantage for the velocity prediction.

From the crossplots in respect to the lithologies (Figures 58, 60, and 62 are respectively for
Well 34/7-1, Well 6704/12-1, and Well 7220/8-1), it is seen that the sand and clay intervals
are consistently separated, where the methodology overpredicts the sand intervals and
underpredicts the clay intervals. These overpredict and underpredict issues might come
from to the way that the solid compartment is modelled within the proposed methodology
(Equations 58-59 or Equations 60-61). We assume that the sand only consists of quartz,
which in reality, could also contain other minerals such as feldspar and mica. Based on
the given bulk and shear moduli of the quartz (Kqz and Gqz, Table 8), then the isotropic
P-wave modulus of quartz (Mqz) could be estimated from Equation 63, obtaining a value
of approximately 95.7 GPa. If we compare this Mqz to the same parameter for other
typically discovered minerals within the sand (Table 9), then the value ofMqz is generally
greater than the isotropic P-wave modulus for average feldspar (57.5 GPa) or mica (57.63
or 72.5 GPa). Neglecting the other minerals besides quartz leads to overpredict issues in
the sand intervals. Similarly, for the clay intervals, we use the anisotropic P-wave modulus
for clay (C33,cl) that is smaller than the values for typical clay minerals as seen in Table
9. We use 30 GPa for the C33,cl, while the values for typical clay minerals are in the range
from 32.1 to 126.7 GPa. This significantly smaller value of C33,cl leads to underpredict
issues for the clay intervals. Nevertheless, the proposed methodology separates sand and
clay intervals, simulating the differences between stiffer and softer rocks. It is also seen
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that the current velocity prediction methodology is designed to work best in a mixture
between quartz-rich sand and clay.

Peltonen et al. (2008) provide the average mineralogical volumes for feldspar minerals and
clay minerals from their XRD data for Well 6704/12-1, particularly for Hordaland Group
(whole Brygge Formations), Rogaland Group (Tang Formation), and Shetland Group
(Springer and Nise Formations). By combining the mentioned mineralogical volumes and
some stiffness values as previously seen in Table 9, then we could simulate the prediction
improvement by adjusting the stiffness for sand and clay, as seen in Figure 65. The same
figure shows that the velocity predictions in both sand and clay intervals are slightly
improved, where the clay interval points slightly move to the right while the sand interval
points slightly move to the left, both getting closer to the 45◦ magenta line. These
observations happen since the value of the P-wave modulus for clay increases while the P-
wave modulus for sand decreases. Additionally, it is seen that the correlation coefficients
increase while error percentages decrease as the effect of these stiffness adjustments for
sand and clay, as seen in Table 21.

The crossplot for Well 34/7-1 and Well 7220/8-1 (Respectively in Figures 58 and 63) show
the fluid type effect to the velocity prediction. Since Well 34/7-1 is an oil well, we can
distinguish the fluid effect between water and oil. It is seen that the predicted velocities
in the wet or water-bearing interval are less scatter (closer to the 45◦ magenta line) than
that for the oil-bearing interval so that the velocity prediction is optimum in the wet
interval. A similar observation in the oil-gas well of Well 7220/8-1 shows that the velocity
prediction in the gas-bearing interval has the most scatter points to the 45◦ magenta
line compared to the water- or oil- intervals. The methodology tends to overestimate the
velocity prediction in the hydrocarbon-bearing intervals. One possible reason that makes
this happen is the fact the estimated wet density or ρwet (subfigure d in Figures 43-44
for Well 34/7-1 or Figures 47-48 for Well 7220/8-1) is consistently underpredicts the bulk
density in the hydrocarbon-bearing intervals. This underpredict issue occurs from the
way we estimate the wet density (Equation 68), in which relies on how we define the
density porosity or φD (Equation 8). When we estimate the φD, we follow a common
practice to define the fluid density (ρfl) in the denominator to be equal to the density of
water (ρw = 1 g/cc). However, if we use either oil or gas density for the ρfl, in which
they have smaller density values than water, then surely the denominator increases. As
the denominator increases, the estimated φD decreases so that the ρwet increases.

In short, the common practice of using water density in the φD estimation for the
hydrocarbon-bearing interval are overpredicting the φD, which intensifies the contribution
of the fluid compartment in the ρwet estimation, so that the ρwet underpredicts the bulk
density. This overpredict problem for φD in the hydrocarbon-bearing intervals explains
why the velocity prediction works best on the wet intervals and becomes less reliable in
oil-bearing intervals and least reliable in gas-bearing intervals. These unreliability prob-
lems in both oil-bearing and gas-bearing intervals occur due to different density values to
water. Water has a slightly higher density value than oil, while water has a significantly
higher density value than gas. A suggestion to rectify this issue is also to use oil and gas
density when defining ρfl in φD estimation.
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To simulate this claim, we need to define the hydrocarbon density from several references,
as seen in Table 22 for oil and Table 23 for gas. The oil density is taken from the average
density of several hydrocarbon (oil) constituents provided by Liu et al. (2010). On the
other hand, the gas is taken from the average density from the dataset of Esfahani et al.
(2015). From these tables, then we can say that the average density of oil (ρo) and gas (ρg)
are respectively 0.7012 g/cc and 0.26 g/cc. Then these values are used as the ρfl when
estimating the φD of each respective hydrocarbon-bearing interval. Figure 66 shows the
effect of this φD adjustment, particularly for the estimated ρwet of Well 7220/8-1. On the
same figure, the φD adjustment rectifies the underpredict issue of ρwet in the hydrocarbon-
bearing intervals. The comparison of predicted velocities before and after φD adjustment
(Figure 67) shows that the hydrocarbon-bearing interval points are slightly moving closer
to the 45◦ magenta line after the adjustment is implemented. Therefore, the adjustment
in φD is an option that solves the overpredict problem in hydrocarbon-bearing intervals.

The effect of neutron porosity log availability could be seen in Figure 59 (Well 34/7-1),
Figure 61 (Well 6704/12-1), and Figure 64 (Well 7220/8-1). The interval with neutron
porosity logs consistently follows the 45◦ magenta line, while the interval that lacks neu-
tron porosity logs somewhat has a different trend than the 45◦ magenta line. The latter
is either underpredicted (on Well 34/7-1) or overpredicted (on Well 6704/12-1 and Well
7220/8-1) the velocities. From these observations, we can say that the velocity predic-
tion is preferable when the neutron porosity logs present. These observations aligned
with both the correlation coefficients and error percentages for both intervals with and
without neutron porosity log. The intervals with and without neutron porosity logs have
correlation coefficients between 0.7039 to 0.8573 and -0.1274 to 0.9753, respectively. The
error percentages for the two intervals range from 7.40% to 19.48% and 8.35% to 53.07%,
respectively. From these values, it is justified that the velocity prediction for the intervals
with neutron porosity is more reliable and consistent.

An explanation why these effects occur might come from the procedure of clay volume
determination (Subchapter 4.3.3). When the neutron porosity log is missing, the method-
ology calculates the clay volume from the petrophysical baselines. This clay volume de-
termination from baselines is prone to subjectivity and inconsistency. On the other hand,
if the neutron porosity log is available, then the clay volume will be estimated using the
approach of La Vigne et al. (Equation 33), where it is based on the theoretical endpoints
of sand and clay. As a result, La Vigne’s approach is more data-driven and objective,
which explains why the interval with neutron porosity logs shows a consistent trend to the
45◦ magenta line and consistent values of the correlation coefficient. In order to rectify
this shortcoming, we need to establish or apply an alternative way to estimate the petro-
physical baselines objectively. In addition, this clay volume determination from baselines
is based on the Index Gamma-Ray (IGR) approach, where it tends to overestimate the
clay volume (Sharma and Chopra, 2019). Overestimating the clay could potentially lead
to underpredict the velocity. Several studies suggest a non-linear correction for the IGR
approach (Larionov, 1969; Clavier et al., 1971; Thomas and Stieber, 1975), as shown in
Figure 23.
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The depth of the logs is also affecting the velocity prediction. We agree that the interval
that lacks the neutron porosity log has less reliable velocity prediction, usually located
in the shallower depth interval. Hence, a more reliable prediction is expected in the
deeper depth interval, where the neutron porosity is available. From this consideration,
we can say that the velocity prediction works better in the deeper depth interval. Several
reasons why the velocity prediction is less reliable in the shallower depth intervals are:
(1) the near-seafloor or shallower logs are usually unreliable due to the unconsolidated
materials (USGS, 1990; Fussi et al., 2017). (2) Those logs might just be derived from a
mathematical extrapolation, which not describing the real condition. (3) The limitation of
the proposed methodology itself, since the lithology is assumed to only consist of quartz-
rich sand and clay (Equations 58 and 59 for Model 1; Equations 60 and 61 for model
2). We ignore the other lithologies such as limestone, dolomite, et cetera. An additional
lithology of siliceous ooze sediments is introduced only for the shallower part of Well
6704/12-1. These clay-rich sediments are typically found in the seafloor of the Norwegian
Sea (Awadalkarim et al., 2013). A slight adjustment to consider this ooze sediment into
the solid compartment of C33 by replacing the P-wave modulus of quartz (Mqz) to be the
P-wave modulus of siliceous ooze sediments (Moz) in this specific depth interval, as seen
in Subchapter 4.4.7. This replacement of quartz into ooze sediments is crucial to avoid
a significant overpredicting tendency in the less consolidated shallow interval of the well.
Ruiz (2009) provides a whole procedure to further model this ooze sediments, which could
be adapted for improving the current methodology. For Well 7220/8-1, the prediction
in the shallower part shows an overpredicting result, which probably occurs since that
interval consist of unconsolidated rocks. An option to tackle this overprediction issue in
the unconsolidated intervals is by adapting the Hertz-Mindlin contact theory to calculate
the effective bulk and shear modulus into the methodology, as proposed by Bachrach and
Avseth (2008).

Lastly, the methodology fitness also depends on what kind of velocity it is predicting.
Visually, the Vs predictions for all the wells are relatively either more underpredict or
overpredict the measured Vs, in respect to how the Vp is predicted. Furthermore, the
correlation coefficients for Vp and Vs for all wells and models are between 0.7326 to 0.9521
and 0.7495 to 0.9585, in that order. The error percentages are in the range of 7.73% to
15.07% and 16.22% to 27.66%, in that order. Both correlation coefficients for Vp and Vs
are pretty similar, but the error percentage for Vs is slightly more significant than that
for Vp, justified the observation that Vs prediction is less reliable. A possible explanation
for this comes from the whole procedure that starts only from the wet or water-saturated
C33, then the wet C44 is predicted afterward. On top of that, the Vs prediction based on
the GC approach is problematic in the less consolidated rocks. A possible solution to fix
this issue is to estimate the wet C44 in the same manner as predicting wet C33, so that the
GC procedure is no longer needed. Another possibility is that the mechanism to estimate
the horizontal-to-vertical net stress (K ′o) is too simple, relying only on the depth interval
based on Grauls (1997). This K ′o later affects the weight parameter for C44 afterward,
which affects the Vs prediction. A viable option to improve this K ′o estimation is using
the Poisson’s ratio of the fracture pressure gradient (Equation 23) as proposed by Eaton
(1969).
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Figure 65: The comparison between the Vp and Vs predictions before stiffness adjustment (left, as seen
in subfigures c and d of figure 60) and after stiffness adjustment (right), in respect to the sand and clay

intervals, for Well 6704/12-1, using Model 2. Both intervals move slightly closer to the 45◦
magenta line after the stiffness adjustment.

Table 21: The correlation coefficients and error percentages of the velocities (Vp and Vs), after and before
the stiffness adjustment, as previously seen in Figure 65.

Quantification
Parameters

Before Stiffness Adjustment
for sand and clay

(Well 6704/12-1, Model 2)

After Stiffness Adjustment
for sand and clay

(Well 6704/12-1, Model 2)
R Vp 0.9112 0.9306
R Vs 0.9336 0.9470
Error Vp 11.31% 8.75%
Error Vs 18.87% 15.8%
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Table 22: Several oil component constituents, taken and modified from Liu et al. (2010). The values
are chosen based on the fact that the hydrocarbon in Well 7220/8-1 present in the depth intervals that
have temperature between 40 - 50◦ C (subfigure c of Figure 33) and stress between 10 - 15 MPa (subfigure
f of Figure 33).

Hydrocarbon (oil)
Component Constituents

Temperature
[◦C]

Pressure
[MPa]

Density
[g/cc]

Average Density
[g/cc]

n-pentane 52.7 13.8 0.613

0.7012

n-octane 48.7 14.3 0.688
cyclooctane 51.3 14 0.830
2,2,4-trimethylpentane 50.9 11.5 0.679
2,2,4-trimethylpentane 50.9 14.4 0.683
n-decane 51.3 14.6 0.714

Table 23: The summarized statistical descriptions from the gas dataset of Esfahani et al. (2015), with
some modifications or conversions for the units. The units for the temperature and pressure were originally
in Fahrenheit and PSIA, respectively.

Parameters Minimum Average Maximum
Molecular Weight 16.04 36.49 129.66
Pressure [MPa] 0.094 23.82 68.94
Reservoir
Temperature [◦C] -32.06 103.25 237.78

Density [g/cc] 0.00038 0.26 0.75

Figure 66: The comparison of the estimated wet density (ρwet) in respect to the bulk density (ρb),
before and after the adjustment of the density porosity (φD). After the oil or gas density (ρo or ρg) is
considered within the fluid density (ρfl) of φD estimation, then the underpredict issue of ρwet in the

hydrocarbon-bearing intervals of Well 7220/8-1 is solved.
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Figure 67: The comparison between the Vp and Vs predictions before density porosity or φD adjustment
(left, as seen in subfigures c and d of figure 60) and after stiffness adjustment (right), in respect to the
fluid-bearing intervals, for Well 7220/8-1, using Model 2. The hydrocarbon intervals move slightly

closer to the 45◦ magenta line after the φD adjustment.
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7 Conclusion

The proposed methodology for predicting the vertically-propagating P-wave velocity (Vp)
and S-wave velocity (Vs) are mainly developed from the Voigt-Reuss bounds and the
Bounding Average Method (BAM). The Voigt and Reuss bounds are used to respectively
estimate the stiffer sand and softer clay endpoints of a rock, where the BAM predicts the
exact position between the two bounds. The proposed methodology violates the isotropic
assumption of the Voigt-Reuss bounds since it predicts only the vertically-propagating
elastic velocities. The BAM relies on a fitting parameter or the weight parameter, which
is defined as a function of several parameters: the Poisson’s ratio, clay volume, porosity,
horizontal-to-vertical net stress, and maximum lithostatic stress. The proposed methodol-
ogy is designed to simulate the burial depth variations of the lithology (differentiate sand
and clay using the Voigt-Reuss bounds), consolidation states (differentiate consolidated
and unconsolidated sediments, based on the Poisson’s ratio and critical porosity), and
velocity stress-sensitivity (based on the Poisson’s ratio and weight parameters).

The velocity prediction is applied to three wells within the Norwegian Continental Shelf
(NCS) using consistent lithological volume estimation, pressure and temperature profiles,
and rock-physics analysis. The proposed methodology generates the depth trends for
vertically-propagating Vp and Vs. It works best on the implicit clay-bound water model
(Model 1) since it has relatively smaller value variability than the explicit clay-bound
water model (Model 2). The reliability of the velocity prediction significantly increases
in the deeper depth intervals or when the neutron porosity logs are available. The veloc-
ity prediction is better for the water-bearing intervals because the estimated wet density
underpredicts the bulk density in the hydrocarbon-bearing intervals. Even though the
prediction for Vs is less reliable than Vp in terms of value deviation, generally, the predic-
tion procedure can pick up the velocity depth trends reasonably good for the whole depth
intervals of the three wells.

The proposed methodology has excellent predictability despite its straightforward proce-
dures, where each of the parameters is defined and estimated accordingly. The general
correlation coefficients for Vp and Vs show strong to very strong correlation, respectively, in
the range of 0.7326 - 0.9521 and 0.7495 - 0.9585. The error percentage for both velocities,
respectively, in the range of 7.73% - 15.07% and 16.22% - 27.66%.
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Further Work

Generally, the proposed methodology is applicable only if the wells are available, espe-
cially for the bulk-density log, gamma-ray log, and neutron porosity log. However, in
an exploration setting, the available wells may be located quite far from the target area;
hence, the well data are unavailable. To solve this issue, then we should estimate the
smooth lithological curve trend based on several depth variations of (1) porosity trends
following the compaction trends, (2) sand and shale changes, and (3) temperature and
stress profiles. This lithological curve trend estimation could be done by cooperating with
a petrophysicist or geologist. For the compaction trend estimation, we need to consider
both mechanical and chemical compaction, which the latter occurs after the tempera-
ture of a certain depth reaches around 70◦C (Bjørlykke, 1989; Lander and Walderhaug,
1999; Goulty et al., 2012). The chemical compaction could be simulated by a quartz
cementation model in sandstone, as proposed by Walderhaug (1996).

The explicit clay-bound water model (Model 2) distinguishes the bound water as a sep-
arate compartment. This approach is valuable when we need to accurately estimate the
vertically propagating S-wave stiffness (C44) in a VTI medium. It might be wise to esti-
mate the C44 similarly as the vertically propagating P-wave stiffness (C33) is estimated.
The proposed methodology might also be linked for further anisotropy studies, mainly to
estimate the horizontally propagating P-wave and S-wave stiffness (respectively, C11 and
C66), the same way as for the C33. We should also consider other lithologies besides only
quartz and clay into the solid compartment. A more data-driven approach to estimate
the horizontal-to-vertical net stress (K ′o) is also needed; the proposed methodology deter-
mines the K ′o only from its depth as proposed by Grauls (1997). One option is to apply
the fracture gradient approach as proposed by Eaton (1969).

The velocity prediction fails in the hydrocarbon-bearing intervals, especially for gas. As
previously discussed, it happened because the wet density (ρwet) underpredicts the bulk
density. A suggestion to rectify this problem is to use both water and hydrocarbon
densities when defining the fluid density (ρfl) for density porosity (φD) estimation. The
velocity prediction seems to fail also in the shallower unconsolidated intervals. For general
unconsolidated intervals, we could implement the procedure to calculate the effective bulk
and shear moduli by adapting the Hertz-Mindlin contact theory (Bachrach and Avseth,
2008), into the proposed methodology. For a particular case of Ooze sediments such as
in Well 6704/12-1, we could implement the specific procedure proposed by Ruiz (2009).
The reliability of Vs prediction could also be improved by using other Vp − Vs relations
other than Greenberg and Castagna’s, such as using the Vernik and Fisher’s non-linear
equations.

More objective approaches for the lithological baseline estimations are needed to improve
the prediction in the depth intervals that lack neutron porosity. The salinity within
the well could be estimated from the available shallow to deep resistivity logs. Another
consideration is to estimate each of the clay minerals’ volume from the spectral gamma-ray
logs when estimating the average dry-clay neutron porosity (φN,dry−cl).

99



Further Work

Lastly, it is also interesting to implement this whole methodology for several purposes: (1)
Quality control of the sonic log. (2) To generate elastic velocities when we need to make a
seismic section or map if the well data is not available on that specific area of interest. (3)
To simulate fluid substitution analysis; One real example for this is for Carbon, Capture,
and Storage (CCS) monitoring of CO2 gas. Another example is to simulate the water-
flooding effect in secondary oil recovery procedures, which benefit the production sector
in the hydrocarbon industry. The velocity is expected to decreases when the gas is stored
within the reservoir in CCS monitoring or increases when the injected water decreases
the hydrocarbon saturation in the water-flooding process.
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Appendix A:

Formation Pressure Profile/Data for Well 34/7-1.
Taken and modified from the final well report, provided by the NPD (Saga
Petroleum, 1985)
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Formation Pressure Measurements
Temperature
Corrected
Formation

Equivalent Pressure
Gradient

(ref to MSL)Depth
[m RKB]

Hydrostatic Mud
Pressure [Psia]

Measured Formation
Pressure [Psia] Pressure

[Psia]
Pressure
[Bar] [g/cc] [ppg]

Run 3A (HP GAUGE)
2394 5705 5455 5455 376.1 1.619 13.51
2401 5710 5463 5463 376.7 1.616 13.49
2414 5734 5475 5475 377.5 1.611 13.44
2430 5771 5491 5491 378.6 1.605 13.39
2460 5844 5520 5520 380.6 1.594 13.3
2476 5881 5536 5536 381.7 1.588 13.25
2497 5931 5556 5556 383.1 1.58 13.19
2506 5952 5569 5569 384 1.578 13.17
2520 5983 5580 5580 384.7 1.572 13.12
Run 3A-II (HP GAUGE)
2414 5761 5474 5474 377.4 1.611 13.44
2552 6074 5611 5611 386.9 1.561 13.03
2566 6091 5625 5625 387.8 1.556 12.99
2576 6116 5635 5635 388.5 1.553 12.96
Run 3A-III (HP GAUGE)
2414 5762 5475 5475 377.5 1.611 13.44
2592.5 6185 5655 5655 389.9 1.549 12.93
2595 6176 5657 5657 390 1.548 12.92
2616 6230 5700 5700 393 1.547 12.91
2619.5 6226 5699 5699 392.9 1.544 12.89
2618.5 6213 5693 5693 392.5 1.543 12.88
2616 6207 5687 5687 392.1 1.543 12.88
2595 6155 5653 5653 389.8 1.546 12.9
2593 6152 5652 5652 389.7 1.547 12.91
2592.5 6152 5653 5653 389.8 1.548 12.92
2397 5693 5457 5457 376.2 1.617 13.49
Run 4B (STRAIN GAUGE)
2580 6485 5634 5632 388.3 1.550 12.94
2594 6515 5659 5657 390 1.548 12.92
2617 6556 5688 5686 392 1.542 12.87
2639 6601 5720 5718 394.2 1.538 12.84
2683 6708 5780 5778 398.4 1.528 12.75
2735 6842 5857 5855 403.7 1.519 12.68
2847 7122 6018 6016 414.8 1.499 12.51
2874 7185 6058 6056 417.5 1.494 12.47
2497 6288 5595 5593 385.6 1.591 13.28
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Appendix B:

Conventional Core Analysis Data of Well 34/7-1
Taken and modified from the final well report, provided by the NPD (Saga
Petroleum, 1985)

Conventional Core Analysis Data

Depth
[m RKB]

Porosity
[frac]

Horizontal
Permeability

[mD]

Oil
Saturation

[frac]

Depth
[m RKB]

Porosity
[frac]

Horizontal
Permeability

[mD]

Oil
Saturation

[frac]

Depth
[m RKB]

Porosity
[frac]

Horizontal
Permeability

[mD]

Oil
Saturation

[frac]
2398 0.179 18 0.168 2485 0.275 320 0.225 2557 0.11 1.2 0.124
2399 0.183 55 0.291 2486 0.302 2220 0.21 2558 0.091 8.9 0.131
2400 0.277 440 0.21 2487 0.279 1440 0.249 2562 0.286 170 0.202
2401 0.234 520 0.228 2488 0.271 1140 0.24 2563 0.184 3.5 0.101
2402 - 0 2489 0.273 310 0.197 2564 0.235 105 0.168
2406 0.127 0.3 0 2489.75 0.253 600 0.276 2565 0.303 260 0.158
2407 0.267 120 0.198 2490 0.255 560 0.202 2566 Rubble 0.215
2408 0.277 1070 0.209 2491 0.052 0.06 0.127 2567 0.286 5070 0.25
2409 0.209 38 0.181 2493 0.134 0.05 0.029 2573 - 0
2412 0.278 290 0.252 2494 0.265 240 0.186 2573.25 0.251 7 0.017
2413 0.269 405 0.216 2495 0.263 196 0.201 2574 0.276 650 0.111
2414 0.285 810 0.258 2496 0.095 0.4 0.211 2575 Preserved Sample 0.132
2415 0.282 1870 0.246 2497 0.243 1170 0.187 2576 0.286 1460 0.115
2416 0.257 750 0.318 2498 Preserved Sample 0.205 2577 0.284 1580 0.133
2418 0.182 2.2 0.194 2499 0.187 20.03 0.231 2578 0.286 2800 0.135
2419 0.15 3.4 0.214 2502 0.183 1 0.138 2579 0.236 3150 0.186
2424 0.2 2.6 0.277 2503 0.178 3.43 0.112 2580 0.127 7 0.1
2425 0.201 37 0.278 2505 0.219 1.4 0.092 2585 0.113 1.4 0.041
2426 0.23 62 0.289 2506 Preserved Sample 0.218 2586 0.114 1.1 0
2427 0.274 340 0.246 2507 0.241 13 0.168 2587 0.122 2.53 0
2428 0.287 1800 0.239 2513 0.171 2.23 0 2590 0.168 13 0.024
2429 0.24 680 0.22 2516 0.268 620 0.193 2591 0.284 5390 0.061
2430 0.266 180 0.181 2517 Rubble 0.085 2592 0.238 5080 0.144
2454 0.22 - 0.104 2518 Shale 0.093 2593 Rubble 0.091
2455 0.147 0.53 0.156 2519 0.271 92 0.147 2606 0.221 47 0
2456 0.167 13 0.189 2520 0.263 330 0.198 2613 0.251 8 0
2457 0.109 0.09 0.12 2521 0.235 40 0.073 2617 0.167 22.03 0
2458 0.258 290 0.206 2522 0.254 11 0.139 2618 0.132 8.1 0
2459 0.254 550 0.245 2523 0.244 22 0.15 2619 0.265 49 0
2460 0.294 390 0.182 2524 0.235 66 0.04 2620 0.274 230 0
2461 0.302 1450 0.264 2525 0.243 59 0.194 2621 0.187 81 0
2462 0.279 210 0.267 2526 0.2 49 0.194 2622 0.287 640 0
2463 - 0.228 2527 0.183 0.78 0.04
2463.25 0.281 910 0.285 2529 0.202 4.3 0.136
2464 0.31 1660 0.321 2530 0.072 - 0.157
2465 0.266 145 0.266 2539 0.182 2.8 0.128
2466 0.26 140 0.244 2540 0.191 2 0.123
2467 0.132 0.26 0.254 2541 0.211 13 0.105
2468 0.08 0.2 0.054 2550 0.295 830 0.189
2469 0.187 0.23 0.158 2551 0.271 210 0.173
2470 0.269 96 0.271 2552 0.183 9.8 0.169
2473 - 0.111 2553 0.258 195 0.163
2474 0.199 1.8 0.209 2554 0.189 8.5 0.076
2475 0.271 90 0.272 2555 0.219 14 0.077
2476 0.166 90 0.273 2556 0.292 490 0.233
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Appendix C:

Temperature Profile / Data for Well 34/7-1.
Taken and modified from the final well report, provided by the NPD (Saga
Petroleum, 1985)
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Three measured bottom hole temperatures during testing

Depth
[m RKB]

Temp
[◦C]

2577.5 95.6
2461 92.2
2412.5 91.1

Average bottom hole temperature (BHT) and statis formation temperatures (Tf )

Depth
[m RKB]

No. of
BHT readings

Maximum BHT
[◦C]

Tf
[◦C]

1094.5 3 29 -
1837 3 43

49.51846 3 44
1848 3 46
2600 3 59

842600 3 65
2600 3 67
2904 3 84.5

902905 3 84.5
2906 3 86
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Appendix D:

Formation Pressure and Temperature Profile/Data for Well 6704/12-1.
Taken and modified from the final well report, provided by the NPD (Aubert
et al., 1999)
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Formation tester wellsite worksheet for Well 6704/12-1 (Modified from Aubert et al., 1999)

Formation Tester Wellsite Worksheet

Test
No.

Depth
[m RKB]

Formation
Pressure Temp After

[◦C]
Mobility Index

[mD/cP]
Test
No.

Depth
[m RKB]

Formation
Pressure Temp After

[◦C]
Mobility Index

[mD/cP][EMW] [Bar] [EMW] [Bar]
MDT wellsite worksheet run # 1A 17 3828.5 1.061 399.25 119.6
1 2557.7 1.074 269.899 55.8 297.8 18 3835.8 1.049 395.4 120.3 4.2
1 2557.7 1.073 269.866 57 282.3 19 3840.1 1.048 395.331 120.1 10.7
2 2568.2 1.075 271.275 57.7 3 20 3842.5 1.057 399.321 120.1 92.6
3 2578.7 - - 58.6 - 21 3848.4 - - 120.3 1.9
4 2594.8 1.072 273.419 59.2 379 22 3903 - - 121 0.7
5 2597.9 1.072 273720 59.6 401 23 3905.7 - - 121.5 0.4
6 2614.8 - - 60.2 - 24 3909.9 - - 122.1 0.6
7 2616 - - 60,4 - 25 3925 - - 122.3 1.9
8 2642.8 1.071 278.165 61.1 7 26 3960 - - 123.4 -
9 2687 1.069 282.099 62,5 16 27 3961 - - 123.9 -
10 2704 l.069 284.085 63.7 2 28 3960.5 - - 124.2 -
11 2720.2 1.068 285.35 64.6 13 29 3908.5 - - 124 -
12 2722.5 1.069 285.889 65.3 4.3 30 3907.5 - - 123.4 -
13 2734.5 1.071 287.72 66.3 4 31 3906.5 - - 122.9 -
14 2746 1.068 288.012 67.3 53 32 3904.5 1.048 395.329 122.8 -
15 2765 1.067 289.727 68.8 95 33 3842.5 - - 121.4 -
16 2771.5 1.067 290.46 70.3 82 MDT wellsite worksheet run # 2C
17 2799.2 1.065 292.868 72.4 251 1 3840.8 1.049 395.451 127.9 39.4
18 2425.5 - - 63.2 - 2 3840.7 1.049 395.447 127.8 4
MDT wellsite worksheet run # 2B 3 3840.6 - - 127.7 -
1 2878.4 1.062 300.238 84.2 12.3 4 3842.4 1.049 395.536 127.7 8.9
2 2966.1 1.062 309.479 86.3 2.1 5 3842.5 1.049 395.532 128.1 18,0
3 3021.9 1.059 314.21 90 3.8 6 3842.6 1.048 395.315 128 50.5
4 3193.1 1.07 335.58 91.6 0.2 7 3960.7 - - 133.5 0.5
5 3193.6 1.068 335 95.7 0.3 8 3924.7 - - 132 5.9
6 3220.5 1.056 334.018 97.8 7.7 9 3909.8 - - 131.6 0.9
7 3238 1.054 335.116 98.2 12.7 10 3907.2 - - 131.1 4.4
8 3650.4 1.089 390.334 111.4 - 11 3905.4 - - 131 4
9 3698.5 - - 115.3 - 12 3902.7 - - 130.9 0.9
10 3726 1.062 388.306 116.1 1.4 13 3835.6 1.056 397.49 130.1 6.1
11 3733.5 1.082 396.58 116.7 0.7 14 3733.6 1.071 392.47 127.9 -
12 3734 1.083 396.85 117.2 0.4 15 3729.5 1.075 393.427 126.8 0.3
13 3752 - - 117.8 -
14 3823 - - 118.6 -
15 3824.5 1.102 413.67 119.3 0.1
16 3827 1.105 415 119.6 0.4
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Appendix E:

Formation pressure profile/data for Well 7220/8-1
Taken and modified from the NPD fact pages for Well 7220/8-1
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The exact values for the formation pressure from the previously shown stress profile is
not available. The following values are obtained from digitize the available stress profile.

Depth
[m RKB]

Formation Pressure
[Bar]

1289.428 140.0273
1323.124 140.4181
1356.74 143.2742
1388.096 146.6633
1423.489 149.6213
1458.987 153.1074
1522.175 160.1651
1726.496 182.7726
1791.294 189.8018
1884.47 200.2506
2014.861 214.689
2141.946 228.5575
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Appendix F:

Formation temperature data for Well 7220/8-1
Taken and modified from the Geochemistry report, provided by the NPD

Only oil samples were collected in this well. Schlumberger MDT single probe was used
for all samples. 12 MDT sample chambers were filled with oil for analysis.

Sample
Station No.

Depth
[m MD RT]

Chamber
Number

Chamber
Volume

Temp
[◦C]

Drawdown
[Bar]

Max shut-in Pressure
[Bar]

1

1336.8 MPSR#2826 420 cc 36.0 1.7 473.8
1336.8 MPSR#4687 420 cc 36.0 1.6 472.8
1336.8 MPSR#4367 420 cc 36.0 1.6 473.8
1336.8 MPSC#419 1 gallon 36.0 1.7 471.8

2

1320.6 MPSR#4550 420 cc 35.5 4.4 474.8
1320.6 MPSR#4692 420 cc 35.5 4.4 474.8
1320.6 MPSR#4357 420 cc 35.5 4.2 474.8
1320.6 MPSC#496 1 gallon 35.5 4.7 474.8

3

1380.5 MPSR# 420 cc 37.5 3.2 429.0
1380.5 MPSR# 420 cc 37.5 3.2 429.0
1380.5 MPSR# 420 37.5 3.2 429.0
1380.5 MPSR# 420 37.5 3.2 429.0
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Appendix G:

MATLAB function for log extrapolation to the seafloor

log_2_sea_level_new_2.m

1 %%
2 %
3 %% Code written by Kenneth Duffaut. Use of this SOFTWARE is for non−profit organization such as education and reserach
4 %
5 %
6 %
7 % Model for mergeing logs from start log to seabed, i.e. Vp and RhoB
8 %
9 function [x_log_merge,z_log_merge] = ...

log_2_sea_level_new_2(z_water,x_water,x_seabed,x_log,z_log,top_merge,gammabefore,gammaafter);
10 %
11 % Log depth in TVD MSL in meters
12 %
13 % save('sangussi.mat','z_water','x_water','x_seabed','x_log','z_log','top_merge','gammabefore','gammaafter');
14 %%
15 x_log(:); % Force vector to be vertical nx1
16 z_log(:); % Force vector to be vertical nx1
17 %%
18 % Resample logs with a sample rate in depth 0.1524 m. Both new depth (new_tvdmsl) and
19 % property log (new_x)
20 %
21 new_tvdmsl = [0:0.1524:max(z_log)]';
22 new_x = zeros(length(new_tvdmsl),1);
23 new_x = new_x.*0 − 999.250;
24 new_x = interp1(z_log,x_log,new_tvdmsl,'linear'); %
25 %%
26 % Fill holes
27 %
28 id_seabed = find(new_tvdmsl ≤ (z_water + 0));
29 new_x(id_seabed) = −999.250; % −999.250
30 %
31 new_x(new_x < 0) = nan; % Insert NaN values
32 %%
33 id_nonan = find(isnan(new_x) == 0); % Find real values
34 %
35 [xlout,zout] = fillholes(new_x,'linear',30); % default is 10 samples
36 x_log_merge = zeros(length(xlout),1);
37 x_log_merge = xlout;
38 %
39 x_log_merge(1:id_nonan(1)−1) = nan; % Insert NaN values from top of log to seabed
40 x_log_merge(id_nonan(end)+1:end) = nan; % Insert NaN values from base of log to TD
41
42 %%
43 % Water layer
44 %
45 x_log_merge(id_seabed) = x_water; % Property of the water layer
46 %
47 % Seafloor to top of log
48 %
49 id_merge = find(new_tvdmsl > top_merge); % Find depth in TVD/MSL to do the log merge
50 merge_log = id_merge(1); % This is depth in TVD MSL
51 %
52 nonan_xlog_top = x_log_merge(merge_log);
53 nonan_zlog_top = new_tvdmsl(merge_log);
54 id_overburden = find(new_tvdmsl > (new_tvdmsl(id_seabed(end)) + 0) & new_tvdmsl ≤ new_tvdmsl(merge_log));
55 %%
56 % Insert model of overburden
57 %
58 [x_deep] = merge_log_seabed(x_seabed,nonan_xlog_top,((nonan_zlog_top − z_water)/1e3),gammabefore);
59 x_log_merge(id_overburden) = x_deep − (x_deep − x_seabed).*exp(−gammabefore*((new_tvdmsl(id_overburden) − ...

z_water)/1e3)); % km TVD BSF
60 %%
61 % End log measurments to end depth of log
62 %
63 nonan_xlog_base = new_x(id_nonan(end));
64 nonan_zlog_base = new_tvdmsl(id_nonan(end));
65 id_underburden = find(new_tvdmsl > nonan_zlog_base & new_tvdmsl ≤ z_log(end));
66 %%
67 % Insert model of underburden
68 %
69 [x_deep] = merge_log_seabed(x_seabed,nonan_xlog_base,((nonan_zlog_base − z_water)/1e3),gammaafter);
70 x_log_merge(id_underburden) = x_deep − (x_deep − x_seabed).*exp(−gammaafter*((new_tvdmsl(id_underburden) − ...

z_water)/1e3)); % km TVD BSF
71 %%
72 %
73 %
74 z_log_merge = new_tvdmsl;
75 %
76 end
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merge_log_seabed.m

1 %%
2 %
3 %% Code written by Kenneth Duffaut. Use of this SOFTWARE is for non−profit organization such as education and reserach
4 %
5 %
6 %
7 % Model can be used for both Vp and RhoB
8 %
9 function [x_deep] = merge_log_seabed(x_seabed,x_log,z_log,gamma)

10 %
11 %% x_seabed = value you want to use at the seabed. Can be velocity (in km/s) or density (in g/cc)
12 %
13 %% x_log = value at the top of the wireline log. Can be velocity (in km/s) or density (in g/cc)
14 %
15 %% z_log = depth to either the top or base well log to be merged. TVD Below Sea Floor in (km)
16 %
17 %% gamma = value controls the slope of the expontional decay.
18 %
19 %% x_deep = value to estimated to fit either the vaule at the top or
20 %% base of the log. Can be velocity (km/s) or density (g/cc)
21 %
22 %% Shallow depth use a gamma between 8 to 10. I use 8
23 %
24 %% Deep depth, use a gamma between 1 to 3. I use 2
25 %
26 % P−wave velocity in shallow sediments. Use either of these as x_seabed
27 % Soft wet shale = 1.550 km/s
28 % Soft wet sand = 1.700 km/s
29 %
30 % Density in shallow sediments. Use either of these as x_seabed
31 % Soft wet shale = 1.5 − 1.7 g/cc
32 % Soft wet sand = 1.9 − 2.0 g/cc
33 %%
34 % The x_deep is the phsyical value to be estimated from the values of
35 % either the top og base of the log
36 %
37 x_deep = (x_log − x_seabed*exp(−gamma.*z_log))./(1 − exp(−gamma.*z_log));
38 %
39 end
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Appendix H:

MATLAB function for Batzle and Wang (1992) Approach

flprop.m

1 function [Kreuss,rhoeff,Kvoigt,vpb,rhob,Kb,vpo,rhoo,Ko,vpg,rhog,Kg,gor]=flprop(method,sal,og,gg,gor,giib,giio,P,T,So,Sg)
2 % FLPROP − Batzle−Wang relations for reservoir fluid properties
3 %
4 %[Kreuss,rhoeff,Kvoigt,vpb,rhob,Kb,vpo,rhoo,Ko,vpg,rhog,Kg,gor]
5 % =flprop(method,sal,og,gg,gor,giib,giio,P,T,So,Sg)
6 %
7 % vpb,vpo,vpg: Vp of brine, oil, and gas in km/s
8 % rhob, rhoo, rhog: Density of brine, oil, and gas in g/cc
9 % Kb, Ko, Kg: Bulk Moduli of brine, oil, and gas in GPa

10 % rhoeff: effective density of mixed fluid
11 % Kreuss: Reuss bound of mixed fluid's bulk modulus, homogeneous saturation
12 % Kvoigt: Voigt bount of mixed fluid's bulk modulus, patchy saturation
13 %%
14 % method: 1, use Gas Index in Oil other numbers, use GOR (L/L)
15 % sal: NaCl Sal (e.g. 34000 ppm)
16 % og: Oil Gravity (e.g. 30 API number)
17 % gg: Gas Gravity (e.g. 0.6 Specific Gravity)
18 % gor: Gas Oil Ratio (L/L), e.g. 100
19 % giib: Gas Index in Brine, e.g. 0
20 % giio: Gas Index in Oil, e.g. 0
21 % P: Pore Pressure (MPa)
22 % T: Rock Temperature (oC)
23 % So: Saturation of oil, between 0 and 1
24 % Sg: Saturation of gas, between 0 and 1
25 %%
26 % Sb = 1−So−Sg: Saturation of water
27 %
28 % See also FLPROPUI
29
30 % The results have been compared with Petrotools results.
31 % The errors are within 0.2%, and maybe caused by the precision in Petrotools.
32
33 % Written by Li Teng (1997)
34
35 % salinity is in ppm divided by 1e6
36 sal = sal./1e6;
37
38 % ideal gas constant
39 R = 8.31441; % J/g−mole deg
40 %%
41 % gas density=============================================================
42 Pr = P./(4.892 − 0.4048.*gg);
43 Tr = (T + 273.15)./(94.72 + 170.75.*gg);
44 E = 0.109.*(3.85 − Tr).^2.*exp(−(0.45 + (8.*(0.56 − 1./Tr).^2)).*(Pr.^1.2./Tr));
45 Z = (0.03 + 0.00527.*(3.5 − Tr).^3).*Pr + (0.642.*Tr − 0.007.*Tr.^4 − 0.52) + E;
46 rhog = (28.8.*gg.*P)./(Z.*R.*(T + 273.15));
47 %%
48 % gas adiabatic bulk modulus==============================================
49 gamma = 0.85+5.6./(Pr+2)+27.1./(Pr+3.5).^2−8.7.*exp(−0.65.*(Pr+1));
50 f = E.*1.2.*(−(0.45+8.*(0.56−1./Tr).^2).*Pr.^0.2./Tr)+(0.03+0.00527.*(3.5−Tr).^3);
51 Kg = P.*gamma./(1−Pr./Z.*f)./1000;
52 vpg = sqrt(Kg./rhog);
53 %%
54 % oil density=============================================================
55 rho0 = 141.5./(og + 131.5);
56 %%
57 % calculate GOR for method 1
58 if (method == 1)
59 gormax = 2.03.*gg.*(P.*exp(0.02878.*og−0.00377.*T)).^1.205;
60 gor = gormax.*giio;
61 end
62 %%
63 % dead oil vs. live oil
64 if (gor == 0)
65 rhoog = rho0;
66 rhop = rhoog + (0.00277.*P−1.71e−7.*P.^3).*(rhoog − 1.15).^2 + 3.49e−4.*P;
67 rhoo = rhop./(0.972 + 3.81e−4.*(T + 17.78).^1.175);
68 else
69 B0 = 0.972 + 0.00038.*(2.4.*gor.*sqrt(gg./rho0) + T + 1.78).^1.175;
70 rhoog = (rho0 + 0.0012.*gg.*gor)./B0;
71 rhoo = rhoog + (0.00277.*P − 1.71e−7.*P.^3).*(rhoog − 1.15).^2 + 3.49e−4.*P;
72 end
73 %%
74 % oil velocity============================================================
75 % live oil use pseudo density
76 if (gor6=0)
77 rho0 = rho0./B0./(1 + 0.001.*gor);
78 end
79 % the following formula is for dead oil only
80 %vpo=15450./sqrt(77.1+og)−3.7.*T+4.64.*P+0.0115.*(0.36.*sqrt(og)−1).*T.*P;
81 % the following formula is for dead oil and live oil
82 vpo = 2096.*sqrt(rho0./(2.6 − rho0)) − 3.7.*T + 4.64.*P + 0.0115.* ...
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83 (4.12.*sqrt((1.08./rho0) − 1) − 1).*(T.*P);
84 vpo = vpo./1000;
85 Ko = (vpo.^2).*rhoo;
86 %%
87 % brine density===========================================================
88 rhow = 1 + 1e−6.*(−80.*T − 3.3.*T.^2 + 0.00175.*T.^3 + 489.*P − 2.*T.*P + 0.016.*T.^2.*P − 1.3e−5.*T.^3.*P − ...

0.333.*P.^2 − 0.002.*T.*P.^2);
89 rhob = rhow + sal.*(0.668 + 0.44.*sal + 1e−6.*(300.*P − 2400.*P.*sal + T.*(80 + 3.*T − 3300.*sal − 13.*P + ...

47.*P.*sal)));
90 %%
91 % brine velocity==========================================================
92 matrixw = [1402.85 4.871 −0.04783 1.487e−4 −2.197e−7
93 1.524 −0.0111 2.747e−4 −6.503e−7 7.987e−10
94 3.437e−3 1.739e−4 −2.135e−6 −1.455e−8 5.230e−11
95 −1.197e−5 −1.628e−6 1.237e−8 1.327e−10 −4.614e−13]';
96 %%
97 % water velocity
98 velw = 0;
99 for i = 1:5

100 for j = 1:4
101 velw = velw + matrixw(i,j).*T.^(i−1).*P.^(j−1);
102 end
103 end
104 %%
105 % gas water ratio
106 gwrmax = 10.^(log10(0.712.*P.*(abs(T−76.71)).^1.5+3676.*P.^0.64)−4− ...
107 7.786.*sal.*(T+17.78).^(−0.306));
108 gwr = gwrmax.*giib;
109 %%
110 % gas−free brine and brine with gas
111 vpb0 = velw+sal.*(1170−9.6.*T+0.055.*T.^2−8.5e−5.*T.^3+2.6.*P− ...
112 0.0029.*T.*P−0.0476.*P.^2)+sal.^1.5.*(780−10.*P+0.16.*P.^2)−1820.*sal.^2;
113 vpb = vpb0./(sqrt(1+0.0494.*gwr));
114 vpb = vpb./1000;
115 Kb = vpb.*vpb.*rhob;
116 %%
117 % fluid mixer=============================================================
118 % Effective density
119 Sb = 1 − (So + Sg);
120 rhoeff = Sb.*rhob + So.*rhoo + Sg.*rhog;
121 %%
122 % Reuss Average
123 if ( Kb.*Ko.*Kg6=0 )
124 Kreuss = 1./(Sb./Kb + So./Ko + Sg./Kg);
125 elseif (Sb==0)
126 Kreuss = 1./(So./Ko + Sg./Kg);
127 elseif (So==0)
128 Kreuss = 1./(Sb./Kb + Sg./Kg);
129 elseif (Sg==0)
130 Kreuss = 1./(Sb./Kb + So./Ko);
131 else
132 Kreuss = 0;
133 end
134 %%
135 % Voigt Average
136 Kvoigt = Sb.*Kb + So.*Ko + Sg.*Kg;
137 end

122
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