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Abstract

This thesis considers the low-energy behavior of two-flavor quantum chromodynam-
ics (QCD) at finite isospin density in an external magnetic field. The ground state
of QCD under these conditions will at sufficiently strong magnetic fields be affected
by the anomalies of QCD. Hence, we demonstrate how the chiral isospin anomaly
is manifested in chiral perturbation theory. Using chiral perturbation theory, the
mentioned ground state turns out to be a chiral soliton lattice (CSL) composed of
an array of parity-violating topological solitons. In presence of the CSL background,
we derive the excitation spectrum when the phonon of the soliton lattice is coupled
to dynamical electromagnetic fields. The resulting spectrum consists of two gapped
modes and one gapless mode having a nonrelativistic dispersion relation. Moreover,
we demonstrate how a Bose-Einstein condensate (BEC), consisting of charged pions,
forms when the isospin chemical potential µI exceeds the value of the pion mass.
This also happens when the external magnetic field H is absent. As a next step, we
establish how dynamical electromagnetic fields affect the excitation spectrum of the
BEC through the Anderson-Higgs mechanism.

Furthermore, we map out the QCD phase diagram in the µI-H plane allowing
for three phases to exist. These are the QCD vacuum, the CSL and the BEC. Going
to the chiral limit squeezes the QCD vacuum completely out of the phase diagram.
Finally, we examine the possibility of a superconducting magnetic vortex lattice as
a fourth phase in the phase diagram. We establish a numerical iteration procedure
that computes the order parameter and the magnetic field in a system exhibiting
this type-II superconductivity. Furthermore, we derive a virial theorem for QCD
that makes it possible to determine the Gibbs free energy of the vortex lattice at an
arbitrary fixed external magnetic field and isospin density. Consequently, we have
a method that can establish where the magnetic vortex lattice is manifested in the
QCD phase diagram.
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Sammendrag

I denne avhandlingen studerer vi kvantekromodynamikk (QCD) med to kvarktyper
ved lave energier. Vi inkluderer et eksternt magnetfelt og et endelig isospinn kjemisk
potensial. Under disse forholdene vil grunntilstanden til QCD i et tilstrekkelig høyt
magnetfelt være p̊avirket av anomaliene i QCD. Vi demonstrerer hvordan disse
anomaliene er inkludert i kiral perturbasjonsteori. Ved å bruke kiral perturbasjon-
steori konstaterer vi at den nevnte grunntilstanden er et kiralt solitongitter (CSL)
best̊aende av en rekke med paritetsbrytende topologiske solitoner. Med en CSL-
bakgrunn kobler vi solitongitterets fonon til dynamiske elektromagnetiske felter og
utleder eksitasjonsspekteret. Spekteret best̊ar av to masseløse moder og én massiv
mode med en ikke-relativistisk dispersjonsrelasjon. I tillegg viser vi hvordan et Bose-
Einstein-kondensat (BEC) dannes n̊ar vi har et isospinn kjemisk potensial µI som
er større enn verdien til pionmassen. Det samme skjer n̊ar det eksterne magnetfeltet
H fjernes. Vi undersøker ogs̊a hvordan dynamiske elektromagnetiske felter endrer
eksitasjonsspekteret i et BEC best̊aende av ladde pioner. Endringene skjer som følge
av Anderson-Higgs-mekanismen.

Videre bestemmer vi hvordan fasediagrammet til QCD i µI-H-planet ser ut.
Dette gjør vi ved å tillate eksistensen av de tre fasene QCD-vakuum, CSL og BEC.
I den kirale grensen blir QCD-vakuumet presset helt ut av fasediagrammet. Til
slutt undersøker vi muligheten for en fjerde fase best̊aende av et superledende mag-
netisk virvelgitter. Vi utleder en numerisk iterasjonsmetode som beregner ordre-
parameteren og magnetfeltet for et slikt type-II superledende virvelgitter i QCD. Et
virialteorem blir utledet for QCD slik at gitterets Gibbs frie energi kan beregnes for
et vilk̊arlig eksternt magnetfelt og isospinntetthet. Vi har derfor en metode som kan
bestemme hvor virvelgitteret manifesteres i fasediagrammet til QCD.
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Preface

This master’s thesis has been written as an integral part of a Master of Science
in Applied Physics and Mathematics at the Norwegian University of Science and
Technology. The thesis is divided into three parts which are further divided into
chapters. Chapters 2-8 are identical to the specialization project written in the
autumn of 2020 [1].1 The purpose of the thesis has been to investigate how quantum
chromodynamics behaves in an external magnetic field at finite isospin density. The
physics arising from such conditions has at some points been truly fascinating.

I want to thank Tomáš Brauner (UiS) and Jens Oluf Andersen (NTNU) for joyful
and illuminating discussions. In particular I would like to thank Tomáš Brauner for
letting me work on interesting topics that has challenged and developed all of my
scientific abilities. Furthermore, I would like to thank all my friends who have helped
me focus and not focus.

Martin Spillum Grønli
Trondheim, Norway

June 14, 2021

1The chapters are identical except for some typographical errors that have been corrected.
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Notation and conventions

Here we present a list of different notation and conventions used in the project.

• QCD: quantum chromodynamics.

• QED: quantum electrodynamics

• Vev: vacuum expectation value.

• EFT: effective field theory.

• ChPT: chiral perturbation theory.

• CSL: chiral soliton lattice.

• BEC: Bose-Einstein condensate.

• GW current: Goldstone-Wilczek current

• L : Lagrangian (density).

• H : Hamiltonian (density)

• Tr(A): trace of matrix A.

• Det(A): determinant of matrix A.

• 〈...〉 = (1/V )
∫
V

d3r...: spatial average of ... over a unit cell of volume V .

• Boldface letters like p denote three-vectors.

• Greek indices denote spacetime coordinates, xµ = (x0,x), where µ = (0, 1, 2, 3).

• Latin indices denote space coordinates xi, where i = (1, 2, 3).

• Repeated indices are summed over using the Einstein summation convention.

• Natural units with ~ = c = e = 1 if not stated otherwise.

• Feynman slash notation reads /A = γµAµ.

• Pauli matrices defined as

τ1 =

(
0 1
1 0

)
, τ2 =

(
0 −i
i 0

)
and τ3 =

(
1 0
0 −1

)
.
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• Gamma matrices defined as

γ0 =

(
1 0
0 −1

)
, γi =

(
0 τ i

−τ i 0

)
and γ5 =

(
0 1
1 0

)
,

where 1 is the 2 × 2 identity matrix, τ i are the three Pauli matrices and
γ5 = iγ0γ1γ2γ3. This satifies the Clifford algebra {γµ, γν} = 2ηµν .

• The Minkowski metric is ηµν = ηµν = diag(1,−1,−1,−1).

• The Levi-Civita symbol in Euclidean space is defined by ε1234 = 1.

• The Levi-Civita symbol in Minkowski space is defined by ε0123 = 1.

• The third pion field π3 = π0, where π0 is the neutral pion field.
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Chapter 1

Introduction

In this chapter, we will present a brief historical background of Goldstone bosons,
quantum chromodynamics (QCD), the chiral soliton lattice and superconductivity.
The structure of the thesis is presented at the end of this chapter.

1.1 Historical background

Yoichiro Nambu published in 1960 a paper [2] that came to set the stage for still on-
going research. He was exploring superconductivity and found collective excitations
of massless quasiparticle pairs, later known as massless Nambu-Goldstone bosons or
Goldstone bosons. The following year, Jeffrey Goldstone conjectured that Goldstone
bosons appear if a system, invariant under some group G, has a ground state that is
only invariant under a subgroup H ⊂ G [3]. This is known as spontaneous symmetry
breaking (SSB) from a symmetry G down to a symmetry H. The conjecture was
proved for Lorentz invariant systems in 1962 by Goldstone, Salam and Weinberg,
and is known as the Goldstone theorem [4]. Two months after Nambu published
his paper on Goldstone bosons, he also explained why the pions are nearly massless
compared to other particles made up of quarks. He argued that pions are nearly
massless Goldstone bosons resulting from a hidden, approximate symmetry of the
strong interaction [5]. This was more than a decade before the theory of the strong
force was firmly established when Fritzsch, Gell-Mann and Leutwyler introduced
QCD as the gauge theory of color [6, 7].

A feature of QCD that was discovered in 1973 [8, 9] is asymptotic freedom in
which the interaction strength between quarks and gluons decreases with increasing
energy. This implies that QCD at high energies can be studied using perturbative
methods with an expansion in the QCD coupling constant. However, this is not
possible at low energies where the coupling constant is large. The relevant degrees
of freedom at low energies are not quarks and gluons but pions. An effective field
theory (EFT) written in terms of pion degrees of freedom was therefore derived by
Weinberg in 1979 [10]. An EFT approximates the underlying theory. EFTs have
been used to gain insight into the different regimes of QCD. One of these regimes
is QCD at low energies and finite densities. Several studies of this regime using
EFTs have been done in the two last decades [11–13]. The results from EFTs have
been complemented by lattice simulations of QCD. These are simulations that solve
QCD numerically on a discretized spacetime grid. Examples of results from such

1



Figure 1.1: QCD phase diagram in the µB-T plane. Figure is taken from [19].

lattice simulations can be found in [14, 15]. One of the major limitations on lattice
QCD is the NP-hard sign problem [16]. This prevents the use of lattice QCD at an
arbitrary baryon chemical potential. A system with finite isospin chemical potential
is not hindered by the fermion sign problem [17]. However, including a magnetic
field results in the breaking of flavor symmetry because of the differing charge of the
up and down quark. This makes the sign problem reappear.1 EFTs may therefore
serve as an advantageous tool in order to gain insight into phases both with and
without a sign problem.

The EFTs need to reproduce the correct physics of the underlying theory in a
given regime. This means that all relevant features of the underlying theory must be
systematically included in the EFT. A feature of QCD that can be important in some
regimes is anomalies. An anomaly arises if a classical symmetry of a theory does not
survive quantization. In 1969, Adler [20], Bell and Jackiw [21] discovered that an
anomaly could explain the decay rate of a neutral pion decaying into two photons.
It was dubbed the chiral (or axial) anomaly since it leads to a nonconservation of a
chiral current. Son and Stephanov showed in 2008 that an anomaly would affect the
ground state in presence of an external magnetic field at finite baryon density [22].
The structure of this ground state was firmly established by Brauner and Yamamoto
in 2017 [23]. It takes the form of a periodic array of topological solitons and is called
a chiral soliton lattice (CSL).

Other ground states at finite densities have also been established [19]. One of
these is the Bose-Einstein condensate (BEC). For two-flavor QCD at finite isospin
density, it is shown that the condensed phase is a superfluid where one of the charged
pions forms a massless mode [24]. It is therefore expected that such a phase will
behave as a superconductor in presence of an external magnetic field. Superconduct-
ors expel external magnetic fields by exhibiting either type-I or type-II behavior.
In 1957, Abrikosov generalized the experimental and theoretical understanding of
type-II superconductors, and demonstrated the existence of a vortex lattice at strong

1In [18] they circumvent the sign problem by performing a Taylor expansion in the magnetic
field.
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magnetic fields [25]. Such a magnetic vortex lattice has recently been discussed in
[17, 26] for two-flavor QCD at finite isospin density. However, the structure and
the energy of the lattice have only been found for limiting cases of the external
magnetic field and the isospin chemical potential. It is neither established where
the lattice is manifested in the QCD phase diagram. The QCD phase diagram is
a graphical representation of the conditions under which the different phases exist.
A conjectured phase diagram for QCD matter at finite temperature T and baryon
chemical potential µB is shown in figure 1.1.

1.2 Structure of the thesis and general

assumptions

This thesis is divided into three parts which are further divided into chapters.
Chapters 2-8 present the work done in the specialization project during last semester
[1], while chapters 9-12 present the work done this semester.

Part I starts out by studying how the mass spectrum and dispersion relations
of specific models are affected by a chemical potential and a magnetic field. These
are models that contain Goldstone bosons resulting from SSB.

In part II, we exploit the intuition from the above models and proceed to QCD.
We introduce chiral perturbation theory (ChPT) as an EFT of QCD. ChPT is then
used to study the low-energy regime of QCD at finite densities. Furthermore, we
calculate the chiral isospin anomaly and include it in the ChPT Lagrangian.

In part III, we use the ChPT Lagrangian to determine the ground state of low-
energy QCD in a strong magnetic field at finite baryon density. The result is the CSL
solution obtained by Brauner and Yamamoto. Next, we replace the baryon chemical
potential by an isospin chemical potential resulting in the same CSL structure. In
presence of the CSL background, we derive the excitation spectrum when neutral
pions are coupled to dynamical electromagnetic fields. The excitation spectrum is
also derived in a BEC with dynamical electromagnetic fields. Finally, we determine
the phase diagram of low-energy QCD and establish an iteration procedure that
can compute the Gibbs free energy of the magnetic vortex lattice at an arbitrary
external magnetic field and isospin density.

Throughout the thesis, we will ignore weak interactions as they are small. In
addition, we ignore electromagnetic interactions between pions. This is potentially
problematic, but a justification of this is found in [17]. All results in this thesis are
obtained at tree level.

3
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Part I

Complex scalar field and
non-Abelian models
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Chapter 2

Complex scalar field

In this chapter we calculate the mass spectrum and dispersion relations of a complex
scalar field. This is first done for a complex scalar field in the vacuum, before we
introduce a chemical potential. Finally, we observe how Landau level quantization
appears by introducing a magnetic field along with the chemical potential. The
calculations in section 2.1 and 2.2 follow a procedure similar to the ones in [27].

2.1 Complex scalar field in the vacuum

A complex scalar field φ has the Lagrangian

L = ∂µφ
∗∂µφ+m2φ∗φ− λ(φ∗φ)2, (2.1)

where m is the mass and λ is the coupling constant of the theory. By considering
the static part of the Lagrangian we find that the classical potential of the theory
reads

U = −m2φ∗φ+ λ(φ∗φ)2. (2.2)

The vacuum expectation value (vev) of the field is given by the minimum of the
potential. Differentiating the potential with respect to the field φ∗ and setting the
derivative equal to zero

∂U

∂φ∗
=
[
−m2 + 2λ(φ∗φ)

]
φ = 0, (2.3)

gives for m2 > 0 the local maximum

φ = 0, (2.4)

and the minima
φ =

m√
2λ
eiδ ≡ v√

2
eiδ, (2.5)

where δ corresponds to an arbitrary phase of the field. The mass spectrum of a
theory with nonzero vev is obtained by expanding the field around its vev. We
choose φ = v/

√
2 and the parameterization

φ =
1√
2

(v + π1 + iπ2), (2.6)

7



where π1 and π2 are real fields fluctuating around the ground state. Substituting
the parameterization for φ into our potential in eq. (2.2) yields

U = −m
4

4λ
+m2π2

1 + λvπ3
1 + λvπ1π

2
2 +

λ

2
π2

1π
2
2 +

λ

4
π4

1 +
λ

4
π4

2. (2.7)

The mass spectrum is determined by the eigenvalues of the mass matrix. The mass
matrix in a Lorentz invariant theory is diagonal, implying that the masses are given
by

m2
i =

∂2U

∂π2
i

∣∣∣
π1=π2=0

. (2.8)

Consequently, the masses of the two modes π1 and π2 are

mπ1 =
√

2m (2.9)

and

mπ2 = 0. (2.10)

The nonzero vev of the field has consequently led to one massless mode. When
choosing our parameterization we picked the ground state φ = v/

√
2. The Lag-

rangian in eq. (2.1) has a U(1) symmetry, but performing a U(1) transformation of
the chosen ground state gives φ = v/

√
2eiθ, where θ is a phase. Thus, the U(1) sym-

metry of the Lagrangian is broken in the ground state. U(1) has only one generator
and the generator must therefore be broken. In light of the Goldstone theorem this
broken generator corresponds to the massless mode π2.

2.2 Complex scalar field with a chemical potential

2.2.1 Spontaneous symmetry breaking

Consider a Lagrangian

L0 = ∂µφ
∗∂µφ−m2φ∗φ− λ(φ∗φ)2, (2.11)

which differs from the Lagrangian in eq. (2.1) by an opposite sign of the mass term.
By carrying out a Legendre transform we can obtain the corresponding Hamiltonian
H0. A Legendre transformation to H0 is given by

H0 =
∑
a

Πaφ̇a −L0, (2.12)

summing over the fields φa. The dot denotes derivative with respect to time and
Πa are the canonical conjugate momenta, not to be confused with π1 and π2. The
canonical conjugate momenta are given by

Π = ∂L0/∂φ̇ = φ̇∗ (2.13)

and

Π∗ = ∂L0/∂φ̇∗ = φ̇. (2.14)

8



This gives the Hamiltonian

H0 = Π Π∗ +∇φ∗ ·∇φ+m2φ∗φ+ λ(φ∗φ)2. (2.15)

In analogy with statistical physics, the grand canonical Hamiltonian is

Hµ = H0 − µN , (2.16)

where N is the Noether charge density corresponding to the global U(1) sym-
metry of our Lagrangian L0. The charge density N can be obtained from the
temporal part of the Noether current. The Noether current of a Lagrangian L0 =
L0(φa, ∂µφa) is

jµ =
δL0

δ∂µφa
δφa. (2.17)

Varying our Lagrangian L0 with respect to the derivative of the fields results in

δL0

δ∂µφ
= ∂µφ

∗ and
δL0

δ∂µφ∗
= ∂µφ. (2.18)

Furthermore, a U(1) transformation of the fields takes the form

φ→ e−iαφ and φ∗ → eiαφ∗, (2.19)

with α as a constant in spacetime. Assuming that the transformation is infinitesimal
leaves us with φ→ (1− iα)φ and φ∗ → (1 + iα)φ∗, giving the variation of the fields

δφ = −iφ and δφ∗ = iφ∗. (2.20)

Inserting eqs. (2.18) and (2.20) into eq. (2.17) for the Noether current gives

jµ = i [φ∗∂µφ− φ∂µφ∗] . (2.21)

Taking the temporal part of the Noether current yields the needed Noether charge
density

N = j0 = i [φ∗Π∗ − φΠ] . (2.22)

By eq. (2.16), the grand canonical Hamiltonian for a complex scalar field with a
chemical potential is1

Hµ = Π Π∗ +∇φ∗ ·∇φ+m2φ∗φ+ λ(φ∗φ)2 − iµ [φ∗Π∗ − φΠ] . (2.23)

We can derive the corresponding grand canonical Lagrangian Lµ by performing
an inverse Legendre transform of our grand canonical Hamiltonian Hµ. Since the
Legendre transform is its own inverse, we can in analogy with eq. (2.12) obtain Lµ

as
Lµ = Πφ̇+ Π∗φ̇∗ −Hµ. (2.24)

Because of the replacement H0 → Hµ, we need to recalibrate how the conjugate
momenta are related to the time derivative of the fields. Using Hamilton’s equations,
we get

φ̇ =
∂Hµ

∂Π
= Π∗ + iµφ and φ̇∗ =

∂Hµ

∂Π∗
= Π− iµφ∗, (2.25)

1The subscript µ is not a Greek index.
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leading to
Π∗ = φ̇− iµφ and Π = φ̇∗ + iµφ∗. (2.26)

Inserting this into Lµ in eq. (2.24) yields

Lµ = D∗µφ
∗Dµφ−m2φ∗φ− λ(φ∗φ)2, (2.27)

with Dµφ = (∂µ− iδµ0µ)φ as the covariant derivative. From Dµ, we can see that the
chemical potential behaves as the temporal component of a constant gauge field.

To examine if SSB can take place, we need to determine the vev. The Lagrangian
Lµ can be written as

Lµ = ∂µφ
∗∂µφ− iµ[φ∂0φ

∗ − φ∗∂0φ] + µ2φ∗φ−m2φ∗φ− λ(φ∗φ)2, (2.28)

resulting in the classical potential

U = (−µ2 +m2)φ∗φ+ λ(φ∗φ)2, (2.29)

where we have used that the ground state is time-independent making the second
term in the Lagrangian drop out. Setting the derivative of the potential equal to
zero

∂U

∂φ∗
= (−µ2 +m2)φ+ 2λ(φ∗φ)φ = 0, (2.30)

gives the two solutions

φ = 0 and |φ|2 =
µ2 −m2

2λ
≡ v2

2
> 0. (2.31)

The second solution is not possible for µ < m, causing φ = 0 to be the vev. There-
fore, no SSB is taking place for µ < m. This is called the normal phase. For µ > m,
the potential acquires an infinite number of nonzero vevs, given by

φ =
v√
2
eiδ, (2.32)

where δ is an arbitrary phase. Having multiple vevs means that we have SSB. The
phase where µ > m is therefore called the broken phase. The broken symmetry
is the global U(1) symmetry of the Langrangian Lµ. This follows from the same
arguments as for the complex scalar field without a chemical potential in section
2.1.

2.2.2 Mass spectrum

We can now expand the field around the vev by choosing the parameterization

φ =
1√
2

(v + π1 + iπ2), (2.33)

where π1 and π2 are real fields. The Lagrangian then takes the form

Lµ =
1

2
∂µπ1∂

µπ1 +
1

2
∂µπ2∂

µπ2 − µ(v∂0π2 + π1∂0π2 − π2∂0π1)

+
µ2 −m2

2
(v2 + 2vπ1 + π2

1 + π2
2) (2.34)

− λ

4
(v4 + 4v3π1 + 6v2π2

1 + 2v2π2
2 + 4vπ3

1 + 4vπ1π
2
2 + 2π2

1π
2
2 + π4

1 + π4
2).
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This Lagrangian is not manifestly Lorentz invariant, meaning that we cannot neces-
sarily use the relation in eq. (2.8) to determine the mass spectrum [28]. Furthermore,
the dispersion relation will deviate from E =

√
m2 + p2. In order to derive the mass

spectrum, we need to work out the dispersion relation and then let p → 0. The
dispersion relation is found from the bilinear part of the Lagrangian L (2)

µ taking the
form

L (2)
µ =

1

2
∂µπ1∂

µπ1 +
1

2
∂µπ2∂

µπ2 − µ(π1∂0π2 − π2∂0π1)

+
f(µ)

2
π2

1 +
g(µ)

2
π2

2,

(2.35)

where we have defined

f(µ) ≡ µ2 −m2 − 3λv2, (2.36)

g(µ) ≡ µ2 −m2 − λv2. (2.37)

A partial integration of the two first terms in L (2)
µ allows us to write the bilinear

Lagrangian in the matrix form

L (2)
µ =

1

2

(
π1 π2

)(−∂µ∂µ + f(µ) −2µ∂0

2µ∂0 −∂µ∂µ + g(µ)

)(
π1

π2

)
. (2.38)

The middle matrix is the inverse propagator D−1 in the (π1, π2)-basis. A Fourier
transform of the inverse propagator reads,

D−1 =

(
P 2 + f(µ) 2iµE
−2iµE P 2 + g(µ)

)
, (2.39)

where P = (E,p) is the four-momentum. The dispersion relations are given by the
zero modes of the inverse propagator, found by setting

Det(D−1) = 0 =
[
P 2 + f(µ)

] [
P 2 + g(µ)

]
− 4µ2E2

=
[
E2 − p2 + f(µ)

] [
E2 − p2 + g(µ)

]
− 4µ2E2.

(2.40)

We must now distinguish between the normal and the broken phase. In the normal
phase, we have the vev v = 0. Inserting v = 0 into eqs. (2.36) and (2.37) gives

f(µ) = g(µ) = µ2 −m2. (2.41)

Hence, solving eq. (2.40) for E result in the two dispersion relations

E±(p) =
√

p2 +m2 ± µ, (2.42)

for the two modes π1 and π2. In the limit p → 0, we see that the two modes have
masses

m± = m± µ for µ < m. (2.43)

Next, we work out the dispersion relations in the broken phase where v2 = (µ2 −
m2)/λ, as seen from eq. (2.31). Having m2 > 0 and the fact that µ > m, implies
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that we have a nonzero vev. This yields SSB and means that we have relativistic
Bose-Einstein condensation. Eqs. (2.36) and (2.37) now read

f(µ) = −2(µ2 −m2), (2.44)

g(µ) = 0. (2.45)

Thus, eq. (2.40) for the zero modes becomes

E4 − E2(2p2 + 6µ2 − 2m2) + p2(p2 + 2µ2 − 2m2) = 0. (2.46)

By solving this for E, we get the dispersion relations for the two modes π1 and π2

in the broken phase,

E±(p) =

√
p2 + 3µ2 −m2 ±

√
4µ2p2 + (3µ2 −m2)2. (2.47)

Letting p→ 0, we find that the mass spectrum of the two modes are,

m+ =
√

6µ2 − 2m2, (2.48)

m− = 0. (2.49)

Thus, we have one gapless mode corresponding to the Nambu-Goldstone boson of
the spontaneously broken U(1) symmetry. Letting µ → 0 and taking m2 < 0, we
recover the masses in eqs. (2.9) and (2.10) for the complex field without a chemical
potential.2

2.3 Complex scalar field with a chemical potential

and a magnetic field

We will now study how the transition to a BEC is affected by a uniform magnetic
field. This amounts to adding an external magnetic field to the covariant derivative
Dµ = ∂µ − iAµ in eq. (2.27). By orienting the magnetic field in the z-direction, we
can choose a gauge such that

Aµ = (µ, 0,−qBx, 0), (2.50)

where q is, up to a sign, the electric charge of the particle annihilated by φ or
the electric charge of the antiparticle created when φ is acting on the vacuum.
Furthermore, B is the magnitude of the magnetic field. In this case, finding the
dispersion relation directly is a bit more complicated. We will instead start from
the fact that the ground state is trivial, φ = 0, when µ = B = 0. From there we
assume that this holds also for some nonzero µ and B. We are thus working in the
normal phase. The dispersion relation is as before obtained from the bilinear part
of the Lagrangian,

L (2)
µ = Dµφ

∗Dµφ−m2φ∗φ, (2.51)

which after partial integration results in the inverse propagator

D−1 = −DµD
µ −m2 = −(∂0 − iµ)2 + (∂i + iδi2qBx)2 −m2. (2.52)

2The difference between the Lagrangians in eqs. (2.1) and (2.11) is the opposite sign of the
mass term.
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The eigenfunctions φ of the inverse propagator can be found by noting that it com-
mutes with ∂t, ∂y and ∂z. We can therefore find simultaneous eigenstates of these
operators, while the x-dependence must be treated separately. Hence, φ can be
written as

φ = e−i(Et−pyy−pzz)f(x), (2.53)

where E is the energy of the eigenstate. py corresponds to the eigenvalue of the
operator −i∂y and pz will be the momentum in the z-direction. Consequently, the
zero modes of the inverse propagator is given by

− 1

2m

d2f(x)

dx2
+

(py + qBx)2

2m
f(x) =

1

2m
(E2 + 2µE + µ2 −m2 − p2

z)f(x). (2.54)

This can be recognized as the equation of a harmonic oscillator with frequency
ω = qB/m and energy (E2 + 2µE + µ2 − m2 − p2

z)/2m. On the other hand, the
energy levels of a harmonic oscillator is given by En = (1/2 + n)ω, where n is a
non-negative integer denoting different Landau levels. Equating the two expressions
for energy,

E2 + 2µE + µ2 −m2 − p2
z

2m
= (

1

2
+ n)

qB

m
(2.55)

yields the dispersion relation for a particle-antiparticle pair,

E±(n, pz) =
√
m2 + p2

z + (2n+ 1)qB ∓ µ. (2.56)

We can see that the energy of a particle drops below zero for certain values of µ and
B. This indicates an instability in the normal phase. Bose-Einstein condensation
will therefore happen when the particles on the lowest Landau level become gapless.
This occurs when

µ =
√
m2 + qB. (2.57)

Hence, the limit B → 0 recovers the condition µ = m for Bose-Einstein condensation
in the case where we only had a chemical potential and not a magnetic field.
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Chapter 3

Non-Abelian models

In this chapter we calculate the mass spectrum and dispersion relations in the linear
and nonlinear SO(3) sigma models, where both non-Abelian models exhibit SSB.
For the linear SO(3) sigma model, we verify that the number of Goldstone bo-
sons resulting from SSB is in accordance with Goldstone’s theorem. Some of the
calculations in this chapter follow a similar procedure as in [27].

3.1 Linear SO(3) sigma model

Consider a real, three-component vector field ~φ with a Lagrangian

L =
1

2
(∂µ~φ )2 +

1

2
m2~φ 2 − λ

4
(~φ 2)2, (3.1)

having an SO(3) symmetry. We want to show that the SO(3) symmetry gets spon-
taneously broken resulting in Goldstone bosons. This happens if the field acquires
a nonzero vev. The vev is as previously determined by calculating

∂U

∂|~φ|
= (−m2 + λ|~φ|2) |~φ| = 0, (3.2)

giving the local maximum |~φ| = 0 and the minimum

~φ 2
0 = φ2

01 + φ2
02 + φ2

03 =
m2

λ
≡ v2. (3.3)

This corresponds to the equation of a three-dimensional sphere with radius v2. The
vev of the field is therefore any point on this sphere, implying that we have infinitely
many vevs. We can expand the field around its vev by choosing ~φ0 = (ξ1, ξ2, v+ ξ3),
where ξi are real fields. The Lagrangian is then written as

L =
1

2
(∂µ~ξ )2 − 1

2
m2
[
v2 + 2vξ3 + (ξ2

1 + ξ2
2) + ξ2

3

]
− λ

4

[
v4 + 4v3ξ3 + 2v2(ξ2

1 + ξ2
2) + 6v2ξ2

3 + 4v(ξ2
1 + ξ2

2)ξ3 + 4vξ3
3

+2ξ2
1ξ

2
2 + (ξ2

1 + ξ2
2)ξ2

3 + (ξ4
1 + ξ4

2) + ξ4
3

]
.

(3.4)
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Consequently, the SO(3) symmetry of the Lagrangian is spontaneously broken to
an SO(2) symmetry since ξ1 and ξ2 are the only fields treated equally. Now that the
Lagrangian is diagonal, we can calculate the masses of the three modes by taking
the second derivative of the potential as in eq. (2.8). The classical potential is given
by the static part of the Lagrangian resulting in the masses,

mξ1 = mξ2 = 0, (3.5)

mξ3 =
√

2m, (3.6)

where we have used that v2 = m2/λ defined in eq. (3.3). We will argue in the next
section that the two massless modes are a result of the SSB from SO(3) to SO(2).

3.1.1 Massless modes from Goldstone’s theorem

The number of massless modes can also be derived from Goldstone’s theorem. The
theorem states that for each broken generator of a continuous symmetry there exists
a massless mode called a Goldstone boson. This is valid for a Lorentz invariant the-
ory [29]. We can therefore check if SO(3) has two broken generators corresponding
to the two massless modes found in eq. (3.5). An SO(3) transformation of the
ground state is given by

~φ0 → ~φ ′0 = eiα
aTa~φ0 =

[
1 + iαaTa +O(α2)

]
~φ0, (3.7)

where αa are the Euler angles and Ta are the three generators of SO(3). Hence, the
ground state is invariant under an infinitesimal transformation if

Ti~φ0 = 0. (3.8)

The generators that does not satisfy this equation are therefore broken. Applying
each generator to our ground state field gives

T1
~φ0 = i

0 0 0
0 0 −1
0 1 0

0
0
v

 = −i

0
v
0

 , (3.9)

T2
~φ0 = i

 0 0 1
0 0 0
−1 0 0

0
0
v

 = i

v0
0

 , (3.10)

T3
~φ0 = i

0−1 0
1 0 0
0 0 0

0
0
v

 =

0
0
0

 . (3.11)

The generators T1 and T2 do not satisfy eq. (3.8) and are therefore broken. Two
broken generators lead to two massless Goldstone bosons as expected.

This can also be seen in an alternative way. Consider a Lagrangian with a
symmetry G and a ground state invariant under a subgroup H of G. In that case, a
formulation of Goldstone’s theorem in a Lorentz invariant theory is: The number of
Goldstone bosons equals dim(G)−dim(H), or equivalently the dimension dim(G/H)
of the left coset space. For our Lagrangian in eq. (3.1), we have that G = SO(3) and
H = SO(2). The number of Goldstone bosons is therefore equal to dim(SO(3)) −
dim(SO(2)) = 3− 1 = 2.
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3.2 Nonlinear SO(3) sigma model with a chemical

potential

The nonlinear sigma model contains only the massless modes in the linear sigma
model considered in section 3.1. It can be defined by the Lagrangian

L0 =
1

2
(∂µ~χ)2, (3.12)

where ~χ is a three-component vector field satisfying

χ2
1 + χ2

2 + χ2
3 = v2. (3.13)

Adding a chemical potential for one of the SO(3) generators promotes the derivative
to a covariant derivative, Dµ~χ ≡ (∂µ− iδµ0µT3)~χ, where T3 is a generator of SO(3).
This results in the Lagrangian

Lµ =
1

2
(Dµ~χ)2 =

1

2
(D0~χ)2 − 1

2
(∂i~χ)2. (3.14)

The temporal part takes the form

D0~χ = (∂0 − iµT3)~χ =

∂0 −µ 0
µ ∂0 0
0 0 ∂0

χ1

χ2

χ3

 =

∂0χ1 − µχ2

∂0χ2 + µχ1

∂0χ3

 , (3.15)

giving

1

2
(D0~χ)2 =

1

2

(
∂0χ1 − µχ2 ∂0χ2 + µχ1 ∂0χ3

)∂0χ1 − µχ2

∂0χ2 + µχ1

∂0χ3


=

1

2
(∂0χ1)2 +

1

2
(∂0χ2)2 +

1

2
(∂0χ3)2

+
µ2

2
(χ2

1 + χ2
2) + µ(χ1∂0χ2 − χ2∂0χ1).

(3.16)

Next, we plug this into eq. (3.14), resulting in

Lµ =
1

2
(∂µχ1)2 +

1

2
(∂µχ2)2 +

1

2
(∂µχ3)2

+
µ2

2
(χ2

1 + χ2
2) + µ(χ1∂0χ2 − χ2∂0χ1).

(3.17)

Finally, we can eliminate χ1 by exploiting the constraint χ2
1 = v2−χ2

2−χ2
3. A Taylor

expansion in the fields yields

Lµ =
1

2
(∂µχ2)2 +

1

2
(∂µχ3)2 − µ2

2
χ2

3 + µv∂0χ2 +
µ2v2

2
+O(χ3), (3.18)

where all terms of O(χ3) are non-static. In order to determine the vevs it is suf-
ficient to look at the classical potential. This is because the quadratic part of the
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Lagrangian is formally Lorentz invariant, although we have a system with a chemical
potential. The classical potential is given by

U =
µ2

2
χ2

3 −
µ2v2

2
, (3.19)

which is minimal for the vev χ3 = 0. From eq. (3.13), we can conclude that
the vev of χ1 and χ2 must fulfil χ2

1 + χ2
2 = v2. This is analogous to the spins in

an antiferromagnet exposed to an external magnetic field. Before turning on the
magnetic field there is no preferred direction of the spin, but turning it on results
in spins aligning perpendicular to the field. The chemical potential in our theory is
therefore behaving as an external magnetic field that orients the ground state.

The dispersion relations are as before derived from the bilinear part of the Lag-
rangian,

L (2)
µ =

1

2
(∂µχ2)2 +

1

2
(∂µχ3)2 − µ2

2
χ2

3

=
1

2

(
χ2 χ3

)(−∂µ∂µ 0
0 −∂µ∂µ − µ2

)(
χ2

χ3

)
,

(3.20)

where we have performed a partial integration of the two first terms going to the
second line. Going to Fourier space yields the inverse propagator

D−1 =

(
E2 − p2 0

0 E2 − p2 − µ2

)
. (3.21)

The zero modes of D−1 are extracted by requiring that

Det(D−1) = 0 = (E2 − p2)(E2 − p2 − µ2), (3.22)

resulting in the dispersion relations

Eχ2(p) = |p|, (3.23)

Eχ3(p) =
√

p2 + µ2. (3.24)

The mass spectrum is obtained when p→ 0, giving

mχ2 = 0, (3.25)

mχ3 = µ. (3.26)

We can see that one of the two massless modes in the previously considered linear
SO(3) sigma model has acquired a mass due to the introduction of a chemical
potential. The massive mode is called a ”massive Goldstone boson”. It turns out
that this result is valid not only at tree level, but also when all quantum corrections
are included [30].
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Part II

Anomalies in chiral perturbation
theory
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Chapter 4

Introduction to QCD and ChPT

This chapter gives a brief introduction to QCD and ChPT. The form of the ChPT
Lagrangian is established and used to calculate the mass spectrum of two-flavor
QCD in the low-energy regime. The necessary background material for QCD and
ChPT has been found in [31].

4.1 QCD

QCD is the theory of strong interactions. These are interactions between quarks
and gluons. The theory can be described by the QCD Lagrangian

LQCD =
∑

f=
u,d,s,
c,b,t

ψ̄f
(
i /D −mf

)
ψf −

1

4
Gµν,aGµνa , (4.1)

where f denotes the different quark flavors and the quark field ψf is a color triplet

ψf =

ψf,rψf,g
ψf,b

 , (4.2)

where r, g and b stands for ”red”, ”green” and ”blue”. Furthermore, the color field
tensor is defined by

Gµν,a = ∂µAν,a − ∂νAµ,a + gfabcAµ,bAν,c, (4.3)

with fabc being SU(3) structure constants and Aµ,a are eight independent gauge
fields. Finally, the covariant derivative is given by

Dµψf = ∂µψf − ig
λa
2
Aµ,aψf , (4.4)

where λa are the eight SU(3) Gell-Mann matrices. It is common to divide the six
quark flavors into the three heavy flavors c, b, t and the three light flavors u, d, s
having masses

mu = 0.005 GeV, mc = (1.15− 1.35) GeV,

md = 0.009 GeV, mb = (4.0− 4.4) GeV,

ms = 0.175 GeV, mt = 174 GeV.

(4.5)
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The masses of the lightest hadrons, that are not Goldstone bosons originating from
spontaneous symmetry breaking, are associated with a scale of 1 GeV. The lightest
nucleon has for instance a mass of 938 MeV. Since we are interested in a low-energy
description of QCD, we only need to consider the quark flavors u, d and s that
have masses well below the scale of 1 GeV. As the mass of the strange quark is
considerably higher than the mass of the other two light quarks, we will restrict our
calculations to only include the u and d quarks.

4.2 QCD in the chiral limit

We will start out by reviewing the symmetries of the QCD Lagrangian in the so-
called chiral limit where the quark masses mf vanish. The Lagrangian in eq. (4.1)
will for two-flavor QCD in the chiral limit reduce to

L 0
QCD =

∑
f=u,d

(
ψ̄L,f i /DψL,f + ψ̄R,f i /DψR,f

)
− 1

4
Gµν,aGµνa , (4.6)

where we have decomposed the Dirac field ψf into its left and right chiral compon-
ents, ψL,f and ψR,f . This Lagrangian has a U(2)L × U(2)R ∼= SU(2)L × SU(2)R ×
U(1)V × U(1)A symmetry since the covariant derivative is flavor independent.1 In
lattice QCD it has been shown that the QCD vacuum possesses a nonzero quark
condensate. The quark condensate is a vacuum expectation value of QCD, having
the form

Σji ≡
〈
ψ̄iRψjL

〉
6= 0. (4.7)

It serves as an order parameter of transitions between phases of quark matter.2 The
nonzero quark condensate tells us that the vacuum is filled with quark-anti-quark
pairs. Furthermore, the Vafa-Witten theorem states that vector-like global sym-
metries in vector-like gauge theories such as QCD cannot be spontaneously broken
if the so-called θ-angle is zero [33]. Assuming that the θ-angle is zero [34] means
that the vector-like global symmetry SU(2)V of QCD is not spontaneously broken.
This implies that the quark condensate Σ is invariant under an SU(2)V transform-
ation. It will therefore commute with an irreducible representation of SU(2)V . By
Schur’s lemma, any matrix that commutes with an irreducible representation of a
group must be proportional to the identity in that group [35]. As a result, the quark
condensate Σ is proportional to the 2× 2 identity matrix,

Σ =
〈
ψ̄ψ
〉

= λ1, (4.8)

where λ is a constant with dimension mass cubed.

We can now turn our attention to an SU(2)L × SU(2)R transformation, which
amounts to a transformation of the quark fields given by

ψiL → LijψjL and ψjR → RijψiR, (4.9)

1The QCD Lagrangian also has a local SU(3)color symmetry.
2The nonzero chiral condensate is analogous to the condensation of Cooper pairs in supercon-

ductors [32].
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where L and R are matrices belonging to SU(2)L and SU(2)R, respectively. As a
consequence, the quark condensate transforms as

Σ→ LΣR†. (4.10)

This implies that the ground state of QCD does not share the SU(2)L × SU(2)R
symmetry of the QCD Lagrangian in eq. (4.6).3 The result is that the QCD Lag-
rangian in eq. (4.6) has an SU(2)L×SU(2)R symmetry, while the ground state only
has an SU(2)V symmetry. Having a ground state that does not share the symmetry
of the Lagrangian means that we have SSB. An SSB from SU(2)L × SU(2)R to
SU(2)V symmetry, will by Goldstone’s theorem result in three Goldstone bosons.
The Goldstone bosons can be identified with the three pseudoscalar pions.4

4.3 ChPT

Due to the nonzero quark condensate, the degrees of freedom at low energies are not
quarks, but quark-anti-quark pairs known as pions. Consequently, we want a QCD
Lagrangian that is expressed in terms of the pion degrees of freedoms. This cannot
be derived directly from QCD, and we must therefore make use of an effective
field theory (EFT). An EFT is an approximation to the underlying theory up to
some given energy scale. It is written in terms of the relevant degrees of freedom.
Chiral perturbation theory (ChPT) is an example of a low-energy EFT that provides
us with an applicable Lagrangian. The starting point for the construction of the
ChPT Lagrangian is to identify the dynamical variables that will represent the pion
degrees of freedom. The pions are Goldstone bosons resulting from SSB of the
SU(2)L × SU(2)R symmetry down to an SU(2)V symmetry. Hence, they must live
on the coset space SU(2)L×SU(2)R/SU(2)V ∼= SU(2)V . This space is the Goldstone
manifold. The pion degrees of freedom can therefore be parameterized by the matrix
Σ ∈ SU(2)V . There are several possible parameterizations, but two common ones
are

i) Σ = exp(
i

fπ
τ · π),

ii) Σ =
1

fπ
(σ1 + iτ · π),

(4.11)

where fπ is the pion decay constant, τ = (τ1, τ2, τ3) are the three Pauli matrices
and π = (π1, π2, π3) are the three pion degrees of freedom. The fields σ and π must
satisfy σ2 + π2 = f 2

π in the latter case.5

In a perturbation theory, the standard expansion is in powers of the coupling
constant. However, this does not work at low energies since a large coupling constant
hinders convergence. Instead, ChPT is a derivative expansion in powers of p/Λ,
where p is a momentum or mass that must be small compared to Λ. Λ is the energy
scale of QCD and can be set to Λ ≈ 4πfπ ≈ 1.2 GeV. ChPT will therefore produce
reliable results if and only if p� 4πfπ.

3The ground state is neither invariant under the U(1)A symmetry. However, this symmetry is
also explicitly broken by an anomaly implying that it does not result in any Goldstone bosons [21].

4SSB in three-flavor QCD gives rise to the pseudoscalar octet.
5This is a nonlinear constraint and defines the nonlinear sigma model.
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The next step in the construction of the ChPT Lagrangian is to realize that
ChPT as an EFT must include all terms that respect the symmetries of the under-
lying theory. First of all, we must require that the ChPT Lagrangian in the chiral
limit must be invariant under an SU(2)L × SU(2)R × U(1)V transformation, where
Σ → LΣR†. One obvious term, Tr(ΣΣ†) = 2, is a constant and so does not affect
the dynamics. The trace here is over the two flavor indices. In the chiral limit, the
only term up to second order in p/4πfπ that respects the symmetries is

L2 =
f 2
π

4
Tr
[
∂µΣ†∂µΣ

]
, (4.12)

where each ∂µΣ yields a factor of momentum. The Lagrangian is of second order
in the momentum implying that the results obtained from this Lagrangian will cor-
respond to tree level results. Corrections from loops can be calculated by including
higher order terms in the Lagrangian. We will drop the index 2 of the Lagrangian
and consider only tree level results in the rest of this project.

4.3.1 Turning on masses in ChPT

As mentioned, the effective Lagrangian must satisfy the same symmetries as the
original theory. However, it must also break any broken symmetries in the same
way. We can now turn on the small masses of the u and d quark. Hence, the
two-flavor QCD Lagrangian is from eq. (4.1) given as

LQCD =
∑
f=u,d

(
ψ̄L,f i /DψL,f + ψ̄R,f i /DψR,f − ψ̄L,fmfψR,f − ψ̄R,fmfψL,f

)
− 1

4
Gµν,aGµνa ,

(4.13)
where ψf is written in terms of the left and right chiral components. This explicitly
breaks the SU(2)L×SU(2)R symmetry. If we set mu = md, the symmetry is broken
to an SU(2)V symmetry. Setting the quark masses equal is known as the isospin
limit. The explicit symmetry breaking can be included in the ChPT Lagrangian
as a perturbation since the quark masses are small. We can do this by introducing
the quark mass matrix M and demand that under an SU(2)L × SU(2)R it must
transform as

M → RML†. (4.14)

The resulting term that can be included in the ChPT Lagrangian is

f 2
πB

4
Tr
(
MΣ† + ΣM †) , (4.15)

where B is a parameter that can be related to the quark condensate. This term
correctly breaks the SU(2)L × SU(2)R symmetry to an SU(2)V symmetry when
mu = md. The term can, in the isopsin limit, be rewritten leading to a ChPT
Lagrangian in the form

L =
f 2
π

4

[
Tr(∂µΣ†∂µΣ) + 2m2

πReTrΣ
]
, (4.16)

where mπ ≈ 140 MeV is the bare pion mass. The dynamical variable of ChPT is the
2×2 unitary matrix field Σ. The matrix field is an element of SU(2), implying that
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it has three degrees of freedom. These are denoted by the pion triplet π. The ChPT
Lagrangian is as needed Lorentz invariant and invariant under charge conjugation
and parity. Additionally, it breaks the SU(2)L×SU(2)R symmetry in the same way
as the QCD Lagrangian.

4.4 Mass spectrum of ChPT

The ChPT Lagrangian in eq. (4.16) is Lorentz invariant implying that we can
determine the mass spectrum from the classical potential of the theory. This is
given by the static second term of the Lagrangian. By using parameterization i) in
eq. (4.11), we can expand to second order in the fields π = (π1, π2, π3),

Σ = exp(
i

fπ
τ · π) = 1 +

i

fπ
(τ · π)− 1

2f 2
π

(τ · π)2 +O(π3), (4.17)

where higher-order terms govern the interaction between the pions. The dot product
of τ and π in matrix form reads

τ · π =

(
π3 π1 − iπ2

π1 + iπ2 −π3

)
, (4.18)

resulting in

(τ · π)2 =

(
π2

1 + π2
2 + π2

3 0
0 π2

1 + π2
2 + π2

3

)
. (4.19)

Thus, we can extract the potential from the Lagrangian as

U = −L static =
1

2
m2
π(π2

1 + π2
2 + π2

3) +O(π3). (4.20)

Having this at hand, we can calculate the masses of the three pion fields by using
eq. (2.8) with three fields instead of two. We then arrive at

mπ1 = mπ2 = mπ3 = mπ. (4.21)

Two-flavor ChPT is therefore a theory describing the behavior of three pion fields
with equal mass.

For later purposes, we want to determine which of the pion fields π1, π2 and
π3 that corresponds to the physical neutral pion π0. This is done by performing a
U(1)Q transformation of the pion fields represented by Σ. A U(1)Q transformation
of Σ reads Σ→ LΣR†, where

L = R = eiαQ. (4.22)

Here we have α as an arbitrary phase, while Q is the charges of the u and d quarks
given on matrix form as

Q =

(
2/3 0
0 −1/3

)
=

1

6
1 +

τ3

2
. (4.23)

Hence, Σ transforms as

Σ→ eiα(
1
6

1+
τ3
2 )Σe−iα(

1
6

1+
τ3
2 ) = ei

α
2
τ3e

i
fπ

(τ1π1+τ2π2+τ3π3)e−i
α
2
τ3 , (4.24)

where τ3 does not commute with τ1 and τ2. Hence, the third pion field π3 is the
only field not affected by a U(1)Q transformation. The neutral pion π0 will therefore
correspond to π3 and they will from now on be treated as the same field.
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Chapter 5

ChPT with isospin chemical
potential

In section 4.2, we saw that the QCD vacuum is invariant under SU(2)V transform-
ations. This means that one of the generators of SU(2)V can be used as a quantum
number to label particle states. The quantum numbers is known as isospin. The
third component of isospin I3 is given by the generator T3 = τ3/2 of SU(2)V . Isospin
of a particle is related to its electric charge Q and baryon number B through the
Gell-Mann-Nishijima formula, Q = I3 + B/2. Since I3 is conserved in strong inter-
actions, we can associate an isospin chemical potential µI to it.

In this chapter we will see how a nonzero isospin chemical potential affects the
ground state of QCD. We find that the ground state has a normal phase correspond-
ing to the QCD vacuum and a phase with charged pion condensation. Moreover, we
obtain the isospin density. Finally, the mass spectrum and dispersion relations are
derived in both phases. The calculations in section 5.1 and 5.3 follow a procedure
similar to the ones in [24, 36].

5.1 Ground state

Adding a chemical potential for isospin µI to the ChPT Lagrangian is done by
promoting the ordinary derivative of Σ to a covariant derivative, defined by

DµΣ = ∂µΣ− iδµ0µI [T3,Σ] ,

DµΣ† = ∂µΣ† + iδµ0µI
[
Σ†, T3

]
,

(5.1)

where T3 = τ3/2 is the third generator of SU(2)V . The ChPT Lagrangian in eq.
(4.16) with isospin chemical potential is then

L =
f 2
π

4

[
Tr(DµΣ†DµΣ) + 2m2

πReTrΣ
]

=
f 2
π

4
Tr

{
∂µΣ†∂µΣ− iµI

[
∂0Σ†[T3,Σ]− [Σ†, T3]∂0Σ

]
+ µ2

I [Σ
†, T3][T3,Σ]

}
+
f 2
πm

2
π

2
ReTrΣ.

(5.2)

By assuming that the ground state is independent of time and space, we can obtain
the ground state by minimizing the static Hamiltonian. The static Hamiltonian is
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given by the Lagrangian as

H static = −f
2
πµ

2
I

4
Tr

{
[Σ†, T3][T3,Σ]

}
− f 2

πm
2
π

2
ReTrΣ

=
f 2
πµ

2
I

8
Tr(Σ†τ3Στ3 − 1)− f 2

πm
2
π

2
ReTrΣ.

(5.3)

We progress by noting that the SU(2) matrix field can in general be written as

Σ = eiαφ̂iτi = cosα + iφ̂iτi sinα, (5.4)

where α is an angle, τi are the three Pauli matrices and the three parameters φ̂i
satisfy φ̂iφ̂i = 1, guaranteeing that ΣΣ† = 1. Thus, the static Hamiltonian takes
the form

H static =
f 2
πµ

2
I

8
Tr
[(

cosα− iφ̂iτi sinα
)
τ3

(
cosα + iφ̂iτi sinα

)
τ3 − 1

]
− f 2

πm
2
π

2
ReTr

(
cosα + iφ̂iτi sinα

)
= −1

2
f 2
πµ

2
I sin2 α(φ̂1

2
+ φ̂2

2
)− f 2

πm
2
π cosα.

(5.5)

We note that the ground state is determined by a competition between the two
terms in the static Hamiltonian. The last term favors the vacuum with α = 0, while
the first term favors rotation of the vacuum. In a case where α 6= 0, the energy of
the ground state will be minimized for the vevs φ̂2

10 + φ̂2
20 = 1, which in turn yields

the vev φ̂30 = 0. This reduces the static Hamiltonian to

H static = −f
2
πµ

2
I

2
sin2 α− f 2

πm
2
π cosα. (5.6)

The ground state energy is therefore minimal when

α = 0 for µI 6 mπ (5.7)

or

cosα =
m2
π

µ2
I

for µI > mπ. (5.8)

The case µI 6 mπ corresponds to the QCD vacuum where the matrix field Σ = 1.
Because α = 0, the first term in eq. (5.5) will vanish. Hence, it is not necessary
to have φ̂2

1 + φ̂2
2 = 1 and φ̂3 = 0 in the ground state. In the case of µI > mπ, our

conditions φ̂2
1 + φ̂2

2 = 1 and φ̂3 = 0 apply. From eq. (4.24), we have that φ̂1 and φ̂2

will be charged. Since µI > mπ and φ̂1 and φ̂2 acquire a nonzero vev it means that
we have a BEC of charged pions. The onset of the condensation is at µI = mπ and
the rotation of the QCD vacuum increases when µI increases as seen from eq. (5.6).

5.2 Isospin density

The isospin density nI in the condensed phase is given by

nI = − ∂

∂µI
(Hnorm − µInI) = −∂H

∂µI
= f 2

πµI sin2 α = f 2
πµI

(
1− m4

π

µ4
I

)
, (5.9)

where Hnorm is the Hamiltonian without an isospin chemical potential and α is given
by eq. (5.8).
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5.3 Excitation spectrum

The excitation spectrum of φ̂1, φ̂2 and φ̂3 are obtained by expanding these fields
into fluctuations around the ground state. In section 5.1, we found that the ground
state must satisfy φ̂2

10 + φ̂2
20 = 1 and φ̂30 = 0 in the pion condensed phase. We can

choose φ̂10 = 0 and φ̂20 = 1 without loss of generality. Thus, the ground state will
by eq. (5.4) take the form

Σ0 = eiαφ̂i0τi = cosα + iτ2 sinα =

(
cosα sinα
− sinα cosα

)
= eiατ2 = eiα

τ2
2 1eiα

τ2
2 = Uα1Uα,

(5.10)

where Uα ≡ eiα
τ2
2 . Hence, the ground state Σ0 corresponds to a chiral rotation of the

QCD vacuum Σ0 = 1 by the angle α. In the following, we want to parameterize the
fluctuations around the ground state by using parameterization i) in eq. (4.11). This
is a parameterization of the fluctuations around the QCD vacuum with α = 0. We
must therefore rotate the fluctuations such that they fluctuate around the rotated
vacuum. The small fluctuations around the vacuum are called Goldstone bosons. Be-
cause of the chiral symmetry breaking from SU(2)L×SU(2)R to SU(2)V , the Gold-
stone manifold, on which the Goldstone bosons live, is SU(2)L × SU(2)R/SU(2)V .
This manifold has dimension three, giving the fluctuations three degrees of freedom.
Hence, the rotated fluctuations with three degrees of freedom π = (π1, π2, π3), is by
parameterization i) in eq. (4.11) given as

Σ = Uαe
i
fπ
τ ·πUα. (5.11)

The dispersion relations are obtained from the bilinear part of the Lagrangian. From
eqs. (5.2) and (5.3) we have that

L =
f 2
π

4
Tr

[
∂µΣ†∂µΣ + i

µI
2
τ3

(
∂0ΣΣ† − Σ∂0Σ† + ∂0Σ†Σ− Σ†∂0Σ

)
−µ

2
I

2

(
Σ†τ3Στ3 − 1

) ]
+
f 2
πm

2
π

2
ReTrΣ.

(5.12)

We will now calculate each term in our Lagrangian separately by inserting the
parameterization in eq. (5.11). The first term is rewritten as

f 2
π

4
Tr
(
∂µΣ†∂µΣ

)
=
f 2
π

4
Tr
[
∂µ

(
U †e−

i
fπ
τ ·πU †

)
∂µ
(
Ue

i
fπ
τ ·πU

)]
=
f 2
π

4
Tr
(
∂µe

− i
fπ
τ ·π∂µe

i
fπ
τ ·π
)

=
1

2
∂µπa∂

µπa +O(π3),

(5.13)

by using the cyclic property of the trace and Taylor expanding in the fields. It is
important to keep in mind that we are taking the derivative of matrix exponentials.
In order to evaluate the next terms in eq. (5.12) we note that

Tr
(
∂0ΣΣ† − Σ∂0Σ†

)
= Tr

(
−2Σ∂0Σ†

)
= Tr

[
−2

∫ 1

0

du e
i
fπ
uτ ·π

(
− i

fπ
τ · ∂0π

)
e−

i
fπ
uτ ·π

]
= Tr

(
2i

fπ
τ · ∂0π −

1

f 2
π

[τ · π, τ · ∂0π]

)
+O(π3)

(5.14)
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and

Tr
(
∂0Σ†Σ− Σ†∂0Σ

)
= Tr

(
−2Σ†∂0Σ

)
= Tr

[
−2

∫ 1

0

du e−
i
fπ
uτ ·π

(
i

fπ
τ · ∂0π

)
e
i
fπ
uτ ·π

]
= Tr

(
− 2i

fπ
τ · ∂0π −

1

f 2
π

[τ · π, τ · ∂0π]

)
+O(π3),

(5.15)

where we have used that Σ is unitary. The integral originates from the fact that we
are taking the derivative of a matrix exponential. Furthermore, we find that

U †τ3U = cosα τ3 + sinα τ1, (5.16)

Uτ3U
† = cosα τ3 − sinα τ1. (5.17)

The second and third term in eq. (5.12) are therefore

if 2
πµI
8

Tr [τ3

(
∂0ΣΣ† − Σ∂0Σ†

)]
=
if 2
πµI
8

Tr
(
U †τ3Ue

i
fπ
τ ·π∂0e

− i
fπ
τ ·π
)

=
fπµI

2

[
sinα ∂0π1 + cosα ∂0π3 (5.18)

− 1

fπ
sinα (π × ∂0π)1 −

1

fπ
cosα (π × ∂0π)3

]
+O(π3),

where we have used eqs. (5.14) and (5.16). The fourth and fifth term in eq. (5.12)
are rewritten using eqs. (5.15) and (5.17), resulting in

if 2
πµI
8

Tr [τ3

(
∂0Σ†Σ− Σ†∂0Σ

)]
=
if 2
πµI
8

Tr
(
Uτ3U

†e−
i
fπ
τ ·π∂0e

i
fπ
τ ·π
)

=
fπµI

2

[
sinα ∂0π1 − cosα ∂0π3 (5.19)

+
1

fπ
sinα (π × ∂0π)1 −

1

fπ
cosα (π × ∂0π)3

]
+O(π3).

The sixth term in eq. (5.12) is by eqs. (5.16) and (5.17) cast into

−f
2
πµ

2
I

8
Tr
(
Σ†τ3Στ3 − 1

)
= −f

2
πµ

2
I

8
Tr
(
Uτ3U

†e−
i
fπ
τ ·πU †τ3Ue

i
fπ
τ ·π
)

(5.20)

=
f 2
πµ

2
I

4

(
2 sin2 α +

2

fπ
sin 2απ2 +

2

f 2
π

cos2 απ2
1

+
2

f 2
π

cos 2απ2
2 −

2

f 2
π

sin2 απ2
3

)
+O(π3).

Finally, the last term in eq. (5.12) is found to be

f 2
πm

2
π

2
ReTrΣ =

f 2
πm

2
π

2
ReTr

(
Ue

i
fπ
τ ·πU

)
= f 2

πm
2
π

(
cosα− 1

fπ
sinαπ2 −

1

2f 2
π

cosαπ2

)
+O(π3).

(5.21)
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Adding all the bilinear terms in eqs. (5.13), (5.18), (5.19), (5.20) and (5.21), we
arrive at the bilinear Lagrangian

L (2) =
1

2
∂µπa∂

µπa −
1

2
m12(π1∂0π2 − π2∂0π1)− 1

2

(
π2

1m
2
1 + π2

2m
2
2 + π2

3m
2
3

)
, (5.22)

where we have defined

m2
12 ≡ 4µ2

I cos2 α,

m2
1 ≡ m2

π cosα− µ2
I cos2 α,

m2
2 ≡ m2

π cosα− µ2
I cos 2α,

m2
3 ≡ m2

π cosα + µ2
I sin2 α.

(5.23)

Performing a partial integration of the first term yields

L (2) =
1

2

(
π1 π2 π3

)−∂µ∂µ −m2
1 m12∂0 0

−m12∂0 −∂µ∂µ −m2
2 0

0 0 −∂µ∂µ −m2
3

π1

π2

π3

 , (5.24)

where the sandwiched matrix is the inverse propagator. Going to Fourier space gives
the inverse propagator

D−1 =

P 2 −m2
1 −iEm12 0

iEm12 P 2 −m2
2 0

0 0 P 2 −m2
3

 , (5.25)

where P = (E,p). The dispersion relations are as before given by the zero modes
of D−1. The zero modes satisfy

Det(D−1) = 0 =(E2 − p2 −m2
1)(E2 − p2 −m2

2)(E2 − p2 −m2
3)

− E2m2
12(E2 − p2 −m2

3).
(5.26)

In the normal phase, where the rotation angle α = 0, we find that the neutral pion
has the relativistic dispersion relation

E0(p) =
√

p2 +m2
π, (5.27)

while the charged pions experience a Zeeman-like splitting of the relativistic disper-
sion relation, reading

E±(p) =
√

p2 +m2
π ± µI . (5.28)

Taking the limit p→ 0 in eqs. (5.27) and (5.28) yields the mass spectrum

m0 = mπ,

m± = mπ ± µI .
(5.29)

Next, we turn our attention to the BEC where charged pions condense and cosα =
m2
π/µ

2
I . We find immediately from eq. (5.26) that the dispersion relation of neutral

pions remains relativistic but with mass µI ,

E0(p) =
√

p2 + µ2
I . (5.30)
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The solutions of eq. (5.26) for the dispersion relations of charged pions read

E±(p) =

√
p2 +

1

2
(m2

1 +m2
2 +m2

12)± 1

2

√
4p2m2

12 + (m2
1 +m2

2 +m2
12)2 − 4m2

1m
2
2

=

√
p2 +

1

2
µ2
I(1 + 3 cos2 α)± µI

√
16p2 cos2 α + µ2

I(1 + 3 cos2 α)2. (5.31)

Evaluating eqs. (5.30) and (5.31) in the limit p→ 0 results in the mass spectrum

m0 = µI ,

m+ = µI
√

1 + 3 cos2 α,

m− = 0.

(5.32)

Thus, ChPT with an isospin chemical potential results in one Goldstone boson and
two modes with a gap.1

1The previously mentioned formulation of Goldstone’s theorem is not valid here since the theory
is not Lorentz invariant. However, there exists formulations of the theorem valid for nonrelativistic
systems as well [29].
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Chapter 6

Anomalies

In section 4.2 we pointed out that the QCD Lagrangian has a global U(1)A symmetry.
Noether’s theorem states that any global continuous symmetry of a Lagrangian
leads classically to a locally conserved current. To see if the same symmetry is
present after quantization, we have to decide whether the generating functional
has the same symmetry or not. If not, we are dealing with an anomaly. Some
examples of anomalies are the breaking of conformal invariance in string theory,
the trace anomaly and the chiral (or axial) anomaly [28]. Since the anomalies
manifest themselves in the generating functional, they will also affect the Lagrangian
of the theory. Hence, the Lagrangian of the EFT must also include the anomaly.
It turns out that a chiral isospin anomaly will be important for neutral pions in
background gauge fields. We will therefore start this chapter by calculating the chiral
isospin anomaly in presence of an external magnetic field and a chemical potential for
baryon number and isospin. Furthermore, we will include the anomaly in the ChPT
Lagrangian for neutral pions and see how it contributes to the electromagnetic,
baryon number and isospin currents. Finally, we derive the form of the ChPT
Lagrangian in presence of an external magnetic field at finite baryon density or at
finite isospin density.

6.1 Chiral isospin anomaly from background gauge

fields

We can probe the symmetry properties of the neutral pion by coupling the mass
term in the QCD Lagrangian to a constant source θ, so that m → me−iθτ3γ5 . The
relevant part of the two-flavor QCD Lagrangian in Euclidean space [37] then reads

LQCD = ψ̄
(
/D +mfe

−iθτ3γ5
)
ψ, (6.1)

where we have defined the gamma matrices in accordance with [38], leading to an
anti-Hermitian Dirac operator /D in Euclidean space. The covariant derivative is

Dµψ =

(
∂µ − iAµ − ig

λa
2
Aµ,a

)
ψ, (6.2)

where ψ contains only the u and d quarks. Aµ,a are the gluon gauge fields that
must be contracted with the Gell-Mann matrices λa. In addition, we introduce the
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electromagnetic gauge field AQ
µ , baryon number gauge field AB

µ and isospin gauge
field AI

µ through the matrix gauge field

Aµ = QAQ
µ +BAB

µ + I3A
I
µ, (6.3)

where Q,B and I3 are respectively the electric charge, baryon number and isospin
of the u and d quarks written on matrix form as

Q =

(
2/3 0
0 −1/3

)
, B =

(
1/3 0
0 1/3

)
and I3 =

(
1/2 0
0 −1/2

)
. (6.4)

The Lagrangian in eq. (6.1) has a classical symmetry under a simultaneous chiral
isospin transformation,

ψ → eiατ3γ5ψ and θ → θ + 2α. (6.5)

We are now in the position to integrate out the quark fields in the generating func-
tional in Euclidean space,

Z[θ] = e−W [θ] = Det
(
/D +me−iθτ3γ5

)
≡ DetD =

∏
n

λn, (6.6)

where have taken the functional determinant and λn are the eigenvalues of D . Be-
cause /D is anti-Hermitian it will have purely imaginary eigenvalues and the eigen-
states will come in pairs since /D anticommutes with γ5 and commutes with τ3. We
can therefore introduce the eigenstates of /D as pairs of spinors ϕn and ϕ̃n = τ3γ5ϕn,
that each contain the u and d quarks. The eigenstates are related as

/Dϕn = iλnϕn and /Dϕ̃n = −iλnϕ̃n, (6.7)

where λ ∈ R and n denotes the different eigenfunctions. The eigenvalues of D can
be split into the two sectors λ = 0 and λ 6= 0. Thereafter, the eigenvalues from each
sector can be multiplied giving the determinant of D .

At first we assume λ 6= 0. The matrix D acting on two of the eigenstates ϕn
and ϕ̃n takes the form

D

(
ϕn
ϕ̃n

)
=

(
iλn +m cos θ −im sin θ
−im sin θ −iλn +m cos θ

)(
ϕn
ϕ̃n

)
, (6.8)

resulting in a determinant DetD = λ2
n + m2 independent of θ. Next, we assume

λ = 0. This means that we are considering the zero modes of /D, where ϕn and ϕ̃n =
τ3γ5ϕn both have the eigenvalue zero. As a consequence, we can find simultaneous
eigenstates of /D and γ5. These are

ϕRn =

(
uRn
dRn

)
≡ 1

2
(1 + γ5)ϕn =

ϕn − ϕ̃n
2

,

ϕLn =

(
uLn
dLn

)
≡ 1

2
(1− γ5)ϕn =

ϕn + ϕ̃n
2

,

(6.9)

which satisfy

/DϕRn = 0 and /DϕLn = 0,

γ5ϕ
R
n = +1ϕRn and γ5ϕ

L
n = −1ϕLn .

(6.10)
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Applying D to ϕRn and ϕLn yields

DϕRn = me−iθτ3γ5ϕRn =

(
me−iθuRn
meiθdRn

)
(6.11)

and

DϕLn = me−iθτ3γ5ϕLn =

(
meiθuLn
me−iθdLn

)
, (6.12)

which reveals that D has eigenfunctions uRn , dRn , uLn and dLn with eigenvalues me−iθ,
meiθ, meiθ and me−iθ, respectively. The total contribution of eigenvalues from both
the λ = 0 and λ 6= 0 sector will by eq. (6.6) result in a generating functional of the
form

Z[θ] = f(m)(me−iθ)N
R
u (meiθ)N

L
u (meiθ)N

R
d (me−iθ)N

L
d

≡ f̃(m)e−iθ(N
R
u −NL

u )+iθ(NR
d −N

L
d ),

(6.13)

where we have written the total contribution from the λ 6= 0 sector as f(m).
Moreover, NR,L

a refer to the number of eigenfunctions of each sort aR,L. The ex-
pected θ → θ+ 2α symmetry is violated in the generating functional. However, this
does not come from the quark masses, but from the zero modes of /D. By exploiting
the property Det(A) = eTr ln A for a matrix A, we find from eq. (6.6) that

W [θ]−W [θ = 0] = iθ(NR
u −NL

u )− iθ(NR
d −NL

d )

= −Tr ln
(
/D +me−iθτ3γ5

)
+ Tr ln

(
/D +m

)
.

(6.14)

Taking the derivative with respect to θ gives(
NR
u −NL

u

)
−
(
NR
d −NL

d

)
= Tr (τ3γ5) , (6.15)

where we are tracing over flavor space, Dirac space and color space. The number
of different eigenfunctions can be computed by introducing an arbitrary mass scale
Λ.1 By eq. (6.14), this results in

W [θ]−W [0] = lim
Λ→∞

iθTr

(
τ3γ5e

/D2

Λ2

)
= lim

Λ→∞
iθTr

[
τ3γ5 g

(
− /D2

/Λ2
)]

= lim
Λ→∞

iθ

∫
d4p d4x

(2π)4
Tr
[
e−ip·xτ3γ5 g

(
− /D2

/Λ2
)
eip·x

]
=
iθ

2

∫
d4p

(2π)4
g′′(p2)

∫
d4xTr

[
τ3γ5( /D

2
)2
]

=
iθ

32π2

∫
d4x εµναβ

(
FQ
µν + F I

µν

) (
FQ
αβ + 2FB

αβ

)
,

(6.16)

where FQ
µν , F

I
µν and FB

µν are the field strength tensors of the corresponding gauge
fields AQµ , AIµ and ABµ . In addition, g(x) is a smooth function satisfying g(0) = 1,
g(∞) = 0 and limx→∞ xg

′(x) = 0. The calculation has been performed by evaluating
the trace in terms of plane waves so that we could use e−ip·x∂µe

ip·x = ∂µ + ipµ. The
result is the chiral isospin anomaly in presence of the three background gauge fields.

1The number of different eigenfunctions are also related through the Atiyah-Singer index the-
orem. In fact, the anomaly is a manifestation of this theorem [39].
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6.2 Chiral isospin anomaly in the ChPT

Lagrangian

From the previous section, we note that

W [0] = W [θ]− iθ

32π2

∫
d4x εµναβ

(
FQ
µν + F I

µν

) (
FQ
αβ + 2FB

αβ

)
(6.17)

should be invariant under a simultaneous transformation, ψ → eiατ3γ5ψ and θ →
θ+ 2α, as there is no dependence on θ. We must therefore find a way to incorporate
this into the ChPT Lagrangian. In section 2.3, we showed that charged particles
undergo Landau level quantization. Thus, a strong enough magnetic field causes the
low-energy spectrum of QCD to consist solely of neutral pions. The ChPT matrix
field will therefore reduce to

Σ = exp(
i

fπ
τ3π

0), (6.18)

using parameterization i) in eq. (4.11). The transformation ψ → eiατ3γ5ψ is by eq.
(4.10) corresponding to a transformation Σ→ LΣR†, where

L = e−iατ3 and R = eiατ3 . (6.19)

Here, the eigenvalues of γ5 are given by eq. (6.10). The transformation ψ → eiατ3γ5ψ
leads to a transformation, π0/fπ → π0/fπ − 2α, of the neutral pion field. Hence, in
order to make

LChPT −
iθ

32π2
εµναβ

(
FQ
µν + F I

µν

) (
FQ
αβ + 2FB

αβ

)
(6.20)

invariant under a simultaneous transformation of both π0 and θ, we must include a
term

− iπ0

32π2fπ
εµναβ

(
FQ
µν + F I

µν

) (
FQ
αβ + 2FB

αβ

)
(6.21)

in the ChPT Lagrangian. As a result, the complete ChPT Lagrangian in presence
of the three background gauge fields is

L =
f 2
π

4

[
Tr(∂µΣ†∂µΣ) + 2m2

πReTrΣ
]

− π0

32π2fπ
εµναβ

(
FQ
µν + F I

µν

) (
FQ
αβ + 2FB

αβ

)
,

(6.22)

where we have returned to Minkowski space. The last term is known as the Wess-
Zumino-Witten term for neutral pions [40]. Like the chiral anomaly, the chiral
isospin anomaly will contribute to the decay of the neutral pion into two photons
since the anomalous term is linear in the neutral pion field and quadratic in the
photon field.
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6.3 Anomalous contribution to currents

The anomalous part of the effective Lagrangian in eq. (6.22) is given by

Lanom = − π0

32π2fπ
εµναβ(FQ

µν + F I
µν)(F

Q
αβ + 2FB

αβ). (6.23)

It will contribute to electromagnetic, baryon number and isospin currents. The
Noether current of an Abelian global symmetry can be obtained by varying the
action with respect to the corresponding gauge field,

jµ =
δS

δAµ
. (6.24)

From eq. (6.23), we find that the anomalous action can be written as

S = − 1

32π2fπ

∫
d4x π0εµναβ(FQ

µνF
Q
αβ + 2FQ

µνF
B
αβ + FQ

µνF
I
αβ + 2FB

µνF
I
αβ)

≡ SQQ + 2SQB + SQI + 2SBI .

(6.25)

All these terms have the same form. We can therefore calculate the variation of the
action by considering the variation of a term SUV , where (U, V ) ∈ {Q,B, I}. The
variation of SUV reads

δSUV ≡− 1

32π2fπ

∫
d4x εµναβδ(π0FU

µνF
V
αβ)

=− 1

32π2fπ

∫
d4x εµναβ

[
π0(δFU

µν)F
V
αβ + π0FU

µν(δF
V
αβ)
]

− 1

32π2fπ

∫
d4x εµναβ(δπ0)FU

µνF
V
αβ.

(6.26)

Furthermore, it is possible to write

εµναβδFU
µν = εµναβ(∂µδA

U
ν − ∂νδAUµ ) = −2εµναβ∂νδA

U
µ . (6.27)

Here we used the complete antisymmetry of εµναβ and the fact that δ∂µ = ∂µδ.
Having this at hand we get

δSUV =
1

16π2fπ

∫
d4x εµναβπ0

[
FU
µν∂βδA

V
α + F V

αβ∂νδA
U
µ

]
− 1

32π2fπ

∫
d4x εµναβ(δπ0)FU

µνF
V
αβ

= − 1

16π2fπ

∫
d4x εµναβ

[
(∂βπ

0)FU
µνδA

V
α + (∂βπ

0)F V
µνδA

U
α

]
− 1

32π2fπ

∫
d4x εµναβ(δπ0)FU

µνF
V
αβ,

(6.28)

where we have performed a partial integration and used the Bianchi identity,
εµναβ∂νFαβ = 0. The second term in the variation of SUV will drop out in the
currents since it does not contain any variation of the gauge field. By eq. (6.24),
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we can conclude that the total contribution from the anomalous Lagrangian to the
electromagnetic, baryon number and isospin currents is given by

jµQ =
δS

δAQµ
= − 1

16π2fπ
εµναβ(∂νπ

0)(2FQ
αβ + 2FB

αβ + F I
αβ), (6.29)

jµB =
δS

δABµ
= − 1

16π2fπ
εµναβ(∂νπ

0)(2FQ
αβ + 2F I

αβ), (6.30)

jµI =
δS

δAIµ
= − 1

16π2fπ
εµναβ(∂νπ

0)(FQ
αβ + 2FB

αβ). (6.31)

The anomaly is therefore giving nonuniform neutral pion fields an electric charge, a
baryon number and an isospin. We can argue that a nonuniform neutral pion field
is acting as a baryon since it carries baryon number.

6.4 Anomalous Lagrangian in magnetic field at

finite density

Furthermore, we want to study the form of the Lagrangian in the case where we
only have a constant background magnetic field and a chemical potential for baryon
number. The isospin field strength tensor, F I

αβ, in eq. (6.23) will thus vanish,
reducing the anomalous Lagrangian to

Lanom = − π0

32π2fπ
εµναβFQ

µν(F
Q
αβ + 2FB

αβ). (6.32)

By pointing the magnetic field in the z-direction, we can choose AQµ = (0, 0,−Bx, 0)
without loss of generality. Hence, the electromagnetic field strength tensor reads

FQ
µν =


0 0 0 0
0 0 −B 0
0 B 0 0
0 0 0 0

 . (6.33)

The first term in the anomalous Lagrangian is then rewritten as

− π0

32π2fπ
εµναβFQ

µνF
Q
αβ =

2

32π2fπ
εµναβ(∂µπ

0)AQν F
Q
αβ

=
−2

32π2fπ
εµ2αβBx(∂µπ

0)FQ
αβ

= 0,

(6.34)

where the first equality follows from eq. (6.27) and a partial integration together
with the Bianchi identity. Going to the last line, we contracted εµ2αβ with FQ

αβ

and used that the Levi-Civita symbol with two equal indices vanishes. Since ABµ =
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(µB, 0, 0, 0), the remaining term of the anomalous Lagrangian is

− 2π0

32π2fπ
εµναβFQ

µνF
B
αβ =

4π0

32π2fπ
εµναβFQ

µν∂βA
B
α

=
−4

32π2fπ
εµναβ(∂βπ

0)FQ
µνA

B
α

=
−4µB
32π2fπ

[
ε210k(∂kπ

0)B − ε120k(∂kπ
0)B
]

=
8µB

32π2fπ
B ∂3π

0,

(6.35)

where the first equality follows from eq. (6.27) and the second line follows from a
partial integration along with the Bianchi identity. The system can be generalized to
a magnetic field pointing in all directions by choosing AQµ = (0,−Byz,−Bzx,−Bxy),
giving four more nonzero elements to the electromagnetic field strength tensor in
eq. (6.33). The resulting changes will be to replace ∂3 with ∇ and B with B =
(Bx, By, Bz) in eq. (6.35). Thus, the anomalous effective Lagrangian in presence of
a background magnetic field and a chemical potential for baryon number reduces to

Lanom =
µB

4π2fπ
B ·∇π0. (6.36)

Naively, this could be surprising since the neutral pion has a baryon number equal
to zero. However, as shown in eqs. (6.29)-(6.31), nonuniform neutral pion field
configurations can carry all the three charges Q, B and I3.

We can easily replace the chemical potential for baryon number with one for
isospin, having AIµ = (µI , 0, 0, 0). Since the two terms 2FB

αβ and F I
αβ in eq. (6.23)

have a different prefactor of 2, the only change will be to let µB → µI/2. Thus, the
anomalous effective Lagrangian in presence of a background magnetic field and a
chemical potential for isospin becomes

Lanom =
µI

8π2fπ
B ·∇π0. (6.37)
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Chapter 7

Anomaly in ChPT including
charged pions

The ChPT Lagrangian has up to now included the chiral isospin anomaly only for
neutral pions. We will in the following also include the anomaly for charged pions.
The starting point is the Goldstone-Wilczek (GW) current, which we first determine
the divergence of. We then find the anomalous contribution to the Lagrangian
by coupling the GW current to the baryon gauge field [22]. The resulting new
term in the Lagrangian is the Wess-Zumino-Witten term. However, this term has
an undetermined coefficient. The coefficient will be determined by matching the
resulting Lagrangian to our previously obtained Lagrangian for neutral pions.

7.1 Divergence of the Goldstone-Wilczek current

The form of the GW current was derived by Goldstone and Wilczek in [41]. It is
applied to QCD in strong magnetic fields in [22] and is written as

jµGW = λεµναβTr

{
(ΣDνΣ

†)(ΣDαΣ†)(ΣDβΣ†)− 3i

2

[
(DνΣΣ†)FLαβ − (DνΣ

†Σ)FRαβ
]}

,

(7.1)
where λ is a numerical coefficient that we will determine later and Σ is the matrix
field variable of ChPT. Since QCD with two light quark flavors has an approximate
global chiral symmetry SU(2)L× SU(2)R, we can introduce matrix gauge fields ALµ
and ARµ , and define the covariant derivative of Σ as

DµΣ = ∂µ − iALµΣ + iΣARµ . (7.2)

The corresponding field-strength tensors are then

FL,Rµν = ∂µAL,Rν − ∂νAL,Rµ − i
[
AL,Rµ ,AL,Rν

]
. (7.3)

The GW current jµGW is gauge-invariant, implying that ∂µj
µ
GW = Dµj

µ
GW . Thus, by

keeping manifest covariance, we can calculate the divergence of the current using
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the product rule and the cyclic property of the trace. The result is

∂µj
µ
GW = Dµj

µ
GW

= λεµναβTr

{
3(DµΣ)(DνΣ

†)(ΣDαΣ†)(ΣDβΣ†)

+3Σ(DµDνΣ
†)(ΣDαΣ†)(ΣDβΣ†) (7.4)

−3i

2

[
(DµDνΣ)Σ†FLαβ − (DµDνΣ

†)ΣFRαβ
+(DνΣ)(DµΣ†)FLαβ − (DνΣ

†)(DµΣ)FRαβ

+(DνΣΣ†)DµFLαβ − (DνΣ
†Σ)DµFRαβ

]}
.

We will in the following calculate each term by itself before collecting the terms into
a final answer for the divergence of the GW current. Appendix A presents proofs of
different properties that we will use along the way. The first term in eq. (7.4) can
be rewritten using the property DµΣ = −Σ(DµΣ†)Σ, resulting in

3λεµναβTr
[
(DµΣ)(DνΣ

†)(ΣDαΣ†)(ΣDβΣ†)
]

= −3λεµναβTr
[
(ΣDµΣ†)(ΣDνΣ

†)(ΣDαΣ†)(ΣDβΣ†)
]

= −3λεµναβTr
[
(ΣDβΣ†)(ΣDµΣ†)(ΣDνΣ

†)(ΣDαΣ†)
]

= 3λεµναβTr
[
(ΣDµΣ†)(ΣDνΣ

†)(ΣDαΣ†)(ΣDβΣ†)
]

= 0,

(7.5)

where we used the trace property going to the third line and the complete antisym-
metry of εµναβ going to the fourth line. Comparing the second and fourth lines, we
conclude that the first term in eq. (7.4) needs to vanish. The second term in eq.
(7.4) can be cast into a different form utilizing the properties

εµναβDµDνΣ
† =

1

2
εµναβ [Dµ, Dν ] Σ†, (7.6)

εµναβ[Dµ, Dν ]Σ
† = εµναβ

(
iΣ†FLµν − iFRµνΣ†

)
, (7.7)

DµΣ† = −Σ†DµΣΣ†, (7.8)

yielding

3λεµναβTr
[
Σ(DµDνΣ

†)(ΣDαΣ†)(ΣDβΣ†)
]

=
3

2
λεµναβTr

[
(Σ[Dµ, Dν ]Σ

†)(ΣDαΣ†)(ΣDβΣ†)
]

=
3i

2
λεµναβTr

[
(−ΣFRµνΣ† + ΣΣ†FLµν)(ΣDαΣ†)(ΣDβΣ†)

]
=

3i

2
λεµναβTr

[
FRµν(DαΣ†)(DβΣ)−FLµν(DαΣ)(DβΣ†)

]
.

(7.9)

The third term in eq. (7.4) is calculated using the properties

εµναβDµDνΣ =
1

2
εµναβ [Dµ, Dν ] Σ, (7.10)

εµναβ[Dµ, Dν ]Σ = εµναβ
(
iΣFRµν − iFLµνΣ

)
, (7.11)
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resulting in

−3i

2
λεµναβTr

[
(DµDνΣ)Σ†FLαβ

]
= −3i

4
λεµναβTr

[
([Dµ, Dν ]Σ)Σ†FLαβ

]
=

3

4
λεµναβTr

[
ΣFRµνΣ†FLαβ −FLµνFLαβ

]
.

(7.12)

The fourth term in eq. (7.4) is rewritten in the same way as eq. (7.12) but using
the properties in eqs. (A.4) and (A.6) instead of the properties in eqs. (A.3) and
(A.5). This results in

3i

2
λεµναβTr

[
(DµDνΣ

†)ΣFRαβ
]

=
3

4
λεµναβTr

[
FRµνFRαβ − Σ†FLµνΣFRαβ

]
=

3

4
λεµναβTr

[
FRµνFRαβ − ΣFRµνΣ†FLαβ

]
,

(7.13)

where we went to the last line by interchanging µ, ν ↔ α, β and using the cyclic
property of the trace. The fifth and sixth term in eq. (7.4) takes the form

− 3i

2
λεµναβTr

[
(DνΣ)(DµΣ†)FLαβ − (DνΣ

†)(DµΣ)FRαβ
]

=
3i

2
λεµναβTr

[
FLµν(DαΣ)(DβΣ†)−FRµν(DαΣ†)(DβΣ)

]
,

(7.14)

where we let µ, ν, α, β → β, α, µ, ν and used the complete antisymmetry of εµναβ.
The two last terms in eq. (7.4) are zero because of the Bianchi identity εµναβDνFαβ =
0. The divergence of the GW current in eq. (7.4) is determined by collecting all the
calculated terms in eqs. (7.5), (7.9), (7.12), (7.13) and (7.14) yielding

∂µj
µ
GW =

3

2
λεµναβTr

[
iFRµν(DαΣ†)(DβΣ)− iFLµν(DαΣ)(DβΣ†)

+
1

2
ΣFRµνΣ†FLαβ −

1

2
FLµνFLαβ

+
1

2
FRµνFRαβ −

1

2
ΣFRµνΣ†FLαβ

+iFLµν(DαΣ)(DβΣ†)− iFRµν(DαΣ†)(DβΣ)

]
=

3

4
λεµναβTr

(
FRµνFRµν −FLµνFLµν

)
.

(7.15)

We can observe that the divergence of the GW current is independent of the matrix
field Σ. When the background gauge field becomes purely vector-like, that is ARµ =
ALµ , we have that FRµν = FLµν . This causes the divergence of the GW current to
vanish,

∂µj
µ
GW = 0. (7.16)

7.2 Wess-Zumino-Witten term in the ChPT

Lagrangian

We will now introduce the Wess-Zumino-Witten term LWZW into the ChPT Lag-
rangian. This term captures the anomalies of QCD and is the only anomalous term
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that can be added to the two-flavor Lagrangian. It is found by coupling the GW
current to a background gauge field A1

µ for the U(1)B baryon number symmetry of
QCD [22],

LWZW = jµGWA
1
µ. (7.17)

By eq. (4.16), the complete ChPT Lagrangian including the chiral isospin anomaly
is

L =
f 2
π

4

[
Tr(∂µΣ†∂µΣ) + 2m2

πReTrΣ
]

+ LWZW. (7.18)

We will restrict our attention to the three Abelian background gauge fields for
electric charge Q, baryon number B and the third component of isospin I3. Hence,
the full gauge field reads

Aµ = ARµ = ALµ = QAQ
µ + I3A

I
µ +BAB

µ = I3

(
AI
µ + AQ

µ

)
+B

(
AB
µ +

AQ
µ

2

)
, (7.19)

where the Gell-Mann-Nishijima formula Q = I3 + B/2 have been used. However,
jµGW is gauged under an SU(2)L × SU(2)R symmetry, while A1

µ is a U(1)B gauge
field. Thereby, jµGW will only include the part of Aµ belonging to SU(2). This is the
term proportional to I3 since the generator of I3 is τ3/2 which belongs to SU(2).
The second term in eq. (7.19) is belonging to U(1)B and will hence be included in
A1
µ. The Wess-Zumino-Witten term is therefore taking the form

LWZW =λεµναβ

(
ABµ +

AQµ
2

)
(7.20)

× Tr

[
(ΣDνΣ

†)(ΣDαΣ†)(ΣDβΣ†)− 3i

4
τ3(DνΣΣ† −DνΣ

†Σ)(F I
αβ + FQ

αβ)

]
,

where the covariant derivative is written as

DµΣ = ∂µΣ− i

2

(
AI
µ + AQ

µ

)
[τ3,Σ], (7.21)

and the field strength tensor is given by

Fµν = FLµν = FRµν =
τ3

2

(
FQ
µν + F I

µν

)
. (7.22)

7.2.1 Restricting to neutral pions

We can now restrict the Lagrangian in eq. (7.20) to neutral pions in order to
determine the coefficient λ. Using parameterization i) in eq. (4.11) yields

Σ = exp

(
i

fπ
τ3π

0

)
. (7.23)

There are three different terms in eq. (7.20) that contain the matrix field Σ. The
first term is made up of three factors of the form ΣDνΣ

†. Inserting eq. (7.23) into
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one of these factors gives

ΣDνΣ
† = e

i
fπ
τ3π0

{
∂νe
− i
fπ
τ3π0

− i

2
(AIν + AQν )

[
τ3, e

− i
fπ
τ3π0
]}

= e
i
fπ
τ3π0

(
− i

fπ
τ3

)(
∂νπ

0
)

e−
i
fπ
τ3π0

= − i

fπ
τ3∂νπ

0.

(7.24)

This results in

Tr
{

(ΣDνΣ
†)(ΣDαΣ†)(ΣDβΣ†)

}
= Tr

{
i

f 3
π

(∂νπ
0)(∂απ

0)(∂βπ
0)τ3

}
= 0, (7.25)

where we used that Tr(τ3) = 0. Thus, the first term in eq. (7.20) is zero and we are
left with

LWZW = −3i

4
λεµναβ

(
ABµ +

AQµ
2

)
Tr
[
τ3(DνΣΣ† −DνΣ

†Σ)(F I
αβ + FQ

αβ)
]

= −3i

4
λεµναβ

(
ABµ +

AQµ
2

)
Tr

[(
i

fπ
∂νπ

0 +
i

fπ
∂νπ

0

)(
F I
αβ + FQ

αβ

)]

=
3

fπ
λεµναβ

(
ABµ +

AQµ
2

)(
F I
αβ + FQ

αβ

)
∂νπ

0

= −3π0

fπ
λεµναβ

(
∂νA

B
µ +

1

2
∂νA

Q
µ

)(
FQ
αβ + F I

αβ

)
=

3π0

4fπ
λεµναβ

(
FQ
µν + F I

µν

) (
FQ
αβ + 2FB

αβ

)
,

(7.26)

where we in the fourth line have performed a partial integration and used the Bianchi
identity εµναβ∂νFαβ = 0. The last line is obtained by using the complete antisym-
metry of the Levi-Civita symbol εµναβ. Hence, we have now derived an additional
form of the anomalous Lagrangian in presence of the three background gauge fields
for electric charge Q, baryon number B and isospin I3. The coefficient λ in the
GW current can therefore be determined by matching eq. (7.26) to the anomalous
Lagrangian in eq. (6.23), resulting in

λ = − 1

24π2
. (7.27)

The remaining two a priori undetermined couplings, fπ and mπ, in the complete
ChPT Lagrangian in eq. (7.18) need to be determined by experiment.
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Part III

Chiral soliton lattice and the QCD
phase diagram
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Chapter 8

Chiral soliton lattice

In this chapter, we will study how the ground state of low-energy QCD is affected by
a baryon chemical potential and an external magnetic field. This has been studied
by Son and Stephanov, and in 2008 they conjectured the existence of a ”stack of
parallel π0 domain walls” [22]. Similar structures can be found in condensed matter
systems such as chiral magnets, where they are called chiral soliton lattices (CSL)
[42].1 In 2017, Brauner and Yamamoto gave the exact solution to the equation of
motion for the CSL structure in QCD [23]. This chapter reproduces their findings
and provides some extra background material. It starts out by setting up the EFT
before the equation of motion is solved. Furthermore, we discuss how the solution
is an array of topological solitons. Finally, we determine the ground state of this
solution and show how it appears as the ground state of QCD.

8.1 Chiral soliton lattice in the chiral limit

Since we want to study the low-energy regime of QCD, we can use ChPT to determ-
ine the ground state. This will be done in presence of a baryon chemical potential
and an external magnetic field. In section 2.3, we showed that charged particles
in a magnetic field undergo Landau level quantization. The low-energy regime of
QCD will therefore consist solely of neutral pions if the magnetic field is strong
enough. An external magnetic gauge field Aµ is taken into the ChPT Lagrangian
in eq. (4.16) by promoting the ordinary derivatives to covariant derivatives of the
form

DµΣ ≡ ∂µΣ− i[Qµ,Σ], (8.1)

where Qµ ≡ Aµτ3/2. In eq. (6.36) we found that in presence of a background
electromagnetic field H and baryon density µB the ChPT Lagrangian for neutral
pions acquires an anomalous term. Adding this term to the ChPT Lagrangian
results in

L =
f 2
π

4

[
Tr(DµΣ†DµΣ) + 2m2

πReTrΣ
]

+
µB
4π2

H ·∇φ, (8.2)

where we have defined the dimensionless neutral pion field φ ≡ π0/fπ. Furthermore,
we have restricted Σ = eiτ3φ to neutral pions using parameterization i) in eq. (4.11).

1”Chiral symmetry” in condensed-matter physics refers to a discrete parity symmetry and not
the SU(2)L × SU(2)R chiral symmetry of two-flavor QCD. Hence, the CSL is chiral in the sense
that it breaks parity spontaneously.
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As in section 5.1, the QCD vacuum has Σ = 1. The baryon chemical potential can
be replaced by an isospin chemical potential µI by letting µB → µI/2. Inserting our
parameterization of Σ into the Lagrangian yields

L =
f 2
π

2
φ̇φ̇− f 2

π

2
(∇φ)2 + f 2

πm
2
π(cosφ− 1) +

µB
4π2

H ·∇φ, (8.3)

where we have introduced an offset f 2
πm

2
π such that the Lagrangian vanishes in the

QCD vacuum, φ = 0. The Hamiltonian is determined by a Legendre transformation
of the Lagrangian as in section 2.2.1. This gives

H =
∑
a

πaφ̇a −L = f 2
π φ̇

2 −L

=
f 2
π

2

[
φ̇2 + (∂xφ)2 + (∂yφ)2 + (∂zφ)2

]
+m2

πf
2
π(1− cosφ)− µBH

4π2
∂zφ,

(8.4)

where we have oriented the uniform magnetic field in the z-direction, H = (0, 0, H),
without loss of generality. The Hamiltonian is quadratic in the derivatives of φ with
respect to t, x and y. Consequently, a pion field configuration independent of t, x
and y reduces the energy and leaves us with the Hamiltonian

H =
f 2
π

2
(∂zφ)2 +m2

πf
2
π(1− cosφ)− µBH

4π2
∂zφ. (8.5)

The ground state is determined by minimizing the Hamiltonian. In the chiral limit,
it is straightforward to show that our Hamiltonian is minimal when

φ(z) =
µBHz

4π2f 2
π

. (8.6)

Calculating ∂µφ yields a new momentum scale of our effective theory,

pCSL =
µBH

4π2f 2
π

. (8.7)

The momentum scale must satisfy pCSL � 4πfπ in order to maintain the validity of
the derivative expansion in ChPT. This was explained in section 4.3.

8.2 Equation of motion

By keeping the magnetic field oriented in the z-direction, we see from eq. (8.5) that
our system can be considered as an effective one dimensional system. The equation
of motion is obtained by requiring that the variation of the action S is zero,

δS =

∫
d4x δL = −

∫
d4x δH

=

∫
d4x

[
−f 2

π (∂zφ) ∂zδφ− f 2
πm

2
π sinφ δφ+

µBH

4π2
∂zδφ

]
=

∫
d4x

[
f 2
π

(
∂2
zφ
)
− f 2

πm
2
π sinφ

]
δφ = 0,

, (8.8)

50



where we have used that φ is independent of t, x and y in the ground state. In
addition, we used that ∂zδ = δ∂z and performed a partial integration. Hence, the
integrand must vanish and we are left with the equation of motion

∂2
zφ = m2

π sinφ. (8.9)

We can see that the equation of motion is not affected by the anomalous term.
However, it will affect the energy. The equation can be recognized as the equation
of motion for a simple pendulum with angle φ. If we let φ → θ − π and introduce
x ≡ zmπ, we obtain the well-known Sine-Gordon equation,

∂2
xθ = − sin θ. (8.10)

The first step in order to solve this equation is to multiply by ∂xθ on both sides and
integrate once. Thus, we are left with

1

2
(∂xθ)

2 − cos θ = E, (8.11)

where E is an integration constant. Let us define θ ≡ t and choose the initial
condition θ(0) = t(0) = 0. Eq. (8.11) can then be cast into the form∫ x

0

dx =

∫ θ

0

dt√
2 (E + cos t)

= k

∫ θ/2

0

dt√
1− k2 sin2 t

, (8.12)

in which we have defined the elliptic modulus k ≡
√

2
E+1

. The integral on the

right-hand side is known as the incomplete elliptic integral of the first kind [43].
Consequently, by defining the dimensionless coordinate z̄ ≡ zmπ

k
, we obtain

sin

(
θ(z̄)

2

)
= sn(z̄, k), (8.13)

where sn(z̄, k) is the Jacobi elliptic sine function with k as a free parameter satisfying
0 ≤ k ≤ 1. Going back to φ = θ − π, we arrive at

cos

(
φ(z̄)

2

)
= sn(z̄, k) ⇔ φ(z̄) = 2am(z̄, k)− π. (8.14)

When z̄ varies between z̄1 = (2n − 1)K(k) and z̄2 = (2n + 1)K(k), having n as an
integer and K(k) as the complete elliptical integral of the first kind, the angle φ will
vary between 2(n − 1)π and 2nπ. This can be seen in figure 8.1(A) for k = 0.999.
Thus, our solution has a lattice structure with period

` = z2 − z1 =
k

mπ

(z̄2 − z̄1) =
2kK(k)

mπ

. (8.15)

8.3 Topological solitons

From our Hamiltonian in eq. (8.5), we find that φ = 2nπ and φ = 2(n − 1)π
correspond to different vacua. When φ varies between 2(n − 1)π and 2nπ, our
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solution in eq. (8.14) is therefore joining different vacua. This is illustrated in figure
8.1(A). Solutions that join different vacua in a localized and smooth manner are
called soliton solutions [44]. Soliton solutions are topological and stable if they join
different vacua that cannot be continuously transformed into each other. In our
case, we can think of φ as an angle if we identify φ = φ + 2nπ for any n ∈ Z. This
is reasonable since our Hamiltonian in eq. (8.5) is unchanged when φ is shifted by
2nπ. The ChPT variable Σ is also unchanged by this shift. Consequently, the values
of φ are not in R, but in R/2πZ ∼= S1. Our field φ is therefore a map2

φ : R 7→ S1. (8.16)

We will define the winding number ν as the number of times φ covers the circle
S1, going from z = −∞ to z = +∞. Strictly speaking, ν is the degree of a
continuous mapping. When φ goes from one vacuum to another, it is changed by
a value of 2π as illustrated in figure 8.1(A). Our solution can therefore be thought
of as winding around the circle once for every two vacua it connects. Hence, the
winding number of φ will be different in each vacuum. In the context of homotopy
groups, different winding numbers correspond to different equivalence classes of the
corresponding homotopy group. Maps belonging to different equivalence classes
cannot be continuously transformed into each other [28]. Thus, having a map φ
with different winding number in each vacuum means that we have an array of
topological solitons. Quantizing the field theory reveals that these solitons have
particle-like properties [45]. If we limit our system from z = 0 to z = L, the total
number of solitons will be equal to the winding number acquired going from z = 0
to z = L.

8.4 Topological charges

Our solution in eq. (8.14) with 0 ≤ k ≤ 1 corresponds to a simple pendulum that
has enough energy to complete a full swing. The winding number picked up after
one swing can be associated with topological charges. In eq. (6.30), we obtained
an expression for the baryon current due to the anomalous term in the Lagrangian.
Having only a background magnetic field and a baryon chemical potential, the ba-
ryon current reduces to

jµB = − 1

8π2
εµναβ(∂νφ)FQ

αβ, (8.17)

where FQ
αβ takes the same form as in eq. (6.33) because the magnetic field points in

the z-direction. This produces a local baryon charge given by the zeroth component
of the baryon current,3

nB(z) = j0
B =

H

4π2
∂zφ. (8.18)

2R can be compactified to S1 using for instance a stereographic projection. Hence, we have a
map φ : S1 7→ S1.

3We can also calculate the local electric and isospin charge in a similar way. Additionally, it is
argued in [46] that the anomalous term in the Lagrangian leads to a nonzero magnetization.
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Thus, the baryon number, per unit area in the xy-plane, carried by a unit cell of
the lattice is

NB

S
=

H

4π2

∫ `/2

−`/2
dz
∂φ(z)

∂z
=

H

4π2
[φ(`/2)− φ(−`/2)] =

H

2π
. (8.19)

We can see that the baryon number is only dependent on the boundary values φ(`/2)
and φ(−`/2), and not dependent on the behavior of φ(z) throughout the unit cell.
The baryon number is therefore a topological charge generated by the change of
winding number over one unit cell.

A topological soliton connecting two different vacua in 3 + 1 dimensions gives
rise to a two-dimensional domain wall. The domain wall is the boundary between
these vacua. Figure 8.1 (A) shows that for k close to one, we have a series of such
domain walls that are uniform in the xy-plane. Figures 8.1 (A) and (B) illustrates
how the domain walls align with maximal local baryon charge. This makes the
array structure of the solution more obvious. We can conclude that the solution
with k close to one corresponds to an array of topological solitons carrying baryon
charge. The solution will break parity since it is coordinate-dependent and consists
of pseudoscalar pions. An analogous structure called Chiral Soliton Lattice (CSL)
can be found in chiral magnets. Our solution is therefore termed CSL.

Figure 8.1: (A) Spatial distribution of φ with k = 0.999. (B) Spatial distribution of
the local baryon charge with k = 0.999.

8.5 Ground state

The CSL can be studied more closely by determining the value of the parameter k
in the ground state. This can be done by minimizing the total energy of each soliton
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with respect to k. By eq. (8.5), the energy of each soliton with period ` per unit
area in the xy-plane is

E

S
=

∫ `/2

−`/2
dzH =

∫ `/2

−`/2
dz

[
f 2
π

2
(∂zφ)2 +m2

πf
2
π(1− cosφ)− µBH

4π2
∂zφ

]
=

∫ `/2

−`/2
dz

[
f 2
π

2
(∂zφ)2 −m2

πf
2
π cosφ

]
+ 2mπf

2
πkK(k)− µBH

2π
.

(8.20)

The integral of the first term in the square bracket is given by

f 2
π

2

∫ `/2

−`/2
dz(∂zφ)2 =

2m2
πf

2
π

k2

∫ `/2

−`/2
dz dn2(z̄, k) =

4mπf
2
π

k

∫ K

0

dz̄ dn2(z̄, k)

=
4mπf

2
π

k
E(k),

(8.21)

where dn(z̄, k) is the Jacobi delta amplitude and E(k) is the complete elliptic integral
of the second kind. By exploiting properties of the Jacobi elliptic functions found
in [43], we can rewrite the second term in eq. (8.20) as

−m2
πf

2
π

∫ `/2

−`/2
dz cosφ = m2

πf
2
π

∫ `/2

−`/2
dz

(
1− 2

k2
+

2

k2
dn2(z̄, k)

)
=

2mπf
2
π

k

[
k2K(k)− 2K(k) + 2E(k)

]
.

(8.22)

Having eqs. (8.21) and (8.22) at hand, the resulting energy of each soliton per unit
area in the xy-plane is

E

S
= 4mπf

2
π

[
2E(k)

k
+

(
k − 1

k

)
K(k)

]
− µBH

2π
=

Enorm

S
− µBNB

S
, (8.23)

where Enorm is the energy arising from the non-anomalous part of the Hamiltonian
in eq. (8.5). This is consistent with the usual expression, H = Hnorm − µBnB, for
the Hamiltonian at finite baryon density. Hnorm is the Hamiltonian in the absence
of a baryon chemical potential. The total energy of the system with length L and
volume V = LS is

Etot = L
E

`
=

V mπ

2kK(k)

[
F (k)− µBH

2π

]
, (8.24)

where we have defined

F (k) ≡ 4mπf
2
π

[
2E(k)

k
+

(
k − 1

k

)
K(k)

]
. (8.25)

Letting k → 1 will by eq. (8.15) lead to a period ` → ∞. This corresponds to a
single domain wall. Thus, in the absence of a magnetic field, the energy of each
soliton per unit area in the xy-plane will reduce to the familiar result [22]

E

S
= F (1) = 8mπf

2
π . (8.26)
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Figure 8.2: The ground state value of
the elliptic modulus k as a function of
external magnetic field with
fπ = 92 Mev.
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Figure 8.3: The gradient of φ as a function
of position. The different curves corres-
pond to k = 0.999 (blue), k = 0.9 (green),
k = 0.7 (red) and k = 0.5 (black). All nu-
merical values are obtained with fπ = 92
MeV.

We can now minimize the total energy Etot of the system with respect to k at fixed
volume V . It is helpful to note that

dK

dk
=

1

k

(
E(k)

1− k2
−K(k)

)
, (8.27)

dE

dk
=

1

k
(E(k)−K(k)) . (8.28)

These derivatives can be used to show that

dEtot

dk
=
−2V m2

πf
2
πE(k)

k2(1− k2)K(k)

(
2E(k)

k
− µBH

8πmπf 2
π

)
, (8.29)

which equated to zero yields a condition for the ground state value of k reading

E(k)

k
=

µBH

16πmπf 2
π

. (8.30)

Therefore, the CSL solution exists if and only if k satisfies this condition for the
given external parameters µB and H. Now that 0 ≤ k ≤ 1, the left-hand side is
bounded from below and the condition for the CSL solution to exist can be written
as

µBH ≥ (µBH)CSL ≡ 16πmπf
2
π . (8.31)

The CSL solution can therefore exist at an arbitrary small magnetic field in the
chiral limit. The ground state value of k is plotted in figure 8.2. We can see that
the case of a single domain wall having k = 1 is obtained at a critical magnetic field
HCSL. Figure 8.3 shows how the gradient of φ is affected by the value of k. The
gradient of φ gives information about how the soliton solutions interpolate between
two vacua. Additionally, it is proportional to the local baryon charge by eq. (8.18).
Comparing figure 8.2 to figure 8.3 reveals that magnetic fields close to HCSL yields a
CSL consisting of thin domain walls. As the magnetic field increases, the CSL turns
into a smooth, cosine-like profile. Moreover, we can illustrate how the period of the
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Figure 8.4: The period of the CSL ` in units of inverse pion mass as a function of
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CSL changes with magnetic field using eq. (8.15). In figure 8.4, we have plotted the
period in units of inverse pion mass as a function of the magnetic field. We observe
that the period is large close to the critical magnetic field. To sum up, the CSL with
a magnetic field close to HCSL consists of thin domain walls with large separation.

8.6 Chiral soliton lattice as the ground state of

QCD

We will now turn our attention to where the CSL can be realized in QCD. Firstly,
there is not enough energy to excite any particles if µB ≤ mN, where mN is the
nucleon mass. In that case, we have a QCD vacuum with φ = 0. Consequently, by
eq. (8.5), the energy density is zero. However, if we obtain the soliton energy in the
CSL ground state by combining eqs. (8.23) and (8.30) we find

E

S
= 4mπf

2
π

(
k − 1

k

)
K(k) < 0, (8.32)

where we have used that K(k) > 0 and 0 ≤ k < 1. As a result, the CSL ground
state is energetically more favorable than the QCD vacuum when µB ≤ mN . In
other words, nature will prefer the CSL over the QCD vacuum if µB ≤ mN and
µBH ≥ (µBH)CSL is fulfilled.

Finally, nuclear matter is a substance consisting of an infinite number of nucle-
ons. It is distributed with uniform density over an infinite volume. Nucleons have
baryon number one, causing nuclear matter to have energy mN − µB per baryon
number. The soliton energy per baryon number in the CSL ground state is given
by eqs. (8.23), (8.19) and (8.30), and reads

E

NB

=
8πmπf

2
π

H
(k − 1/k)K(k)) < 0. (8.33)

The CSL ground state is therefore energetically more favorable than nuclear matter
when µB ≈ mN. The binding energy of nucleons reduces the total energy of nucleons
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implying that µB can be slightly less than mN . We conclude that the CSL is realized
when the condition in eq. (8.31) is fulfilled.

In order to determine the validity of the derivative expansion in ChPT, we can
obtain the momentum scale associated with the exact solution in eq. (8.14). This
scale is given by the maximum value of

∂zφ(z̄) =
2mπ

k
dn(z̄, k) =

µH

8πf 2
πE(k)

dn(z̄, k), (8.34)

where we have inserted the value of k using eq. (8.30). This has the maximal value

pCSL =
µH

8πf 2
π

. (8.35)

When µBH = (µBH)CSL, which satisfies eq. (8.31), we have a maximal value of

pCSL = 2mπ ≈ 280 MeV� 4πfπ ≈ 1156 MeV. (8.36)

We can see that this satisfies the constraint on ChPT given in section 4.3 when
mπ ≈ 140 MeV and fπ ≈ 92 MeV. The ChPT Lagrangian in eq. (8.2) is of second
order in the derivative expansion, meaning that it includes all corrections up to
the order (pCSL/4πfπ)2. Any higher order corrections can be neglected as long as
pCSL � 4πfπ.
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Chapter 9

Excitation spectrum in a chiral
soliton lattice

In the previous chapter, we observed how the CSL leads to a modulation of the
background in the direction of the external magnetic field. We will in this chapter see
how this gives rise to a phonon of the soliton lattice. The rest of this thesis will focus
on a finite isospin density instead of a finite baryon density. This amounts to letting
µB → µI/2 in the previous chapter. First, we will derive the dispersion relation of
the phonon in a fixed external magnetic field. This was done for a CSL with finite
baryon density in [23]. Next, we introduce dynamical electromagnetic fields, which
alter the excitation spectrum in presence of the CSL background. The dispersion
relations are obtained by solving the equations of motion linearized around the CSL
background. Closed analytic solutions are found in the chiral limit and for pion-like
excitations propagating along the direction of the external magnetic field. In other
cases, we provide approximate solutions to the dispersion relations. We will use the
same method as in [47] where the excitation spectrum is derived in presence of a
baryon chemical potential. It is interesting to note that the system has three gapless
modes in the absence of pion-photon coupling. These are the phonon of the soliton
lattice and the two photon polarizations. However, turning on the coupling will
give rise to two gapped excitations and only one gapless mode. This happens even
though the Higgs mechanism for photons is absent and the fact that spontaneous
breaking of spatial translations occurs.

9.1 Phonons

The dispersion relation of the phonon of the soliton lattice is derived from the
Lagrangian in presence of a fixed external magnetic field H and an isospin chemical
potential µI . The full Lagrangian has the form

L =LChPT + LWZW =
f 2
π

4

[
Tr(DµΣ†DµΣ) + 2m2

πReTrΣ
]

+
µI
8π2

H ·∇φ, (9.1)

where the ChPT Lagrangian is given by eq. (4.16). Furthermore, the ordinary
derivative has been promoted to a covariant derivative reading

DµΣ ≡ ∂µΣ− i[δµ0µII3 −Qµ,Σ] = ∂µΣ− 1

2
i (δµ0µI − Aµ) [τ3,Σ] = ∂µΣ, (9.2)
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where Qµ ≡ Aµτ3/2. The commutator is zero since the CSL consists solely of neutral
pions, implying that Σ = eiτ3φ. The last term of the Lagrangian is the Wess-Zumino-
Witten term given by eq. (6.37). Following similar arguments as in sections 8.1 and
8.2 results in an identical equation of motion

∂2
zφ = m2

π sinφ, (9.3)

with the CSL solution

cos

(
φ(z̄)

2

)
= sn(z̄, k) ⇔ φ(z̄) = 2am(z̄, k)− π, (9.4)

where z̄ = zmπ
k

. We will in the following see how this solution gives rise to a
phonon of the soliton lattice. First, we note that SSB leads to broken generators of
the broken symmetry. If the Noether charge densities of the broken generators are
linearly dependent, it will lead to redundant Goldstone bosons [48]. The Noether
charge densities for translation T 0i and rotation R0i are related by

R0i = εijkx
jT 0k. (9.5)

The CSL spontaneously breaks continuous translational symmetry down to a dis-
crete one in the z-direction. In addition, it spontaneously breaks continuous ro-
tational symmetry down to rotational symmetry around the z-axis. The Noether
charge densities associated with the generators of these broken symmetries are re-
lated through eq. (9.5). Consequently, we expect exactly one Goldstone boson of
the CSL. This is the phonon of the soliton lattice. The dispersion relation of the
phonon can be obtained by examining the linear perturbations of the CSL solution.
We start out by introducing linear perturbations, π(x), of the neutral pion field φ
such that φ→ φ+ π(x), where x is a four-vector. From eq. (9.3), we conclude that
fluctuations with full spacetime dependence yield the linearized equation of motion(

�2 +m2
π cosφ

)
π = 0. (9.6)

Observing that the CSL background only depends on the z-coordinate, we can carry
out a Fourier transform in x, y and t, resulting in[

−∂2
z̄ + 2k2sn2 (z̄, k)

]
π =

k2

m2
π

[
m2
π + ω2 −

(
p2
x + p2

y

)]
π, (9.7)

where we used eq. (9.4) and the fact that cos(2am(z̄, k)) = 1 − 2sn2(z̄, k). The
left-hand side is known as the Lamé operator with n = 1 [49]. The general form of
the Lamé equation is[

−∂2
z̄ + n(n+ 1)k2sn2(z̄, k)

]
ψ(z̄) = Aψ(z̄). (9.8)

Having n = 1 gives the solution

ψ(z̄) =
H(z̄ + σ, k)

Θ(z̄, k)
e−z̄Z(σ,k), (9.9)

where H, Θ and Z are the Jacobi’s eta, theta and zeta functions, respectively.
Moreover, σ is a complex parameter related to A by

A = 1 + k2cn2(σ, k). (9.10)

60



We can cast eq. (9.9) into a Bloch form reading

ψ(z̄) =
H(z̄ + σ, k)

Θ(z̄, k)
exp

[
−iπ z̄

2K(k)

]
exp

{
iz̄

[
iZ(σ, k) +

π

2K(k)

]}
. (9.11)

The two first factors are together periodic in z̄ with period 2K(k), meaning that
the period of z is 2kK(k)/mπ = `. The last factor has the form eipzz = eikz̄pz/mπ .
Hence, the crystal momentum associated with the phonon of the soliton lattice is

pz =
mπ

k

[
iZ(σ, k) +

π

2K(k)

]
=
imπ

k
Z(σ, k) +

π

`
. (9.12)

The solution in eq. (9.11) is only physically acceptable when it is bounded. Hence,
Z(σ, k) has to be purely imaginary. This happens for Re(σ) = 0 or Re(σ) = K(k).
The Lamé equation with n = 1 thus has two solutions corresponding to the two
bands

σv =K(k) + iκ,

σc =iκ,
(9.13)

where σv corresponds to the ”valence band” with the phonon excitation, while σc

corresponds to the ”conduction band”.1 The next step in finding the dispersion
relation of the phonon is to identify A in eq. (9.8). We start out by observing that
the minimum of the valence band appears at κ = K(k′), where k′ ≡

√
1− k2 is the

complementary elliptic modulus. We shift κ to the minimum by δκ ≡ κ − K(k′).
This allows us to show that

cn(σv, k) = −ik
′

k
cn(δκ, k′), (9.14)

where we have exploited the periodicity of the Jacobi elliptic functions given by eq.
(16.8.2) in [43]. Thus, eq. (9.10) becomes

A = 1− k′2cn2(δκ, k′). (9.15)

A purely longitudinal motion where px = py = 0 will from eqs. (9.7) and (9.8) give

ω

mπ

=
k′

k
sn(δκ, k′) ≈ k′

k
δκ+O

(
δκ3
)
, (9.16)

in which we expect that δκ is small since κ = K(k′) at the bottom of the valence
band. A relation between κ and the crystal momentum pz is found by exploiting
the identity

dZ(σ, k)

dσ
= dn2(σ, k)− E(k)

K(k)
. (9.17)

Again, we rewrite the Jacobi elliptic function at the valence band in terms of δκ,
yielding

dn(σv, k) = −k′sn(δκ, k′), (9.18)

which vanishes to all orders when δκ = 0. Combining eqs. (9.12) and (9.17) provides
the relation

dpz
dκ

=
mπE(k)

kK(k)
(9.19)

1A study of the band structure resulting from the Lamé equation can be found in [50].

61



at the bottom of the valence band. Keeping a purely longitudinal motion and using
eqs. (9.16) and (9.19) gives the phonon group velocity

cph =
dω

dpz
=

dω/dκ

dpz/dκ
=
√

1− k2
K(k)

E(k)
. (9.20)

The group velocity rapidly increases towards the speed of light as the magnetic field
increases above the critical magnetic field for the formation of the CSL. Restor-
ing transverse motion on the CSL background gives by eq. (9.7) the full phonon
dispersion relation

ω2 = p2
x + p2

y + (1− k2)

[
K(k)

E(k)

]2

p2
z +O(p4

z), (9.21)

where the crystal momentum pz is measured from the bottom of the valence band.
The neutral pion fluctuations of the CSL are represented by this phonon.2

9.2 ChPT including dynamical electromagnetic

fields

We will in the following couple the neutral pion fluctuation, found in the previous
section, to photon fluctuations of the CSL background. The full Lagrangian with
an isospin chemical potential and dynamical electromagnetic fields Aµ reads

L = LChPT + LWZW + LQED, (9.22)

where the ChPT Lagrangian remains the same as in eq. (9.1). Allowing for fluctu-
ations in the electromagnetic fields Aµ changes the Wess-Zumino-Witten term given
by eq. (7.26) to

LWZ =− π0

32π2fπ
εµναβFµν(Fαβ + F I

αβ)

=− π0

32π2fπ
εµναβFµνFαβ −

µI
16π2fπ

ε0µναFµν∂απ
0,

(9.23)

where AIµ = (µI ,0) and we defined the electromagnetic field strength tensor FQ
µν ≡

Fµν . Finally, we have the Lagrangian of quantum electrodynamics (QED)

LQED = −1

4
FµνF

µν +
1

2ξ
(∂µA

µ)2 − jµbackAµ, (9.24)

which describes the dynamics of the dynamical electromagnetic fields. The second
term is a gauge-fixing term. The Faddeev-Popov procedure for adding gauge-fixing
terms will be described in chapter 10. A coupling to a classical charged background
is given by the third term. Hence, the full Lagrangian in eq. (9.22) with Σ =
exp( i

fπ
τ3π

0) becomes

L =
1

2

(
∂µπ

0
)2

+m2
πf

2
π cos

(
π0

fπ

)
− µIC

4
ε0µναFµν∂απ

0 − C

8
π0εµναβFµνFαβ

− 1

4
FµνF

µν +
1

2ξ
(∂µA

µ)2 − jµbackAµ,

(9.25)

2Dispersion relations for the charged pion fluctuations of the CSL are obtained in [23].
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where the constant C ≡ 1
4π2fπ

. The non-relativistic version of the Lagrangian can

be obtained by noting that Aµ = (ϕ,A) and jµ = (ρ, j). This gives

L =
1

2

[(
π̇0
)2 −

(
∇π0

)2
]

+m2
πf

2
π cos

(
π0

fπ

)
+
µIC

2
B ·∇π0 + Cπ0E ·B

+
1

2

(
E2 −B2

)
+

1

2ξ
(ϕ̇+∇ ·A)− ρbackϕ+ jback ·A,

(9.26)

where the term proportional to µI is found using eq. (6.35). We can now derive
the equations of motion in the Lorenz gauge ∂µA

µ = 0. Starting with the Euler-
Lagrange equations for π0, using the Lagrangian in eq. (9.25), we find

∂L

∂π0
= −m2

πfπ sin

(
π0

fπ

)
+ CE ·B (9.27)

and

∂γ

(
∂L

∂ (∂γπ0)

)
= π̈0 −∇2π0 +

µIC

4
ε0µνγ∂γF

Q
µν

= π̈0 −∇2π0,

(9.28)

where the term proportional to µI vanishes due to the Bianchi identity. The resulting
equation of motion is therefore

π̈0 −∇2π0 +m2
πfπ sin

(
π0

fπ

)
= CE ·B. (9.29)

Next, we derive the equations of motion resulting from each component of the elec-
tromagnetic four-potential. The Euler-Lagrange equations take the form

∂L

∂Aδ
= ∂γ

(
∂L

∂ (∂γAδ)

)
, (9.30)

where
∂L

∂Aδ
= −jδback (9.31)

and

∂L

∂ (∂γAδ)
=− C

8
π0εµναβ

∂

∂ (∂γAδ)
[(∂µAν − ∂νAµ) (∂αAβ − ∂βAα)]− F γδ

=− C

2
π0εµνγδFµν − F γδ.

(9.32)

Thus, the equations of motion (9.30) are cast as

jδback =
C

2
εµνγδFµν∂γπ

0 + ∂γF
γδ, (9.33)

where we have performed a partial integration of the first term. The equation of
motion resulting from δ = 0 reads

ρback =
C

2
εµνγ0Fµν∂γπ

0 + ∂γF
γ0

= CB ·∇π0 + ∂γF
γ0

= CB ·∇π0 +∇ ·E,

(9.34)
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where we have used that E = −∇ϕ − Ȧ. The equation of motion resulting from
δ = i is

jiback =
C

2
εµνγiFµν∂γπ

0 + ∂γF
γi, (9.35)

where the first term can be cast as

C

2
εµνγiFµν∂γπ

0 =
C

2
εµν0iFµν π̇

0 +
C

2
εµνjiFµν∂jπ

0

= −CBiπ̇
0 − C

2
εiµνjFµν∂jπ

0

= −CBiπ̇
0 + Cεik0jF0k∂jπ

0

= −CBiπ̇
0 + Cε0ikjEk∂jπ

0

= −CBiπ̇
0 + CεijkEj∂kπ

0,

(9.36)

in which we have used that ε0ikj = εikj making it possible to exploit the relations
Bi = −1

2
εijkF

jk and F0k = Ek. The second term in eq. (9.35) reads

∂γF
γi = Äi + ∂iϕ̇−

(
∇2A

)
i
+ [∇ · (∇ ·A)]i = (∇×B)i − Ėi, (9.37)

where B =∇×A. Hence, eq. (9.35) yields

∇×B = jback + Ė + CBπ̇0 + CE ×∇π0. (9.38)

To summarize, the equations of motion given by eqs. (9.29), (9.34) and (9.38) read

π̈0 −∇2π0 +m2
πfπ sin

(
π0

fπ

)
= CE ·B,

∇ ·E = ρback − CB ·∇π0,

∇×B = jback + Ė + CBπ̇0 + CE ×∇π0.

(9.39)

The first equation is the Klein-Gordon equation for the pion field, where the source is
the Pontryagin density for the electromagnetic field. The second and third equations
are Maxwell’s equations in presence of the chiral isospin anomaly. These are the basic
equations of axion electrodynamics [51]. We want to study the electrodynamics of
neutral pions in a uniform external magnetic field H . Thus, we need a ground state
whereB = H and E = 0. In order to ensure zero electric field, the system has to be
locally electrically neutral. Overall electrical neutrality is also necessary to guarantee
the existence of a thermodynamic limit. This is because the electric energy scales
with the system size R to the power five. On the contrary, the energy resulting from
strong interactions and the interaction with the external magnetic field only scales
as R3 within the regime of validity of ChPT [17]. We must therefore assume that
the background neutralizes the electric charge arising from the nonuniform pion field
configuration,

ρback = CH ·
〈
∇π0

〉
and jback = 0. (9.40)

The angular brackets represent the ground state expectation value which is equal to
the CSL solution φ found in eq. (9.4) when H = (0, 0, H). We will assume that the
background charge density is fixed and unaffected by fluctuations of the pion and
electromagnetic field. This is justified in section 9.7 for sufficiently low energies.
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9.3 Equations of motion

In this section, we derive the equations of motion linearized around the CSL back-
ground. We do so by introducing the field fluctuations δπ0, δE and δB around the
ground state, such that

π0 =
〈
π0
〉

+ δπ0,

E = δE,

B = H + δB,

(9.41)

where H = (0, 0, H) is the external magnetic field pointing in z-direction. Insert-
ing this into the equations of motion (9.39) and expanding to first order in the
fluctuations, we find

δπ̈0 −∇2δπ0 +m2
πδπ

0 cos

(
〈π0〉
fπ

)
= CH · δE, (9.42)

∇ · δE = −CδB ·
〈
∇π0

〉
− CH ·∇δπ0, (9.43)

∇× δB = δĖ + CHδπ̇0 − CδE ×
〈
∇π0

〉
, (9.44)

where we used eq. (9.40) in order to obtain the last two equations. Furthermore,
we exploited the equation of motion (9.4) for the CSL background. We can perform
a Fourier transform of the fluctuations in x, y and t since the background only de-
pends on the z-coordinate. The z-dependence is isolated by introducing the complex
amplitudes Π(z), e(z) and b(z), yielding

δπ0(r, t) = Π(z)e−iωteip⊥·r⊥ ,

δE(r, t) = e(z)e−iωteip⊥·r⊥ ,

δB(r, t) = b(z)e−iωteip⊥·r⊥ ,

(9.45)

where ω and p⊥ are the conjugate frequency and the transverse momentum. Sub-
stituting this into eq. (9.42), we find(

−ω2 − ∂2
z + p2

⊥ +m2
π cosφ

)
Π− CHez = 0, (9.46)

where φ = 〈π0〉 /fπ. Next, we use the Bianchi identity ∇ × E = −Ḃ to solve for
the magnetic field amplitude. Using index notation gives step by step

−Ḃi = (∇×E)i ,

iωbie
ip⊥·r⊥ = εijk∂j

(
eke

ip⊥·r⊥
)
,

iωbi = εijk [∂jek + iek∂j (p1x1 + p2x2)] ,

bi =
1

iw
[εi3k∂3ek + iεijkek∂j (p1x1 + p2x2)] .

(9.47)

The magnetic field amplitude can be used to show that (9.43) is redundant. This is
stated in [47]. Finally, we recast eq. (9.44) by writing it on component form

εijk∂jδBk = δĖi + CBex,iδπ̇
0 − CfπεijkδEj∂kφ. (9.48)
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Setting i = 1 yields step by step

ε1jk∂j
(
bke

ip⊥·r⊥
)

= −iωe1e
ip⊥·r⊥ − Cfπε1jkej (∂kφ) eip⊥·r⊥

−∂3b2 + ib3p2 = −iωe1 − Cfπe2∂3φ

i
(
ω2 + ∂2

z − p2
y

)
ex+ (ipxpy + ωCfπ∂zφ) ey + px∂zez = 0,

(9.49)

where we have inserted the result from eq. (9.47) going to the last line. Two more
equations can be derived in a similar way by setting i = 2 and i = 3 in eq. (9.48).
Thus, recalling eq. (9.46) leaves us with four equations that determine the dispersion
relations of the quasiparticle excitations. These are(

−ω2 − ∂2
z + p2

⊥ +m2
π cosφ

)
Π− CHez = 0,

iω2CHΠ + p⊥ · ∂ze⊥ + i
(
ω2 − p2

⊥
)
ez = 0,

i
(
ω2 + ∂2

z − p2
y

)
ex + (ipxpy + ωCfπ∂zφ) ey + px∂zez = 0,

(ipxpy − ωCfπ∂zφ) ex + i
(
ω2 + ∂2

z − p2
x

)
ey + py∂zez = 0.

(9.50)

Before actually solving these, we can point out some general characteristics of the
solutions. When the modes are propagating along the external magnetic field, p⊥ =
0, the second equation reduces to ez = −CHΠ. Consequently, the first equation
reads (

−∂2
z − ω2 + C2H2 +m2

π cosφ
)

Π = 0, (9.51)

which describes a pion that propagates on the CSL background. We know that the
anomaly results in an electric charge of the neutral pion. Neutral pion fluctuations
will therefore imply a fluctuation of local electric charge. Hence, it is no surprise
that this generates a fluctuating electric field with a nonzero z-component. Next,
we compare eq. (9.51) to eq. (9.6) where the electromagnetic field is fixed to
the background value and the dispersion relation is always gapless. In the case of
dynamical electromagnetic fields, there is an additional term C2H2 which gives rise
to a gap of the pion being equal to

ω = CH =
H

4π2fπ
. (9.52)

This gap will exist both in the chiral limit and away from it. Furthermore, the two
last equations in eq. (9.50) reduce to(

−∂2
z − ω2 ± ωCfπ∂zφ

)
e± = 0, (9.53)

where the helicity eigenstates of the electric field are denoted by e± ≡ ex±iey. These
states are pure electromagnetic waves propagating in the z-direction. Furthermore,
we note that one of the states will always be gapless.

9.4 Chiral limit

As a benchmark, we will first consider the dispersion relations in the chiral limit.
The Hamiltonian of the neutral pion field with a fixed external magnetic field H =
(0, 0, H) follows from eq. (9.26). In the chiral limit it is minimized when

∂zφ =
µICH

2fπ
. (9.54)
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In figures 8.2 and 8.3 we observed that the CSL approaches a linear profile relat-
ively fast as the magnetic field is increased above the critical magnetic field for the
formation of the CSL. This was the case for a baryon chemical potential. However,
we expect identical behavior for an isospin chemical potential since the equation of
motion is the same in the two cases. The chiral limit is therefore representative for
a large region of the QCD phase diagram in the µI-H plane. A constant gradient
implies that we can perform a Fourier transform in the z-coordinate as well. The
equations of motion (9.50) then reads (

−ω2 + p2
)
π − CHez = 0,

ω2CHΠ + pzp⊥ · e⊥ +
(
ω2 − p2

⊥
)
ez = 0,(

ω2 − p2
y − p2

z

)
ex +

(
pxpy −

1

2
iµIωC

2H

)
ey + pxpyez = 0,(

pxpy +
1

2
iµIωC

2H

)
ex +

(
ω2 − p2

x − p2
z

)
ey + pypzez = 0.

(9.55)

This set of equations are solved by setting the determinant of the coefficients of Π,
ex, ey and ez to zero. Denoting the coefficient matrix by A, we have

Det(A) =
1

4
ω2
{

4
[
p2 − ω2

]3 − µ2
IC

6H4ω2

+C2H2
[
p2 − ω2

] [
4p2 + p2

⊥
(
µ2
IC

2 − 4
)
− ω2

(
µ2
IC

2 + 4
)] }

= 0.

(9.56)

This has a cumbersome analytic solution. Instead, the low-momentum expansion of
the dispersion relations is

ω1 =
|p|
CH

√
p2
⊥ +

4p2
z

µ2
IC

2
+O(p4),

ω2 =
µIC

2H

2
+O(p4),

ω3 =CH +O(p4).

(9.57)

Thus, we have two gapped modes, as well as one gapless mode which is anisotropic
and quadratic at low momentum. Exact dispersion relations can be found if we
consider for instance only propagation in the z-direction giving

ω1,2 =
1

4

[
∓µIC2H +

√
16p2

z + (µIC2H)2

]
,

ω3 =
√
p2
z + C2H2.

(9.58)

Inserting the dispersion relations into eqs. (9.51) and (9.53) we find that ω1,2 satisfies
the equations of motion for the two circularly polarized photons, and ω3 satisfies the
equation of motion for the neutral pion field. Propagation solely in the transverse
plane yields

ω1,3 =
1

2

(
∓CH +

√
4p2
⊥ + C2H2

)
,

ω2 =
1

2

√
4p2
⊥ + (µIC2H)2.

(9.59)
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The behavior of theses modes is found by substituting them into the equations of
motion (9.55) setting pz = 0. The two modes ω1 and ω3 are a mixture of a pion
and an electromagnetic wave polarized linearly in the z-direction. The ω2 mode
is a purely electromagnetic wave polarized elliptically in the xy-plane. Taking the
low-momentum limit reveals that the gapless ω1 mode becomes primarily pion-like.
As a result, both photon polarizations are gapped in this limit.

9.5 Single domain wall

Before considering the general CSL case, we want to discuss the case with a single
domain wall where k → 1. In section 8.5, we saw that k → 1 at the critical external
field H = HCSL. In section 11.4, it is shown that this holds almost exactly even when
dynamical electromagnetic fields are introduced. We will only consider propagation
in the z-direction since the case of a single domain wall is only of limited interest.
An isolated domain wall has the form [22]

φ(z) = 4 arctan emπz. (9.60)

Thus, we have

cosφ = 1− 2

cosh2 z̃
, (9.61)

where z̃ ≡ mπz is a dimensionless coordinate. Substituting this into the equation of
motion (9.51) yields(

−∂2
z̃ −

2

cosh2 z̃

)
Π =

1

m2
π

(
ω2 −m2

π − C2H2
)

Π. (9.62)

This represents an eigenvalue problem, HΠ = λΠ, where the Hamiltonian H can be
recognized as the Pöschl-Teller Hamiltonian with one bound state [52]. The bound
state corresponds to λ = −1 and has the dispersion relation

ω = CH, (9.63)

written in physical units. It describes a pion fluctuation that is localized on the do-
main wall. Such a fluctuation is expected since the domain wall completely breaks
translational invariance in the z-direction leading to a Goldstone boson. This mode
will propagate in the direction of the unbroken translations [53, 54]. However, the
would-be Goldstone boson does in this case acquire a gap due to the interaction
with the electromagnetic field. The gapless mode will instead appear in the electro-
magnetic sector, recalling that the helicity eigenstates of the electric field will always
have one gapless mode.

9.6 General chiral soliton lattice

We will now turn our attention towards the dispersion relations for a general CSL
background. Solving the equations of motion (9.50) for a general CSL background
with a general direction of propagation needs to be done numerically. However, if
we restrict our attention to modes propagating in the z-direction, we have shown in
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eqs. (9.51) and (9.53) that the pion and photon degrees of freedom decouple. Eq.
(9.51) is identical to the equation of motion (9.7) for CSL phonons except for the
term C2H2. Hence, the dispersion relation of the neutral pion can simply be read
off eq. (9.21) yielding

ω2
3 = C2H2 + (1− k2)

[
K(k)

E(k)

]2

p2
z +O(p4

z), (9.64)

where we have introduced the corresponding shift of the phonon dispersion relation.
We confirm that the gap is the same as in eq. (9.52). The gap is also the same as
in the chiral limit in eq. (9.57) and for a single pion domain wall in eq. (9.63). This
must be the case because the gap in eq. (9.52) was independent of the background.
The remaining task is therefore to determine the dispersion relation of the photon
degrees of freedom. This will be done for very strong magnetic fields where k → 0
and for close-to-critical magnetic fields where k → 1. Ultimately, we conjecture
a closed expression for the photon dispersion relation valid at all magnetic fields
for the CSL. We start out by considering photons in very strong magnetic fields.
Inserting the CSL background given by eq. (9.4) into the equation of motion (9.53)
for the photons gives [

−∂2
z̄ − ω̄2 ∓ ω̄

2π2
dn(z̄, k)

]
e± = 0, (9.65)

where we have introduced the dimensionless frequency ω̄ = ωk/mπ and z̄ = zmπ/k
as previously. Additionally, we used that ∂z̄φ(z̄) = −2dn(z̄, k). The Jacobi dn
function can for small k be approximated to

dn(z̄, k) ≈ 1− k2

2
sin2 z̄. (9.66)

The value of k is found from the relation

E(k)

k
=

µIH

32πmπf 2
π

, (9.67)

which is the same relation as in eq. (8.30) when µI → 2µB. The factor two arises
because the anomaly for an isospin chemical potential is different by a factor two
compared to the anomaly for a baryon chemical potential as argued in section 6.4.
The relation is found without including dynamical electromagnetic fields. However,
we will show in section 11.4 that it also holds almost exactly when they are included.
Using the condition for k and rescaling the period of the sine function, it can easily
be checked that the approximation to dn(z̄, k) is accurate within 5% for H/HCSL > 2
and within 1% for H/HCSL > 3 for all z̄. Next, we define

a ≡ ω̄2 ± ω̄

2π2

(
1− k2

4

)
, (9.68)

q ≡ ∓ ω̄k2

16π2
, (9.69)

such that eq. (9.65) can be written as the Mathieu equation having the form[
∂2
z̄ + (a− 2q cos 2z̄)

]
e± = 0. (9.70)
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This resembles the Schrödinger equation in a periodic potential. It is therefore
expected that the solution can be written in the Bloch form e±(z̄) = eip̄z̄P (z̄), where
P (z̄) is periodic in z̄ and p̄z ≡ pzk/mπ is the dimensionless crystal momentum. Eq.
(20.3.15) in [43] tells us that a in the Mathieu equation reads

a = p̄2
z +

q2

2(p̄ 2
z − 1)

+O(q4). (9.71)

The low-momentum behavior of the gapless mode is then determined by equating
eqs. (9.68) and (9.71) arriving at

ω =
p2
z

mπ

2π2k

1− k2

4

+O(p4
z), (9.72)

which is written in terms of the physical units. The gapless dispersion relation is an
exact solution to the Mathieu equation, and we can therefore expect it to be precise
for medium-to-small k. Or, in other words, for very strong magnetic fields. We can
check that the dispersion relation is consistent with the result in the chiral limit by
noting that eq. (9.67) will for strong magnetic fields behave asymptotically as

k

mπ

≈ 16π2f 2
π

µIH
. (9.73)

Substituting this into eq. (9.72) yields the gapless dispersion relation in the chiral
limit in eq. (9.57) when p⊥ = 0.

Next, we consider close-to-critical magnetic fields where the value of the elliptic
modulus becomes k → 1. This amounts to a lattice with well-separated thin domain
walls. We can therefore make use of the thin-wall approximation wherein the domain
walls are set to be infinitely thin. Considering a single domain wall discussed in
section 9.5, we find that eq. (9.53) takes the form(

−∂2
z̃ − ω̃2 ∓ ω̃

2π2

1

cosh z̃

)
e± = 0. (9.74)

If the wavelength of the photons is much longer than the thickness of the domain
wall, the ”potential” can be approximated by 1/ cosh z̃ → πδ(z̃). The factor π
ensures correct normalization of the approximation. The full CSL is constructed
by adding other domain walls with spacing ` = 2kK(k)/mπ given by eq. (8.15).
Consequently, we are left with the Dirac comb, which we know from elementary
quantum mechanics leads to the Hamiltonian

H = − 1

2m

d2

dz̃2
+

Ω

m

∑
n∈Z

δ(z̃ − na), (9.75)

where a ≡ mπ` and Ω ≡ ∓ω̃/(4π) [52]. The known spectrum of the Hamiltonian
gives the relation

cos pz` = cosω`∓ 1

4π
sinω`, (9.76)
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which implies that the only dependence on the external magnetic field H enters
through the lattice spacing `. The low-momentum behavior of the dispersion rela-
tions then reads

ω1 =4πkK(k)
p2
z

mπ

+O(p4
z),

ω2 =
mπ

kK(k)
arctan

1

4π
+O(p2

z).

(9.77)

Hence, one of the helicities is gapped. In eq. (9.72), we obtained an expression
for the dispersion relation of the gapless mode in the opposite regime where k → 0.
Interestingly, the power expansion in k of this mode agrees with the power expansion
of the gapless mode in eq. (9.77) up to a correction of order k5. We will therefore
investigate if there exists an approximate expression that is valid for the entire range
0 ≤ k ≤ 1. We start off by considering the exact equation of motion (9.65) for the
two photon helicities. A long enough wavelength of the photon makes it possible to
replace the Jacobi dn function by its average value [43],

dn(z̄, k)→ π

2K(k)
. (9.78)

Hence, a Fourier transform of eq. (9.65) results in

p̄2
z − ω̄2 ∓ ω̄

4πK(k)
= 0, (9.79)

which actually replicates the gapless dispersion relation in eq. (9.77) that was de-
rived using a different technique. The argument used above is not rigorous. Nev-
ertheless, we may conjecture that the dispersion relation of the gapless photon is
given exactly or accurately by eq. (9.77) for all magnetic fields.3 Furthermore, the
gap of the second mode in eq. (9.79) is ω = mπ/ [4πkK(k)]. This has the same
k-dependence as the gap in eq. (9.77). However, their prefactor differs by about
0.2%.

9.7 Background plasma oscillations and charged

pion dynamics

Even though the EFT setup is constructed exclusively from symmetry arguments
and consequently is model-independent, we made an assumption when we neglected
the oscillation of the charged background and the dynamics of the charged pions.
We will therefore provide a justification for why this is adequate. For simplicity,
we will operate in the chiral limit. In eq. (9.40) we assumed that a charged back-
ground canceled the electric charge of the CSL. Moreover, we assumed that the
dynamics of this background does not affect the low-energy dispersion relations.
Such a background may for example consist of electrons, nucleons or charged pions
[22]. We must therefore estimate the dispersion relation of the plasma oscillations.
We assume a background that is made up of a gas of massless spin-1/2 particles

3See section 4.4 in [47] for a discussion of how the Goldstone boson arises in this theory.
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Figure 9.1: Gap of dispersion relations of charged pions ωπ± (black) and the two
neutral-pion-photon mixtures ω2 and ω3 (blue and red), as well as the frequency of
plasma oscillations ωpl (dashed). Plotted as a function of external magnetic field H
at µI = 900 MeV and fπ = 92 MeV.

with unit electric charge. Furthermore, we couple these particles minimally to the
electromagnetic field. Such a gas will undergo plasma oscillations. The dispersion
relation of these oscillations will in the long-wavelength limit take the form

ωpl =

√
ρback

µback

=

(
ρback

π
√

3

)1/3

, (9.80)

where ρback is the charge density of the gas, while µback is its chemical potential. The
second equality is obtained using that a gas of massless spin-1/2 Dirac fermions has
the relation ρback = µ3

back/(3π
2) [55]. Since the charged background must neutralize

the CSL, we have from eq. (9.40) that

ρback =
µI (CH)2

2
, (9.81)

such that

ωpl =

(
µI (CH)2

2π
√

3

)1/3

. (9.82)

Hence, we can neglect the dynamics of the charged background for energies well
below this plasma frequency. Finally, we note that the gap of the charged pions is
given by the standard Landau level quantization discussed in section 2.3. In the
chiral limit, we will therefore have four dispersion relations with a gap. These are

ω2 =
µIC

2H

2
, ω3 = CH, ωπ± =

√
H, ωpl =

(
µI (CH)2

2π
√

3

)1/3

, (9.83)

where the two first gaps are found in eq. (9.57). The validity of our theory is
governed by the plasma oscillations, as seen in figure 9.1. The two neutral-pion-
photon mixtures are significantly lighter than the plasma oscillations, implying that
our assumptions are valid.
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Chapter 10

Excitation spectrum in a
Bose-Einstein condensate

The excitation spectrum in a BEC in presence of an isospin chemical potential
was derived in section 5.3. The result was that two modes had a gap while one
mode was gapless. We will in this chapter introduce an external magnetic field
in addition to dynamical electromagnetic fields. This leads to a mass gap of the
Goldstone boson of section 5.3. The dispersion relations under these conditions are
derived by expanding the Lagrangian to second order and obtaining the zero modes
of the inverse propagator. The Wess-Zumino-Witten term is not included in the
Lagrangian as it does not affect the dispersion relations. This is shown in the final
section.

The full Lagrangian in presence of dynamical electromagnetic fields at finite
isospin chemical potential reads

L = LChPT + LQED =
f 2
π

4

[
Tr(DµΣ†DµΣ) + 2m2

πReTrΣ
]
− 1

4
FµνF

µν − jµbackAµ

=
f 2
π

4

{
Tr
[
∂µΣ†∂µΣ

]
−
[
µ2
I

2
+

1

2
e2AµA

µ − µIeA0

]
Tr

[
Σ†τ3Στ3 − 1

]
+
i

2
(µIδµ0 − eAµ) Tr

[
(Στ3 − τ3Σ) ∂µΣ† +

(
Σ†τ3 − τ3Σ†

)
∂µΣ

]}
(10.1)

+
f 2
πm

2
π

2
ReTrΣ− 1

4
FµνF

µν − jµbackAµ,

where the ordinary derivatives in the ChPT Lagrangian in eq. (4.16) have been
promoted to covariant derivatives of the form

DµΣ ≡ ∂µΣ− i[δµ0µII3 − eQµ,Σ] = ∂µΣ− 1

2
i (δµ0µI − eAµ) [τ3,Σ], (10.2)

where Qµ ≡ Aµτ3/2. We have explicitly written out the electromagnetic coupling
e = 1 such that the coupling to the electromagnetic fields can be turned off by
setting e = 0. Moreover, the background current in the QED Lagrangian represents
a classical charged background and will again ensure electrical neutrality of the
ground state. We will assume that this background does not affect the dynamics of
the excitation spectrum. The dispersion relations can be obtained by introducing
fluctuations around the ground state and solving the equations of motion. However,
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the procedure we choose is to work out the zero modes of the inverse propagator from

the bilinear Lagrangian. Starting out with the parameterization Σ = exp
(

1
fπ
τ · π

)
,

we calculate each term in the Lagrangian to second order. The first trace is found
from eq. (5.13) to be

Tr
(
∂µΣ†∂µΣ

)
=

2

f 2
π

∂µπa∂
µπa +O(π3). (10.3)

The second trace in eq. (10.1) is the zeroth component of the third trace. The third
trace can be written as

Tr [(Στ3 − τ3Σ) ∂µΣ† +
(
Σ†τ3 − τ3Σ†

)
∂µΣ

]
(10.4)

= Tr
[
τ3

(
∂µΣΣ† − Σ∂µΣ†

)
+ τ3

(
∂µΣ†Σ− Σ†∂µΣ

)]
=

8

ifπ

[
sinα ∂µπ1 −

1

fπ
cosα (π × ∂µπ)3

]
+O(π3),

where the zeroth component of this was calculated in eqs. (5.18) and (5.19). Fur-
thermore, we reuse the result of eq. (5.20) to cast the fourth trace in the Lagrangian
into the form

Tr
(
Σ†τ3Στ3 − 1

)
= −2

(
2 sin2 α +

4

ifπ
sin 2απ2 +

2

f 2
π

cos2 απ2
1

+
2

f 2
π

cos 2απ2
2 −

2

f 2
π

sin2 απ2
3

)
+O(π3).

(10.5)

The last trace in the Lagrangian in eq. (10.1) is

ReTrΣ = 2

(
cosα− 1

fπ
sinαπ2 −

1

2f 2
π

cosαπ2

)
+O(π3), (10.6)

where we have used the result of eq. (5.21). The bilinear part of the Lagrangian is
found by collecting the terms in eqs. (10.3)-(10.6) yielding

L (2) =
1

2
∂µπa∂

µπa −
1

2
m12(π1∂0π2 − π2∂0π1)− 1

2
(m2

1π
2
1 +m2

2π
2
2 +m2

3π
2
3) (10.7)

− fπe sinαAµ∂µπ1 − fπµIe sin 2αA0π2 +
f 2
πe

2

2
sin2 αAµA

µ − 1

4
FµνF

µν ,

where we again defined the masses m12, m1, m2 and m3 in accordance with eq.
(5.23). Hence, the introduction of dynamical electromagnetic fields has given rise to
a mixing between the pion fields and the electromagnetic fields. Because of the U(1)
electromagnetic gauge freedom in the Lagrangian, we must add a gauge-fixing that
ensures a well-defined generating functional. This guarantees that we obtain the
correct physical results. The gauge-fixing can be added through the Faddeev-Popov
procedure where the effective Lagrangian becomes

Leff = L + Lgf + LFP = L − 1

2ξ
G2 + c̄

∂G

∂ϑ
c, (10.8)

where Lgf is the gauge-fixing and LFP is the Faddeev-Popov ghost term. Further-
more, G(Aµ,π) = 0 is an appropriate gauge-condition, ξ is an arbitrary parameter,
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ϑ is the generator of the gauge symmetry and c, c̄ are Grassmannian ghost fields.
However, we can drop the last term in the effective Lagrangian since the ghosts do
not affect results at tree level [28]. Choosing

G = ∂µA
µ + ξfπe sinα π1, (10.9)

we will be able to remove the mixing of Aµ and π1. This is known as the Rξ gauge.
Picking another gauge or G does not affect physical results but may affect the length
of the calculations. The resulting gauge-fixing is

Lgf = − 1

2ξ
G2 = − 1

2ξ
(∂µA

µ)2 − fπe sinα π1∂µA
µ − 1

2
ξf 2

πe
2 sin2 α π2

1

= − 1

2ξ
(∂µA

µ)2 + fπe sinα Aµ∂µπ1 −
1

2
ξf 2

πe
2 sin2 α π2

1,
(10.10)

where we have performed a partial integration of the second term in the first line.
Hence, the effective bilinear Lagrangian in eq. (10.8) becomes

L (2)
eff =

1

2
∂µπa∂

µπa −
1

2
m12(π1∂0π2 − π2∂0π1)

− 1

2

[(
m2

1 + ξf 2
πe

2 sin2 α
)
π2

1 +m2
2π

2
2 +m2

3π
2
3

]
(10.11)

− fπµIe sin 2αA0π2 +
f 2
πe

2

2
sin2 αAµA

µ − 1

2ξ
(∂µA

µ)2 − 1

4
FµνF

µν .

We will from now on drop the subscript of the effective Lagrangian. The last term
can be cast into the form

−1

4
FµνF

µν = −1

2
(∂µAν∂

µAν − ∂µAν∂νAµ)

=
1

2
(Aµ∂ν∂

νAµ − Aµ∂µ∂νAν)

=
1

2
Aµ (ηµν�− ∂µ∂ν)Aν ,

(10.12)

where we performed a partial integration of both terms going to the penultimate
line. Substituting this into the bilinear Lagrangian in eq. (10.11) gives

L (2) = −1

2
πa∂µ∂

µπa −
1

2
m12(π1∂0π2 − π2∂0π1)

− 1

2

[(
m2

1 + ξf 2
πe

2 sin2 α
)
π2

1 +m2
2π

2
2 +m2

3π
2
3

]
(10.13)

− fπµIe sin 2αA0 +
1

2
Aµ

[
ηµν
(
�+ f 2

πe
2 sin2 α

)
−
(

1− 1

ξ

)
∂µ∂ν

]
Aν ,

where the first term is a result of partial integration. The bilinear Lagrangian can
be written on matrix form as

L (2) =
1

2

(
π1 π2 π3 A0 A1 A2 A3

)
D−1



π1

π2

π3

A0

A1

A2

A3


, (10.14)

75



where D−1 is the inverse propagator. The nonzero entries in the Fourier transformed
inverse propagator are

D−1
11 = E2 − p2 −m2

1 − ξf 2
πe

2 sin2 α,

D−1
33 = E2 − p2 −m2

3,

D−1
44 = p2 − E2 + f 2

πe
2 sin2 α +

(
1− 1

ξ

)
E2,

D−1
55 = E2 − p2 − f 2

πe
2 sin2 α +

(
1− 1

ξ

)
p2
x,

D−1
66 = E2 − p2 − f 2

πe
2 sin2 α +

(
1− 1

ξ

)
p2
y,

D−1
77 = E2 − p2 − f 2

πe
2 sin2 α +

(
1− 1

ξ

)
p2
z,

D−1
75 = D−1

57 =

(
1− 1

ξ

)
pxpz,

D−1
21 = −D−1

12 = iEm12,

D−1
42 = D−1

24 = −fπµIe sin 2α,

D−1
54 = D−1

45 =

(
1− 1

ξ

)
Epx,

D−1
64 = D−1

46 =

(
1− 1

ξ

)
Epy,

D−1
65 = D−1

56 =

(
1− 1

ξ

)
pxpy,

D−1
74 = D−1

47 =

(
1− 1

ξ

)
Epz,

D−1
76 = D−1

67 =

(
1− 1

ξ

)
pypz.

(10.15)

The determinant of the inverse propagator then becomes

Det
(
D−1

)
=

1

µ2
Iξ

{
E2 − p2 − ξf 2

πe
2

(
1− m4

π

µ4
I

)}2{
E2 − p2 − f 2

πe
2

(
1− m4

π

µ4
I

)}2

{
µ2
I (p− E) (p + E)

(
µ2
I + p2 − E2

)
−m4

(
3E2 + p2

)
+ f 2

πe
2

[
1− m4

π

µ4
I

]
×
[
3m4 + µ2

I

(
µ2
I + p2 − E2

)]}{
µ2
I + p2 − E2

}
, (10.16)

where we have used that cosα = m2
π/µ

2
I , which was the case for a BEC with an

isospin chemical potential. This was an on shell tree level result. In section 11.2,
we will show that this also holds when dynamical electromagnetic fields are present.
The zero modes of the inverse propagator are found by setting the determinant to
zero and solving for E. We then find

E±(p) =

[
p2 +

1

2
(m2

1 +m2
2 +m2

12)

±1

2

√
4p2m2

12 + (m2
1 +m2

2 +m2
12)2 +m2

1m
2
12 − 4m2

1 (m2
2 +m2

12)

]1/2

,

En(p) =
√

p2 + µ2
I =

√
p2 +m2

3,

E1,2(p) =

√
p2 + e2f 2

π

(
1− m4

π

µ4
I

)
=
√

p2 +m2
1, (10.17)

E3,4(p) =

√
p2 + ξe2f 2

π

(
1− m4

π

µ4
I

)
=
√

p2 + ξm2
1,

where En corresponds to the neutral pion mode while the other modes are pion-
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Figure 10.1: Mass spectrum in the normal phase for µI ≤ mπ and in the Bose-
Einstein condensate for µI ≥ mπ. In the normal phase, the curves correspond
to the photons (red), the negatively charged pion (blue), the neutral pion (green)
and the positively charged pion (purple). The red and blue curves overlap in the
Bose-Einstein condensate.

photon mixtures. In this we have redefined the mass m1 leaving us with

m2
1 ≡ m2

π cosα− µ2
I cos2 α + f 2

πe
2 sin2 α = f 2

πe
2

(
1− m4

π

µ4
I

)
,

m2
2 = m2

π cosα− µ2
I cos 2α = µ2

I

(
1− m4

π

µ4
I

)
,

m2
3 = m2

π cosα + µ2
I sin2 α = µ2

I ,

m2
12 = 4µ2

I cos2 α =
4m4

π

µ2
I

.

(10.18)

Two of the seven modes are unphysical since they depend on the gauge-parameter ξ.
As a consistency check, we can turn off the interaction between the electromagnetic
fields and the pions by setting e = 0. We will then reproduce the dispersion relations
in section 5.3 for a BEC with an isospin chemical potential. Moreover, the two
physical photon modes become massless as they ought to be. If we instead set
µI = mπ, we recover the dispersion relations in the normal phase where there is no
interaction between the pions and the electromagnetic fields. Letting p → 0 in eq.
(10.17) yields the mass spectrum

m+ = µI
√

1 + 3 cos2 α = µI

√
1 + 3

m4
π

µ4
I

,

mn = µI ,

m1,2,− = fπe sinα = fπe

√
1− m4

π

µ4
I

,

(10.19)

which are plotted in figure 10.1. First, we note that m+ and mn are the same as
before we introduced an external magnetic field along with dynamical photons. In
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Figure 10.2: Dispersion relations of the three originally gapless modes E− (blue)
and E1,3 (red) at µI = 150 MeV and mπ = 140 MeV. Plotted as a function of the
magnitude of the momentum |p| with fπ = 92 MeV.

contrast, the originally gapless photon modes and negatively charged pion mode
have now acquired a gap. We can say that the electromagnetic gauge field has
”eaten” the Goldstone boson. This is known as the Anderson-Higgs mechanism [56,
57]. Moreover, we see from the dispersion relations in figure 10.2 that E− is a slower
longitudinal mode in contrast to E1,3 which are faster transverse modes. At zero
momentum, there is no distinction between the longitudinal and transverse modes.
It is therefore expected that these three modes have the same gap [55].

10.1 Excitation spectrum in presence of

anomalies

We will in the following determine if the Wess-Zumino-Witten term affects the dis-
persion relations of a BEC with isospin chemical potential and dynamical elec-
tromagnetic fields. In other words, we must see if the Wess-Zumino-Witten term
contributes to the bilinear Lagrangian. The term is found in eq. (7.20) and with no
baryon chemical potential it takes the form

LWZW =
λ

2
AQ
µ ε

µναβTr [(ΣDνΣ
†)(ΣDαΣ†)(ΣDβΣ†)

−3i

4
τ3(DνΣΣ† −DνΣ

†Σ)(F I
αβ + FQ

αβ)

]
, (10.20)

where λ is the constant obtained in eq. (7.27). We will proceed by expanding

Σ = exp
(

1
fπ
τ · π

)
in powers of the fields. First, we note that DiΣ = O(π1).

Hence, the first term will only be of second order in the fields if one of the greek
indices in the first trace is zero. Consequently, the first term becomes

λ

2
εi0jkAQ

i Tr
[
(ΣD0Σ†)(ΣDjΣ

†)(ΣDkΣ
†)
]

= O(fields3). (10.21)
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The second term in eq. (10.20) can be expanded as

−3iλ

8
εµναβAQ

µTr
[
τ3

(
DνΣΣ† −DνΣ

†Σ
)(

F I
αβ + FQ

αβ

)]
= −3iλ

8
εµναβAQ

µTr

{
τ3

[(
i

fπ
τ · ∂νπΣ− i

2

(
AI
ν + AQ

ν

)
[τ3,Σ]

)
Σ†

−
(
− i

fπ
τ · ∂νπΣ† − i

2

(
AI
ν + AQ

ν

) [
τ3,Σ

†])Σ

] [
F I
αβ + FQ

αβ

]}
= −3iλ

8
εµναβAQ

µTr

{
τ3

[
i

fπ
τ · ∂νπ −

i

2

(
AI
ν + AQ

ν

) (
τ3 − Στ3Σ†

)
+
i

fπ
τ · ∂νπ +

i

2

(
AI
ν + AQ

ν

) (
τ3 − Σ†τ3Σ

)] [
F I
αβ + FQ

αβ

]}
=

3λ

4fπ
εµναβAQ

µ

(
F I
αβ + FQ

αβ

)
Tr (τ3τ · ∂νπ)

=
3λ

2fπ
εµναβAQ

µ

(
F I
αβ + FQ

αβ

)
∂νπ3 (10.22)

=
3λ

2fπ
εµναβAQ

µF
I
αβ∂νπ3 +O(fields3)

=
3λµI
2fπ

π3

(
εijk0∂k∂i + εkji0∂k∂i

)
AQ
j +O(fields3)

= O(fields3),

where the different steps are achieved by exploiting the cyclic property of the trace,
the Bianchi identity and the complete antisymmetry of the Levi-Civita symbol, as
well as partial integration. We conclude from eqs. (10.21) and (10.22) that the Wess-
Zumnio-Witten term in eq. (10.20) is of order three in the fields. Consequently, the
bilinear Lagrangian stays the same, and the Wess-Zumino-Witten term does not
affect the dispersion relations in the BEC.
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Chapter 11

QCD phase diagram

In section 8.6, we established that the CSL is energetically favored over the QCD
vacuum above a certain strength of the external magnetic field. However, it has not
been established when the CSL is energetically more favorable than the BEC. For
that reason, we will in this chapter determine the low-energy QCD phase diagram
as a function of isospin chemical potential and external magnetic field. The electro-
magnetic fields are dynamical, and we will allow for three phases to exist. These
are the QCD vacuum, the BEC and the CSL. A fourth phase involving a magnetic
vortex lattice is discussed in chapter 12. Since simulations in lattice QCD allow for
a variation of the pion mass, we will start out by obtaining the phase diagram in
the chiral limit [58].

The phase diagram at a fixed external magnetic field is determined by comparing
the total Gibbs free energy of the different phases. At a given external field and
isospin density, the phase with the lowest total Gibbs free energy will be present in
the phase diagram. The Gibbs free energy (density) is given by

G = F −B ·H = H −B ·H , (11.1)

where F is the Helmholtz free energy (density) and the magnetic field B = M +H
is the sum of the magnetization M and the external magnetic field H [59]. The
isospin chemical potential and the dynamical electromagnetic fields are included
in the ChPT Lagrangian in eq. (4.16) by promoting the ordinary derivatives to
covariant derivatives reading

DµΣ = ∂µΣ− i[δµ0µII3 − eQµ,Σ], (11.2)

where Qµ ≡ Aµτ3/2. Furthermore, we use units in which the electromagnetic coup-

ling is e =
√

4π/137. This ensures correct dimensions when we include the magnetic
field in the Gibbs free energy. The dynamics of the electromagnetic fields is governed
by the Lagrangian of quantum electrodynamics (QED),

LQED = −1

4
FµνF

µν = −1

2
B2, (11.3)

in which we have assumed time-independence of Ai and sat A0 = 0. The latter
is justified by the fact that no electric fields E = −∇A0 − ∂0A implies that A0

is a constant that can be treated as a chemical potential. As a result, the full
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Lagrangian, including the Wess-Zumino-Witten term in eq. (7.20), becomes

L = LChPT + LQED + LWZW

=
f 2
π

4

[
Tr(DµΣ†DµΣ) + 2m2

πReTrΣ
]
− f 2

πm
2
π −

1

2
B2 + LWZW,

(11.4)

where we have subtracted a term f 2
πm

2
π making the ChPT Lagrangian vanish in the

QCD vacuum. Finally, we choose the external magnetic field to be oriented in the
z-direction, H = (0, 0, H).

11.1 Gibbs free energy of the QCD vacuum

First of all, we determine the Gibbs free energy of the QCD vacuum. The vacuum
has Σ = 1, which yields the Hamiltonian

HV = −LV =
1

2
B2. (11.5)

A system with only a magnetic field will have no magnetization. Hence, B =
(0, 0, H) and the total Gibbs free energy per unit volume is

GV

V
=

1

V

∫
d3x GV = −1

2
H2. (11.6)

This energy will in the following be subtracted from the Gibbs free energy of the
BEC and the CSL. These phases will therefore be preferred over the vacuum when
their total Gibbs free energy drops below zero.

11.2 Gibbs free energy of a Bose-Einstein

condensate

The BEC is a uniform phase, meaning that there will be no gradient energy. Thus,
the spatial part of the covariant derivative DiΣ is zero, and we have from eq. (11.2)
that

∂iΣ = −1

2
ieAi[τ3,Σ]. (11.7)

Taking the curl of both sides of the equation will, for a charged condensate, give
B = ∇ × A = 0. A uniform condensate of charged pions will therefore expel
the external magnetic field completely. Time-independence together with DiΣ = 0
will also make the Wess-Zumino-Witten term vanish. The electromagnetic field
will effectively drop out of the ChPT Lagrangian when A0 = 0. We can therefore
perform the same calculation as in section 5.1, and we are left with the Hamiltonian

HBEC = −LBEC = −f
2
πm

2
π

2
sinα− f 2

πm
2
π (cosα− 1) , (11.8)

where cosα = m2
π/µ

2
I and µI ≥ mπ. The Gibbs free energy is

GBEC = HBEC −B ·H = −f
2
πm

2
π

2
sinα− f 2

πm
2
π (cosα− 1) +

1

2
H2, (11.9)
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Figure 11.1: The QCD phase diagram in presence of an external magnetic field H
and an isospin chemical potential µI in the chiral limit. The CSL exists above the
curve, while the BEC exists below the curve. Numerical values are obtained with
fπ = 92 MeV.

where we have subtracted the Gibbs free energy of the QCD vacuum. The total
Gibbs free energy per unit volume reads

GBEC

V
= − f 2

π

2µ2
I

(
µ2
I −m2

π

)2
+

1

2
H2. (11.10)

Consequently, the transition from the QCD vacuum to the BEC happens when the
external field satisfies

H <
fπ (µ2

I −m2
π)

µI
≡ HV/BEC. (11.11)

This agrees with the result obtained in [17], and HV/BEC is plotted in figure 11.2.

11.3 Phase diagram in the chiral limit

We will start out by determining how the phase diagram looks in the chiral limit.
We must therefore obtain the Gibbs free energy of the CSL in the chiral limit. The
CSL consists solely of neutral pions, implying that we can set Σ = eiτ3φ, where
φ = π0/fπ. Hence, the covariant derivatives in eq. (11.2) will reduce to ordinary
derivatives resulting in the Lagrangian

LCSL =
f 2
π

2
φ̇φ̇− f 2

π

2
(∇φ)2 −m2

πf
2
π(1− cosφ) +

µIe

8π2
B ·∇φ− 1

2
B2, (11.12)

where e =
√

4π/137 is also included in the anomaly to ensure correct dimensions.
We can gain more information about the magnetic field by calculating the Euler-
Lagrange equations for the electromagnetic field A reading

∂LCSL

∂Ai
− ∂j

(
∂LCSL

∂ (∂jAi)

)
= 0. (11.13)
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The fourth term in the CSL Lagrangian is a surface term and so does not contribute
to the equations of motion. We have

∂LCSL

∂Ai
= 0. (11.14)

Thus, using Bi = (∇×A)i = εijk∂jAk we find

∂j

(
∂LCSL

∂ (∂jAi)

)
=− 1

2
∂j

(
∂

∂ (∂jAi)
εlmn∂mAnε

lpq∂pAq
)

= −∂j
[(
δqj δ

q
i − δ

q
j δ
p
i

)
∂pAq

]
=− ∂jF ji = − (∇×B)j = 0. (11.15)

Since the external magnetic field H points in the z-direction, it is reasonable to
assume that the magnetic field B will also point in the z-direction. Consequently,
eq. (11.15) together with Gauss’s law for magnetism ∇ · B = 0 tells us that
B = (0, 0, B) is actually a constant. The CSL Lagrangian in eq. (11.12) then takes
the form

LCSL =
f 2
π

2
φ̇φ̇− f 2

π

2
(∇φ)2 −m2

πf
2
π(1− cosφ) +

µIeB

8π2
∂zφ−

1

2
B2. (11.16)

A Legendre transformation of the Lagrangian, as in eq. (8.4), results in the Hamilto-
nian

HCSL =
∑
a

πaφ̇a −LCSL = f 2
π φ̇

2 −LCSL (11.17)

=
f 2
π

2

[
φ̇2 + (∂xφ)2 + (∂yφ)2 + (∂zφ)2

]
+m2

πf
2
π(1− cosφ)− µIeB

8π2
∂zφ+

1

2
B2.

Thereby, we arrive at the CSL Gibbs free energy

GCSL = HCSL−B ·H =
f 2
π

2
(∂zφ)2 +m2

πf
2
π(1−cosφ)− µIeB

8π2
∂zφ+

1

2
B2−BH+

1

2
H2,

(11.18)
where we used that a pion field configuration independent of t, x and y minimizes
the energy. Furthermore, we subtracted the Gibbs free energy of the QCD vacuum.
The total Gibbs free energy is minimal in the chiral limit when

φ =
µIeBz

8π2f 2
π

. (11.19)

Inserting this into eq. (11.18) gives the total Gibbs free energy per unit volume

GCSL

V
=

1

2
B2

[
1−

(
eµI

8π2fπ

)2
]
−BH +

1

2
H2. (11.20)

Minimizing with respect to B yields

B =
H

1−
(

eµI
8π2fπ

)2 , (11.21)
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which results in
GCSL

V
=

1

2
H2 1

1−
(

8π2fπ
eµI

)2 < 0. (11.22)

The energy is less than zero because eµI < 8π2fπ within the validity of ChPT. The
CSL is therefore preferred over the QCD vacuum for all values of H and µI in the
chiral limit. Taking the chiral limit of eq. (11.10) gives a negative Gibbs free energy
of the BEC when

H < fπµI . (11.23)

The BEC is energetically favored over the QCD vacuum when this condition is
satisfied. The next step is to compare the Gibbs free energies of the CSL and the
BEC. Using eqs. (11.10) and (11.22), we see that the BEC is preferred over the CSL
when

H < fπµI

√
1−

(
eµI

8π2fπ

)2

≡ Hchiral, (11.24)

which is slightly less than fπµI in eq. (11.23). The phase diagram in the chiral limit
will therefore consist solely of the CSL and the BEC. Hchiral is plotted in figure 11.1,
and determines the external magnetic field at which the transition between the two
phases takes place.

11.4 Phase diagram away from the chiral limit

In order to determine the phase diagram away from the chiral limit, we must obtain
the Gibbs free energy of the CSL for nonzero pion mass. The CSL Lagrangian in
eq. (11.16) has the same φ-dependence as the Lagrangian in eq. (8.3) except for
a different surface term. The equation of motion for φ will therefore be the same.
Thus, eq. (8.9) gives us the relation

∂2
zφ = m2

π sinφ. (11.25)

The same derivation as in section 8.2 gives a lattice structure with the same period
as in eq. (8.15). We can also use the result of eq. (8.24) when we integrate the
Gibbs free energy of the CSL in eq. (11.18). The total Gibbs free energy per unit
volume then becomes

GCSL

V
=

mπ

2kK(k)

[
F (k)− µIeB

4π

]
+

1

2
(B −H)2 , (11.26)

where we have exploited that B is a constant in space and F (k) is

F (k) ≡ 4mπf
2
π

[
2E(k)

k
+

(
k − 1

k

)
K(k)

]
. (11.27)

The energy is minimized when

B = H +
mπ

2kK(k)

µIe

4π
. (11.28)
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Figure 11.2: The external magnetic field H at which the transition between the
BEC and the QCD vacuum (V) occurs. Plotted as a function of isospin chemical
potential µI with pion mass mπ = 140 MeV and fπ = 92 MeV. The BEC exists
below the graph.

Figure 11.3: The external magnetic field H at which the transition between the
QCD vacuum (V) and the CSL occurs. Plotted as a function of isospin chemical
potential µI with pion mass mπ = 140 MeV and fπ = 92 MeV. The CSL exists
above the graph.

The second term can, in analogy with eq. (3.4) of [23], be verified as the magnet-
ization per unit volume of the CSL. Substituting the value of the magnetic field B
into eq. (11.26) results in

GCSL

V
=

mπ

2kK(k)

[
F (k)− 1

2

mπ

2kK(k)

(µIe
4π

)2

− µIe

4π
H

]
. (11.29)

Minimizing this with respect to k gives the condition

H =
mπ

eµIk

(
32πf 2

πE(k)− e2µ2
I

8πK(k)

)
≡ HCSL, (11.30)

where HCSL is, for the optimal value of k, the lowest external magnetic field at which
the CSL can exist. We observe that the optimal value of k is unaffected by the value
of the pion mass.
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Figure 11.4: The value of the elliptic modulus k at the transition between the QCD
vacuum and the CSL as a function of isospin chemical potential µI . The pion mass
is set to mπ = 140 MeV and fπ = 92 MeV.

The transition from the QCD vacuum to the CSL happens when the total Gibbs
free energy of the CSL drops below zero. The external magnetic field, HV/CSL, at
which this happens is found by numerical minimization of the total Gibbs free energy
with respect to k and then solving GCSL/V = 0 for H. The result is plotted in
figure 11.3. The necessary external field for a transition to the CSL decreases with
increasing isospin chemical potential. This is expected from the case of a baryon
chemical potential. It can be verified numerically that HV/CSL ≥ HCSL, implying
that the transition does actually take place where the CSL can exist. The value of
k at the transition between the QCD vacuum and the CSL is displayed in figure
11.4. We observe that k deviates slightly from one, indicating a weakly first order
transition. The deviation is however so small that any higher order corrections may
erase it.

The transition between the BEC and the CSL takes place when GBEC = GCSL.
Eqs. (11.10) and (11.29) give this equality when

mπ

2kK(k)

[
F (k)− 1

2

mπ

2kK(k)

(µIe
4π

)2

− µIe

4π
H

]
−1

2
H2+

f 2
π

2µ2
I

(
µ2
I −m2

π

)2
= 0, (11.31)

where k is found by numerical minimization of GCSL. A scenario where k → 1 gives
HBEC/CSL = HV/BEC, where HBEC/CSL is the external magnetic field at which the
transition between the BEC and the CSL occurs. When mπ is comparable to the
physical value of the pion mass, mπ = 140 MeV, there will be no transition directly
from the BEC to the CSL. Instead, the CSL and the BEC are well separated in
the phase diagram. This is seen by comparing figures 11.2 and 11.3, where we have
plotted HV/CSL and HV/BEC, respectively.

The region where the QCD vacuum separates the BEC and the CSL in the phase
diagram shrinks as the pion mass is reduced. Figure 11.5 displays the phase diagram
at mπ = 50 MeV. Reducing the pion mass further leads to the possibility of a direct
transition between the BEC and the CSL phase. This can happen when µI & 175
MeV for mπ = 1 MeV as seen in figure 11.6. The QCD vacuum is eventually
squeezed out of the phase diagram when mπ → 0, and we are left with the phase
diagram obtained in figure 11.1.
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Figure 11.5: The QCD phase diagram as a function of isospin chemical potential µI
with pion mass mπ = 50 MeV and fπ = 92 MeV. The QCD vacuum (V) separates
the BEC and the CSL.

Figure 11.6: The QCD phase diagram as a function of isospin chemical potential µI
with pion mass mπ = 1 MeV and fπ = 92 MeV. The QCD vacuum (V) is nearly
squeezed out of the phase diagram by the BEC and the CSL.

88



Chapter 12

Magnetic vortex lattice

In this chapter, we consider the possibility of a magnetic vortex lattice in the QCD
phase diagram. Such a phase can be expected since we already know that an external
field causes the BEC to set up currents that expel the external magnetic field. The
question is therefore whether the nature of this superconductivity is type-I or type-
II. In [17], it is established that the type-II superconductivity is by far the dominant
type in the phase diagram. We will therefore expect a phase where the external
magnetic field starts to penetrate the BEC as vortices. The transition from a uni-
form BEC to a vortex phase occurs at the lower critical field Hc1. As the external
field is increased, the density of magnetic vortices will increase. The vortices will
arrange themselves into a lattice, forming a magnetic vortex lattice. At the upper
critical field Hc2, these vortices will be so closely packed that the superconducting
phase makes a transition to the QCD vacuum, where the external field completely
penetrates the system. The QCD magnetic vortex lattice has been studied at the
lower critical field in [17] and at the upper critical field in [26]. However, it has not
been found any method to determine the structure and the energy of the lattice for
arbitrary external field and isospin chemical potential. This problem has been ad-
dressed in the Ginzburg-Landau theory for conventional superconductors by Brandt
[60]. In [61], he solves the equations of motion iteratively in order to obtain both
the structure and the energy of the magnetic vortex lattice.

As it turns out, this procedure may also be adapted to the vortex lattice in QCD.
We start out by writing the Helmholtz free energy of the system on a gauge-invariant
form. The degrees of freedom are then expanded into Fourier series consisting of
a solution to the equations of motion at the upper critical field. After deriving
this solution, we propose an iteration procedure that solves the equations of motion
numerically for a given average magnetic field of the system. Next, we derive a virial
theorem for QCD which makes it possible to compute the external magnetic field
for a given average magnetic field. Having both the Helmholtz free energy and the
external magnetic field at hand, we can obtain the Gibbs free energy of the vortex
lattice. This can in turn be used to establish the presence of the lattice in the phase
diagram.
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12.1 Helmholtz free energy

The Lagrangian in presence of an isospin chemical potential and dynamical electro-
magnetic fields is given by eq. (11.4). It may be written as

L = LChPT + LQED

= −f
2
π

4
Tr

{
∂iΣ

†∂iΣ +
1

2
ieAi

(
∂iΣ

†[τ3,Σ] +
[
τ3,Σ

†]∂iΣ) (12.1)

+
1

4

(
µ2
I − e2AiAi

) [
τ3,Σ

†][τ3,Σ]

}
+
f 2
πm

2
π

2
ReTrΣ− f 2

πm
2
π −

1

4
FijF

ij,

where we have assumed time-independence, as well as no electric fields implying that
we can set A0 = 0. We choose the parameterization Σ = 1

fπ
(σ + iτ · π), subject to

the constraint σ2+π2 = f 2
π . This makes it possible to draw parallels to the Ginzburg-

Landau theory. We will proceed by assuming no neutral pion condensation, π3 = 0.
The possibility of neutral pion condensation has been discussed in the literature,
but the existence of such condensation has not been established [26]. The first term
in the Lagrangian becomes

−f
2
π

4
Tr
(
∂iΣ

†∂iΣ
)

= −1

2

[
(∇σ)2 + (∇π1)2 + (∇π2)2] . (12.2)

The second term in the Lagrangian becomes

−if
2
πe

8
AiTr

(
∂iΣ

†[τ3,Σ]
)

=
1

2
eA (π1∇π2 − π2∇π1) . (12.3)

Next, the third term in the Lagrangian becomes

−if
2
πe

8
AiTr

([
τ3,Σ

†]∂iΣ) =

[
−if

2
πe

8
AiTr

(
∂iΣ

†[τ3,Σ]
)]†

=
1

2
eA (π1∇π2 − π2∇π1) .

(12.4)
The fourth term in the Lagrangian can be written as

−f
2
π

16

(
µ2
I − e2AiAi

)
Tr
([
τ3,Σ

†][τ3,Σ]
)

=
1

2

(
µ2
I − e2A2

) (
π2

1 + π2
2

)
. (12.5)

Adding the terms in eqs. (12.2)-(12.5), the Lagrangian in eq. (12.1) can be cast
into the form

L =− 1

2
(∇σ)2 − 1

2
(∇π1)2 − 1

2
(∇π2)2 + eA (π1∇π2 − π2∇π1)

+
1

2

(
µ2
I − e2A2

) (
π2

1 + π2
2

)
− fπm2

π (fπ − σ)− 1

2
B2.

(12.6)

The canonical conjugate momenta in a Legendre transform of the Lagrangian vanish
since there is no time-dependence. The Hamiltonian is therefore given by

H = −L =
1

2
(∇σ)2+

1

2
e2

∣∣∣∣(∇ie −A
)
π

∣∣∣∣2−1

2
µIπ

∗π−fπm2
π (σ − fπ)+

1

2
B2, (12.7)
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where we have defined the complex field π ≡ π1 + iπ2, in which we drop the conven-
tional factor 1/

√
2. In addition, we used that

1

2
e2

∣∣∣∣(∇ie −A
)
π

∣∣∣∣2 =
1

2
(∇π1)2 +

1

2
(∇π2)2 − eA (π1∇π2 − π2∇π1)

+
1

2
e2A2

(
π2

1 + π2
2

)
. (12.8)

Writing π ≡ ω1/2eiφ, where ω = |π|2, the condition σ2 + π2
1 + π2

2 = f 2
π becomes

σ2 + ω = f 2
π . This allows us to eliminate the dependence on σ by inserting σ =√

f 2
π − ω into the Hamiltonian. This yields the Helmholtz free energy

F =
(∇ω)2

8 (f 2
π − ω)

+
1

2
e2

∣∣∣∣(∇ie −A
)
ω1/2eiφ

∣∣∣∣2 − 1

2
µ2
Iω

− fπm2
π

(√
f 2
π − ω − fπ

)
+

1

2
B2 (12.9)

=
(∇ω)2

8

(
1

f 2
π − ω

+
1

ω

)
− 1

2

(
µ2
I − e2Q2

)
ω − fπm2

π

(√
f 2
π − ω − fπ

)
+

1

2
B2,

where we have defined the gauge-invariant supervelocity Q = A − ∇φ
e

and applied

the product rule in order to find ∇ω = 2ω1/2∇ω1/2, such that
(
∇ω1/2

)2
= (∇ω)2

4ω
.

Thus, we are left with a gauge-invariant free energy without any unfixed degrees
of freedom. This means that we can minimize the energy and compare it to other
phases such as the CSL. The next step is to exploit the resemblance to the Ginzburg-
Landau theory. In [61], Brandt solves the Ginzburg-Landau equations iteratively by
writing ω, B and Q as Fourier series with the same periodicity as the lattice. Since
the external magnetic field is uniform and points in the z-direction, we will assume
that B = (0, 0, B(x, y)). In addition, we write ω = ω(x, y). Consequently, we have
a two-dimensional problem and we let r = (x, y). The inversion symmetry of the
lattice makes it possible to write

ω(r) =
∑
K

aK (1− cosK · r) , (12.10)

B(r) = B̄ +
∑
K

bK cosK · r, (12.11)

where B̄ = 〈B(r)〉 = (1/V )
∫
V

d3rB(r) is the spatially averaged magnetic field over
a unit cell of volume V . The sums are over all reciprocal lattice vectors K 6= 0, and
the Fourier series in B represents the variation of B away from the average magnetic
field. Next, we turn our attention to the supervelocity Q. Close to a vortex core,
we have that φ = pθ, where θ is the polar angle and p is an integer denoting the
amount of flux going through a vortex. This ensures the single-valuedness of ω.
Furthermore, it implies that ∇φ = p

r
θ̂, which diverges when r → 0 at the vortex

cores. Applying Stoke’s theorem to the divergent part of Q yields the relation

∇×
(
− p

er
θ̂
)

= −2πp

e
δ2 (r) ẑ. (12.12)

However, excluding the singularities at the vortex cores gives ∇×Q = ∇×A =
B(r)ẑ. The full expression for the curl of the supervelocity is therefore

∇×Q =

[
B(r)− Φ0

∑
R

δ2 (r −R)

]
ẑ, (12.13)
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where R are lattice vectors pointing to the vortex positions and we assumed that
each vortex carries the lowest amount of flux Φ0 = 2π/e. Furthermore, we can split
the supervelocity Q into the two terms

Q = QA +QB, (12.14)

where QA is the supervelocity of the Abrikosov solution. This is the solution at the
upper critical field Hc2. It represents the singular contributions at the vortex cores,

∇×QA =

[
B̄ − Φ0

∑
R

δ2 (r −R)

]
ẑ, (12.15)

where the average magnetic field B̄ = Φ0/S, in which S is the area of a unit cell.
An exact expression for QA in terms of Fourier coefficients will be derived in section
12.2. Consequently, ∇×QB = B(r)ẑ − B̄ẑ describes the spatial variation of the
magnetic field away from the Abrikosov Hc2 solution. We note that the average
vorticities over a unit cell of these velocity fields vanish,

〈∇×Q〉 = 〈∇×QA〉 = 〈∇×QB〉 = B̄ − Φ0/S = 0. (12.16)

Moreover, eq. (12.11) allows us to write

Q = QA +
∑
K

bK
ẑ ×K
K2

sinK · r, (12.17)

where the sum is still running over all reciprocal lattice vectors K 6= 0 [62]. We
position the vortices at R = Rmn = (mx1 + nx2, ny2), yielding the reciprocal lattice
vectors

K = Kmn =
2π

S
(my2,−mx2 + nx1) , (12.18)

where m,n are integers and S = x1y2. For a triangular lattice, we have x2 = x1/2
and y2 =

√
3x1/2. Requiring that SB̄ = Φ0 results in the vortex spacing

x1 =

√
4π√
3eB̄

. (12.19)

12.2 The Abrikosov solution

At the upper critical field, the order parameter ω = π∗π will be small compared to
f 2
π . We will in the following use this to solve the linearized equation of motion for
π∗ in order to find an expression for QA. This expression should be computed with
high accuracy as it typically is the dominating term in Q. The equation of motion
is found by using the Euler-Lagrange equations for the Lagrangian in eq. (12.7).
We start out by writing

σ =
√
f 2
π − π∗π = fπ

(
1− π∗π

2f 2
π

+O
(
π4
))

, (12.20)
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implying that (∇σ)2 is of order four in the pion fields and so does not contribute to
the linearized equation of motion. To first order in the pion fields we have

∂L

∂π∗
=

1

2
e2A

(
∇
ie
−A

)
π +

1

2

(
µ2
I −m2

π

)
π, (12.21)

and

∇ · ∂L

∂ (∇π∗) =
1

2
ieA ·∇π +

1

2
ieπ∇ ·A− 1

2
∇2π. (12.22)

Hence, the linearized equation of motion is(
− i
e
∇−A

)2

πA =
µ2
I −m2

π

e2
πA ≡

Hc2

e
πA, (12.23)

where the subscript A denotes that π is the solution near the upper critical field, also
known as the Abrikosov solution in the Ginzburg-Landau theory. The strength of
the upper critical field Hc2 is found in [26] by looking at where the dispersion relation
of a charged pion becomes tachyonic. The magnetic field B will be nearly uniform
close to Hc2, and we can therefore make the approximation B = (0, 0, Hc2). Thus,
in the symmetric gauge we have A = Hc2

2
(−y, x, 0). This can be used to rewrite the

linearized equation of motion in terms of creation and annihilation operators. We
start out by defining

Πx ≡ −
i

e
∂x +

Hc2

2
y,

Πy ≡ −
i

e
∂y −

Hc2

2
x,

Πz ≡ 0,

(12.24)

as well as

a ≡ Πx + iΠy,

a† ≡ Πx − iΠy.
(12.25)

The commutator of the annihilation operator a and the creation operator a† reads[
a, a†

]
= 2i[Πy,Πx] =

2Hc2

e
. (12.26)

Next, we calculate

a†a = Π2
x+Π2

y+i[Πx,Πy] = − 1

e2

(
∂2
x + ∂2

y

)
+
iHc2

e
(x∂y − y∂x)+

H2
c2

4

(
x2 + y2

)
−Hc2

e
,

(12.27)
where the commutator of Πx and Πy is found in eq. (12.26). This can in turn be
used to rewrite the linearized equation of motion (12.23) as

e

Hc2

(
− i
e
∇−A

)2

πA =
e

Hc2

[
− 1

e2

(
∂2
x + ∂2

y

)
+
iHc2

e
(x∂y − y∂x) +

H2
c2

4

]
πA

=
e

Hc2

(
a†a+

Hc2

e

)
πA = πA. (12.28)
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Since πA can be interpreted as the lowest Landau level, the annihilation operator a
must satisfy aπA = 0. Inserting a from eq. (12.25) and writing πA = |πA|eiφA gives(

− i
e
∂x +

Hc2

2
y +

1

e
∂y −

iHc2

2
x

)
|πA|eiφA = 0. (12.29)

This equation agrees with the linearized equation of motion obtained in [26] using a
different approach. Demanding that the real and imaginary terms must separately
be zero provides us with the two equations

∂x|πA| = e|πA|
(
−Ay +

1

e
∂yφA

)
,

∂y|πA| = e|πA|
(
Ax −

1

e
∂xφA

)
.

(12.30)

The derivatives of the modulus squared are ∂x|πA|2 = 2|πA|∂x|πA| and ∂y|πA|2 =
2|πA|∂y|πA|. Substituting this into the linearized equations of motion yields

∂xωA = −2eωA

(
Ay −

1

e
∂yφA

)
,

∂yωA = 2eωA

(
Ax −

1

e
∂xφA

)
,

(12.31)

where we used that |πA|2 = ωA. Thus, the nonzero components of QA becomes

QAx = Ax −
1

e
∂xA =

1

2e

∂yωA

ωA

,

QAy = Ay −
1

e
∂yA = − 1

2e

∂xωA

ωA

.

(12.32)

A more compact form reads

QA =
1

2e

∇ωA × ẑ
ωA

. (12.33)

The supervelocity at the upper critical field is therefore perpendicular to the order
parameter gradient [63]. The solution to the linearized equations of motion in eq.
(12.31) is given by the rapidly converging series in eq. (12.10) with coefficients [61]

aA
K = −(−1)m+mn+nexp

(
−K

2
mnS

8π

)
. (12.34)

For any lattice symmetry, ωA is normalized to 〈ωA(r)〉 = 1. Figure 12.1 shows that
the solution forms a fishnet pattern where ωA goes to zero at the vortex cores. This
is expected at magnetic fields close to the upper critical field Hc2.

12.3 Ginzburg-Landau equations of QCD

One way to find the minimum Gibbs free energy of the magnetic vortex lattice is to
use a finite number of Fourier coefficients aK and bK , and minimize the energy with
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Figure 12.1: The solution ωA to the linearized equation of motion near the upper
critical field Hc2. The order parameter goes to zero at the vortex cores which are
separated by a distance x1.

respect to these coefficients. This has been done for the Ginzburg-Landau theory
in [64]. However, a faster way is to iterate the equations of motion for ω and A.
In that way, we can obtain the correct solutions to the equations of motion for a
given average magnetic field B̄. The average magnetic field is our input parameter.
This means that we do not know the external magnetic field at which we solve
the equations of motion. Hence, the Gibbs free energy is unknown. Only the
Helmholtz free energy, in which the external field is not present, is known. We must
therefore find a way to get the external field for a given average magnetic field. One
way to obtain the external field is to calculate the average Helmholtz free energy
F̄ = 〈F 〉 = F/V and then use the relation H = ∂F̄ /∂B̄. This relation is found by
minimizing the average Gibbs free energy with respect to B̄. The external field is
then found by taking the numerical derivative of F̄ . However, a numerically faster
and more accurate method is to use a version of the so-called virial theorem, which
we will derive in section 12.4.

The equation of motion for ω is found by setting the variation δF/δω of the
free energy in eq. (12.9) to zero. First, we have

∂F

∂ω
=

1

8

[
(∇ω)2

(
1

(f 2
π − ω)2 −

1

ω2

)
+

4fπm
2
π√

f 2
π − ω

− 4
(
µ2
I − e2Q2

)]
. (12.35)

Next, we have

∇ ·
(

∂F

∂ (∇ω)

)
=
∇2ω

4

(
1

f 2
π − ω

+
1

ω

)
+
∇ω

4

(
∇ω

(f 2
π − ω)2 −

∇ω
ω2

)
, (12.36)

95



which together gives the equation of motion for ω in the form

(
−∇2 + 2e2f 2

π

)
ω =

1

2

{
ω − ω2

f 2
π

}{
4
(
µ2
I − e2Q2

)
+ (∇ω)2

[
1

(f 2
π − ω)2 −

1

ω2

]
− 4fπm

2
π√

f 2
π − ω

}
+ 2e2f 2

πω,

(12.37)

where we have added a term 2e2f 2
πω to both sides of the equation for stable and

more rapid convergence. Expanding the left-hand side into the Fourier series of eq.
(12.10) yields

∑
K

aK
[
−K2cosK · r + 2e2f 2

π (1− cosK · r)
]

=
1

2

{
ω − ω2

f 2
π

}{
4
(
µ2
I − e2Q2

)
+ (∇ω)2

[
1

(f 2
π − ω)2 −

1

ω2

]
− 4fπm

2
π√

f 2
π − ω

}
+ 2e2f 2

πω. (12.38)

Next, we multiply both sides by cosK ′ · r, take the spatial average 〈...〉 and use
the property 〈cosK · r cosK ′ · r〉 = 1

2
δK,K′ to obtain the iteration equation for the

Fourier coefficients

aK =
−2

K2 + 2e2f 2
π

〈{
2

[
ω − ω2

f 2
π

] [
µ2
I − e2Q2

]

+
1

2f 2
π

[
ω (∇ω)2

f 2
π − ω

− (f 2
π − ω) (∇ω)2

ω

]

−2m2
π

fπ
ω
√
f 2
π − ω + 2e2f 2

πω

}
cosK · r

〉
,

(12.39)

where we have dropped the prime in K ′. Updated Fourier coefficients for ω are
found by inserting the old values of ω and Q on the right-hand side. Points where
ω → f 2

π or ω → 0 are not problematic since∇ω goes faster to zero at these points. A
second iteration equation can be found from the equations of motion for the vector
potential A. The equations of motion are obtained by requiring that the variation
δF/δA of the Helmholtz free energy in eq. (12.9) vanishes. Hence, we are left with

∇×B = −e2ωQ. (12.40)

Taking the curl of both sides yields

∇2B = e2∇× (ωQ)

= e2 (∇ω ×Q+ ω∇×Q)

= e2

(
∇ω ×Q+ ω∇×A− 1

e
ω∇×∇φ

)
,

(12.41)

where we used Gauss’s law ∇ ·B = 0. Since ∇φ is singular at the vortex core, φ is
not twice continuously differentiable and the identity ∇×∇f = 0 for a function f
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does not hold. We must therefore consider the term ω∇×∇φ more closely. At the
vortex cores, the complex order parameter π will go to zero. Thus, for small r we
can assume that π = crneipθ for a p-quanta vortex, where n > 0, θ is the polar angle
and c is a constant. Because all fields are radially symmetric in this region we have
A = A(r)θ̂ and B = B(r)ẑ = 1

r
∂
∂r

(rA). The magnitude of the vector potential is
therefore given by

A(r) =
1

r

∫ r

0

dr′r′B(r′) ≈ 1

2
rB(0), (12.42)

where the last equality follows from the fact that we are near a vortex core. Close
to a vortex core we will also have φ = pθ so that∇φ = p

r
θ̂. Hence, the supervelocity

becomes Q =
(

1
2
rB(0)− p

er

)
θ̂. The r-dependence in π is determined by inserting

ω = π∗π = c2r2n into the equation of motion (12.37) resulting in

−4n2c2r2n−2 =
1

2

{
c2r2n − c4r4n

f 2
π

}{
4µ2

I − 4e2

(
1

2
rB(0)− p

er

)2

(12.43)

+4n2c4r4n−2

[
1

(f 2
π − c2r2n)2 −

1

c4r4n

]
− 4fπm

2
π√

f 2
π − c2r2n

}
.

When r → 0, this is dominated by three terms giving

−4n2c2r2n−2 =
1

2
c2r2n

(
−4e2 p2

e2r2
− 4n2c4r4n−2 1

c4r4n

)
. (12.44)

This equality holds when p = n and we conclude that π = crpeipθ near a p-quanta
vortex. Since ∇φ = p

r
θ̂ →∞ when r → 0, we know that ∇×∇φ will give a delta

function near a vortex core. However, with our result for π near a vortex core, we
can easily show that ω∇×∇φ is well behaved at all locations. Using ω = c2r2p and
exploiting the product rule we find

ω∇×∇φ =∇× (ω∇φ)−∇ω ×∇φ

=c2
[
∇×

(
r2pp

r
θ̂
)
− 2pr2p−1r̂ × p

r
θ̂
]

=c2

[
1

r

(
∂ (pr2p)

∂r

)
− 2p2r2p−2

]
ẑ

=c2
[
2p2r2p−2 − 2p2r2p−2

]
ẑ

=0.

(12.45)

This is valid close to a vortex core. Away from a vortex core,∇φ will not be singular
and ∇×∇φ is zero. The equation of motion (12.41) is thus

∇2B = e2 (∇ω ×Q+ ωB) . (12.46)

Having B = (0, 0, B), Q = (Qx, Qy, 0) and adding a stabilizing term −e2ω̄B gives(
∇2 − e2ω̄

)
B = e2 [Qy∂xω −Qx∂yω + (ω − ω̄)B] , (12.47)

where ω̄ = 〈ω〉 is the spatial average of ω. Inserting the Fourier series of B in eq.
(12.11) on the left-hand side yields(

∇2 − e2ω̄

)(
B̄ +

∑
K

bK cosK · r

)
= e2 [Qy∂xω −Qx∂yω + (ω − ω̄)B] .

(12.48)
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Multiplying both sides by cosK ′ · r, averaging over space 〈...〉 and exploiting that
〈cosK · r cosK ′ · r〉 = 1

2
δK,K′ , we arrive at

bK = − 2e2

K2 + e2ω̄
〈[Qy∂xω −Qx∂yω + (ω − ω̄)B] cosK · r〉 , (12.49)

where the prime in K ′ is dropped. Thus, we have an iteration equation for the
Fourier coefficients bK where we insert the old values of ω and Q on the right-
hand side. The convergence of the iteration may be accelerated if we optimize the
amplitude of ω after each use of eq. (12.39). This is done by assuming a change of
ω that modifies its amplitude but maintains its shape,

ω = (1 + c)ω. (12.50)

The right-hand side, with the old value of ω, updates the left-hand side with the
new value of ω. The constant c is found by minimizing the average Helmholtz free
energy F̄ at each iteration step. First, we substitute eq. (12.50) into eq. (12.9).
Then, taking the spatial average and setting the variation of F̄ with respect to c to
zero, we find

δF̄

δc
=

〈
1

8

[
2f 2

π (∇ω)2

ω (f 2
π − (1 + c)ω)

+
4fπm

2
πω√

f 2
π − (1 + c)ω

+
(∇ω)2

ω

f 2
π (2(1 + c)ω − f 2

π)

(f 2
π − (1 + c)ω)2 − 4ω

(
µ2
I − e2Q2

)]〉
= 0.

(12.51)

After iterating the two eqs. (12.39) and (12.49) a few times, we expect the correction
c to be small, |c| � 1. The linear approximation of eq. (12.51) is therefore sufficient.
Expanding to first order in c gives

c = −

〈
(∇ω)2

ω

(
f2
π

f2
π−ω

)2

+ 4fπm2
πω√

f2
π−ω
− 4ω (µ2

I − e2Q2)

〉
2
〈
f4
π(∇ω)2

(f2
π−ω)3 + fπm2

πω
2

(f2
π−ω)3/2

〉 . (12.52)

Expanding both sides of eq. (12.50) into the Fourier series of eq. (12.10) yields∑
K

aK (1− cosK · r) =
∑
K

(1 + c) aK (1− cosK · r) . (12.53)

Inserting c from eq. (12.52), multiplying both sides by cosK ′ · r, averaging over
space 〈...〉 and exploiting that 〈cosK · r cosK ′ · r〉 = 1

2
δK,K′ results in

aK = aK

1−

〈
(∇ω)2

ω

(
f2
π

f2
π−ω

)2

+ 4fπm2
πω√

f2
π−ω
− 4ω (µ2

I − e2Q2)

〉
2
〈
f4
π(∇ω)2

(f2
π−ω)3 + fπm2

πω
2

(f2
π−ω)3/2

〉
 , (12.54)

where we have dropped the prime in K ′. Updated Fourier coefficients aK are ob-
tained by inserting the old values of ω, Q and aK on the right-hand side. However,
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this iteration equation is numerically problematic. If ω → f 2
π at some points in

space, the second term in the nominator and denominator will diverge. Thus, the
two spatial averages will diverge. This can lead to an overflow in the numerical pro-
cedure since the averages need to be stored before they are divided by each other.
This should not be a problem at high external fields where ω does not reach f 2

π . For
convenience, we state all three iteration equations (12.39), (12.49) and (12.54),

aK =
−2

K2 + 2e2f 2
π

〈{
2

[
ω − ω2

f 2
π

] [
µ2
I − e2Q2

]

+
1

2f 2
π

[
ω (∇ω)2

f 2
π − ω

− (f 2
π − ω) (∇ω)2

ω

]

−2m2
π

fπ
ω
√
f 2
π − ω + 2e2f 2

πω

}
cosK · r

〉
, (12.55)

aK = aK

1−

〈
(∇ω)2

ω

(
f2
π

f2
π−ω

)2

+ 4fπm2
πω√

f2
π−ω
− 4ω (µ2

I − e2Q2)

〉
2
〈
f4
π(∇ω)2

(f2
π−ω)3 + fπm2

πω
2

(f2
π−ω)3/2

〉
 , (12.56)

bK = − 2e2

K2 + e2ω̄
〈[Qy∂xω −Qx∂yω + (ω − ω̄)B] cosK · r〉 . (12.57)

The iteration procedure starts out by iterating eqs. (12.55) and (12.56) a few times,
setting bK = 0. Next, we iterate eqs. (12.55)-(12.57) until we reach the desired
precision. After each iteration step, we update ω, B(r) and Q using the Fourier
series in eqs. (12.10), (12.11) and (12.17). Eq. (12.56) is skipped for low magnetic
fields so that overflow is avoided.

12.4 Virial theorem for QCD and Gibbs free

energy

The input parameter of the numerical method is the average magnetic field B̄. We
must therefore find the external magnetic field in order to obtain the Gibbs free
energy. A fast and accurate way to do this is to use a version of the virial theorem.
The virial theorem gives a relation between the external magnetic field and the
solutions to the equations of motion. The external field is therefore calculated after
the iteration procedure. The viral theorem for Ginzburg-Landau theories is proved
in [65]. The fundamental idea of the proof is the fact that the average magnetic
field B̄ adjusts itself to minimize the free energy. For a given external field, there
is an optimal vortex density B̄/Φ0, which gives the minimal free energy of the
system. Consequently, the external field acts as a pressure. We can formally change
this pressure by scaling the coordinate system. Such a scaling will for an optimal
vortex density result in an increased free energy [62]. We start off by introducing a
parameter λ, which scales the x- and y-coordinates as

r′ = r/λ. (12.58)
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The transformed order parameter then becomes

π′(r) = π(λr). (12.59)

In addition we have that
ω′(r) = ω(λr). (12.60)

To see how the coordinate scaling affects the average magnetic field, we must invest-
igate how the magnetic field is quantized in the vortex lattice. The average magnetic
field is determined by implementing what can be described as ”periodic boundary
conditions”. Since the physical quantities B and |π| has the same periodicity as the
lattice, we must require that

A (r +Rν) = A (r) +∇χν(r),

π (r +Rν) = π(r)eieχν(r),
(12.61)

where Rν are lattice vectors and χν are the gauge potentials associated with each
lattice vector. Hence, a translation by a lattice vector amounts to a gauge trans-
formation. Furthermore, A and π are single-valued. Circling along the edges of a
unit cell will therefore require

π (r +R1 +R2)− π (r+R2 +R1) = π (r +R1) eieχ2(r+R1) − π (r +R2) eieχ1(r+R2)

= π (r) eie[χ2(r+R1)+χ1(r)] − π (r) eie[χ1(r+R2)+χ2(r)]

= 0. (12.62)

This leads to the condition

χ1 (r) + χ2 (r +R1)− χ1 (r +R2)− χ2 (r) =
2πp

e
, (12.63)

where p is an integer. The total magnetic flux Φ passing through a unit cell is found
from eqs. (12.61) and (12.63) by integrating B over a unit cell

Φ =

∫
B · dA =

∫
A · dl = pΦ0. (12.64)

The magnetic flux is therefore quantized in units of Φ0 = 2π/e. Thus, the spatial
average of B over a unit cell with area A becomes

B̄ =
pΦ0

A
ẑ. (12.65)

Consequently, the average magnetic field has been fixed by the boundary conditions.
The scaling of the coordinates changes the boundary conditions to

A′ (r +Rν) = A′ (r) +∇′χ′ν (r) ,

π′ (r +Rν) = π′eieχ
′
ν(r).

(12.66)

Furthermore, the number of flux quanta p is unchanged, but eq. (12.65) results in
a changed average magnetic field

B̄′ =
λ2pΦ0

A′
= λ2B̄. (12.67)
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The average Helmholtz free energy F̄ depends on the boundary conditions. Hence,
the changed boundary conditions may be taken into account by including a depend-
ence of F̄ on the average magnetic field. From the scaling of B = ∇×A, we see
that the vector potential scales in the same manner as the gradient,

A′ (r) =
1

λ
A(λr). (12.68)

Inserting the primed variables into the Helmholtz free energy in eq. (12.9) and
taking the spatial average gives the free energy per unit volume

F̄ ′ =

〈
1

λ2

(∇′ω′)2

8

(
1

f 2
π − ω′

+
1

ω′

)
− 1

2
µ2
Iω
′ +

1

2λ2
e2Q′2ω′

−fπm2
π

(√
f 2
π − ω′ − fπ

)
+

1

2λ4
B′2

〉
. (12.69)

Next, demanding that ∂F̄ ′/∂λ = 0 when λ = 1 yields

0 =

〈
−(∇ω)2

4

(
1

f 2
π − ω

+
1

ω

)
− e2Q2ω − 2B2

〉
+ 2B̄ · ∂F̄

∂B̄
. (12.70)

The last term arises from the dependence of F̄ on the changed boundary conditions,
which leads to a scaled average magnetic field in eq. (12.67). The λ dependence
of π and A can be neglected since F is stationary under variations of π and A.
Exploiting the relation H = ∂F̄ /∂B̄ gives the virial theorem for QCD in the form

H · B̄ =

〈
(∇ω)2

8

(
1

f 2
π − ω

+
1

ω

)
+

1

2
e2Q2ω +B2

〉
. (12.71)

The total Gibbs free energy per unit volume of the magnetic vortex lattice is given
by eqs. (12.9) and (12.71). By the use of the virial theorem, it takes the simple form

G

V
= F̄ −H · B̄ +

1

2
H2

=

〈
−1

2
µ2
Iω − fπm2

π

(√
f 2
π − ω − fπ

)
− 1

2
B2

〉
+

1

2
H2, (12.72)

where ω and B are the solutions to the iteration equations (12.55)-(12.57). Further-
more, we have subtracted the Gibbs free energy of the QCD vacuum.

12.5 Numerical procedure and results

Because all terms in the iteration equations (12.55)-(12.57) are smooth periodic func-
tions of r, we can achieve high accuracy by simulating on an equidistant 2D grid. In
order to avoid the divergences at the vortex cores, we choose xi = (i−1/2)x1/Nx for
i = 1,...,Nx and yj = (j − 1/2)y2/Ny for j = 1,...,Ny, where 2Ny ≈ Nxy2/x1. This
fills a rectangular basic area 0 ≤ x ≤ x1, 0 ≤ y ≤ y2/2 with N = NxNy = 100−7000
grid points. This is valid for any unit cell shaped like a parallelogram. Taking the
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Figure 12.2: The reciprocal lattice vectors K used in the two-dimensional Fourier
series are marked with a cross. Any half circle of reciprocal lattice vectors is sufficient
due to symmetry. All vectors are divided by the x-component ofK10 and the number
of grid points is N = Nx ·Ny = 42 · 18.

spatial average 〈...〉 means summing N terms with a constant weight 1/N . Since the
Fourier series are written in terms of cosine and sine, we will only need to consider
the reciprocal lattice vectors Kmn within a half-circle |Kmn| ≤ Kmax. We choose
K2

max ≈ 20N/S such that the number of reciprocal lattice vectors is slightly less
than the number of grid points N . Figure 12.2 displays a plot of the reciprocal
lattice vectors for N = Nx ·Ny = 42 · 18. The numerical procedure is substantially
accelerated by computing the matrices cosK · r and sinK · r ahead of the itera-
tion. For a given average magnetic field B̄, the iteration procedure runs in less than
a minute depending on the necessary precision. The code is written in Python 3.7
and is found in appendix B. The second iteration equation (12.56) is left out since
it makes the iteration procedure unstable. This should not affect the result, only
the speed of convergence. We can easily adapt the code in order to solve the same
problem as Brandt did in [61]. Unfortunately, it turns out that the code must have
a bug as it does not reproduce the results of Brandt exactly. However, the general
form of the order parameter and the magnetic field is correct. We will therefore skip
a detailed analysis of the results and instead look at the qualitative behavior of the
results. Figure 12.3 shows plots of the magnetic field B and the order parameter ω
at an external magnetic field H = 0.0139 GeV2 for two different isospin densities.
It is important to note that the upper critical field Hc2 is dependent on the isospin
density. As expected, the order parameter goes to zero at the vortex cores, where
the magnetic field is maximal. Furthermore, the magnetic field B satisfies B < H,
which implies a vortex lattice that screens out a fraction of the external field H.
This is expected since type-II superconductors exhibit a partial Meissner effect. In
addition, we observe that a higher isospin density at a fixed external field allows
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Figure 12.3: The upper plots shows the magnetic field B in units of the upper critical
field Hc2. The lower plots shows the order parameter ω/f 2

π . The isospin chemical
potential is set to µI = 175 MeV in the left plots and µI = 200 MeV in the right
plots. Vortex cores are located at (x, y) = (0, 0) and (x, y) = (x1, 0). All numerical
values are obtained at an external magnetic field H = 0.0139 GeV2 with fπ = 92
MeV and mπ = 140 MeV.

for a higher order parameter away from the vortex cores. This can be explained
by the fact that higher density gives the system a possibility of producing stronger
opposing magnetic fields. The order parameter can therefore take a higher value
since the magnetic field is lower in the system. Finally, we see in figure 12.4 that we
have fast convergence of the Gibbs free energy.

Figure 12.4: The convergence of the iteration procedure illustrated by the logar-
ithmic difference log |G(i)/V −Gmin/V |, where G(i) is the total Gibbs free energy
after iteration i and Gmin is the total Gibbs free energy after 200 iterations. The
numerical values were obtained having H = 0.0139 GeV2, µI = 175 MeV, mπ = 140
MeV, fπ = 92 MeV and N = NxNy = 6235.
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Chapter 13

Conclusion and outlook

The main body of this thesis consists of three parts. We will in this chapter summar-
ize the most important results from each of these parts. Moreover, we will address
a few topics for future work.

13.1 Part I and II

In part I, we started out by examining how a complex scalar field undergoes SSB of
a U(1) symmetry by acquiring a nonzero vev. We saw how the dispersion relations
of massive and massless modes were affected by a chemical potential and an external
magnetic field. A key result was the Landau level quantization of charged particles
with a chemical potential in a magnetic field. Moreover, we saw how the SSB
in a linear SO(3) sigma model led to two Goldstone bosons in accordance with
Goldstone’s theorem. A chemical potential in the nonlinear SO(3) sigma model
made one of these Goldstone bosons massive.

In part II, we investigated how the low-energy regime of QCD behaves. Using
ChPT, we found that two-flavor QCD at low energies describes three degrees of
freedom with equal mass mπ. The degrees of freedom are a result of SSB of the
SU(2)L×SU(2)R symmetry of QCD to an SU(2)V symmetry. Introducing an isospin
chemical potential µI resulted in a phase where the QCD vacuum was rotated when
µI > mπ. The rotation was accompanied by a BEC of charged pions with one gapless
mode. When µI 6 mπ, the chemical potential leads to a Zeeman-like splitting of the
relativistic dispersion relations of the charged pions. Furthermore, the dispersion
relation of the neutral pion remained relativistic but with mass µI .

In order to gain more insight into the behavior of low-energy QCD, we calcu-
lated the chiral isospin anomaly in presence of electromagnetic, baryon number and
isospin background gauge fields. We included the anomaly into the ChPT Lag-
rangian by restricting our attention to neutral pions. A remarkable consequence
was that nonuniform neutral pion fields carried electric charge, baryon number and
isospin even though neutral pions have none of these. Next, we calculated the
Wess-Zumino-Witten term which captures the anomalies of QCD and is the only
anomalous term that can be added to the two-flavor Lagrangian. The starting
point was the GW current. First, we saw how the divergence of the GW current
vanished when the background gauge fields became purely vector-like. By restrict-
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ing the Wess-Zumino-Witten term to neutral pions, we were able to determine the
coefficient of the GW current.

13.2 Part III

Part III started out by realizing that the Wess-Zumino-Witten term would affect the
ground state of QCD in the presence of an external magnetic field at finite baryon
chemical potential, µB. By solving the equation of motion exactly under these
circumstances, we established the possibility of a CSL when µBB > 16πmπf

2
π . CSL

was found to be an array of parity-violating topological solitons carrying baryon
charge. The CSL was proven to be energetically more favorable than the QCD
vacuum when µB 6 mN , where mN is the nucleon mass. Additionally, the CSL
is energetically more favorable than nuclear matter when µB ≈ mN . Hence, the
presence of CSL in the QCD phase diagram was firmly established.

The rest of the thesis focused on an isospin chemical potential instead of a
baryon chemical potential. However, the same CSL structure arose also with a
finite isospin density since the anomaly was only present through a surface term
of the Lagrangian. First, we noted that the CSL spontaneously breaks continuous
translational and rotational symmetries leading to a gapless phonon of the soliton
lattice. Next, we introduced dynamical electromagnetic fields. In the case of no
coupling between the photons and the pion, we found three gapless modes, namely
the phonon of the CSL and the two photon polarizations. However, turning on the
coupling gave two gapped modes and only one gapless mode. This is fascinating
since we had spontaneous breaking of spatial translations as well as the absence of
the Higgs mechanism for photons. The gapless mode was generally a mixture of
the neutral pion and the photon polarizations. Nevertheless, we could remove the
mixing by considering for example modes propagating in the direction of the external
magnetic field. This made it possible to define helicity due to unbroken rotational
invariance. The pion and photons modes were therefore clearly distinguished.

In part II we derived the excitation spectrum of a BEC in the presence of
an isospin chemical potential. A next step was therefore to introduce an external
magnetic field along with dynamical electromagnetic fields. Doing so, we assumed
that a classical charged background ensured electrical neutrality of the ground state.
Furthermore, we assumed that the charged background did not affect the dynamics
of the excitation spectrum. The introduction of a dynamical electromagnetic field
gave rise to a coupling between the charged pions and the two photon polarizations.
As a result, the photon polarizations and the originally gapless charged pion acquired
the same gap through the Anderson-Higgs mechanism. The gap of the two other
modes remained the same. We also showed that the Wess-Zumino-Witten term does
not affect the dispersion relations.

Moreover, we established where the CSL and the BEC are manifested in the
µI-H plane of the QCD phase diagram, allowing for dynamical electromagnetic
fields. For physical pion masses, we found that the QCD vacuum well separates the
BEC and the CSL in the phase diagram. However, reducing the pion mass towards
the chiral limit squeezes the QCD vacuum out of the phase diagram. Finally, we
considered the existence of a magnetic vortex lattice by ignoring the possibility of
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neutral pion condensation. We exploited the resemblance to the Ginzburg-Landau
theory and established an iteration scheme that may make it possible to determine
where such a lattice is manifested in the QCD phase diagram. In doing so, we
needed to derive a virial theorem for QCD. The theorem gave a relation of the
external magnetic field to the average magnetic field and the order parameter of
the superconducting state. Using the virial theorem, we achieved fast convergence
of the Gibbs free energy of the magnetic vortex lattice. The lattice was seen to
exhibit an expected partial Meissner effect. Moreover, higher isospin density at a
fixed external field allowed for a larger magnitude of the order parameter away from
the vortex cores.

13.3 Outlook

Lastly, we will address some topics for future work. This thesis has not taken
into account the effect of thermal fluctuations. This could potentially destroy the
long-range order of the CSL in presence of dynamical electromagnetic fields [66].
The effects of thermal fluctuations can be determined by looking at the two-point
correlator of the pion field. In [47] it is established that thermal fluctuations do not
cause instability of the CSL at finite baryon density. The thermal fluctuations do
instead lead to an anomalous contribution to pressure. We will therefore expect the
same result at a finite isospin density.

In addition, we would like to verify our assumption that a charged background
does not affect the dynamics of the excitation spectrum in a BEC. Initial calculations
have shown that this might not be the case when the background is a gas of massless
spin-1/2 Dirac fermions. The results may therefore be valid only below the scale
of the plasma oscillation frequency. However, our assumption may be valid if we
consider a different background with a larger gap.

Finally, a number of interesting aspects can be explored if the iteration procedure
correctly solves the equations of motion in a magnetic vortex lattice. First of all, it
allows us to determine the QCD phase diagram more completely. In this thesis, we
have only considered a triangular unit cell. However, the numerical procedure allows
us to consider any unit cell with the shape of a parallelogram. A consistency check
can be performed by comparing our results to the results near the lower and upper
critical field in [17, 26]. Furthermore, the numerical procedure makes it possible to
determine the magnetization of the system.
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Appendix A

Useful properties for the
Goldstone-Wilzcek current

Some properties we used in section 7.1 to determine the divergence of the Goldstone-
Wilzcek current are

DµΣ = −Σ(DµΣ†)Σ, (A.1)

DµΣ† = −Σ†(DµΣ)Σ†, (A.2)

εµναβDµDνΣ =
1

2
εµναβ [Dµ, Dν ] Σ, (A.3)

εµναβDµDνΣ
† =

1

2
εµναβ [Dµ, Dν ] Σ†, (A.4)

εµναβ[Dµ, Dν ]Σ = εµναβ
(
iΣFRµν − iFLµνΣ

)
, (A.5)

εµναβ[Dµ, Dν ]Σ
† = εµναβ

(
iΣ†FLµν − iFRµνΣ†

)
. (A.6)

The properties in eqs. (A.1) and (A.2) are shown by using the unitarity of the
matrix field, ΣΣ† = 1. For eq. (A.1), this is done by writing

DµΣ =Dµ(ΣΣ†Σ) = (DµΣ)Σ†Σ + Σ(DµΣ†)Σ + ΣΣ†(DµΣ)

=⇒ DµΣ = −Σ(DµΣ†)Σ.
(A.7)

Next, the properties in eqs. (A.3) and (A.4) are shown by exploiting the complete
antisymmetry of the Levi-Civita symbol εµναβ. Considering eq. (A.3), we have

εµναβDµDνΣ =
1

2
(εµναβDµDν + εµναβDµDνΣ)Σ

=
1

2
(εµναβDµDν − εµναβDνDµΣ)Σ =

1

2
εµναβ[Dµ, Dν ]Σ.

(A.8)

Lastly, eqs. (A.5) and (A.6) are also derived by utilizing the complete antisymmetry
of εµναβ. Eq. (A.5) takes the form

εµναβ[Dµ, Dν ]Σ = εµναβ(∂µΣ− iALµΣ + iΣARµ )(∂νΣ− iALνΣ + iΣARν )

= εµναβ
{

(−i∂µALν − ∂νALµ)Σ + iΣ(∂µARν − ∂νARµ )−
[
ALµ ,ALν

]
Σ + Σ

[
ARµ ,ARν

]}
= εµναβ(iΣFRµν − iFLµνΣ). (A.9)
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Appendix B

Code for the magnetic vortex
lattice

This appendix presents the Python code used in section 12.5 for the magnetic vortex
lattice. The second iteration equation (12.56) as well as several plot functions are not
included in the code. The code plots the magnetic field B and the order parameter
ω at a given isospin density and average magnetic field. Furthermore, it computes
the corresponding external magnetic field and plots the convergence of the Gibbs
free energy.

#Import

import numpy as np

import matplotlib.pyplot as plt

import numba

#Constants

mu = 175

m = 140

e = np.sqrt(4*np.pi/137)

Hc2 = (mu**2-m**2)/e

BBar = (mu**2-m**2)/e*0.2

f = 92

d = np.sqrt(4*np.pi/(np.sqrt(3)*e*BBar))

Nx = 80

Ny = int(np.sqrt(3)*Nx/4)

iterations = 100

#Functions

@numba.jit(parallel=True)

def makeKFunc():

mnArray = np.array(0,dtype=tuple)

Kx = np.array(0,dtype=np.double)

Ky = np.array(0,dtype=np.double)

for i in range(-int(Nx/2),int(Nx/2)+1):

for j in range(int(Nx/2)+1):

if (j==0 and i>=0):
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continue

elif (i**2-i*j+j**2) < 15/(8*np.pi**2)*(Nx)**2:

Kx = np.append(Kx,2*np.pi*i/d)

Ky = np.append(Ky,2*np.pi/(np.sqrt(3)*d)*(-i+2*j))

mnArray = np.append(mnArray, (i,j))

Kx = np.delete(Kx,0)

Ky = np.delete(Ky,0)

mnArray = np.delete(mnArray,0)

return Kx, Ky, mnArray

@numba.jit(parallel=True)

def aStartCoeffsFunc():

aA = np.zeros(len(Kx[:]),dtype=np.double)

for i in range(len(Kx[:])):

m = mnMatrix[2*i]

n = mnMatrix[2*i+1]

aA[i] =

-f**2*(-1)**(m+m*n+n)*np.exp(-np.pi/np.sqrt(3)*(m**2-m*n+n**2))↪→

return aA

@numba.jit(parallel=True)

def dotKrFunc():

dotKrMatrix = np.full((len(Kx[:]),Nx,Ny),0,dtype=np.double)

cosKrMatrix = np.full((len(Kx),Nx,Ny),0,dtype=np.double)

sinKrMatrix = np.full((len(Kx),Nx,Ny),0,dtype=np.double)

for i in range(len(Kx[:])):

for j in range(1,Nx+1):

for k in range(1,Ny+1):

dotKrMatrix[i][j-1][k-1] =

(d/Nx)*(Kx[i]*(j-1/2)+Ky[i]*(k-1/2))↪→

cosKrMatrix[i,:,:] = np.cos(dotKrMatrix[i,:,:])

sinKrMatrix[i,:,:] = np.sin(dotKrMatrix[i,:,:])

return dotKrMatrix[:,:,:], cosKrMatrix[:,:,:], sinKrMatrix[:,:,:]

def QAFunc():

nominatorX = np.zeros((Nx,Ny),dtype=np.double)

denominatorX = np.zeros((Nx,Ny),dtype=np.double)

nominatorY = np.zeros((Nx,Ny),dtype=np.double)

denominatorY = np.zeros((Nx,Ny),dtype=np.double)

for i in range(len(Kx[:])):

nominatorX[:,:] += aStart[i]*Ky[i]*sinKr[i,:,:]

denominatorX[:,:] += aStart[i]*(1-cosKr[i,:,:])

nominatorY[:,:] = aStart[i]*Kx[i]*sinKr[i,:,:]

denominatorY[:,:] += aStart[i]*(1-cosKr[i,:,:])

return nominatorX[:,:]/(2*e*denominatorX[:,:]),

-nominatorY[:,:]/(2*e*denominatorY[:,:])↪→
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def wFourierFunc(a):

w = np.full((Nx,Ny),0,dtype=np.double)

for i in range(len(Kx[:])):

w += a[i]*(1-cosKr[i,:,:])

return w[:,:]

def bFourierFunc(b):

B = np.full((Nx,Ny),BBar,dtype=np.double)

for i in range(len(Kx[:])):

B[:,:] += b[i]*cosKr[i,:,:]

return B[:,:]

def gradientSquaredFunc(a):

gradX2 = np.zeros((Nx,Ny),dtype=np.double)

gradY2 = np.zeros((Nx,Ny),dtype=np.double)

for i in range(len(Kx[:])):

gradX2[:,:] += a[i]*Kx[i]*sinKr[i,:,:]

gradY2[:,:] += a[i]*Ky[i]*sinKr[i,:,:]

return gradX2[:,:]**2+gradY2[:,:]**2

def aCoeffs1Func(a,Qx,Qy):

w = wFourierFunc(a[:])

gradientWSquared = gradientSquaredFunc(a[:])

newA = np.full(len(Kx[:]),0,dtype=np.double)

firstTerm =

2*(w[:,:]-w[:,:]**2/f**2)*(mu**2-e**2*(Qx[:,:]**2+Qy[:,:]**2))↪→

secondTerm =

1/(2*f**2)*w[:,:]*gradientWSquared[:,:]/(f**2-w[:,:])↪→

thirdTerm =

-1/(2*f**2)*(f**2-w[:,:])*gradientWSquared[:,:]/w[:,:]↪→

fourthTerm = -2*m**2/f*w[:,:]*(f**2-w[:,:])**(1/2)

fifthTerm = 2*e**2*f**2*w[:,:]

for i in range(len(Kx[:])):

KSquared = Kx[i]**2+Ky[i]**2

newA[i] = 1/(Nx*Ny)*np.sum((firstTerm[:,:] + secondTerm[:,:]

+ thirdTerm[:,:] + fourthTerm[:,:] +

fifthTerm[:,:])*cosKr[i,:,:])

↪→

↪→

newA[i] *= -2/(KSquared+2*e**2*f**2)

return newA[:]

def bCoeffsFunc(a,b,Qx,Qy):

w = wFourierFunc(a[:])

B = bFourierFunc(b[:])

wBar = 1/(Nx*Ny)*np.sum(w[:,:])

gradX = np.zeros((Nx,Ny),dtype=np.double)

gradY = np.zeros((Nx,Ny),dtype=np.double)

for i in range(len(Kx[:])):

gradX[:,:] += a[i]*Kx[i]*sinKr[i,:,:]
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gradY[:,:] += a[i]*Ky[i]*sinKr[i,:,:]

p = Qy[:,:]*gradX[:,:]-Qx[:,:]*gradY[:,:]

wB = w[:,:]*B[:,:]

wBarB = wBar*B[:,:]

bNew = np.full(len(Kx[:]),0,dtype=np.double)

for i in range(len(Kx[:])):

KSquared = Kx[i]**2+Ky[i]**2

bNew[i] =

1/(Nx*Ny)*np.sum((wB[:,:]-wBarB[:,:]+p[:,:])*cosKr[i,:,:])↪→

bNew[i] *= -2*e**2/(KSquared+e**2*wBar)

return bNew[:]

@numba.jit(parallel=True)

def iterateFunc():

a = np.copy(aStart[:])

b = np.copy(bStart[:])

Qx = np.copy(QAx[:,:])

Qy = np.copy(QAy[:,:])

freeEnergies = np.array(0,dtype=np.double)

for i in range(iterations):

print(i)

aTemp = np.copy(a[:])

bTemp = np.copy(b[:])

a = aCoeffs1Func(a[:],Qx[:,:],Qy[:,:])

b = bCoeffsFunc(a[:],b[:],Qx[:,:],Qy[:,:])

Qx = np.copy(QAx[:,:])

Qy = np.copy(QAy[:,:])

for j in range(len(Kx[:])):

Qx[:,:] += -b[j]*Ky[j]/(Kx[j]**2+Ky[j]**2)*sinKr[j,:,:]

Qy[:,:] += b[j]*Kx[j]/(Kx[j]**2+Ky[j]**2)*sinKr[j,:,:]

free = GibbsFreeEnergyFunc(a[:],b[:],Qx[:,:],Qy[:,:])

freeEnergies = np.append(freeEnergies,free)

freeEnergies = np.delete(freeEnergies[:],0)

fig = plt.figure()

ax = fig.add_subplot(111)

x = np.linspace(0,len(freeEnergies[:]),len(freeEnergies[:]))

plt.plot(x,freeEnergies[:]*10**(-9),color='black')

plt.title('Gibbs free energy')

plt.xlabel('Number of iterations')

plt.ylabel(r'$G/V \times 10^9 \mathrm{\,\,[MeV}^4\mathrm{]}$')

ax.xaxis.set_ticks_position('both')

ax.yaxis.set_ticks_position('both')

ax.xaxis.set_tick_params(direction='in')

ax.yaxis.set_tick_params(direction='in')

plt.tight_layout()

plt.show()
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print('External magnetic field H

=',round(externalFieldFunc(a[:],b[:],Qx[:,:],Qy[:,:])*10**(-6),4),

'GeV^2')

↪→

↪→

return a[:], b[:], Qx[:,:], Qy[:,:]

def GibbsFreeEnergyFunc(a,b,Qx,Qy):

w = wFourierFunc(a[:])

fMinW = f**2-w[:,:]

B = bFourierFunc(b[:])

H = externalFieldFunc(a,b,Qx,Qy)

return

1/(Nx*Ny)*np.sum(-1/2*mu**2*w[:,:]-f*m**2*(fMinW-f)-1/2*B[:,:]**2)↪→

def externalFieldFunc(a,b,Qx,Qy):

w = wFourierFunc(a[:])

B = bFourierFunc(b[:])

BBar = 1/(Nx*Ny)*np.sum(B[:,:])

gradientWSquared = gradientSquaredFunc(a[:])

fMinW = f**2-w[:,:]

QSquared = Qx[:,:]**2+Qy[:,:]**2

firstTerm = 1/8*gradientWSquared[:,:]*(1/fMinW[:,:]+1/w[:,:])

secondTerm = 1/2*e**2*QSquared[:,:]*w[:,:]

denominator =

1/(Nx*Ny)*np.sum(firstTerm[:,:]+secondTerm[:,:]+B[:,:]**2)↪→

return denominator/BBar

def plotWBFunc(a,b):

fig, ax = plt.subplots(2,1)

B = bFourierFunc(b[:])/Hc2

im1 = ax[0].imshow(np.real(B[:,:]).transpose(1,0),origin='lower',

extent=[0,1,0,1*np.sqrt(3)/4])↪→

plt.colorbar(im1,ax=ax[0],aspect=10)

ax[0].title.set_text('Magnetic field'r' $B/H_\mathrm{c2}$')

ax[0].xaxis.set_ticks_position('both')

ax[0].yaxis.set_ticks_position('both')

ax[0].xaxis.set_tick_params(direction='out')

ax[0].yaxis.set_tick_params(direction='out')

empty_string_labels = ['']*len(B[0,:])

ax[0].set_xticklabels(empty_string_labels)

ax[0].set_xlabel(r'$x/x_1$')

ax[0].set_ylabel(r'$y/x_1$')

w = wFourierFunc(a[:])/f**2

im2 = ax[1].imshow(np.real(w[:,:]).transpose(1,0),origin='lower',

extent=[0,1,0,1*np.sqrt(3)/4],vmin=0)↪→

plt.colorbar(im2,ax=ax[1],aspect=10)

ax[1].title.set_text('Order parameter'r' $\omega/f_\pi^2$')

ax[1].xaxis.set_ticks_position('both')

ax[1].yaxis.set_ticks_position('both')
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ax[1].xaxis.set_tick_params(direction='out')

ax[1].yaxis.set_tick_params(direction='out')

ax[1].set_xlabel(r'$x/x_1$')

ax[1].set_ylabel(r'$y/x_1$')

plt.tight_layout()

plt.show()

#Run

Kx, Ky, mnMatrix = makeKFunc()

aStart = aStartCoeffsFunc()

bStart = np.zeros(len(Kx))

dotKr, cosKr, sinKr = dotKrFunc()

QAx, QAy = QAFunc()

a, b, Qx, Qy = iterateFunc()

plotWBFunc(a[:],b[:])
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