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Abstract

Membranes for natural gas treatment are gaining increasing acceptance with the
increasing natural gas demand and stricter environmental regulations. In this
work a hybrid membrane system for natural gas dehydration and CO2 removal
was studied. A Spiral-wound MTR Pebax® co-polymer based composite mem-
brane for dehydration was simulated, and a hollow fiber polyimide derived carbon
membrane was simulated in series for removal of CO2. The aim was to evaluate
the technical end economical feasibility with respect to pipeline and sales specifica-
tions and specific cost of natural gas processing. Furthermore a membrane model
was developed, compared to experimental data and analyzed for use in the process
simulation to predict the membrane performance. Various design configurations
were proposed with respect to the number and arrangement of compressors. Each
design configuration was optimized using the Nelder-Mead simplex algorithm with
a penalty function. The optimization routine was carried out externally by creat-
ing a COM automation server (ActiveX) to connect with the simulation interface.
The set of membrane model equations were dicretized using the orthogonal col-
location method to form a set of non-linear algebraic equations which was solved
applying the Newton-Rhapson method. The membrane model was then integrated
in the simulation environment with the optimal design configuration as a Cape-
Open unit operation based on the COM technology.

The optimal design configuration contained two compressors in series between
the dehydration unit and the sweetening unit, with compression of the recycled
retentate from the sweetening unit, and a pressure relief valve instead of a turbine
for expanding the sweetening unit permeate before entering the dehydration unit
as sweep gas. The specific natural gas processing cost for the optimal design
was 2.192 ⋅ 10−3 $/m3, and the pipeline and sales specifications were met. For the
optimal design with the ChemBrane model the water dew point was −52.5 ○C,
the methane purity was 97.5%, the CO2 purity in the gas for enhanced oil or gas
recovery was 95%, and the gas dew point was −11.5 ○C. The design with the model
developed in this work was not optimized due to connection issues between the
COM automation server and the simulation case. The model was found suitable
for gas transport through hollow fiber membranes by one of two experiments with
a relative deviation ≤ 3.65%. The other experiment deemed the model invalid due
to large deviations in the permeate flow rate and permeate purity. Compared to
the ChemBrane model, which was initially applied in the process design, the model
showed similar but more realistic performance.
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In conclusion, the study shows that it is technically and economically feasible to
use membranes for gas treatment, but the dehydration unit must be improved in
terms of design, module configuration or membrane performance. Testing of the
membranes in plant scale is necessary to determine the membrane lifetime and for
further model validation. Investigation of the COM-technology and Cape-Open
unit operation in the simulation environment is necessary for external optimiza-
tion of user-defined models. Lastly, a detailed economical evaluation including
an economic analysis and a sensitivity analysis is required to improve the cost
estimations.
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Sammendrag

Membraner aksepteres i økende grad som metode for naturgassrensing ettersom
etterspørselen etter naturgass øker og strengere klima- og utslippsregler innføres.
I denne rapporten, har et hybrid membransystem for fjerning av vann og CO2

i naturgass blitt studert. En spiralmodul med en MTR Pebax® co-polymer-
basert sammensatt membran ble simulert for dehydrering, og to fibermoduler med
polyimid-derivert karbonmembran ble simulert i serie for fjerning av CO2. Målet
var å evaluere kost-nytte-effekten som et forstudie for systemet. Videre ble en
membranmodell utviklet, sammenlignet med eksperimentelle data og analysert
for bruk i simuleringsverktøy for å forutsi prestasjonen til membraner for gassepa-
rasjon. Et utvalg av ulike designkonfigurasjoner ble vurdert med hensyn til antallet
og utformingen av kompressorer. Hver designkonfigurasjon ble optimalisert ved
bruk av Nelder-Mead-metoden med en penalty-funksjon. Optimaliseringsprogram-
met ble utført eksternt ved å opprette en COM automatasjonsserver (ActiveX) som
koblet det eksterne programmet til brukergrensesnittet for simuleringsprogrammet.
Likningssettet for membranmodellen ble diskretisert ved å bruke en ortogonal kol-
lokasjonsmetode som transformerte likningene til ikke-lineære algebraiske likninger
som videre ble løst ved bruk av Newton-Rhapson-metoden. Membranmodellen ble
deretter integrert i simuleringsprogrammet med den optimale designkonfigurasjon
som en Cape-Open enhetsoperasjon basert p̊a COM-teknologi.

Det optimale designet besto av to kompressorer i serie mellom enheten for dehy-
drering og enheten for CO2-fjerning, med kompresjon av den resirkulerte reten-
tatstrømmen fra CO2-enheten, og en trykkventil for å redusere trykket i den re-
sirkulerte permeatstrømmen fra CO2-enheten. Den spesifikke kostnaden for renset
naturgass var 2.192 ⋅ 10−3 $/m3 og kravene til gassens sammensetning og utslipp
ble innfridd. I det optimale designet med ChemBrane-modellen var duggpunk-
tet til vann −52.5 ○C, den rensede naturgassen besto av 97.5% metan og det var
95% CO2 i strømmen for videre bruk i EOR. Gassens duggpunkt var −11.5 ○C.
Det optimale systemdesignet med membranmodellen utviklet i dette arbeidet ble
ikke optimalisert p̊a grunn av tilkoblingsproblemer med COM-serveren og simuler-
ingsprogrammet. Membranmodellen ble validert av ett av to eksperimenter med
et relativt avvik ≤ 3.65%, og kunne derfor brukes til simulering av gasseparasjon
i fibermoduler. Sammenlignet med data fra det andre eksperimentet, ble mem-
branmodellen funnet å være ugyldig p̊a grunn av store relative avvik i permeat-
strømmene og renheten. Membranmodellen viste derimot tilnærmet like resultater
som ChemBrane-modellen, men ble vurdert å vise mer realistisk gasseparasjon i
fibermoduler.
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Studiet viser at membraner for naturgassresning er b̊ade teknisk og økonomisk
mulig, men dehydreringsenheten må forbedres med hensyn til design, modulkonfig-
urasjon eller membranytelse. Testing av membranene i anleggsskala er nødvendig
for å bestemme levetiden og for videre validering av membranmodellen. COM-
teknologien og Cape-Open enhetsoperasjon i simuleringsprogrammet må utforskes
for ekstern optimalisering av bruker-definerte modeller. Til slutt, en detaljert eval-
uering av kostnaden, inkludert en økonomisk analyse og en sensitivitetsanalyse, er
nødvendig for å forbedre kostnadsberegningene.
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Chapter 1

Introduction

Natural gas is one of the world’s most important sources of energy and accounts
for almost a quarter of the global energy consumption [2, 3]. The composition
depends on the location for which the natural gas is extracted, but it mainly
consist of methane, lighter hydrocarbons and some heavier hydrocarbons. Natu-
ral gas also contains numerous contaminants and undesired components such as
water, CO2 and H2S. These components can lead to pressure drop in the dis-
tribution pipelines, reduced gas flow, and plugging of the pipelines along with
corrosion [4, 5, 6, 7, 8, 9]. Consequently, natural gas needs to be treated by de-
hydration and CO2 removal processes to meet pipeline and sales specifications
and to comply with environmental regulations. Current methods for natural gas
treatment are mostly conventional methods such as glycol dehydration and amine
treatment. These methods require large facility areas and are highly energy inten-
sive and therefore involve high operating costs. Furthermore, the current methods
pose a concern due to increasing environmental constraints. Therefore, membranes
for natural gas treatment is gaining acceptance.

1.1 Motivation

Methane loss in glycol dehydration can be as low as 1% [10]. However, the tech-
nology is not compatible for offshore application as the open flame in the des-
orption column poses a safety threat. The system operation is complex, and sol-
vent storage replacement and disposal is required. Glycols absorb volatile organic
compounds from the natural gas streams, particularly benzene, ethylbenzene and
xylenes which can be emitted in the regeneration unit. This is becoming of in-
creasing concern with respect to environmental regulations. For amine treatment,
emission of amine based pollutants and loss of solvent due to high regeneration

1



1.2. OBJECTIVE

temperatures, corrosion problems in the operating units, and struggles achieving
low dew points, are common challenges.

Membranes for gas separation are commercially available , and studies report
promising performances of water-selective composite membranes for dehydration
of natural gas and polymer derived carbon membranes for CO2 removal. Some
advantages related to membrane gas separations are the ease of installation and
operation, there is no need for extra agents for separation, low energy demand,
continuous mode of operation with partial or complete recycle, and possibility
for integration with other separation units. While glycol dehydration and amine
treatment requires large amounts of thermal and electrical energy as well as taking
up large facility areas, membranes are cost-efficient, small and compact, and easy
to scale up. As a result there is a high potential for application on-shore and off-
shore, and it is especially promising for subsea natural gas processing compared
to the conventional technology.

1.2 Objective

In this thesis a hybrid membrane system for dehydration and CO2 removal in nat-
ural gas is simulated and studied. The performance of field-tested spiral-wound
MTR Pebax® co-polymer based membranes, as reported by Lin et al. [11], is sim-
ulated for dehydration of natural gas. Hollow fiber carbon membranes made from
polyimide precursors, as reported by Zhang et al. [12], is simulated for CO2 re-
moval. The aim is to evaluate the technical and economical feasibility of using
membranes for natural gas treatment. This is accomplished by investigating the
membrane performance with respect to pipeline and sales specifications, and eval-
uating the cost of the system design. As such, the process design is optimized
with respect to the specific natural gas processing cost, and a membrane model is
developed for use in the process simulation to predict the membrane performance.

1.3 Thesis structure

This report consists of 7 chapters and 5 appendices.

Chapter 1
Gives a brief introduction to the background, motivation and objective for
the work presented in this report.

Chapter 2
Gives theoretical background for membrane gas separation, compressor op-
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eration, numerical approach for solving differential equations, optimization
methods and specifications on membranes in natural gas treatment.

Chapter 3
Presents a description of the hybrid membrane system, the simulation basis
and the cost model.

Chapter 4
Describes the optimization problem and routine for solving the problem.

Chapter 5
Presents the governing equation for the membrane model and the numerical
approach for solving the set of governing equations.

Chapter 6
The results from the optimization and the simulation of the membrane model
is presented and discussed.

Chapter 7
Conclusion of the work in this thesis is presented followed by recommenda-
tions for future work.

Appendices
The initial design configuration and results from previous work are presented
here. Detailed derivation of the membrane equations, an example of the
software framework for the optimization, and code for the membrane model
and optimization routine is presented.
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Chapter 2

Preliminaries

This section will provide the theoretical background applied in this thesis. First
some numerical methods for solving a set of differential equations are presented
with emphasis on collocation methods relevant for solving mathematical models of
physical systems. This is followed by methods for optimization, aspects on com-
pressor operations, and principles of membrane gas separation such as membrane
material, structure, flow pattern and configuration. Finally the specifications for
natural gas treatment and membranes with promising performances are presented.

2.1 Numerical methods for solving differential

equations

Modelling a physical system often results in a set of differential equations for which
a solution can be obtained by many different numerical methods and schemes.
However, the performance of the various methods differs in terms of consistency,
stability and convergence. Consequently, the accuracy and computational require-
ment differ for the different methods. Some allow for high accuracy, but at a high
computational cost, whereas for some methods it is the opposite, and some handle
stiff systems poorly due to large gradients. For some systems the numerical accu-
racy can be critical, and for others the computational efficiency is of the essence.
Therefore the numerical method to be chosen is dependent on the system at hand.

The principle of any numerical method is to transform the set of governing equa-
tions into a system of algebraic equations that can be solved iteratively [13].

Af = b (2.1)
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In general, any problem involving a system of differential equations can be pre-
sented as

Lf(z) = g(z), ∀z ∈ Ω (2.2)

Bf(z) = fΓ, ∀z ∈ Γ (2.3)

where L is a linear differential operator acting on the solution function f to yield
g in the domain Ω, and B is the boundary operator acting on f in the domain Γ.
Some methods for solving such a system are the finite difference method (FDM),
finite element method (FEM) and finite volume method (FVM) which will be men-
tioned briefly, and weighted residual methods of which the orthogonal collocation
method will be explained in more detail.

2.1.1 FDM, FEM and FVM

FDM is one of the methods that approximates the solution of differential equa-
tions [14]. The starting point is the differential form of the transport equation
[13]. A finite set of discrete points is defined on a grid which is often chosen to be
uniform. The differential equations are approximated in terms of the nodal values
of the functions using for example Taylor series expansion. It is suited for low
order approximations of the derivatives. Non-uniform grids pose a challenge and
yield large errors, which makes it less suitable for complex geometries. FVM uses
the integral form of the conservation equations as its starting point. The solution
domain is divided into sub-regions referred to as cells. Quadrature formulas are
chosen to approximate surface and volume integrals, and it is suitable for complex
geometries. FEM is similar to the FVM in that it divides the domain into sub-
regions referred to as elements. The solution is approximated by piece-wise linear
functions in each element. Often polynomial functions are used to approximate
the solution. The accuracy of the solution increases with increasing number of
elements.

According to Jakobsen [13], the drawbacks of FDM and FVM are low convergence
rate and low accuracy. FDM is further restricted to simple geometries. FVM is
suitable for complex geometries, but it requires two levels of approximations. The
drawback with FEM is the computational cost for achieving accuracy due to the
amount of algebraic equations. A collocation method finds an optimal distribution
of nodes and is suitable for higher order approximations.

2.1.2 Orthogonal collocation - A weighted residual method

Generally, the approach in any weighted residual method is to approximate f(z)
in Equations (2.5) and (2.6) by a trial function expansion f̃(z) which is a linear

6



2.1. NUMERICAL METHODS FOR SOLVING DIFFERENTIAL
EQUATIONS

combination of the basis coefficients ai and basis functions φi [13].

f(z) ≈ f̃(z;a1, a2, ..., aN) =
N

∑
i=1

aiφi(z) (2.4)

where N is the number of trial functions used. The result of inserting the approx-
imation of f into Equations (2.5) and (2.6) will never be identically g(z), which
represents the exact solution, but gives a residual error

Lf̃(z) − g(z) = R, ∀z ∈ Ω (2.5)

Bf̃(z) − fΓ = R, ∀z ∈ Γ (2.6)

In order to satisfy the boundary conditions, the unknown constants, ai, must be
determined by forcing the residual to zero over the domain

∫
Ω
Wi(z)R(z;a1, a2, ..., aN)dΩ + ∫

Γ
Wi(z)R(z;a1, a2, ..., aN)dΓ = 0 (2.7)

where Wi are the i = 1,2, ...,N weight functions. This gives a set of N algebraic
equations for the unknown constants ai.

The type of weighted residuals method depend on the choice of weight function
Wi. For the orthogonal collocation method, the weight functions are translated
Dirac delta functions which have the following quality

∫
b

a
δ(z − zi)dz = 1 (2.8)

Thus, Equation (2.7) becomes

∫
Ω
R(z;a1, a2, ..., aN)δ(x − xi)dΩ = 0 i = 1,2, ...,N (2.9)

which results in driving the residuals to zero at N collocation points z1, z2, ..., zN .

R(z;A) = 0 (2.10)

Orthogonal collocation uses nodal basis functions in the solution function expan-
sion Equation (2.4), thus the solution function is approximated at the collocation
points [13]. Nodal basis functions are defined as the Lagrange polynomials

li(x) =
N

∏
k=0
k≠i

x − xk
xi − xk

(2.11)
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which is of order N and interpolating f in N + 1 points. The polynomials meet
the following condition

li(x) =
⎧⎪⎪⎨⎪⎪⎩

1, for i = k
0, for i ≠ k

(2.12)

As a result, the basis coefficients, ai, are identified as the solution function values
themselves at the nodes. Inserting this into Equation (2.4) and differentiating,
gives

df(x)
dx

≈ d

dx

N

∑
i=0

f(xi)li(x) =
N

∑
i=0

f(xi)
dli(x)
dx

(2.13)

The collocation points are commonly selected as the roots of one of the orthogonal
polynomials in the family of Jacobi polynomials, P

(α,β)(x)
n [15]. For orthogonal

polynomials, pn and pm, the following is true

∫
b

a
W (x)pn(x)pm(x)dx = 0, n ≠m (2.14)

and the weight function for Jacobi polynomials is defined as

W (x) = (1 − x)α(1 + x)β, x = [−1,1], (α,β) > −1 (2.15)

where α and β are considered parameters for shifting the collocation points to-
wards one of the endpoints. Depending on the polynomial, three different grids of
collocation points are produced: Gauss, Gauss-Lobatto, and Gauss-Radau, shown
in Figure 2.1. Gauss grid includes only the interior nodes, Gauss- Radau includes
in addition one of the endpoints, and Gauss-Lobatto includes both endpoints in
addition to the interior points. Therefore, in a two-point boundary value problem,
the Gauss-Lobatto grid should be applied.

Figure 2.1: Gauss, Gauss-Lobatto, and Gauss-Radau grids. The Gauss grid con-
sists of the interior nodes, while the Gauss-Lobatto grid includes the boundary
points and the interior nodes, and the Gauss-Radau grid includes the interior
nodes and one of the boundary points.
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Moreover, all orthogonal polynomials satisfy a three term recurrence relationship

p1(x) = 0

p0(x) = 1 (2.16)

pi+1(x) = (aix + bi)pi(x) − cipi−1(x), −1 < i ∈ Z

where ai, bi and ci are coefficients given by

ai =
(2i + α + β + 1)(2i + α + β + 2)

2(i + 1)(i + α + β + 1) (2.17)

bi =
(2i + α + β + 1)(α2 − β2)

2(i + 1)(i + α + β + 1)(2i + α + β) (2.18)

ci =
(i + α)(i + β)(2i + α + β + 2)

(i + 1)(i + α + β + 1)(2i + α + β) (2.19)

which can be useful in estimating the Jacobi polynomial at the abscissa of a point
in the interval [16]. A special case of the Jacobi polynomials are the Legendre
polynomials where α = β = 0 and the weight function is equal to unity, W (x) = 1
[17]. The Legendre polynomials simplifies the recurrence coefficients to

ai =
2i + 1

i + 1
(2.20)

bi = 0 (2.21)

ci =
i

i + 1
(2.22)

There are several methods for calculating the zeros of Jacobi polynomials, e.g. an
eigenvalue method using the three-term recurrence relation called Golub-Welsch al-
gorithm [18], or other root finding algorithms such as the Newton-Rhapson method
also in combination with the three-term recurrence relation.

2.2 Optimization

In optimization problems, the aim is to find the optimal solution to a problem
[19]. The optimal solution is either a maximum or minimum of a quantity referred
to as the objective. The need for optimization is found within many fields, and
there are numerous optimization problems with various objectives to be solved,
e.g. within chemical engineering it is important to optimize a process design for
the customer. In many cases the objective is a measure of economic performance
for which the aim is to minimize costs or maximize profits.
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The objective is a function of a finite set of decision variables, and is therefore
called the objective function. In the case of constraints, the constraints are a set
of equations which bound the solution space. The optimization problem can be
stated as

z = f(x)
g(x) ≤ 0

h(x) = 0

(2.23)

where z and x are the scalar objective and a vector of n decision variables, respec-
tively, and f , g and h are the objective function, vector of inequality and equality
constraints respectively [19].

There are several methods for solving an optimization problem for which a suit-
able method depends on the number of decision variables, whether the problem is
linear or non-linear, convex and continuous. Additionally, the effort of solving the
problem is important in choosing an optimization method. Some methods require
numerous computations for certain problems, while others are efficient and have
low computational cost. Generally, there is a trade-off between the solution quality
and effort, as with increasing effort the solution quality increases [20].

If the optimization problem is linear, it is solved by linear programming which
is widely used in operations such as optimization of petrochemical plants and oil
refineries [19]. In the case of design problems, non-linear programming is applied
to solve the problem as it generally contains many non-linear equations.

2.2.1 Linear Programming and the Simplex method

Linear programming (LP) refers to optimization methods that solve a linear prob-
lem. According to Rothlauf [20], a problem is linear if

• the objective function depends linearly on the decision variables and

• all relations among the variables are linear.

A linear problem can be stated as

f(x) =
n

∑
i=1

cixi, x ∈ Rn (2.24)

If the problem also involves linear constraints, a linear minimization problem can
be expressed in the following form

min cTx

subject to Ax ≥ b (2.25)

xi ≥ 0
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A maximization problem can be obtained by multiplying the objective function in
Equation (2.27) with −1. A global optimum is obtained with linear programming
because the constraints always define a convex feasible region. If two points are
within the feasible region, any point on a straight line between those two points
is also within the feasible region. Thus the feasible region is convex. According
to Sinnot et al. [19], a mathematical formulation of convexity can be stated as
follows

x = αxa + (1 − ε)xb ∈ F
∀xa, xb ∈ F, 0 < ε < 1

(2.26)

where xa, xb are any two points within the feasible region, F . The feasible, convex
region forms a simplex which is the simplest possible polytope in a space of size
n. A convex polytope can be defined either as the convex hull of a feasible region,
or as the intersection of a finite set of half-spaces.

Among the methods for solving linear problems, the Simplex method developed
by Dantzig in 1946, is widely used [21]. The method systematically examine the
vertices of the feasible region to determine the optimum. The Simplex method
transforms the inequality constraints to equality constraints by introducing slack
and surplus variables. Thus, the canonical form in Equation (2.27) is transformed
to standard form.

max cTx

subject to Ax = b (2.27)

xi ≥ 0

The set of equalities is solved to obtain a feasible solution. Some of the slack and
surplus variables will be zero which corresponds to active constraint. An active
constraint is one that has been converted from an inequality constraint to an equal-
ity constraint because the optimum might be at the boundary [19]. As such, the
problem is made simpler because the degrees of freedom is reduced. The Simplex
algorithm searches the vertices of the feasible region, increasing the objective at
each step until the optimum is reached.

Linear programming can be used to solve very large problems, with thousands
of variables and constraints. However, when the objective function and/or the
constraints are non-linear, the optimization problem must be solved with non-
linear programming (NLP) [19].

11



2.2. OPTIMIZATION

2.2.2 Non-linear programming

Non-linear programming refers to optimization methods that solve non-linear op-
timization problems. According to Sinnot et al., some common methods are suc-
cessive linear programming (SLP), successive quadratic programming (SQP) and
reduced gradient method (RGM) [19].

In short, SLP is an extension of LP as the objective function and the constraints are
linearized and solved as in LP iteratively until convergence. SQP is similar to SLP,
but the objective function is approximated as a quadratic function and quadratic
programming methods are applied to solve the problem. It works well for highly
non-linear problems with relatively few variables (n < 50). RGM is related to the
Simplex method as it linearizes the constraints and introduces slack and surplus
variables. The vector of n decision variables is partitioned into n−m independent
variables, where m is the number of constraints, and a quasi-Newton method is
used to determine a solution. According to Sinnot et al. [19], it is suitable for
sparse problems with a large number of variables, i.e. each constraint involves
only a few of the variables. Common for all methods, is that there is no guarantee
of convexity, convergence to local optimum or global optimum. Additionally, all
the methods are gradient-based. Methods for finding the global optimum are
pattern searches and probabilistic methods such as simulated annealing and genetic
algorithms. Probabilistic method are useful when faced with a non-convex feasible
region. Moreover, pattern-search methods and simulated-annealing are derivate-
free methods (DFM), which means that these methods do not apply or even try to
approximate the gradient, but use the sampled function values to determine the
new iterate. Another DFM which is widely used is the Nelder-Mead method [22].

2.2.3 Nelder-Mead method

The Nelder–Mead simplex method is a popular DFM for solving unconstrained
minimization problems [22]. As mentioned, it uses only the function values to
determine new iterates and does not attempt to approximate the gradients. Hence
it is a direct search method [23]. At any stage of the algorithm it keeps track
of n + 1 points of interest in Rn, whose convex hull forms a simplex, hence the
name. It is not related to the Simplex method for linear problems described in
Section 2.2.1. Consider a simplex S with vertices x1, ..., xn+1, an associated matrix
Y (S) can then be defined by taking the n edges along Y from one of its vertices
e.g. x1, as follows

Y (S) = [x2 − x1, ..., xn+1 − x1] (2.28)

The initial working simplex has to be non-degenerate or non-singular, which means
that Y must be a non-singular matrix, i.e. the vertices must not be co-planar [22].

12



2.3. COMPRESSION AND EXPANSION OF GASES

The aim of the Nelder–Mead simplex algorithm in one iteration, is to eliminate
the vertex with the worst function value and replace it with another point with a
better value. The new point is obtained by reflecting, expanding, or contracting
the simplex along the line joining the worst vertex with the centroid of the re-
maining vertices. If a better point is not found, the vertex with the best function
value is retained, and the simplex is shrunk by moving all other vertices toward
this value. A pseudo-code of the the algorithm is provided by Nocedal [22].

Little is known about the convergence properties in the Nelder-Mead method, and
there is no guarantee of reaching a global optimum. However, the algorithm typ-
ically requires only one or two function evaluations at each step, in contrast to
many other direct search methods [23]. Consequently, the Nelder-Mead method
is faster than other methods, and is a popular method to use for non-linear opti-
mization problems [22].

2.2.4 Penalty method

To use the Nelder-Mead simplex method or any other optimization methods for
unconstrained problems, on a constrained minimization problem, a penalty method
is introduced [22]. It provides a measure of feasibility in the objective with respect
to the constraints. A term called the penalty function, is added to the objective
function and consists of a scalar penalty parameter and a measure of violation of
the constraints. Thus the objective function in Equation (2.23) becomes

min z = f(x) + µ∑
i

g(ci(x)) (2.29)

where f and c are the objective function and the constraints of x decision variables,
respectively. µ is the penalty constant, usually taking a large value, and g is the
penalty function, e.g. the quadratic penalty function defined as

g(ci(x)) = max(0, ci(x))2 (2.30)

2.3 Compression and expansion of gases

Derivation of the compressor and turbine work is given by Çengel et al. [24] and
presented in the specialization project [25] as in the following section. For isen-
tropic, polytropic and isothermal processes between the same pressure levels P1

and P2 with ideal gas behaviour, the compressor and turbine work is defined as
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Isothermal (PV= constant):

Wcomp = RTln
P2

P1

(2.31)

Isentropic (PV k = constant):

Wcomp =
kRT1

k − 1

⎡⎢⎢⎢⎢⎣
(P2

P1

)
(k−1)

k

− 1

⎤⎥⎥⎥⎥⎦
(2.32)

Polytropic (PV n = constant):

Wcomp =
nRT1

n − 1

⎡⎢⎢⎢⎢⎣
(P2

P1

)
(n−1)

n

− 1

⎤⎥⎥⎥⎥⎦
(2.33)

where Wcomp is the compression work, R, T , P , V is the universal gas constant, the
fluid temperature, pressure and volume, respectively. k and n are the isentropic
and polytropic exponents, respectively, and T1 is the compressor inlet temperature.
Of the three processes, the isentropic process (adiabatic compression) requires the
maximum work, while the isothermal compression requires the minimum, and the
polytropic work requirement is in between. By removing heat, the polytropic work
decreases as n decreases, and at sufficient heat removal the value of n approaches
1 whereby the polytropic process becomes an isothermal process. Consequently,
cooling a gas as it is compressed, reduces the required work for compression.

Cooling through the casing of the compressor is rarely sufficient, and it is there-
fore suggested to use multistage compression with intercooling, where the gas is
compressed in stages, and cooled in between. Ideally, the cooling takes place at
constant pressure and the gas is cooled to the initial temperature, T1. However,
in reality intercoolers cause pressure losses often in the range 5-15 psi (0.34-1.03
bar), in which a value of 10 psi (0.7 bar) can be used for preliminary design [26].
For multistage compression, the amount of saved work varies with the value of
the intermediate pressures. The dependency is presented by Çengel et al. [24] for
a two stage compression with intercooling. The intermediate pressure, Px, that
minimizes the total work is determined by differentiating the equation for the total
amount of work with respect to Px, which yields

Px
P1

= P2

Px
(2.34)

Px
P1

= (P2

P1

)
1/2

(2.35)
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where P1, P2 and Px are the suction, discharge and intermediate pressures, re-
spectively. In other words, the pressure ratio across each stage must be the same
to minimize the compression work, and as a result, the compression work at each
stage becomes the same. Moreover, as the number of compressor stages is in-
creased, the compressor work approaches the value obtained for the isothermal
case.
The interstage pressure ratio shown in Equation (2.35) can be rewritten for a
general multistage compression system with n stages [25]

Pi
Pi−1

= ( Pn
Pi−1

)
1/n

i = 1, ..., n (2.36)

Compressors, turbines and nozzles operate for long periods of time under the same
conditions and steady operation is established and is therefore classified as steady-
flow devices. The energy balance for a general steady-flow system

Q̇in + Ẇin +∑
in

ṁθ = Q̇out + Ẇout +∑
out

ṁθ (2.37)

where Q̇in and Q̇out are the rate of heat transfer in and out of the system, Ẇin and
Ẇout are the rate of work exerted in and out of the system, ṁ is the mass flow
rate and θ is the energy of a flowing fluid per unit mass

θ = h + ke + pe = h + ν
2

2
+ gz (2.38)

where h is the enthalpy, ν, g, z, ke and pe are the fluid velocity, gravity, elevation
of the system relative to some external reference point, kinetic energy and poten-
tial energy, respectively. For a single-stream device it can be assumed negligible
changes in the fluid kinetic and potential energies. Moreover, for a system with un-
known heat and work interactions, the general energy balance in Equation (2.37)
can be written as

Ẇ = ṁ(h2 − h1) (2.39)

where heat transfer from the system is negligible for an adiabatic process, Q̇ = 0.
Ẇ and ṁ are the rate of work and mass flow into the system, respectively, and h2

and h1 are the discharge and suction enthalpy, respectively.

2.3.1 Compressor types

For gas transmissions it is common to use reciprocating or centrifugal compressors
[26]. Reciprocating compressors are ideal for high pressure ratios, and low volume
flow. However, it commonly generates pulsations and vibration which is avoided in
centrifugal compressors, which in contrast are ideal for high volume flow and low
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head. The pressure ratio that a given centrifugal compressor can achieve depends
primarily on gas composition and gas temperature. For reciprocating compressors
the maximum pressure ratio of each stage is 10, and for centrifugal compressors it
is in the range 3.5-4, but multistage compression is recommended if the pressure
ratio exceeds a value of 3 [27, 26].

2.4 Basic principles of membrane gas separation

Although membrane technology is found in most industrial areas such as phar-
maceutical, textile, biotechnology and chemical industry to mention a few, mem-
brane technology is considered to be a new technology especially for separation
processes [28]. Consequently, gas separation processes are currently dominated by
conventional technology such as solvent absorption, cryogenic distillation and solid
surface adsorption [29]. However, membranes are acclaimed for removal of acidic
gases such as H2S and CO2 in which commercial membranes for CO2 removal has
been available since the 1980s [30]. Nevertheless, membranes for gas separation
make up only a small part of the total market of which the majority are polymeric
membranes [31]. Inorganic membranes with greater separation performance have
been developed but are too expensive for commercial applications, whereas the
current polymeric membranes are easily manufactured at low costs. Studies show
that membranes are gaining increasing acceptance and finding new applications
for gas separation [32]. This section describes the basic principles of membrane
gas separation and membrane modelling.

Membrane separation occurs due to a difference in the chemical potential at the
membrane surfaces [28]. In gas separation that difference is a result of the pres-
sure difference and the gas flows from the high pressure side to the low pressure
side. The transport of permeating species depends on the membrane material and
structure.

2.4.1 Gas permeation through porous membranes

If the membranes for gas separation are asymmetric or composite membranes,
the diffusion through the membrane can be described by several mechanisms [28].
The rate determining step is the solution-diffusion mechanism used to describe
diffusion through the non-porous selective layer. However, other mechanisms can
contribute to transport hence the membrane resistance depending on the structure
of the supporting layer(s) [28].
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Viscuous flow occurs for pores with a radius larger than 10 µm [28]. This means
that gas molecules collide exclusively with each other and no separation is ob-
tained. If the pores are smaller or the gas pressure is reduced, the mean free path
of the gas molecules becomes larger than the pore size and collision between the
molecules are less frequent than collision with the pore wall. The result is that the
lighter molecules permeate through the pores. The mean free path is the average
distance traversed by a molecule between collisions and depends on the pressure
and temperature for which the mean free path increases with decreasing pressure.
At constant pressure the mean free path is proportional to the temperature. Knud-
sen separation can be achieved for membranes having pore sizes smaller than 50
nm [33].

Surface diffusion is the mechanism in which gas molecules are absorbed at the
pore walls of the membrane and traverse along the surface [33]. It increases the
permeability of the more strongly absorbed component. On the other hand, the
effective pore diameter is reduced and selectivity is increased. Capillary conden-
sation can also occur for vapours where a condensed phase partially or completely
blocks the pores for which only the soluble species can permeate through. Lastly,
molecular sieving occurs when the pore sizes become very small (3-5.2 Å) for which
the separation of species depend upon the kinetic diameter, thus only the smaller
molecules permeate through the membrane.

There are several phenomena that can occur with time. Concentration polariza-
tion, adsorption gel formation and plugging of the pores are common phenomena
which induce additional resistance to the transport across the membrane [28]. As
there is a difference in the affinity to the gas components, there will be an ac-
cumulation of the less permeable species and a depletion of the more permeable
ones. This leads to a growing concentration gradient in the boundary layer. This
phenomena is called concentration polarization, which reduces the separation ef-
ficiency [33]. Gel layer occurs when the concentration becomes very high which
then exerts a gel layer resistance. In porous membranes it is also possible for some
solutes to block the pores causing a pore-blocking resistance. Lastly, resistance can
occur due to adsorption i.e. adsorption can take place at the membrane surface as
well as inside the pores. Concentration polarization can be prevented by manipu-
lating the flux and the mass transfer coefficient [28]. The mass transfer coefficient
is determined by the diffusion coefficient, the flow velocity and the module con-
figuration. The diffusivities can only be changed by changing the temperature as
shown by the relation in Equation (2.44). Changing the flow velocity and module
configuration, i.e. decreasing the module length, increasing the hydraulic diame-
ter or a complete different design, can also prevent concentration polarization. An
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increase in the feed temperature will increase the flux. Concentration polarization
is however not severe in gas separation and may also be negligible [28].

2.4.2 Gas permeation through non-porous membranes

For non-porous membranes the solution-diffusion model is used to describe the
transport of permeating species through the membrane [28]. First, the permeat-
ing species are absorbed at the high pressure membrane surface, and then diffusing
through the membrane to the low pressure surface where the components are des-
orbed. The solution-diffusion mechanism is expressed in terms of the permeability,
P which is a function of the diffusivity, D and the solubility, S

P = S ⋅D (2.40)

The solubility is a thermodynamic parameter and gives a measure of the amount
of penetrant absorbed by the membrane at equilibrium [28]. The diffusivity is a
kinetic parameter which indicates the rate of the penetrant transportation through
the membrane. Diffusivity is dependent on the penetrant geometry and size as well
as the nature of the membrane material. For an ideal system, the diffusivity is
assumed to be constant, and the solubility is assumed to follow Henry’s law

c = S ⋅ p (2.41)

where c and p are the concentration and pressure at the membrane interface,
respectively. Thus for an ideal system obeying Fick’s law, transport of gases
through membranes becomes

Ji =
Pi
δ
(pf,i − pp,i) (2.42)

where Pi and Ji are the permeability and flux of component i, respectively, δ is the
membrane thickness, pf,i and pp,i are the partial pressure of component i on the feed
side, f , and on the permeate side, p, respectively. Additionally, there is another
important performance parameter obtained by comparing the permeabilities of the
components which gives the selectivity, α(i/j)ideal defined as

α(i/j)ideal =
Pi
Pj

(2.43)

It should be noted that both the solubility and diffusivity for interacting systems
become concentration dependent [28]. For organic vapours the solubility can be
relatively high depending on the specific interaction, and the diffusion coefficient
increase with increasing concentration. Similarly, with respect to the membrane

18



2.4. BASIC PRINCIPLES OF MEMBRANE GAS SEPARATION

material, glassy polymers are not in a true state of equilibrium and deviates from
Henry’s law as such. The permeability thus becomes dependent on the driving
force. Interactions, especially at high vapour pressures, and use of glassy poly-
mers, results in non-linear sorption isotherms which can be described by free-
volume models and Flory-Huggins thermodynamics.

2.4.3 Rubbery and glassy polymers

Polymers are characterised as rubbery or glassy depending on the polymer glass
transition temperature and crystallinity [28]. These parameters are further deter-
mined by structural factors such as chain flexibility, chain interaction and molec-
ular weight. An amorphous polymer transforms from a rubbery state to a glassy
state at a specific temperature referred to as the glass transition temperature. The
mobility of the polymer is substantially restricted in the glassy state whereas in
the rubbery state there is a high degree of chain mobility. The modulus, spe-
cific volume, specific heat, permeability and all physical properties of the polymer
change at the glass transition temperature. In rubbery polymers the transport of
gases is mainly due to the solubility and for glassy polymers the diffusivity is the
determining factor for transportation [33]. Moreover, the permeability increases
with permeant size in rubbery polymers whereas for glassy polymers, the per-
meability decreases with increasing permeant size. In general, rubbery polymers
usually have higher permeability than glassy polymers, but the selectivity of glassy
polymers is higher [28].

There are several models for describing molecular gas diffusion in polymers, but all
apply the concept of free volume as diffusing channels and include the Arrhenius
equation where the diffusivity and permeability is given by

D =D0exp(−ED/RT ) (2.44)

P = P0exp(−EP /RT ) (2.45)

where D0 and P0 are factors dependent on pressure and diffusion, and ED and EP
are the activation energy [33]. Also for glassy polymers the Arrhenius equation can
be applied to express the diffusivity, solubility and permeability. The permeant
gas selectivity in most glassy polymers is dependent on the organic vapour partial
pressure. With increasing partial pressure, the amount of vapour absorbed in
the polymer increases. However, the vapour plasticisez the polymer, ie. the chain
becomes more flexible and the free volume increases considerably, thus the polymer
becomes rubbery. In the plasticized material the permeability of the smaller species
increases, but the organic vapour permeability increases even more. Plasticization
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thus transform the permanent gas-selective glassy polymer to an organic vapour-
selective rubbery polymer. If a polymer is quenched from a rubbery state to a
glassy state, excess free volume is trapped. Over time though, free volume may
be lost which is termed physical ageing. It is especially eminent in thin films,
commonly used in gas separation, resulting in reduced gas transport properties.

2.4.4 Joule-Thomson effect

If a gas is expanded adiabatically across a membrane, the temperature may change
to a great extent depending on the gas component and the applied pressure [28].
Consequently, the permeation properties may be affected, i.e. in general the se-
lectivity increases and the permeation flux decreases if the temperature decreases.
The temperature change is expressed by the temperature differential (∂T /∂P )H
referred to as the Joule-Thomson coefficient, µJ , which is defined as follows

µJ = (∂T
∂P

)
H

= −( ∂T
∂H

)
P

(∂H
∂P

)
T

(2.46)

The total differential of the enthalpy, H, as a function of temperature and pressure
is

dH(P,T )n = (∂H
∂T

)
P

dT + (∂H
∂P

)
T

dP (2.47)

Consider the enthalpy change of a reversible process

dH = V dP + TdS (2.48)

where S is the entropy. Differentiating with respect to pressure, P

(∂H
∂P

)
T

= V + T (∂S
∂P

)
T

(2.49)

The following Maxwell relation and identity are used

−(∂S
∂P

)
T

= (∂V
∂T

)
P

(2.50)

(∂H
∂T

)
P

= cp (2.51)

where cp is the heat capacity. The following expression of the Joule-Thomson
coefficient is then obtained

µJ = (∂T
∂P

)
H

= − 1

cp
[V − T (∂V

∂T
)
P

] (2.52)

Thus, the gas is either cooled or heated upon pressurizing. For carbon dioxide, the
temperature may decrease at high pressure having a Joule-Thomson coefficient of
1.11 K/bar [28]. As such, the Joule-Thomson effect should be accounted for in
CO2 removal at high pressure [34].
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2.4.5 Membrane design

In addition to the membrane material and structure, the membrane separation
performance is dependent on the membrane configuration and the combination of
module configurations for design with several modules [28]. The module configu-
rations can be separated into two categories; flat, and tubular. The types of flat
membranes are plate-and-frame modules and spiral-wound modules. Tubular mod-
ules involves tubular, capillary and hollow fiber modules mainly distinguished by
the tube diameter. Which module configuration and arrangement of the modules
to choose is based on several aspects such as economic considerations along with
the design parameters, ease of operation, ease of cleaning, and compactness. For
gas separation, hollow fiber modules and spiral-wound modules are suitable [28].
However, commercial membrane modules are often designed as hollow fiber mem-
branes as the packing density is much higher than for spiral-wound membranes
[35]. Furthermore, for hollow fiber modules it is preferable for the feed solution
to flow from the outside-in as to avoid high pressure losses inside the fiber and to
attain a large membrane area [28]. Hollow fiber modules are often comprised of
asymmetric membranes, while spiral-wound are commonly made with composite
membranes [35].

Related to the module design is the flow pattern which also affects the membrane
performance [28]. In system design, there are two main categories of module opera-
tions; dead-end operation and cross-flow operation, of which cross-flow is preferred
for industrial applications because of the lower fouling tendency. There are sev-
eral types of cross-flow operations such as co-current, counter-current, cross-flow
with perfect permeate mixing, and perfect mixing. Of the cross-flow operations,
counter-current flow operation gives the best separation results. In order to predict
membrane performance and costs in process simulation, theoretical models have
been derived.

The governing equations are derived for the various flow patterns applying the
principles of gas transportation in the membrane with the conservation equations
as basis [36]. However, many simplifying assumptions are employed which often
include isothermal conditions and negligible pressure drop in the feed stream and
permeate stream [34]. It is also assumed that the effects of total pressure and
composition of the gas are negligible and that the permeability of each component
is constant [37]. Complete mixing both on the feed side and the permeate side
is assumed for the simplest models, which is applicable in systems operating at
low recovery. However, most gas separation systems resembles cross-flow condi-
tions i.e. plug flow at the feed side and complete mixing at the permeate side. A
selection of different models are presented in the literature by Geankoplis et al.,
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Mulder et al. and Koros et al. [37, 28, 36].

Models in literature often assume co-current or counter-current flow pattern for
hollow fiber modules, but as mentioned the counter-current design yields the best
performance. For spiral-wound membranes, the available models differ mainly with
respect to the flow pattern and the permeate-side pressure drop [38]. Pan [39] has
presented a mathematical model for separation of a binary gas mixture which is
applicable for both hollow fiber and spiral wound modules with feed flow outside
the fiber and permeate pressure drop. Co-current and counter-current flow pattern
is assumed for the hollow fiber while cross-flow is assumed for the spiral-wound
membrane. Pan has also proposed a model for multicomponent permeation in
hollow fiber modules [40]. Counter-current flow pattern has also been studied for
spiral-wound modules by Lin et al. [11].

Membrane cost

The commercially available membranes are based on low cost polymers which can
be fabricated as asymmetric membranes. New membranes are based on custom-
made polymers with improved performance, but they can cost as much as 1000-
10000 $/kg to synthesise [41]. Composite membrane with an ultra thin selective
layer however reduces the cost substantially. Hollow fiber productions are esti-
mated to cost 2-5 $/m2. Spiral-wound membranes are in the range of 10-100
$/m2. This is due to a more efficient production process, and a much higher pack-
ing density is obtained in hollow fiber membranes as previously mentioned. The
membrane pricing represents the cost of manufacturing the membrane and does
not include the costs of housing and costs related to operation. It has been re-
ported that these additional costs may lead to membrane skid cost of 500 $/m2

[11, 41], thus the membrane price for high pressure applications is small compared
to the overall cost. The price of carbon membranes have been estimated to 15-
45 $/m2, while zeolite based membranes have been estimated to cost 3000 $/m2.
The capital cost of membrane gas separation processes is dominated by equipment
costs. The membrane cost is dependent on the required membrane area which is
further dependent on the membrane performance. The operating costs are depen-
dent on the energy and utility requirements in the gas handling equipment such
as compressors. The base case for many techno-economical feasibility studies has
been a price of 50 $/m2.
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2.5 Membranes for natural gas treatment

Natural gas from the wells consists primarily of methane, but also includes other
components, for which the gas composition depends on the location of the reser-
voir, and it also varies from well to well [42]. In addition to methane, natural
gas contains lighter hydrocarbons, heavier hydrocarbons, nitrogen, water, H2S,
CO2, mercaptans, mercury and particulates. H2S is very corrosive as well as being
extremely toxic even at very low concentrations. Furthermore, it can induce hy-
drogen embrittlement of steel. CO2 in the presence of water can be very corrosive,
and it can lower the heating value of the natural gas. Similarly, nitrogen has no
calorific value which can decrease the heating value of the natural gas. Heavier
hydrocarbons also reduce the calorific value of the gas as well as increasing the gas
dew point. Liquid water enhance corrosion in the pipelines and equipment, and
increases the gas dew point. Moreover, the presence of liquid water increases the
risk of hydrate formation which can plug valves, fittings and pipelines, in addi-
tion to reducing pipeline capacity as a result of accumulation [43]. Water vapour
also increases the gas dew point which can condense at lower temperatures. As
a result, these components must be removed to meet pipeline specifications and
specifications set by customers for the natural gas properties.

Typical specifications are presented in the literature by Kidnay et al. and Poe et
al. [44, 45] in which a normal limit for CO2 is 2-4 vol-% and 4 ppmv for H2S.
Typical values for water content is 4-7 lb/MMscf which corresponds to a gas dew
point of -18 ○C and 0 ○C at 1000 psi gas (69 bar), respectively. According to Poe
et al. the gas dewpoint requirement is -10-0 ○C at delivery pressures in the range
400-1200 psig (∼27-82 bar) [45]. Furthermore, the water dew point should be lower
than the lowest pipeline temperature to avoid condensation [44].

Membranes for dehydration are still in the early commercialisation stage [46]. Cur-
rently, there are just a few natural gas dehydration installations. However, there
is increasing research on and development of membranes for dehydration. Hollow
fiber PEEK composite membranes and spiral-wound MTR Pebax® co-polymer
based composite membranes are examples of membranes that have been suggested
[46, 10, 11]. For sweetening, there are several commercially available membranes
such as polysulfone (PSF), polyimide (PI), and cellulose acetate (CA). However,
low performances with respect to selectivity and permeance due to penetrant in-
duced plasticization at higher pressures, makes these membranes exceedingly less
cost efficient [47, 48]. According to Xiao et al. the most important identified chal-
lenges in membrane gas separation in general are obtaining both good selectivity
and permeability, and maintaining a long-term separation performance by over-
coming the problems of ageing and plasticization [49]. Moreover, for dehydration
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membranes specifically, the methane loss need to be reduced to be competitive [50].

Inorganic membranes have been investigated as they possess high thermal and
chemical stability as well as high mechanical strength and a long lifetime [28],
but they are very expensive compared to the commercial polymeric membranes.
Some composite membranes which has shown promising performance on CO2/CH4

separation are mixed matrix zeolite/poly vinyl acetate [51], carbon nanotubes re-
inforced polyvinylamine/polyvinyl alcohol fixed-site carrier membranes, and cel-
lulose acetate based hollow fiber carbon membranes [52, 53]. It has recently
been reported by Zhang et al. good CO2/CH4 separation performance in car-
bon molecular sieve hollow fiber membranes made from cross-linked polyimide
precursors, which were tested at pressures up to 120 bar [12]. The results of a
50% CO2/50% CH4 gas mixture showed a separation factor of ∼ 60 and a CO2

permeance of 0.27 m3(STP)/m2⋅h⋅bar (100 gpu) at 60-120 bar.

Membrane Technology & Research Inc. has constructed Pebax® block co-polymer
based composite membranes which have been tested in lab scale and plant scale
with auspicious H2O/CH4 separation performance. In lab scale the composite
membrane had a performance of 5.4 m3(STP)/m2⋅h⋅bar (2000 gpu) and H2O/CH4

selectivity up to 1500 at a feed pressure of 2 bar [10]. In plant scale testing at
feed pressures of 30-60 bar, the water permeance was 2.51 m3(STP)/m2⋅h⋅bar (930
gpu), and a selectivity of 47. Although, the field testing showed a lower perfor-
mance, it shows a possibility for membrane dehydration of high-pressure natural
gas. Moreover, the counter-current membrane design with dry gas as sweep was
found to be the best combination of minimal membrane area requirement and CH4

loss. However, spiral-wound modules may not provide perfect counter-current flow,
which was also indicated by the field-test results.
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Chapter 3

Process Design Basis

In this chapter, a description of a hybrid membrane system for natural gas de-
hydration and CO2 removal is presented, followed by the simulation basis giving
more detailed information on the feed properties and product specifications as well
as membrane properties. Lastly, the different design configurations and the cost
model subject to minimization are described and derived, respectively.

3.1 Process Description

A process design of a hybrid membrane system, as shown in Figure 3.1, was stud-
ied and adjusted with the aim of minimizing the annual specific cost of natural
gas processing while meeting the specifications. The specifications for the sweet
natural gas was a water content corresponding to a water dew point temperature
below −40 ○C, and a maximum amount of CO2 of 2.5 mol-%, respectively. Ad-
ditionally, the process should attain a CO2 purity of minimum 95 mol-% in the
produced CO2 stream for enhanced oil or gas recovery. Lastly, it was desired to
minimize the loss of methane and satisfy a gas dew point between -10-0 ○C.

First, sand, dust, gum and other particulates are filtered out and heavier hydro-
carbons and free liquid water are removed in a condenser. Then, the pretreated
natural gas is sent to the dehydration unit with water-selective MTR Pebax® mem-
branes to remove water vapour. Some hydrocarbons and CO2 will also permeate
through the membrane. Therefore, the removed water vapour and lean natural gas
is separated in a condenser for reuse and burning respectively. From the dehydra-
tion unit, the dehydrated natural gas is sent to carbon membrane units in series
for removal of CO2 as to produce sweet natural gas with a minimum hydrocarbon
purity of 97.5 mol-%. Some CO2 rich permeate with a minimum purity of 95 mol-
% is recycled as sweep gas to the dehydration unit as to increase the driving force
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and to prevent water from condensing, and the rest is compressed for possible use
in enhanced oil and gas recovery (EOR/EGR) and carbon storage. The enhanced
oil and gas recovery process was not further studied.

Figure 3.1: Principal illustration of the hybrid membrane system for natural gas
dehydration and CO2 removal.

3.2 Simulation basis

Raw natural gas free of particulates at ∼ 5 ⋅105 m3(STP)/h, 60 bar and 80 ○C with
a composition as shown in Table 3.1, was treated by Pebax® spiral-wound mem-
branes in the dehydration unit and carbon hollow fiber membranes in the sweet-
ening unit, both with counter-current flow pattern. The membrane performances
reported by Haiqing et al. and Zhang et al. are presented in Table 3.2 [11, 12].
The targets for the simulation were a CO2 purity of minimum 95 mol-% for the
enhanced oil and gas recovery process, a CH4 purity of minimum 97.5 mol-% and
a water dew point of maximum -40 ○C as listed in Table 3.1. Because the sweet
natural gas will consist of small amounts of lighter hydrocarbons, the methane
purity target was based on the total hydrocarbon purity.
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Table 3.1: The feed parameters and process targets used as simulation basis.

Parameter Value

Feed flow [m3(STP)/h] 5.258⋅105

Feed pressure [bar] 60
Feed temperature [○C] 80
Water content (dew point) [○C] <-40
CH4 purity in sweet natural gas [mol-%] >97.5
CO2 purity for EOR/EGR [mol-%] >95
CH4 loss [%] <2
Compressor adiabatic efficiency [%] 75

Table 3.2: Composition of the feed gas and gas permeances in the MTR Pebax®

membrane, and the carbon hollow fiber membranes.

Component Concentration
in the feed gas
[mol-%]

Permeance
in Pebax® membrane
[mol(STP)/m2⋅h⋅kPa]

Permeance
in carbon membranes
[mol(STP)/m2⋅h⋅kPa]

Methane 77.22 0.023 0.002
Ethane 7 0.046 0.001**

Propane 3 0.071 0.001**

Butane 1.9 0.075 0.001**

C5+ 0.1 0.116 0.001**

H2O 0.78 1.218 0.95**

CO2 10 0.069 0.095
**estimated

3.3 Cost model

The objective function subject to optimization was the specific natural gas pro-
cessing cost which is a function of annual operating cost, annual capital related
cost and amount of produced sweet natural gas (SNG), V̇SNG.

Cs =
COPEX +CCRC

V̇SNG
[ $
year

] (3.1)

where Cs is the specific natural gas processing cost, COPEX is the annual operating
cost, CCRC is the annual capital related cost, and V̇SNG is the produced amount
of sweet natural gas. The cost categories with corresponding parameters are pre-
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sented in Table 3.4.

Only the membranes and compressors/turbine were included in the cost calcula-
tions as the costs of the smaller equipment were expected to be much lower. Thus,
the operating cost was estimated by the compressor power demand and turbine
power generation, excluding labour cost and assuming no operating cost related
to the membranes. The annual operating cost was calculated as a function of the
total power consumption obtained from the optimization routine of the different
design configurations, the electricity cost and annual operating hours which was
assumed to be 0.04 $/kWh and 8000 h/year, respectively [1].

The capital related cost was calculated by a preliminary cost estimation based
on purchased cost of equipment at some base conditions depending on specific
equipment type, system pressure and materials of construction as described by
Turton et al. [54]. It involves estimation of the bare module cost, and the total
module cost, whereby the total module cost refers to the cost of making small to
moderate expansions or alterations to an existing facility. The bare module cost
of the major equipment was calculated as follows

CBM = C0
pFBM (3.2)

where CBM is the bare module equipment cost, C0
p is the purchased cost for base

conditions, and FBM is the bare module cost factor.

The bare module equipment cost, CBM , represents the sum of indirect and direct
costs. The base conditions are equipment in carbon steel and operation at near-
ambient pressure. The compressors used in this design are centrifugal compres-
sors (450-3000 kW) in stainless steel operating at high pressures. Consequently,
the purchased cost of compressors was fitted as shown in Equation (3.3). The bare
module cost factor was adjusted to the material of construction, stainless steel,
FBMSS, obtained from CAPCOST© as presented in Table 3.3 [54]. Additionally,
the purchased cost was adjusted to account for inflation using the cost index. For
the purposes of comparing the optimization routine presented in this work with
previous work, the index from 2017 was used as shown in Equation (3.4). The
turbine cost was assumed to be approximately the same as the compressor cost.

log10C
0
p =K1 +K2log10(A) +K3log10(A2) (3.3)

C2017 = C2001
I2017

I2001

(3.4)

A is the compressor duty, and Ki are constants obtained from CAPCOST© pre-
sented by Turton et al. and shown in Table 3.3 [54]. C2017 and C2001 are the
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purchased cost in 2017 and 2001, respectively, and I2017 and I2001 are the cost
indexes in 2017 and 2001, respectively [55, 54]. Adding contingency and fee costs
(15% and 3% of the bare module cost respectively) to the bare module costs gives
the total module cost of the plant. It can be evaluated from

CTM =
n

∑
i=1

CTM,i = 1.18
n

∑
i=1

CBM,i (3.5)

where CTM is the total module cost of the plant, and CTM,i and CBM,i are the
total module cost and bare module cost of each equipment, i, respectively.

The average membrane skid cost, CM , for both membrane types was assumed to be
50 $/m2 in accordance with Section 2.4.5. Additionally, it was assumed a lifetime
of 5 years. Finally, the annual capital related cost was assumed to be 20% of the
total module cost.

CCRC = 0.2(CTM +CM) (3.6)

Table 3.3: Data for estimation of purchased cost of centrifugal compressors in
stainless steel.

Compressor K1 K2 K3 FBMSS Wmin [kW] Wmax [kW]

Centrifugal 2.2897 1.3604 -0.1027 8.0 450 3000
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Table 3.4: Cost categories and parameters for natural gas processing [1].

Category Parameter Value

Capital related cost Membrane skid cost, CM [$/m2] 50
Compressor cost, CBM,i [$] Equation (3.2)
Total module cost, CTM [$] Equation (3.5)

Operating cost Electricity Cost, CE [$/kWh] 0.04
Compressor Duty, PC [kW] Table 6.2
Annual operating hours, t [h/year] 8000

Annual operating cost, COPEX CE ⋅ PC ⋅ t [$/year]

Annual Capital Related Cost, CCRC 0.2(CM +CTM ) [$/year]

Specific natural gas processing cost, Cs
CRC+OPEX

Annual produced NG , [$/m3]

Assumptions Membrane lifetime 5 years
Compressor lifetime 25 years
Annual operating hours 8000 h/year

3.4 Simulation

The hybrid membrane system was simulated in Aspen Hysys v10 as presented in
Figure 3.2. The process flow diagram shows that filtered raw natural gas (NG)
is cooled in a heat exchanger and a cooler, E-30 and E-31, respectively, to 10 ○C.
NG then enters a condenser, V-100, to knock out heavier hydrocarbons and liquid
water. The gas is reheated to 60 ○C, by heat exchanging in E-30 with the raw
natural gas stream. The gas is further fed to the 1st stage dehydration unit to
remove most of the water vapour and to reach the water dew point target in the
dehydrated gas, R-1. Dehydrated natural gas in the retentate, R-1, is mixed with
the NG rich retentate, R-3, and fed to the 2nd stage sweetening unit for CO2

removal. Sweet natural gas in the retentate, R-2, is produced with a purity of
minimum 97.5 mol-%. The permeate gas, P-2, is pressurized by K-1, representing
a three-stage compressor as illustrated in Figure 3.3. It is then fed to the 3rd stage
sweetening unit for further CO2 removal as to attain a CO2 purity of minimum
95 mol-% in the permeate, P-3. Some of the permeate is recycled as sweep gas at
1 bar to the dehydration unit, and some is used for enhanced oil and gas recovery,
for which the pressure is 5 bar.
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Figure 3.2: Process flow diagram of the initial design of the hybrid membrane
system.

3.4.1 Multistage compression

A detailed representation of K-1 is given in Figure 3.3. The 2nd stage perme-
ate, P-2, is compressed over three compressors in series, K-100, K-101 and K-102,
respectively with equal pressure ratios. As the temperature of the permeate in-
creases upon compression, interstage cooling is provided by coolers, E-40 and E-41,
to reduce the temperature to initial suction temperature, TP-2. This reduces the
required work input to the compressors and avoids damage to compressor seals
due to high temperatures. The cooling results in a pressure drop set to 0.05 bar
over each cooler. As the 3rd stage feed must be at 60 ○C a cooler, E-42, is placed
prior to the stage.

Figure 3.3: Three-stage compression with intercooling for compression of the 2nd

stage permeate before entering as feed to the 3rd stage.

The simulation of the membrane units is initially based on a membrane model
developed at the Department of Chemical Engineering at NTNU, which was inte-
grated in Aspen Hysys through ChemBrane. The model assumes constant pres-
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sure and temperature on the shell side, and constant pressure on the fiber side
in addition to permeances independent of composition. Moreover, the model uses
the fourth-order Runge-Kutta method to calculate the flux along the fiber length,
and then iterates over the permeate values to converge to a solution. The As-
pen Hysys flowsheet with the ChemBrane model is presented in Appendix C.2.
The flowsheet shows that sweep gas is implemented for all stages with a temper-
ature of 30 ○C. The permeate in all membrane units leave at a temperature lower
than 30 ○C which is calculated in the ChemBrane model based on the enthalpies
obtained from Hysys as follows

Hp =
Hf −Hr +Hs

Np

(3.7)

where Hp, Hf , Hr, Hs and Np are the permeate, feed, retentate and sweep gas
enthalpies and permeate flow rate, respectively.

Other design configurations were also simulated and subject to optimization which
is described in more detail in Chapter 5. However, the recently described design
served as a basis for subsequent alterations, such as replacing the ChemBrane
model with the membrane model presented in Chapter 4, and reducing the number
of compressors.
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Chapter 4

Membrane modelling

In this chapter a membrane model for simulation of the membrane units is pre-
sented, followed by the method for solving the set of model equations. One of the
principles of modelling is to estimate the behaviour and performance of a system
based on governing equations and phenomena. As such, one is able to perform
preliminary feasibility studies which is valuable knowledge before executing phys-
ical experiments. Ideally the aim is to create a model which represents the reality
to the best extent possible. However, such considerations often make for overly
complex models that is challenging to solve, and involve high computational cost.
In order to solve a model efficiently, assumptions that simplify the model are often
taken. In other words, there is a trade-off between high-accuracy realistic models,
and approximate models that are efficient and readily solved.

4.1 Model description

A hollow fiber membrane module with counter-current flow pattern was modelled.
The aim was to create a model that includes more phenomena than the Chem-
Brane membrane model. More specifically, in addition to the differential changes
in molar flow rate on the feed and permeate side, the aim was to include the differ-
ential changes in temperature on both sides and the pressure loss on the permeate
side.

The high pressure multicomponent gas is fed to the shell side of a hollow fiber
membrane module and is flowing in negative z direction. The components perme-
ate through the membrane at different rates to the fiber bore, where the permeate
flows counter-currently to the shell side flow in positive z direction, as illustrated
in Figure 4.1.
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The following assumptions are made for the model:

– The rates of permeation obey Fick’s law (Equation (2.42)).

– The different velocity profiles at entrance region is neglected and a fully
developed flow is assumed.

– Plug flow on shell side; Constant velocity and constant pressure because of
the high feed pressure.

– Laminar flow on fiber side, due to the low sweep gas flow rate.

– Uniform temperature profile on both sides.

– Resistance only through the membrane. Both for mass transfer and heat
transfer, any resistance in the boundary layers are neglected.

– Mass transfer by solution-diffusion mechanism.

– Gas viscosities are independent of pressure and assumed to not vary signifi-
cantly with composition, i.e. constant viscosity.

– Permeance is assumed to be independent of driving force, i.e. constant per-
meances.

– The effective membrane thickness is constant along the length of the fiber.

Figure 4.1: A schematic representation of counter-current gas separation in a
hollow fiber membrane with feed entering at z = L on shell side, and sweep gas
entering on fiber side at z = 0. The gas permeates through the membrane to the
fiber side and leaves at z = L, and the reject leaves at z = 0.
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4.2 Model equations

The model equations are presented in this section, while the complete derivation
is presented in Appendix A.1. Conservation of mass, momentum and energy forms
the basis for the model equations. The initial approach is to create a model with
respect to conservation of mass and momentum, which is later evolved by including
conservation of energy, with the assumptions listed in Section 4.1. Moreover, the
initial model is later referred to as modMB, the model with the first measures of
extensions is referred to as modEBJ and the final model is referred to as modEBJQ.

4.2.1 Initial model (modMB)

Making a balance over a small element ∆z with respect to mass and pressure and
assuming steady state, gives the following model equations for feed and permeate
side molar flow rates, and pressure on the permeate side

dNsxi
dz

= NTπDoJi (4.1)

dNtyi
dz

= NTπDoJi (4.2)

dPt
dz

= − 128µRTt
NTπD4

cPt

nc

∑
i=1

Ntyi (4.3)

where Ns, Nt, Pt and Ji are the the molar flow rate on the feed side (shell side),
the molar flow rate and pressure on the permeate side (fiber side), and the molar
flux across the membrane, respectively. µ, Tt, NT and nc are the viscosity of the
permeate, the fiber side temperature, the number of fibers in the module, and the
number of components permeating through the membrane, respectively. Do and
Dc are the fiber outer and inner diameter, respectively. The flux is defined as
follows

Ji = βi(Psxi − Ptyi), βi =
DiSi
δ

(4.4)

where δ is the membrane thickness and βi, Di, and Si are the permeance, diffusivity
and selectivity for component i, respectively. The mole fractions on the feed side
and permeate side, xi and yi are defined as follows

xi =
Nsxi
nc

∑
i=1
Nsxi

; yi =
Ntyi
nc

∑
i=1
Ntyi

(4.5)
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Dimensionless model equations

In order to solve the set of equations, dimensionless variables are introduced with
every dimensionless variable,γ∗i , satisfying the following condition γ∗i ∈ [0,1].

z∗ = z

L
; (Nsxi)∗ =

Nsxi
nc

∑
i=1

(Nsxi)f
; (Ntyi)∗ =

Ntyi
nc

∑
i=1

(Nsxi)f
; P ∗

s = Ps
Psf

; P ∗
t = Pt

Psf
(4.6)

Inserting the dimensionless variables into the model equations in Equations (4.1)
to (4.3) gives the following dimensionless model equations

dNsx∗i
dz∗

=Kjβi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
(4.7)

dNty∗i
dz∗

=Kjβi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
(4.8)

dP ∗
t

dz∗
=Kpt

nc

∑
i=1

(Ntyi)∗

P ∗
t

(4.9)

where the coefficients Kj and Kpt are defined as follows

Kj =
πLNTDoPsf
nc

∑
i=1

(Nsxi)f
(4.10)

Kpt = −
128LµRTtf

nc

∑
i=1

(Nsxi)f
P 2
s,fNTπD4

i

(4.11)
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Boundary values

The boundary values for the system with dimensionless variables are presented in
Table 4.1

Table 4.1: The system boundary values for the cases with and without sweep gas,
respectively.

With sweep gas Without sweep gas

z∗ = 0 z∗ = 1 z∗ = 0: z∗ = 1:
Nty∗i = (Ntyi)∗f Nsx∗i = (Nsxi)∗f Nty∗i = 0 Nsx∗i = (Nsxi)∗f
P ∗
t = P ∗

tf P ∗
s = P ∗

sf P ∗
t = P ∗

tp

P ∗
t = P ∗

tp

4.2.2 Extension of the initial model (modEBJ)

An energy balance over a small element ∆z assuming steady state is made. The
kinetic and potential energy are assumed to be negligible, and the changes in the
specific heat capacities are assumed to be very small as the model deals with rel-
atively small temperature gradients at low temperatures. Thus the specific heat
capacities are treated as constants with values at standard temperature and pres-
sure as presented by Blackman [56]. The additional model equations are presented
in Equations (4.12) and (4.13), which introduces two new dimensionless variables
and additional boundary values as presented in Table 4.2, and additional dimen-
sionless model equations as stated in Equations (4.14) to (4.16). Notice that the
permeate side pressure is affected by the introduction of the temperatures as it is
a function of the permeate side temperature.

dTs
dz

= NTπDo

⎡⎢⎢⎢⎢⎢⎢⎣

nc

∑
i=1
Jicpi(Ts − Tt)
nc

∑
i=1
Nsxicpi

⎤⎥⎥⎥⎥⎥⎥⎦
(4.12)

dTt
dz

= NTπDo

⎡⎢⎢⎢⎢⎢⎢⎣

nc

∑
i=1
Jicpi(Ts − Tt)
nc

∑
i=1
Ntyicpi

⎤⎥⎥⎥⎥⎥⎥⎦
(4.13)

Table 4.2: The additional system dimensionless variables, and the additional
boundary values for the cases with and without sweep gas, respectively.

With sweep gas Without sweep gas Dimensionless variables

z∗ = 0 z∗ = 1 z∗ = 0: z∗ = 1:
T ∗
s = Ts

Tsf
; T ∗

t = Tt
TsfT ∗

t = T ∗
tf T ∗

s = T ∗
sf T ∗

s = T ∗
sf
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Dimensionless model equations

dT ∗
s

dz∗
=Kj

T ∗
s − T ∗

t
nc

∑
i=1
Nsx∗i cpi

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
(4.14)

dT ∗
t

dz∗
=Kj

T ∗
s − T ∗

t
nc

∑
i=1
Nty∗i cpi

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
(4.15)

dP ∗
t

dz∗
=Kptc

T ∗
t

nc

∑
i=1

(Ntyi)∗

P ∗
t

(4.16)

where Kptc is defined as

Kptc =
Tsf
Ttf

Kpt (4.17)

4.2.3 Further extension - Including heat of conduction (modE-
BJQ)

Including the heat of conduction through the membrane introduces two new equa-
tions to the set of model equations as shown in Equations (4.18) and (4.19). In-
serting the dimensionless variables as presented in Equation (4.6) and Table 4.2,
gives the additional dimensionless model equations shown in Equations (4.21)
and (4.22).

dTs
dz

= NTπ

⎡⎢⎢⎢⎢⎢⎢⎣

Do

nc

∑
i=1
Jicpi(Ts − Tt) +Qk

nc

∑
i=1
Nsxicpi

⎤⎥⎥⎥⎥⎥⎥⎦
(4.18)

dTt
dz

= NTπ

⎡⎢⎢⎢⎢⎢⎢⎣

Do

nc

∑
i=1
Jicpi(Ts − Tt) +Qk

nc

∑
i=1
Ntyicpi

⎤⎥⎥⎥⎥⎥⎥⎦
(4.19)

where the heat of conduction across the membrane, Qk, is defined as

Qk =
2πκ(Ts − Tt)
ln (Do

Dc
)

(4.20)
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where κ is the thermal conductivity, and Do and Dc are the outer and inner
diameter of the fibers, respectively.

dT ∗
s

dz∗
= T ∗

s − T ∗
t

nc

∑
i=1
Nsx∗i cpi

⎛
⎜⎜⎜
⎝
Kj

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
+Kk

⎞
⎟⎟⎟
⎠

(4.21)

dT ∗
t

dz∗
= T ∗

s − T ∗
t

nc

∑
i=1
Nty∗i cpi

⎛
⎜⎜⎜
⎝
Kj

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
+Kk

⎞
⎟⎟⎟
⎠

(4.22)

where Kk is defined as follows

Kk =
2πκLNT

ln Do

Dc

nc

∑
i=1

(Nsxi)f
(4.23)

4.3 Numerical procedure

For solving the set of model equations, the orthogonal collocation method was cho-
sen to discretize the problem. As described in Section 2.1, the method provides an
optimal distribution of nodes and lower computational cost compared to the finite
methods. Applying the orthogonal collocation method, the discrete approximation
to the first order differential equations can be stated as

(dY
dz∗

)
z∗i

=
nz

∑
j=1

AijYj, i = 1,2, ..., nz (4.24)

where Aij is the set of first-order derivative weights, Y is the set of dimensionless
function variables, f(z∗), and the indexes i and j represent the collocation points.
As described in Section 2.1.2, the residuals, R, of the initial model equations in
Equations (4.7) to (4.9) can be stated as follows
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Rij =
nz

∑
j=1

Aij(Nsx
∗
i )j −Kjβi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

(Nsxi)∗
nc

∑
i=1

(Nsxi)∗
− P ∗

t

(Ntyi)∗
nc

∑
i=1

(Ntyi)∗

⎤⎥⎥⎥⎥⎥⎥⎦
(4.25)

Rij =
nz

∑
j=1

Aij(Nty
∗
i )j −Kjβi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

(Nsxi)∗
nc

∑
i=1

(Nsxi)∗
− P ∗

t

(Ntyi)∗
nc

∑
i=1

(Ntyi)∗

⎤⎥⎥⎥⎥⎥⎥⎦
(4.26)

Ri =
nz

∑
j=1

Aij(P ∗
t )j −Kpt

nc

∑
i=1

(Ntyi)∗

P ∗
t

(4.27)

Including the temperature differentials and altered pressure differential in Equa-
tions (4.14) to (4.16)

Ri =
nz

∑
j=1

Aij(T ∗
s )j −Kj

T ∗
s − T ∗

t
nc

∑
i=1
Nsx∗i cpi

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
(4.28)

Ri =
nz

∑
j=1

Aij(T ∗
t )j −Kj

T ∗
s − T ∗

t
nc

∑
i=1
Nty∗i cpi

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
(4.29)

Ri =
nz

∑
j=1

Aij(P ∗
t )j −Kpt

T ∗
t

nc

∑
i=1

(Ntyi)∗

P ∗
t

(4.30)
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Including the heat of conduction, the temperature residuals in Equations (4.28)
and (4.29) become as follows

Ri =
nz

∑
j=1

Aij(T ∗
s )j

− T ∗
s − T ∗

t
nc

∑
i=1
Nsx∗i cpi

⎛
⎜⎜⎜
⎝
Kj

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
+Kk

⎞
⎟⎟⎟
⎠

(4.31)

Ri =
nz

∑
j=1

Aij − (T ∗
t )j

− T ∗
s − T ∗

t
nc

∑
i=1
Nty∗i cpi

⎛
⎜⎜⎜
⎝
Kj

nc

∑
i=1

βicpi

⎡⎢⎢⎢⎢⎢⎢⎣
P ∗
s

Nsx∗i
nc

∑
i=1
Nsx∗i

− P ∗
t

Nty∗i
nc

∑
i=1
Nty∗i

⎤⎥⎥⎥⎥⎥⎥⎦
+Kk

⎞
⎟⎟⎟
⎠

(4.32)

R = 0 ∀Ri ∈R (4.33)

The model was specified and solved in Matlab as presented in Appendix E.2.
The collocation points and the first order derivative weights were calculated as
to transform the set of first order differential equations into a set of algebraic
equations. Then, fsolve, an optimization scheme based on the Newton-Rhapson
method was applied to find the solution of the non-linear algebraic equations by
seeking to obtain R = 0. The number of non-linear algebraic equations to solve
was 2(nc+1)(nz) for the initial model and 2(nc+3)(nz) for the extended models,
where nc is the number of chemical species permeating through the membrane and
nz is the total number of collocation points.

4.4 Simulation

First, an evaluation of the initial membrane model (modMB) performance and
numerical procedure for the carbon membranes were conducted. Next, both mem-
brane types were compared to the ChemBrane model performance at process
conditions obtained in the optimal design configuration. Lastly, the model was
compared to experimental data and the mollocator membrane model reported by
Yunhan et al. [57].

The aim for evaluating the carbon membranes was to find the conditions for which
the solution was obtained efficiently and accurately for the purposes of integrating
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the membrane in Aspen Hysys. Accordingly, it had to be tested whether the
membrane should be integrated with sweep gas or not, and whether the boundary
condition regarding the fiber side pressure should be the sweep gas pressure or
the permeate pressure. The model was simulated with the process conditions
obtained in the optimal design configuration for the 2nd stage as presented in
Table 6.2 and the permeances as listed in Table 3.2. Moreover, for the scenarios
with sweep gas, the sweep gas flow rate was set very low because it was not
attempted to simulate the membrane with actual sweep gas, but to study the
numerical and computational differences. Consequently, there were three scenarios
that were simulated and evaluated with 12 and 32 collocation points respectively.
The optimization settings (function tolerance, step tolerance etc.) were equal for
all scenarios, but the initial values for the third scenario differed slightly from the
two others. A different set of initial points was applied for scenario 3 to reduce the
number of iterations. The run time, number of iterations and the residual were
obtained for simulations for each scenario, respectively. In addition, the output
parameters such as the mass balances, sweep gas pressure and permeate pressure
were obtained as to investigate the differences. The scenarios are as follows

Scenario 1: With sweep gas and defined permeate pressure

Scenario 2: With sweep gas and defined sweep gas pressure

Scenario 3: Without sweep gas and therefore defined permeate pressure

Next, having evaluated the different scenarios for the carbon membranes, the mem-
brane model was compared to the ChemBrane model, experimental data and the
mollocator model at conditions presented in Table 4.3. Case 1 represents the
spiral-wound Pebax® co-polymer based membrane in the 1st stage in the process
design. It was simulated with sweep gas on the fiber side flowing counter current
to the feed on the the shell side, and the permeate pressure was defined. Case 2
represents the 2nd and 3rd stage polyimide derived hollow fiber carbon membranes
for which scenario 3 was chosen for comparison. The membranes were simulated
with the permeances as listed in Table 3.2 and at process conditions obtained in
the optimal design configuration as listen in Table 6.2. Case 3 refers to a pilot-
scale hollow fiber carbon membrane module with the effective area of 1.27 m2

tested for a gas mixture of 10% CO2/90% CH4 fed to the shell side at 25 ○C and
5 bar. There was no sweep gas applied and the permeate exited on the fiber side
counter-currently to the feed. Case 4 refers to a lab-scale module with 106 hollow
fiber carbon membranes tested for a gas mixture of 40% CO2/60% CH4 fed to the
fiber side at 5 bar and a N2 sweep gas was fed to the shell side at 1 bar flowing
counter-currently to the feed. Consequently, the membrane model modMB was
altered as to simulate fiber side feed and shell side permeate. The experimental
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error for the instruments employed in the experiments was expected to be 5% ac-
cording to Yunhan et al. [57]. The relative deviation, RD [%], was calculated for
comparison as follows

RD = 100
χmodel − χj

χj
(4.34)

where χmodel refers to either the modMB model or the mollocator model compared
to the χj results obtained from the ChemBrane model, the mollocator model or
the experimental data, respectively. As the majority of the permeate in case 2
and 3 was assumed to be CO2, the permeate viscosity was estimated to be the
viscosity of CO2 at 25 ○C and 1 atm [58]. In case 3, the majority of the permeate
was assumed to be methane, thus the viscosity was estimated as the viscosity of
methane at 25 ○C and 1.08 bar [59]. For case 1, the viscosity was estimated as the
average of the CO2 and methane viscosities. Additionally, the heat capacities and
thermal conducticity for the simulations of the extended models are presented in
Appendix A.2 along with the viscosities.

Table 4.3: Operating conditions, membrane properties and feed parameters are
given for simulation of four different simulations cases.

Parameter
Case

1 2 3 4

Membrane material Pebax® co-polymers PI-Carbon CA-Carbon CA-Carbon
Feed flow, Nf [mol/s] 6.153 ⋅ 103 5.516 ⋅ 103 3.718 ⋅ 10−4 4.464 ⋅ 10−4

Sweep flow, Nsg [mol/s] 3.595 - - 2.012 ⋅ 10−5

Feed pressure, Pf [105 Pa] 60 60 5 5
Permeate pressure, Pp [105 Pa] 1 1.492 1 1
Temperature bore side, Tt [K] 303 303 298 298
Temperature shell side, Ts [K] 333 333 298 298
Sweep gas composition, yif
[mol-%]

Table 4.4 Table 4.4

CO2 - -
N2 - 1

Feed composition, xif [mol-%] Table 4.4 Table 4.4
CO2 10 40
CH4 90 60

Permeances, βi [mol/m2 Pa s] Table 3.2 Table 3.2
CO2 10−9 1.749 8.405
CH4 10−10 1.227 1.323
N2 10−10 3.968

Fiber length, L [m] 0.6 0.6 0.8 0.3
Fiber outer diameter, Do [µm] 250 250 180 200
Fiber inner diameter, Dc [µm] 200 200 126 150
Number of fibers, NT 34,015,497 131,372,898 2,805 106
Viscosity, µ [Pa s] 13.0 14.9 14.9 11.05
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Table 4.4: Feed and sweep gas compositions [mol-%] for the spiral-wound Pebax®

co-polymer membrane in the 1st stage and the hollow fiber polyimide derived
carbon membrane in the 2nd stage.

1st stage Pebax® co-polymer
2ns stage carbon
membrane

Component Feed gas
concentration
[mol-%]

Sweep gas
concentration
[mol-%]

Feed gas
concentration
[mol-%]

Methane 77.81 4.79 80.54
Ethane 7.05 0.10 6.43
Propane 3.02 0.04 2.46
Butane 1.91 0.02 1.52
C5+ 0.10 0.001 0.07
CO2 10.07 95.04 8.98
H2O 0.03 0.005 0.0003

4.4.1 HYSYS integration

Aspen Hysys is a Cape-Open compliant simulation environment. Thus, after
simulation in Matlab, the membrane model was integrated in Hysys as a Cape-
Open COM unit operation with license provided by AmsterCHEM. Additionally,
the COM-Thermo property package was selected as it provides the Peng-Robinson
equation of states which is in agreement with the selected fluid package for the
Hysys flowsheet. For more information on the Cape-Open standard and Mat-
lab unit operation, the reader is referred to the websites of CO-LaN [60] and
AmsterCHEM [61].
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Chapter 5

Optimization

In this chapter the optimization problem is defined, and the strategy and method
for solving the problem is presented.

5.1 Design configurations

To begin with, the different design configurations which are subject to optimization
are introduced. The results from the specialization project showed that the capital
related cost of the compressors and the turbine was much larger than the cost of
membranes [25]. Therefore, it was suggested to replace the turbine with a pressure
relief valve and to consider reducing the number of compressors. Moreover, the
temperature dew point constraint was very strict; 3.5 ppm water, corresponding
to a water vapour dew point of −52 ○C, and the pressure losses over the interstage
coolers in the multistage compressor were set much lower than what is common as
described in Section 2.3.1. The suggested changes were implemented in the design
and optimized successively as to observe the effect on the specific SNG cost.

Configuration 1
The first design configuration to be optimized is the initial design presented in
Chapter 3. This design is the same that was simulated in the specialization project,
but differs in that a different approach for optimization was taken. The purpose
is to compare the method of optimization. The optimization routine described in
Chapter 5 is expected to give a better optimum because it optimizes the objective
function with respect to all decision variables simultaneously and not in sequence.
The successive method restricts the solution space by the previously calculated
variable instead of finding the simultaneous combination of values that minimize
the objective function.
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Configuration 2
In the second configuration the turbine, K-4, is replaced with a pressure relief
valve which is is expected to have negligible effect on the cost function as it costs
substantially less.

Configuration 3
In the third configuration the compressor, K-2, is removed. The multistage com-
pressor will require more power, and be larger than the previous configuration.
However, the work that was required in K-2, will be evened out over the three
stages. Therefore the operating cost is not expected to be considerably affected
by this change. A reduction in the capital related cost can also be expected to
be observed. Additionally, since the 3rd stage feed pressure must be 60 bar, the
separation performance is expected to improve and the membrane area expected
to be reduced.

Configuration 4
In the fourth configuration only two compressors in the multistage compressor,
K-1, remain. The cost is expected to increase.

Configuration 5
In the fifth configuration, K-2 is added to configuration 4. The objective function
value is expected to be lower than the previous one.

Configuration 6
Lastly, in the sixth configuration, the ChemBrane membrane model is replaced
by the membrane model described in Chapter 4. It is expected to increase the
optimum as the model is expected to demonstrate a more realistic performance,
which means that the membrane areas will be larger to meet the requirements.

5.2 Problem definition

The optimization problem can be defined as

min
x

Cs(x)
s.t gi(x) ≤ 0, i ∈ I (5.1)

gi(x) = 0, i ∈ E

where g is the set of equality and inequality constraints, E and I, respectively, and
x is the set of decision variables .
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5.2.1 Objective function

The objective function is defined as the cost function

Cs =
COPEX +CCRC

V̇SNG
[ $
year

] (3.1 revisited)

where Cs is the annual specific cost of sweet natural gas processing, COPEX and
CCRC are the annual operating cost and annual capital related cost, respectively,
and V̇SNG is the amount of produced sweet natural gas (SNG).

5.2.2 Decision variables

The membrane and compressor/turbine annual capital related cost, CCRC and
annual operating cost, COPEX in Equation (3.1) depend on the size and utility of
the equipment, which is further dependant on certain process parameters. Along
with the membrane areas, the identified process parameters make up the set of
decision variables, x as listed here

● 1st stage area [m2]
● 2nd stage area [m2]
● 3rd stage area [m2]
● 2nd stage permeate pressure, PP-2 [bar]

● 3rd stage feed pressure, PF-3 [bar]

● 3rd stage permeate pressure, PP-3 [bar]

● 3rd stage permeate recycle ratio, αP-3

● K-100 discharge pressure, p1 [bar]

● K-101 discharge pressure, p3 [bar]

● K-102 discharge pressure, p5 [bar]

5.2.3 Constraints

The constraints have been described in Chapter 3, Section 3.4, but are recapit-
ulated here. The water dew point in the 1st stage retentate, R-1, must be lower
than −40 ○C, the produced CO2 for enhanced oil/gas recovery must have a purity
of minimum 95 mol-%, and the CH4 purity of the sweet natural gas in the 2nd

stage retentate must be minimum 97.5 mol-%. Since there will be a small amount
of lighter hydrocarbons present in the product, the methane purity is considered
as the total amount of hydrocarbons. These constraints are identified as the in-
equality constraints, gI(x). Additionally, the pressure ratio over each stage in the
multistage compressor, K-1, must be equal. This is an equality constraint, gE(x).
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5.3 The optimization method

Both the objective function and constraints are non-linear, thus the derivative free
Nelder-Mead simplex algorithm was chosen to solve the optimization problem de-
fined in Equation (5.1). The Matlab Optimization Toolbox™ contains several
solvers for solving optimization problems of which the function fminsearch uses
the Nelder-Mead simplex algorithm [62]. However, the optimization problem is
constrained, and as stated in Section 2.2.3, the Nelder-Mead simplex algorithm
solves unconstrained problems. Consequently, the function fminsearchbnd was
used, which is a modification of the fminsearch solver. It allows for bounded
variables and for exactly fixed variables. To allow for constraints, a penalty func-
tion, P , was introduced to translate the constrained optimization problem to an
unconstrained problem

P (x) = µ∑
i

max(0, ci(x)) (5.2)

where µ is a penalty constant set to 1 ⋅106 for this optimization problem, and ci(x)
is the difference between the target value, ti and the constraint, gi

ci(x) = ti(x) − gi(x) (5.3)

The objective function then becomes

f(x) = Cs(x) + P (x) (5.4)

During the optimization routine, it was discovered that the 1st stage area was
increased by the optimizer to an extent where the amount of water in the retentate,
R-1, was ∼ 0 ppm according to the Hysys flowsheet calculation. The increasingly
large area, lead to major losses in the 1st stage permeate and a low production
rate, which is in contrast to the objective for the process. Consequently, the
constraint on the amount of water in the 1st stage retentate was formulated as
an equality constraint with a small margin. For that particular constraint, the
penalty function was defined as follows

P (x) = µmax(0, c(x)2) (5.5)

The pattern-search algorithm, also a derivative free method, was tested for the
first configuration by using the solver patternsearch. The solver accounts for
the constraints through a separate constraint function. Thus the objective function
for the pattern-search algorithm did not include the penalty function as defined in
Equation (5.2). However, a penalty function is included and calculated in the solver
algorithm. The objective function was otherwise identical to the objective function
used in the Nelder-Mead method. The purpose was to compare the performance
of the two algorithms.
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5.3.1 The optimization program and HYSYS integration

The optimization program created in Matlab, takes the decision variables and
the lower and upper bounds as arguments, and scales the variables so that x ∈ [0,1]
which are then passed on to the solver fminsearchbnd. The solver evaluates the
objective function value at that point (set of decision variables). If the optimum
is reached, the program ends. If not, the decision variables are updated and new
function values calculated. As long as the solver runs, an output function stores
the results after each iteration. This is achieved by defining both the objective
function and output function as nested functions.

The initial values of the decision variables, and the lower and upper bounds are
exported from Hysys to the optimizer. The optimizer exports the updated values
of these to Hysys. The constraints and the cost functions, except for the objective
cost function, is calculated in and exported from Hysys to the optimizer to be
used in the objective function. Furthermore, the interstage discharge pressures are
calculated and the last stage discharge pressure (see Figure 3.3) is updated in the
optimizer and exported to Hysys. The procedure is illustrated schematically in
Figure 5.1 and the optimization program is available in Appendix E.1.
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Figure 5.1: A schematic representation of the optimization routine.

5.3.2 HYSYS set up

The cost functions, the decision variables and the constraints are all gathered in
Hysys spreadsheets presented in Appendix C.1, which define the input/output
structure between Hysys and the optimization program. Instead of importing
and passing variables to each object (material streams, energy streams and unit
operations), the variables are easily accessed through one object. Additionally, it
offers a way of monitoring the changes during optimization that is comprehensible
and structured.
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The spreadsheets in Hysys are

Input
The decision variables are handled by this spreadsheet. It contains the updated
values calculated in the optimizer, the initial values of the decision variables used
as the starting point for the optimization routine, as well as the lower and upper
bounds.

Constraints
This spreadsheet handles the constraints. The constraint values are set here and
the targets calculated in Hysys are presented and imported to the optimizer for
evaluation.

Cost
The costs are handled in this spreadsheet. All costs are calculated based on the
plant simulation result of which the capital related cost and the operating cost
are exported from Hysys to the optimizer where the objective cost function is
calculated. It is also calculated in the spreadsheet for the purpose of monitoring
in a graphical user interface.

The connection between Hysys and Matlab is handled by the Component Object
Model (COM) in ActiveX which exposes the Hysys objects so that the Hysys
simulation can be controlled from Matlab, and variables can be accessed and
treated in the optimization program. The interested reader is referred to the
Aspen Hysys Custumization Guide [63] for more information on customized unit
operations in Hysys.

5.4 Optimization problem

The starting point, i.e. the initial values of the decision variables for optimization
of design configuration 1 were set based on the results from the optimization in
the specialization project [25] as presented in Table 5.2. The constraint on the
water vapour dew point in the 1st stage retentate, was translated to a constraint
on the amount of water vapour (mol-%). In addition, as the methane purity in
the produced sweet natural gas was considered as the total hydrocarbon purity,
the constraint was formulated as a constraint on the amount of CO2 (mol-%) as
shown in Table 5.1. In the calculations, the latter constraint was multiplied by -1
to be on the same form as the other constraints as in Equation (5.1)
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Because the pressure drop over the cooler prior to the 3rd stage was set, the 3rd

stage feed pressure became determined by the discharge pressure in K-102, p5.
Consequently, the feed pressure was eliminated as a decision variable. Moreover,
the interstage discharge pressures, p1 and p3, were eliminated as decision variables
by eliminating the equality constraint specified in Section 5.2. An equal pressure
ratio was still attained by setting the pressures directly in the objective func-
tion, and updating the K-102 discharge pressure, p5, subsequently. Eliminating
constraints and decision variables simplified the optimization problem, with the
purpose of potentially reducing the computational effort in solving the problem.

For design configurations 3-5, the K-102 discharge pressure, p5, was eliminated
as a decision variable because the pressure had to be set to a constant pressure
at 60.05 bar. In addition, the lower bound was reduced to 5000 as the increased
pressure ratio was expected to reduce the required membrane area. In design con-
figuration 5, compression of the 3rd stage retentate, R-3, was implemented. Thus
p5 was reintroduced to the set of decision variables.

For design configuration 6, with the membrane model integrated in Hysys as
Cape-Open unit operations, there were some challenges with the execution of the
optimization routine. The optimizer failed to open the Hysys simulation case,
for which it was attempted to catch errors to investigate the reason. However,
it remained a challenge to successfully open the simulation case, and it required
a greater understanding of the Aspen Hysys software in connection with Cape-
Open unit operations and COM technology to resolve. Thus, design configuration
6 was not optimized in this work.

Table 5.1: Constraints in the optimization problem.

Description Value

Water in 1st stage retentate ≤ 3.5 ppm
CO2 in 2nd stage retentate ≤ 2.5 mol-%
CO2 in 3rd stage retentate ≥ 95 mol-%

52



5.4. OPTIMIZATION PROBLEM

Table 5.2: Initial values, lower and upper bounds for the decision variables in the
optimization problem.

Decision variable Initial Min. Max.

2nd stage permeate pressure, PP-2 [bar]* 2.65 1.00 20.0
K-102 discharge pressure, p5 [bar] 13 2 60
3rd stage permeate pressure, PP-3 [bar]* 2.2 1.1 4.9
3rd stage permeate recycle ratio, αP-3 0.11 1 ⋅ 10−4 9.999 ⋅ 10−1

1st stage area [m2] 1.57 ⋅ 104 1.0 ⋅ 104 5.0 ⋅ 105

2nd stage area [m2] 8.23 ⋅ 104 1.0 ⋅ 104 5.0 ⋅ 105

3rd stage area [m2] 3.88 ⋅ 104 7.0 ⋅ 103 5.0 ⋅ 104

*In the Hysys simulation shown in Appendix B, the pressure is determined by the sweep

gas pressure in S2 and S3, respectively. The sweep gas pressure and the permeate pres-

sure over each stage is however equal for the ChemBrane model.
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Chapter 6

Results and Discussion

In this chapter the results of the optimization of all the design configurations and
the membrane model performance is presented and discussed.

6.1 Optimization

The aim of the optimization routine for every design configuration was to minimize
the specific cost of sweet natural gas subject to a set of constraints. The objective
function was dependent on the annual capital related cost and operating cost and
the amount of sweet natural gas produced, which was further determined by the
equipment costs and the process parameters. The results of the optimized design
configurations are summarized in Figure 6.1 where the costs are presented. In
Table 6.2, the decision variables, interstage pressures, and constrained process
parameters are presented in addition to the compressor duties, costs and methane
production and recovery. The results reveals a greater trend, that the removal
of compressors reduces the costs and results in a better optimum. Overall, the
constraints were met for all design configurations and the interstage pressure ratios
were set correctly to give an equal pressure ratio over the multistage compressor.

Design configuration 1 and the optimizer

Design configuration 1 was equal to the previously studied design in the specializa-
tion project, and was optimized with the purpose of comparing the optimization
method. The minimum cost of sweet natural gas was found to be 2.448 ⋅10−3 $/m3

which is lower than the optimum from previous work at 2.483 ⋅ 10−3 $/m3. It
therefore suggests that the optimization routine described in this thesis is a bet-
ter method for finding the optimum. This was expected as the design variables
were optimized simultaneously and not successively. Another advantage is that
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Figure 6.1: The annual capital related cost, operating cost and the specific cost of
sweet natural gas processing in each of the optimized design configurations.

the optimizer is less time consuming. Solving the optimization problem for de-
sign configuration 1 using the optimizer took one hour. Another derivative-free
method was tested for comparison, the pattern-search method, which showed a
better optimum at 2.098 ⋅ 10−3 $/m3, but the solver spent more than two hours
to solve the optimization problem. Moreover it had a substantial larger amount
of function evaluations per iteration. However, the pattern-search algorithm ad-
justed and modified the penalty function depending on the function evaluations,
while in the penalty method applied in the Nelder-Mead algortihm, the penalty
function remained the same throughout the computation. Neither of the methods
guarantee a global optimum. The Nelder-Mead simplex algorithm was chosen for
optimization of the subsequent design configurations as it was the most efficient.

Design configuration 2

Design configuration 2 was optimized having removed the turbine. As shown in
Table 3.4 (Page 30), the effect on the annual operating cost was not significant,
and the reduction in the compressor/turbine investment cost was greater than the
increase in the annual operating cost. Additionally, the cost of the membranes
was reduced and thus the specific cost of natural gas was reduced from configu-
ration 1 to 2 at 2.430 ⋅ 10−3 $/m3. The reduced compressor cost can be explained
by the removal of the turbine and because there was little change in the required
compressor sizes from design 1 to 2. Although the compressor cost decreased, the
difference was not as large as for the other configurations. This is further explained
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by the turbine size, which based on the power generation in design configuration 1,
was small compared to the total compressor power consumption. Thus the turbine
size and cost was lower than the compressor sizes and cost. The membrane cost
was also reduced because the total membrane area decreased due to an increased
partial pressure gradient in the sweetening unit.

Design configuration 3

As mentioned in Section 5.4, the lower bound in configuration 3 to 5 was lower
than for configuration 1 and 2. It should be noted that it was not necessary for
configuration 5, but it did not affect the optimization routine. The reason for
altering the lower bound was because the 3rd stage feed pressure was set to 60 bar,
thus the pressure ratio and the driving force for permeation increased requiring a
smaller membrane area. The optimization showed that the area was immediately
set to be very close to the lower bound. To ensure that the lower bound did not
further constrain the optimization problem, the lower bound was lowered. Finally,
the optimum of design configuration 3 was found to be 2.361 ⋅10−3 $/m3 which was
lower than the optimum in design 2. The main reason is that one compressor was
removed, thus the compressor cost and annual capital related costs were reduced.
The total power consumption in configuration 3 was 548.9 kW more than in de-
sign configuration 2, which slightly increased the annual operating cost. However,
the compressor investment cost was significantly reduced because the power con-
sumption from the compressor that was removed, was distributed evenly over each
stage in the multistage compressor. This further caused only a minor increase in
the multistage compressor sizes and cost which was less than the size and cost of
keeping the compressor that was removed. It should also be noted that the pres-
sure ratio over each stage in the multistage compressor was 2.7, which is closer to
recommended pressure ratios than for the previous designs. Additionally, the 3rd

stage area was reduced so that the total membrane cost was almost 1 million $ less
than in design 2. The total annual capital related cost was therefore noticeably
lower than in design configuration 2.

Design configuration 4 and 5

Removing yet another compressor, resulted in an even better optimum in design
configuration 4 than in the previous ones. However, because of the 3rd stage feed
pressure being at 60 bar, the pressure ratio over the remaining two compressors in
series was 4.43 which is the highest pressure ratio attained of the different design
configurations. It need not be a problem, it simply requires more intercooling, but

57



6.1. OPTIMIZATION

it also means that the required power and size of the compressors are higher. Sim-
ilar to design configuration 3, design configuration 4 proves that it is economically
favourable to reduce the number of compressors.

In design configuration 5, the compressor after the 3rd stage was reinstalled, re-
sulting in the optimal design configuration with respect to the objective. This
contradicts the initial assumption that as few compressors as possible yields the
best design. However, the compressor, K-3, reduces the required power with about
700 kW for each of the compressors in series, only using 892 kW itself. A sub-
stantial increase in the 3rd stage area is also observed, but a decrease in the 2nd

stage area is simultaneously taking place because the associated permeate pres-
sure is allowed to be lower as the compressor power requirements are relieved by
the inserted compressor K3. The total membrane cost is the lowest observed for
all the configurations, and the compressor cost next to lowest which explains the
low annual capital related cost. Although the annual capital related cost is at its
minimum in design 4, the annual operating cost is at its highest. Additionally, con-
figuration 5 has the highest loss of methane which means that there is produced
less sweet natural gas, However, the difference between configuration 5 and the
other configuration is about 40 kmol/h which is very little and not of pronounced
significance for the result. Revisiting Equation (3.1) (Page 27) and taking all this
into account explains the final annual specific cost of natural gas processing in
design configuration 5.

Design configuration 6 and gas dew point

The membrane model was successfully integrated in Hysys as shown in Ap-
pendix C.3, but it was not optimized. The results of the membrane modelling
and design configuration 6 is presented in more detail in Section 6.2. Design con-
figuration 6 was identical to design configuration 5 except for the membrane model
and user operation interface. However, the constraint on the methane purity in the
produced sweet natural gas was violated slightly being 97.3%, while the water dew
point was −61.6 ○C and the CO2 purity in the gas for enhanced oil/gas recovery
was 95.3%. It should be mentioned that the lower water dew point corresponded
to a larger amount of water than in the previous design configurations. It was
6.2 ppm. Moreover, a gas dew point was not obtained at the sweet natural gas
conditions.

For design configuration 5, the envelope of the produced sweet natural gas was
obtained in the Aspen Hysys simulation case and is presented in Appendix C.4.
From the envelope the gas dew point was obtained at −11.5 ○C at 60 bar which is
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within the pipeline specification presented in Section 2.5. Moreover, the cricon-
dentherm, cricondenbar and the two-phase critical temperature and pressure was
obtained. The parameters as presented in Table 6.1

Table 6.1: The gas dew point and critical values for the produced sweet natural
gas obtained in the Hysys simulation case for design configuration 5.

Parameter Value

Gas dew point [℃] -11.5
Cricondentherm [℃] -10.2 (@ 47.3 bar)
Cricondenbar [bar] 83.9 bar (@ −30.9 ○C)
Two-pase critical temperature [℃] -49.9
Two-pase critical pressure [bar] 73.6
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Table 6.2: The results of the optimization for each design configuration.

Parameter
Design configuration

1 2 3 4 5

Decision variables
1st stage area, [104 m2] 1.573 1.574 1.579 1.572 1.603
2nd stage area, [104 m2] 8.089 8.045 8.690 8.785 6.191
3rd stage area, [104 m2] 3.460 3.324 0.7488 0.7678 2.482
2nd stage permeate pressure, pP−2 [bar] 2.562 2.547 3.064 3.072 1.492
3rd stage feed pressure, pF−3 [bar] 14.92 15.28 60.00 60.00 21.78
3rd stage permeate pressure, pP−3 [bar] 2.640 2.610 3.650 4.775 4.898
3rd stage recycle ratio (TEE-100) [%] 11.37 11.06 8.774 11.75 1.059
Interstage pressures
K-100 discharge pressure, p1 [bar] 4.640 4.659 8.284 13.61 5.733
K-101 discharge pressure, p2 [bar] 8.315 8.431 22.26 - -
Constrained variables
Water content (dew point) [ppm] 3.50 3.50 3.50 3.50 3.49
CH4 purity in sweet natural gas [mol-%] 95.01 95.07 95.00 95.00 95.04
CO2 purity for EOR/EGR [mol-%] 2.50 2.50 2.50 2.50 2.50
Compressor/Turbine duty, [kW]
K-100 1310 1326 2243 3595 2854
K-101 1325 1342 2235 - -
K-102 1306 1322 2120 3517 2877
K-103 1668 1618 - - 892.3
K-104 -68.57 - - - -
K-105 741.2 756.5 315.4 43.49 24.13
Product and loss
CH4 loss [%] 12.49 12.50 12.54 12.49 12.70
Sweet natural gas [104 kmol/h] 1.787 1.787 1.786 1.787 1.783
Costs
Membrane skid cost, CM [106 $] 6.561 6.471 5.509 5.562 5.138
Compressor/turbine cost, CTM [107 $] 2.258 2.226 2.122 1.822 1.924
Operating cost, COPEX [106 $/year] 2.010 2.036 2.212 2.290 2.127
Capital related cost, CCRC [106 $/year] 5.829 5.747 5.346 4.757 4.876
Specific cost of sweet natural gas processing,
Cs [10−3 $/year]

2.448 2.430 2.361 2.200 2.192
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Summary

In general, the results show that the 1st stage membrane area is dependent on the
recycle ratio of the sweep gas as the feed and permeate pressure is held constant.
The partial pressure gradients thus depend on the sweep gas flow rate, i.e. the
sweep gas recycle ratio. Consequently, the area decreases with lower recycle ratio
because the partial pressure gradient is reduced. Although the 2nd and 3rd stage
areas are affected by the feed flow rate, the result shows the dependence on the feed
and permeate pressure ratios. The reason is that the feed flow rates do not vary
significantly from configuration to configuration, thus it is primarily the pressures
of the feed and permeate that affect the membrane areas in the two sweetening
stages. The methane loss is dependent on the 1st stage area. As presented in
Table 6.2, the design which gives the highest methane loss also have the largest
membrane area in the 1st stage, which is design configuration 5.

It was specified in the process description that a methane loss lower than 2% was
desired. According to results from previous work [25], increasing the sweep gas flow
rate would increase the partial pressure gradient and amount of permeated water.
However, recycling most of the 3rd stage permeate as sweep gas, only reduced the
methane loss to about 11.5%. The result suggested that to attain a better methane
recovery, the membrane performance must be improved or another design must be
investigated. Moreover, a larger recycle ratio would decrease the 1st stage area
which would reduce the membrane cost. However, the optimizer did not go in the
direction of increasing the recycle ratio. A possible explanation to that could be
that the membrane cost was not reduced to a significant degree to affect the ob-
jective function. Furthermore, a low recycle ratio also meant a lower production
of sweet natural gas, reducing the 2nd stage area, and the associated permeate
flow rate to be compressed, thus affecting both the membrane cost and compres-
sor costs. To better account for the methane loss in the optimization routine it is
suggested to define the methane loss either as a constraint or as an objective func-
tion. The first would imply a different design than the one that has been studied
in this work because the constraint of maximum 2% methane loss is unattain-
able in the hybrid system. The latter, defining the methane loss as an objective
function would transform the optimization problem into a multiobjective problem.

An important remark is that the membrane cost was based on the effective mem-
brane area and not the total area of the module. Yuhan et al. estimated a module
area twice the effective area [57]. Accounting for this would lead to the membrane
cost having a greater impact on the objective function and further result in a dif-
ferent optimal design. Additionally, the membrane cost is assumed to be equal for
both the Pebax® co-polymer membrane and the carbon membrane which might
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not be realistic as the spiral-wound membranes are more expensive to manufac-
ture as presented in Section 2.4.5. An increased membrane cost would increase the
objective function and the membrane areas could possibly be more central in the
optimization problem. Although it has not been considered in the cost model, the
coolers, vessels and heat exchangers add to the cost of the plant. Consequently,
for more detailed evaluation of the process design, all equipment must be included
in the cost calculations.

6.2 Membrane model

The initial membrane model was solved using the Newton-Rhapson method in
Matlab with the function fsolve. First, an evaluation of the carbon membrane
conditions with respect to sweep gas and fiber side boundary pressure was con-
ducted. Second, the results of both the membrane in the dehydration unit and
the sweetening unit were compared to the ChemBrane model at process conditions
obtained in design configuration 5. Lastly, the membrane model performance was
compared to experimental data and the mollocator membrane model.

6.2.1 Analysis of the carbon membrane conditions for pro-
cess simulation

The results of the carbon membrane evaluation is presented in Table 6.3, which
shows the output parameters with respect to the solver performance and the mem-
brane performance. A graphical representation of the results are available in Ap-
pendix D. Solving the membrane with sweep gas and defined permeate pressure
(scenario 1) showed that the model was solved with only 4 iterations, and a very
small residual with the solver considering that the equation was solved. Similar
results were obtained in the solution for the membrane with sweep gas and defined
sweep gas pressure (scenario 2). For the membrane without sweep gas (scenario 3),
the solution was obtained at 17 and 20 iterations at 12 and 32 collocation points,
respectively. The residual was much larger compared to scenarios 1 and 2. The
solver stopped because it met the criteria for stopping, but the equation was not
considered as solved. However, for both cases with and without sweep gas, the
computations were carried out quickly and there was not much difference in the
run time for equal number of collocation points.

Generally, for all scenarios, increasing the number of collocations points increases
the run time. However, for scenario 3, the effect of increasing the number of nodes
was lower compared to the other scenarios. This can be explained by the lower
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accuracy and it is a possibility that it is partially due to the CPU and memory
capacity at the time. For scenario 3, it is observed a larger residual and larger dif-
ference in the mass balances which is 103 and 104 times larger, respectively, for the
case of 32 nodes compared to case of 12 nodes. As such, the accuracy decreases
with increasing number of nodes. Moreover, the decreased accuracy affects the
stream parameters for which it is observed a larger permeate flow, increased CH4

purity in the retentate and increased CO2 purity in the permeate from 12 to 32
nodes. For scenario 1 and 2, the residue is 103 and 102 times smaller, respectively,
for the case of 32 nodes. Consequently, the accuracy increases with increasing
number of collocation points. It is further observed that the difference in the mass
balances is somewhat larger in the case of 32 nodes compared to the case of 12
nodes. However, the difference is negligible and the total mass balance, and the
absolute difference between the shell side and fiber side mass balances remain sig-
nificantly small at the order of 10−11. For scenario 1 and 2, it is sufficient with 12
nodes with respect to accuracy and it is favourable in terms of efficiency.

Scenario 2 shows the best membrane performance as more is permeated and a
higher purity of CH4 and CO2 is obtained in the retentate and permeate, re-
spectively, compared to the other scenarios. This is due to the lower permeate
pressure causing a greater partial pressure gradient. However, considering the sce-
narios with respect to the process design eliminates scenario 2 because there is a
suction pressure on the permeate side for both the 2nd and 3rd stage. In addition,
as mentioned in Chapter 4, the motivation for using sweep gas was for potential
ease of numerical calculations in the process simulation, and not to simulate an
actual flow of sweep gas. That is why the sweep gas flow rate was set to practi-
cally zero. Consequently, the permeate pressure should be defined as a boundary
condition. Moreover, as described in Chapter 5, the permeate pressure affects the
operating cost and the capital cost of the compressors which further affects the
objective function. Thus it is identified as a decision variable in the optimization
routine, which further reinforce the suggestion of defining the permeate pressure
as a boundary condition.

Considering the scenarios with respect to integration in Aspen Hysys, certainly
the efficiency is crucial as numerous calculations and iterations take place within
the Hysys simulation case. Also, regarding the optimization routine, which is
dependant on the Hysys calculations, it is imperative that the model calculations
are carried out as fast as possible. For the design configurations containing the
ChemBrane model, the optimization scheme took about one hour, which could be
significantly increased with the implementation of the membrane model. In that
case, scenario 1 or 3 with 12 collocation points would be favourable. Regarding
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the accuracy, scenario 1 should be chosen for the carbon membranes. However,
implementation of the membrane model as described in scenario 1 requires that
the sweep gas pressure is set after calculating the pressure value. When the sweep
gas pressure is set, the model is triggered to run again. Consequently, the mem-
brane model at conditions described in scenario 1 require two runs rather than one.
Therefore, scenario 3 with 12 nodes is a viable option. However, the inaccuracy in
scenario 3 can cause strain on the calculation in Hysys as well.

The model was successfully integrated in Hysys as Cape-Open unit operations.
However, there were some issues handling the flowsheet. First, there was an is-
sue with opening the simulation case containing the Cape-Open unit operations.
Therefore, optimization of the Hysys flowsheet containing the membrane model
was not performed. Such a study would have been valuable in order to evaluate
the computational cost of solving the the optimization problem, thus indicating
the ease of calculations in Hysys for each of the viable scenarios (1 and 3). As
a result, it would have been possible to further evaluate which scenario for the
carbon membrane that is best suited for integration in the flowsheet and perhaps
arrive at a conclusion. Second, attempting to use adjust blocks on the Cape-Open
unit operations did not converge for different starting points and numerical set-
tings. Third, it was not possible to set the permeate temperature in a similar
manner as for the ChemBrane model as shown in Equation (3.7). Therefore, the
handling of Cape-Open unit operations in Hysys came across as more challenging
compared to the ease of handling the ChemBrane unit operation. Therefore, a
further investigation on the Aspen Hysys software in relation to the Cape-Open
unit operations and COM technology is necessary for future work.
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6.2. MEMBRANE MODEL

Table 6.3: The results of simulating the carbon membrane in the 2nd stage at
operating condition as specified in design configuration 5, with and without sweep
gas and defined permeate pressure or sweep gas pressure.

Parameter
Scenario 1 Scenario 2 Scenario 3

nz=12 nz=32 nz=12 nz=32 nz=12 nz=32

Solver performance
Iterations 4 5 4 5 17 20
Time elapsed [s] 0.35 1.20 0.35 1.17 0.35 0.97
Residual 1.732 ⋅ 10−22 3.114 ⋅ 10−26 9.587 ⋅ 10−25 3.374 ⋅ 10−27 3.374 ⋅ 10−7 5.370 ⋅ 10−4

Membrane performance
Sweep gas pressure, [bar] 1.557 1.557 1.492 1.492 1.557 1.557
Permeate pressure [bar] 1.492 1.492 0.892 0.892 1.492 1.492
Retentate [kmol/h] 1.790 ⋅ 104 1.790 ⋅ 104 1.782 ⋅ 104 1.782 ⋅ 104 1.790 ⋅ 104 1.790 ⋅ 104

CH4 in retentate [mol-%] 85.92 85.92 86.30 86.30 85.92 85.94
Permeate [kmol/h] 1.959 ⋅ 103 1.959 ⋅ 103 2.043 ⋅ 103 2.043 ⋅ 103 1.959 ⋅ 103 1.963 ⋅ 103

CO2 in permeate [mol-%] 66.53 66.53 67.64 67.64 66.53 66.60
Mass balance shell side [kmol/h] -1.959 ⋅ 103 -1.959 ⋅ 103 -2.043 ⋅ 103 -2.043 ⋅ 103 -1.959 ⋅ 103 -1.963 ⋅ 103

Mass balance fiber side [kmol/h] 1.959 ⋅ 103 1.959 ⋅ 103 2.043 ⋅ 103 2.043 ⋅ 103 1.959 ⋅ 103 1.963 ⋅ 103

Absolute difference [kmol/h] 7.731 ⋅ 10−12 7.230 ⋅ 10−11 2.547 ⋅ 10−11 6.867 ⋅ 10−11 1.997 ⋅ 10−9 3.159 ⋅ 10−5

Absolute total mass balance
[kmol/h]

7.072 ⋅ 10−12 7.256 ⋅ 10−11 2.526 ⋅ 10−11 6.892 ⋅ 10−11 1.997 ⋅ 10−9 3.159 ⋅ 10−5

6.2.2 Model validation

For the purpose of comparing modMB with ChemBrane, scenario 3 was selected
for the carbon membrane. The Pebax® co-polymer membrane and the carbon
membrane was simulated with the membrane dimensions and operating condi-
tions as specified in Tables 4.3 and 4.4 (Pages 43 and 44). The results of the four
different simulation cases are presented in Table 6.4.

Case 1 and 2

For case 1 it is observed a larger retentate flow rate and smaller permeate flow
rate in modMB than in ChemBrane. Consequently, the permeation flux is smaller
which is due to the reduced partial pressure gradient. As modMB accounts for
pressure drop in the fibers, the fiber side pressure at the retentate end is higher in
modMB than in ChemBrane where the fiber side pressure is constant at 1 bar. In
this case, the pressure at the retentate end in modMB was calculated to be 1.48 bar
corresponding to a pressure loss of 0.48 bar along the fiber length. The absolute
difference between the ChemBrane and modMB retentate flow rate and permeate
flow rate is of the same order and close to equal, but the relative deviation is larger
for the permeate side parameters. This is because the flow rate is lower on the
permeate side, i.e. a smaller amount of the less permeable species have permeated.
The observations in case 2 are similar to that of case 1. The sweep pressure is
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calculated to be 1.56 bar corresponding to a pressure loss of 0.07 bar along the fiber
length. Consequently, the pressure gradient in modMB is closer to the pressure
gradient in ChemBrane which can explain the smaller relative deviations in case
2 compared to case 1 where the pressure drop is larger. For both case 1 and 2
the relative deviation is ≤ 5%, suggesting that the modMB model is a valid model
compared to ChemBrane. It should be noted that the deviation might be larger
or smaller dependent on the fiber side pressure drop. The fiber side pressure drop
is further dependent on the module dimensions such as number of fibers, the inner
diameter and fiber length, as shown in Equation (4.3).

Case 3

For case 3 it is observed that the retentate flow rate and the permeate flow rate
is lower and higher, respectively, compared to the experimental data. The per-
meate flow rate is almost twice as large as the permeate flow rate obtained in
the experiment. Additionally, the methane purity in the retentate and the CO2

purity in the permeate are higher than the experimental data. Consequently, the
performance obtained in the modMB is much better than that obtained in the
experimental data. There are several possible explanations for the deviations.
First, observing the deviation between the mollocator and the experimental data
shows that the mollocator is closer to the experimental data than modMB. The
mollocator accounts for the pressure loss on the shell side as well as on the fiber
side. Consequently, the partial pressure gradient is smaller than in the modMB,
reducing the permeate flux and thus the purities. Second, it could be that there
was negligible pressure drops on both sides due to the low flow rates and that the
real performance was not as good as the initial observations due to ageing effects
which is prominent in thin films, as described in Section 2.4, or it could be a com-
bination of ageing effects and pressure drop. In the case of constant pressures, the
performance should have been closer to or better than the modMB and molloca-
tor. In the case of ageing effects, more information about the tested module is
required. Moreover, there is an experimental error which was expected to be 5%.
This indicates that there is expected a small deviation between the model and the
experimental data. Additionally, as shown in the previous section, the accuracy in
the case of no sweep gas is low, which introduces an error in the results obtained
in the modMB. However, the large relative deviation in case 3 suggests that the
modMB is not suited for simulating gas transport behaviour through hollow fiber
membranes.
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Case 4

For case 4, the modMB yields a better membrane performance compared to the ex-
perimental data, but the differences are small corresponding to a relative deviation
of ≤ 3.65%. This is somewhat larger than the deviation between the mollocator
and the experimental data. As mentioned, some deviation is expected due to
the experimental error, but the relative deviations are small, suggesting that the
modMB is suitable for simulation of gas transportation through hollow fiber mem-
branes.

Generally, there are uncertainties related to the instrumental measurements re-
ferred to as experimental error. Second, the differential model equations are based
on approximations and assumptions. Furthermore, approximations are made in
the discretization process, and the set of non-linear equations are solved iteratively,
which propagates uncertainty. Lastly, errors are also introduced to the solution
by the limiting machine accuracy and the approximate convergence criteria (func-
tion tolerance, step tolerance, optimality tolerance etc.) set to stop the iterative
process. Certainly, a difference in the experimental data and the model solution
is expected.

In deriving the model equations for the modMB model, a solution-diffusion mecha-
nism for both the selective layer and the support layer was assumed, and no further
resistances in the boundary layers were included. As there is a difference in the
affinity to the gas components, there will be an accumulation of the less permeable
species and a depletion of the more permeable ones. This leads to a growing con-
centration gradient in the boundary layer, i.e. concentration polarization, which
reduces the separation efficiency. Often a higher flow rate prevents this phenom-
ena, or flushing is provided occasionally. Although, the effect of concentration
polarization is not severe in gas separation, it poses a resistance in the boundary
layer. Moreover a uniform membrane thickness was assumed, when in reality it
can vary along the fiber length and for each fiber. Pore-blockage might also oc-
cur in the porous support layer and other transport mechanisms contributing to
the membrane resistance as described in Section 2.4. The membrane performance
can also be reduced with the membrane age as previously mentioned. The Joule-
Thomson effect is also affecting the separation performance for separation of CO2

at high pressures. Therefore it is suggested that the model is further extended to
account for the Joule-Thomson effect, and it should be evaluated whether the re-
sistance in the boundary layers should be included. To conclude, there are several
factors and phenomena that can cause deviation in experimental measurements,
of which some should be accounted for in the model.
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Table 6.4: The simulation results of the modMB compared to the ChemBrane
model, the mollocator and the experimental results.

Case Source Retentate
[mol/s]

Permeate
[mol/s]

CH4 in
retentate
[mol-%]

H2O in
permeate
[mol-%]

1 ChemBrane 5.293 ⋅ 103 8.643 ⋅ 102 80.85 0.209
modMB 5.339 ⋅ 103 8.177 ⋅ 102 80.66 0.219
RD [%] 0.87 -5.39 -0.24 4.78

Retentate
[mol/s]

Permeate
[mol/s]

CH4 in
retentate
[mol-%]

CO2 in
permeate
[mol-%]

2 ChemBrane 4.953 ⋅ 103 5.630 ⋅ 102 86.07 65.95
modMB 4.972 ⋅ 103 5.443 ⋅ 102 85.92 66.53
RD [%] 0.38 -3.32 -0.17 0.88

3 Experimental 3.287⋅10−4 4.313⋅10−5 92.09 25.96
Mollocator 3.292⋅10−4 4.258⋅10−5 91.95 25.04
modMB 2.865⋅10−4 8.530⋅10−5 95.69 29.11
RD (Mollocator,Experimental) [%] 0.15 -1.28 -0.15 -3.54
RD (modMB,Experimental) [%] -12.84 97.77 3.91 12.13
RD (modMB,Mollocator) [%] -0.13 100.33 4.07 16.25

4 Experimental 4.219⋅10−4 4.464⋅10−5 63.30 54.40
Mollocator 4.209⋅10−4 4.567⋅10−5 63.45 55.37
modMB 4.202⋅10−4 4.627⋅10−4 63.54 55.84
RD (Mollocator,Experimental) [%] -0.25 2.31 0.24 1.78
RD (modMB,Experimental) [%] -0.40 3.65 0.38 2.65
RD (modMB,Mollocator) [%] -0.17 1.31 0.14 0.85

6.2.3 Extended models

The solver is able to find a solution for the extended models that meet the stopping
criteria. However, the results for the temperatures are highly unstable, suggest-
ing that there is an issue with convergence when energy conservation is included.
Several approaches were tested, such as different variants of the temperature equa-
tions as shown in Appendix A.1.2, but the results remained unstable. It should
be noted that the resistance to heat transfer in the boundary layer was neglected
in the extended models. For future work it should be included.

68



Chapter 7

Conclusion

With the increasing demand for natural gas and stricter environmental regula-
tions, it becomes increasingly important to introduce new technologies or improve
existing technology in order to comply with the emission regulations as well as the
pipeline and sales specifications. Membranes for gas separation is gaining accep-
tance as a viable alternative for natural gas treatment with membranes showing
promising separation performance for water and CO2 removal. Membranes are
small and compact, easy to scale up, require little maintenance, have low operat-
ing cost and very low or no emissions. In this work, a hybrid membrane system was
simulated, optimized and modelled to investigate the technical and economical fea-
sibility. For dehydration of natural gas, a spiral-wound MTR Pebax® co-polymer
based composite membrane was simulated and for CO2 removal a hollow fiber
polyimide derived carbon membrane in series was simulated. Various design con-
figurations were evaluated and optimized, and a membrane model was developed
for prediction of membrane performance in process simulation.

The optimal design was found to be with two compressors in series between the
dehydration unit and the sweetening unit, with compression of the recycled re-
tentate from the sweetening unit, and a pressure relief valve instead of a turbine
for expanding the sweetening unit permeate before entering the dehydration unit
as sweep gas. This design resulted in a specific natural gas processing cost of
2.192 $/m3. However, the methane loss was at 12.7%, which is mainly lost in the
dehydration unit. With the current membrane design and performance, the mini-
mum obtainable methane loss is 11.5%. Consequently, a different design, module
configuration or improved performance for the dehydration unit must be employed
to meet the desired methane recovery of 2%. Additionally, it is suggested that the
methane loss is included in the optimization problem for future work, either as a
constraint or as an additional objective function. Moreover, the membrane cost
should be adjusted to account for the module size and not just the effective mem-
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brane area.

The relative deviation between the membrane model developed in this work and
one of the experiments was ≤3.65% proving that the model is valid for gas trans-
port in hollow fiber carbon membranes. However, for the other experiment the
deviations were larger proving the model invalid. In this case, the mollocator was
more in agreement with the experimental data, which suggested that the pressure
drop on the shell side should be included. However, other explanations for the
deviation is possible such as ageing phenomena. The membrane model should
therefore be compared to several experiments and at preferably higher pressures
and flow rates. Comparing the model with the ChemBrane model, showed a small
relative deviation of ≤ 5.4% for the spiral-wound composite membrane and ≤ 3.3%
for the hollow fiber carbon membrane. The deviation is due to the lower pressure
gradient, thus the model developed in this work yields more realistic gas transport
than the ChemBrane model. For the purposes of integrating the membrane model
in Hysys, where the efficiency is essential, the carbon membrane conditions were
analysed. Two conditions proved to be efficient, but differed in accuracy. The
conditions proving to be most efficient and accurate were a defined permeate pres-
sure and a relatively small sweep gas solved with 12 collocation points. However,
integrated in Hysys the model is run twice as many times, making the case of
zero sweep gas a viable option despite lower accuracy. To determine the best con-
dition for process simulation it is suggested to compare the computational effort
by running an optimaztion scheme as the one presented in this work.

In reality, concentration polarization is likely to occur, and there is a possibility
that other transport mechanisms take place through the porous support layer be-
sides the solution-diffusion mechanism. Therefore, the model should be evaluated
with the boundary layer resistance and other transport mechanisms in future work.
It should further be investigated with respect to experimental data and compu-
tational effort. Moreover, the Joule-Thomson effect should be accounted for in
the sweetening unit. Including the conservation of energy in the membrane model
showed unstable results for the temperatures, but also the fiber side pressure.
Therefore, it is suggested to further investigate the temperature equations and to
consider other methods than the Newton-Rhapson method for solving the set of
non-linear algebraic equations. It could also be useful to test other discretization
methods. Similar to the mass transfer equations, the temperature equations should
evaluate the thermal resistance in the boundary layer at the membrane surface.

There is some uncertainty regarding the membrane life time for both membranes.
Consequently, further testing must be conducted in plant scale over time to de-
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termine the membrane life time and for further model validation. Moreover, the
COM-technology and the Cape-Open unit operation in the Hysys simulation case,
should be investigated for external optimization routines. Lastly, the economic
evaluation in this work was based on a preliminary cost estimation. In future
work, a more detailed economic evaluation should be conducted including the siz-
ing and cost calculation of all equipment along with a sensitivity analysis.
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[17] Szegö, G. Orthogonal polynomials. American Mathematical Soc., 1974.

[18] Golub, G.H., Welsch, J.H. Calculation of gauss quadrature rules. Mathematics
of Computation, 23(106):221–230, 1969.

[19] Sinnott, R., Towler, G. Chemical engineering design., pages 20–38. Coulson
& Richardson’s chemical engineering series. Elsevier, Amsterdam, 5th edition,
2009.

[20] Rothlauf, F. Optimization Methods., pages 45–102. Springer Berlin Heidel-
berg, 2011.

[21] Larson, R., Edwards, B.H., Falvo, D.C. Elementary linear algebra. Houghton
Mifflin Harcourt, Boston, 6th edition, 2009.

[22] Nocedal, J. Numerical optimization. Springer series in operation research and
financial engineering. Springer, New York, 2nd edition, 2006.

[23] Singer, S., Nelder, J. Nelder-Mead algorithm. Scholarpedia, 4(7):2928, 2009.
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Appendix A

Membrane model derivations

A.1 Derivation of model equations

Figure A.1: The counter-current flow pattern for hollow fiber membrane module
with sweep gas.

Boundary conditions
At feed entry:

z = L, Nsxi = (Nsxi)f , Ps = Psf
At sweep gas entry:

z = 0, Ntyi = (Ntyi)f , Pt = Ptf
The model equations are derived as balance equations over a small element ∆z,

A-1 A-1



A.1. DERIVATION OF MODEL EQUATIONS

assuming steady state, generally expressed as

In −Out = 0 (A.1.1)

A.1.1 Mass balances and pressure drop

Mass balance on shell side over a small element ∆z

Nsxi∣z+∆z − (Nsxi∣z +NTπDoJi(z − z +∆z)) = 0 (A.1.2)

dNsxi
dz

= lim
∆z→0

∆Nsxi
∆z

= NTπDoJi [(kmol h−1m−2)(m)] (A.1.3)

where Ji is the flux through the membrane for each chemical component. Assuming
that the permeation abides Fick’s law and assuming an ideal system which yields
permeation by a solution-diffusion mechanism, the permeating mass flux can be
described as follows

Ji = βi(Psxi − Ptyi)

= βi
⎛
⎜⎜⎜
⎝
Ps

Nsxi
nc

∑
i=1
Nsxi

− Pt
Ntyi
nc

∑
i=1
Ntyi

⎞
⎟⎟⎟
⎠
, [(kmol kPa

−1h−1m−2)(kPa)(kmol h−1)
(kmol h−1) ]

(A.1.4)

where βi is the permeance of component i = 1,2, ..., nc.

Mass balance on fiber side over a small element ∆z

(Ntyi∣z +NTπDoJi(z − z +∆z)) −Ntyi∣z+∆z = 0 (A.1.5)

dNtyi
dz

= lim
∆z→0

∆Ntyi
∆z

= NTπDoJi, [(kmol h−1m−2)(m)] (A.1.6)

Pressure drop in fiber
Assumption: Incompressible Newtonian fluid flowing in one-dimensional, steady
state, laminar flow which is fully developed. The friction force, Ff , is proportional
to some characteristic area, A, and kinetic energy per unit volume, K [64].

Ff = fKA (A.1.7)
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A.1. DERIVATION OF MODEL EQUATIONS

where f is a friction factor. For flow through a fiber, i.e. a circular tube, the
characteristic area and the kinetic energy per unit volume are defined as

A = πDcz K = 1

2
ρv2 (A.1.8)

where Dc, z and ρ is the fiber inner diameter, fiber length and fluid density,
respectively. Accounting for the number of fibers in the membrane module, NT ,
the total friction force in Equation (A.1.7) becomes

Ff = f
1

2
ρv2NTπDcz (A.1.9)

Inserting Equation (A.1.9) into the definition for pressure gives the following ex-
pression for pressure inside a tube with crossectional area S

Pt =
Ff
S

= f 1

2
ρv2 NTπDcz

NTπ (Dc

2
)2 (A.1.10)

Setting the friction factor equal to the Fanning friction factor, fF , for laminar flow

f = fF = 16

NRe

, NRe =
Dvρ

µ
< 2100 (A.1.11)

and inserting Equation (A.1.11) into Equation (A.1.10) gives

Pt =
16µ

Dcvρ

1

2
ρv2 4z

Dc

= 32µvz

D2
c

(A.1.12)

which is known as the Hagen-Poiseuille equation. Moreover, the velocity, v, can
be expressed as a function of the volumetric flow per cross-sectional area with the
molar volume, Vm, as follows

Vm = V
n
= RT
P

(A.1.13)
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A.1. DERIVATION OF MODEL EQUATIONS

v = q

S

=

nc

∑
i=1
NtyiVm

NTπ (Dc

2
)2

= 4RTt
NTπD2

cPt

nc

∑
i=1

Ntyi (A.1.14)

Inserting Equation (A.1.14) into the pressure equation, Equation (A.1.10) gives

Pt =
128µzRTt
NTπD4

cPt

nc

∑
i=1

Ntyi (A.1.15)

Taking the balance over a small element ∆z

Pt∣z − Pt∣z+∆z =
128µ(z − z +∆z)RTt

NTπD4
cPt

nc

∑
i=1

Ntyi (A.1.16)

dPt
dz

= lim
∆z→0

∆Pt
∆z

= − 128µRTt
NTπD4

cPt

nc

∑
i=1

Ntyi (A.1.17)

[(kPa h)(m
3kPa K−1kmol−1)(K)(kmol h−1)

(m)4(kPa) ]

According to literature [65, 66, 67, 68, 69, 37], the pressure drop is expressed as
the differential form of Hagen-Poseuille

dP 2
t

dz
= −256µRTt

NTπD4
c

nc

∑
i=1

Ntyi

2Pt
dPt
dz

= −256µRTt
NTπD4

c

nc

∑
i=1

Ntyi

dPt
dz

= − 128µRTt
NTπD4

cPt

nc

∑
i=1

Ntyi (A.1.18)

A.1.2 Energy balance

Total energy is a function of internal energy, kinetic energy, potential energy and
heat and work to the system

E = EU +EK +EP +Q −W (A.1.19)
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A.1. DERIVATION OF MODEL EQUATIONS

It is assumed that kinetic energy and potential energy is negligible. As a first
extension of the initial model described in Section 4.2.1, it is assumed no heat flow
to or from the system, and the only work done on the system is the flow work

W =Wflow = pV (A.1.20)

The energy is then expressed as

E = U + PV =H (A.1.21)

The total differential of enthalpy, H, is defined as

dH(p, T )n = (∂H
∂T

)
P

dT + (∂H
∂P

)
T

dP (2.47 revisited)

where the partial derivatives have the following identities

(∂H
∂T

)
P

= cp (A.1.22)

(∂H
∂P

)
T

= V − T (∂V
∂T

) (A.1.23)

Inserting this into Equation (2.47) and integrating gives the enthalpy

H = ncp∫
T

Tref
dT + ∫

P

Pref

[V − T (∂V
∂T

)]dP (A.1.24)

Assuming ideal gas the latter expression in Equation (A.1.24) becomes 0

[V ig − T (∂V
ig

∂T
)] = nRT

p
− nRT

p
= 0 (A.1.25)

Hence, the enthalpy is independent of pressure for ideal gases, and the expression
in Equation (A.1.24) reduces to

H = nĤ = nĉp(T − Tref) (A.1.26)

where Ĥ is the specific enthalpy, and ĉp is the specific heat capacity.

Energy balance on shell side over a small element ∆z

nc

∑
i=1

NsxiĤi∣z+∆z −
nc

∑
i=1

NsxiĤi∣z −NTπDo∆z
nc

∑
i=1

JiĤi = 0 (A.1.27)
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Inserting Equation (A.1.26), where Tref cancels out, into the balance equation and
letting ∆z approach 0 gives the following differential equation of the feed side
temperature Ts with respect to the fiber length, z

dTs
dz

= lim
∆z→0

∆Ts
∆z

=
NTπDo

nc

∑
i=1
Jicpi(Ts − Tt)

nc

∑
i=1
Nsxicpi

(A.1.28)

Energy balance on fiber side over a small element ∆z

nc

∑
i=1

NtyiĤi∣z −
nc

∑
i=1

NtyiĤi∣z+∆z +NTπDo∆z
nc

∑
i=1

JiĤi = 0 (A.1.29)

dTt
dz

= lim
∆z→0

∆Tt
∆z

=
NTπDo

nc

∑
i=1
Jicpi(Ts − Tt)

nc

∑
i=1
Ntyicpi

(A.1.30)

Implementing heat of conduction

Accounting for heat of conduction changes the definition of energy for the system
as presented in Equation (A.1.21) to

E =H +Q (A.1.31)

where Q is the heat of conduction, Qk, defined as

Qk = ASκ
dT

dr
(A.1.32)

and AS is the cross-sectional area, AS = 2π∆zr. An approximation with respect
to the radius, r, is expressed as follows

Qk ∫
ro

rc

1

r
dr = 2π∆zκ∫

To

Tc
dT (A.1.33)

Qk =
2π∆zκ(To − Tc)

ln ( ro
rc
)

(A.1.34)

where the index c and o symbolises the temperature and radius at inner and outer
membrane wall, respectively and κ is the thermal conductivity of the membrane
material.
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A.1. DERIVATION OF MODEL EQUATIONS

Energy balance on shell side

nc

∑
i=1

NsxiĤi∣z+∆z −
nc

∑
i=1

NsxiĤi∣z −NTπDo∆z
nc

∑
i=1

JiĤi −NTQk = 0 (A.1.35)

dTs
dz

= lim
∆z→0

∆Ts
∆z

= (Ts − Tt)NTπ
nc

∑
i=1
Nsxicpi

⎛
⎝
Do

nc

∑
i=1

Jicpi +
2κ

ln (Do

Dc
)
⎞
⎠

(A.1.36)

Energy balance on fiber side

nc

∑
i=1

NtyiĤi∣z −
nc

∑
i=1

NtyiĤi∣z+∆z +NTπDo∆z
nc

∑
i=1

JiĤi +NTQk = 0 (A.1.37)

dTt
dz

= lim
∆z→0

∆Tt
∆z

= (Ts − Tt)NTπ
nc

∑
i=1
Ntyicpi

⎛
⎝
Do

nc

∑
i=1

Jicpi +
2κ

ln (Do

Dc
)
⎞
⎠

(A.1.38)

Different versions of the temperature equations

A simulation of the model was performed with the following equations for the
temperatures

dTs
dz

= κAt(Ts − Tt)nc

∑
i=1
Nsxicpi

(A.1.39)

dTt
dz

= At(Ts − Tt)nc

∑
i=1
Ntyicpi

(κ +
nc

∑
i=1

Jicpi) (A.1.40)

where three scenarios was tested for which At was consider to be

1. At = NTπD0 for both the flux and the heat of conduction.

2. At = 2NTπ/ln(Do/Dc) for both the flux and the heat of conduction.

3. At = NTπD0 for the flux, and At = 2NTπ/ln(Do/Dc) for the heat of conduc-
tion.

Additionally, the enthalpy related to the flux giving the expression in Equa-
tions (A.1.36) and (A.1.38) is actually the enthalpy change across the membrane.
A different approach was tested as well, where the enthalpy of the flux was assumed
to be the average temperature across the membrane, Tm, defined as follows

Tm = Ts + Tt
2

(A.1.41)
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A.2. PHYSICAL DATA

A.2 Physical data

The viscosities, heat capacities and thermal conductivity applied in the model
simulations are presented here. For the higher hydrocarbons, C5+, the value for
n-hexane is applied. The thermal conductivity for the carbon membrane was
estimated to be that of the DuPont Kapton polyimide film at 0.12 Wm−1K−1 [70].

Table A.1: Component specific heat capacities and viscosities at standard temper-
ature and pressure (298 K, 1 bar).

Component Specific heat capacity[56]
[JK−1mol−1]

Viscosity [µPa s]

CO2 37 14.9 [58]
Methane 36 11.05 [59]
Ethane 53
Propane 74
Butane 97
n-Hexane (C5+) 143
Water 34
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Appendix B

Specialization project results

The hybrid membrane system was simulated as described in Chapter 3. The Aspen
Hysys flowsheet is presented in Figure C.5.

B.1 Results

All the decision variables were optimized in Aspen Hysys by performing case
studies for each of the variables subsequently [25]. The identified decision vari-
ables and their optimum is presented in Table B.1. Additionally, the optimal
annual specific NG processing cost was 2.486 ⋅ 10−3 $/m3, and the corresponding
compressor/turbine duties and annual capital related cost of the equipment are
shown in Table B.2.

Table B.1: Initial values, lower and upper bounds for the decision variables in the
optimization problem.

Decision variable Value

2nd stage permeate pressure, PP-2 [bar] 2.65
3rd stage feed pressure, PF-3 [bar] 12.95
3rd stage permeate pressure, PP-3 [bar] 2.2
3rd stage permeate recycle ratio, αP-3 0.11
1st stage area [m2] 15735
2nd stage area [m2] 82257
3rd stage area [m2] 38751
Compressor discharge pressure in K-100, p1 [bar] 4.49
Compressor discharge pressure in K-101, p3 [bar] 7.0
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B.1. RESULTS

Table B.2: Optimal compressor/turbine duties and costs as a result of the opti-
mized process parameters.

Decision variable Value

K-100 power [kW] 1172
K-101 power [kW] 1187
K-102 power [kW] 1193
K-2 power [kW] 1888
K-3 power [kW] 979.0
K-4 power [kW] -56.20
Sweet NG flow [m3(STP)/h] 4.2⋅105

Membrane skid cost, CM [MM$] 6.84
Compressor cost, CTM [MM$] 22.7
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Appendix C

HYSYS simulation

The Hysys flowsheet and the spreadsheets used in the optimization routine are
presented here.

C.1 Spreadsheets

Figure C.1: The spreadsheet Input consists of the decision variables with the initial
values used as starting point, the lower and upper bounds and the optimized values
which is the output from the optimizer.
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C.1. SPREADSHEETS

Figure C.2: The spreadsheet Constraints consists of the constraints and the values
of the targeted variables.

Figure C.3: The spreadsheet Cost consists of the cost functions and cost data.
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C.2. INITIAL HYSYS PROCESS FLOWSHEET DIAGRAM

C.2 Initial HYSYS process flowsheet diagram
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C.3. FINAL HYSYS PROCESS FLOWSHEET DIAGRAM

C.3 Final HYSYS process flowsheet diagram
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C.4. GAS DEW POINT

C.4 Gas dew point

Figure C.6: The envelope of the produced sweet natural gas obtained in design
configuration 5.
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C.4. GAS DEW POINT
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Appendix D

Membrane model simulation
results

Graphical representation of the simulation results for case 1-4 described in Sec-
tion 4.4, are presented here.

D.1 Case 1

Figure D.1: Shell side and feed side total flow rates.
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D.1. CASE 1

Figure D.2: Shell side and feed side pres-
sures.

Figure D.3: Shell side and feed side CO2 flow
rates and mole fractions.

Figure D.4: Shell side and feed side methane
flow rates and mole fractions.

Figure D.5: Shell side and feed side ethane flow
rates and mole fractions.
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D.1. CASE 1

Figure D.6: Shell side and feed side propane
flow rates and mole fractions.

Figure D.7: Shell side and feed side butane flow
rates and mole fractions.

Figure D.8: Shell side and feed side C5+ flow
rates and mole fractions.

Figure D.9: Shell side and feed side water flow
rates and mole fractions.
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D.2. CASE 2

D.2 Case 2

Figure D.10: Shell side and fiber side total flow rates.

Figure D.11: Shell side and feed side pres-
sures.

Figure D.12: Shell side and feed side CO2 flow
rates and mole fractions.
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D.2. CASE 2

Figure D.13: Shell side and feed side methane
flow rates and mole fractions.

Figure D.14: Shell side and feed side ethane
flow rates and mole fractions.

Figure D.15: Shell side and feed side propane
flow rates and mole fractions.

Figure D.16: Shell side and feed side butane
flow rates and mole fractions.
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D.2. CASE 2

Figure D.17: Shell side and feed side C5+ flow
rates and mole fractions.

Figure D.18: Shell side and feed side water flow
rates and mole fractions.
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D.3. CASE 3

D.3 Case 3

Figure D.19: Shell side and fiber side total
flow rates.

Figure D.20: Shell side and feed side pres-
sures.

Figure D.21: Shell side and feed side CO2 flow
rates and mole fractions.

Figure D.22: Shell side and feed side methane
flow rates and mole fractions.
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D.4. CASE 4

D.4 Case 4

Figure D.23: Shell side and fiber side total
flow rates.

Figure D.24: Shell side and feed side pres-
sures.

Figure D.25: Shell side and feed side CO2 flow
rates and mole fractions.

Figure D.26: Shell side and feed side methane
flow rates and mole fractions.
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D.4. CASE 4

Figure D.27: Shell side and feed side nitrogen
flow rates and mole fractions.
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D.4. CASE 4
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Appendix E

MATLAB code

E.1 Optimization program

The optimization program contains three Matlab functions. First, the program
creates an automation server for connection with the Hysys interface. The initial
decision variables and lower and upper bounds are obtained, and the solver is
selected. Second, the objective function is calculated and obtained by the solver,
while storing the output at each iteration with an output function.

E.1.1 The optimizer (Optimize.m)

This script creates a connection to Hysys, imports initial values for the decision
variables and the lower and upper bounds, then scales the variables and passes
them on to the selected solver.

1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %%%%%%%%%% OPTIMIZATION OF HYSYS SIMULATION %%%%%%%%%%%%%%%
3 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
4 % Author: Inger Anna Helmersen
5 % Date (started): january 2020
6 % Description: This script creates a connection to HYSYS, imports
7 % initial values for the decision variables and the
8 % lower and upper bounds, and scales the variables
9 % then passes it on to the selected solver.

10 % Notation:
11 % hysys :: COM automation server connected to HYSYS
12 % fID :: The complete directory of the simulation case
13 % simcase :: HYSYS simulation object
14 % fs :: Flowsheet object
15 % op :: Flowsheet operations object
16 % input :: Flowsheet named 'Input' in HYSYS
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E.1. OPTIMIZATION PROGRAM

17 % cost :: Flowsheet named 'Cost' in HYSYS
18 % con :: Flowsheet named 'Constraints' in HYSYS
19 % x0 :: Vector of the decision variables initial values
20 % lb :: Vector of lower bounds
21 % ub :: Vector of upper bounds
22 % x0s :: Scaled decision variables
23 % lbs :: Scaled lower bounds
24 % ubs :: Scaled dupper bounds
25 % solver :: The solver name
26 % opt :: A struct of optimization options for the solver
27 % fmincon
28 % history :: A struct of optimization result from
29 % runfminsearchbnd.m using the fminsearchbnd solver
30 % options :: A struct of optimization options for the solver
31 % patternsearch
32 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
33 clc
34 clear all
35 format long
36
37 t0 = tic;
38 %% Create connection with HYSYS
39 %Create a COM automation server for connection between HYSYS and

matlab
40 global simcase
41 hysys = actxserver('Hysys.Application');
42 hysys.Visible = 1;
43 %Open and invoke a hysys simulation case and assign object to

variable
44 ...names
45 fID='C:\Users\inger\Documents\H2019\Masterprosjekt\Hysys\config1.hsc';
46 simcase = hysys.SimulationCases.Open(filename);
47 simcase.invoke('Activate');
48 fs = simcase.get('flowsheet');
49 op = fs.get('Operations');
50
51 %Assign HYSYS spreadsheets to variables
52 global input cost con lb ub
53
54 input = op.Item('Input');
55 cost = op.Item('Cost');
56 con = op.Item('Constraints');
57
58 %% Decision Variables initial values
59 %Preallocates memory
60 x0 = zeros(1,7);
61
62 %Get initial values, lower and upper bounds from Input spreadsheet
63 for i = 1:7
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64 num = num2str(i+2);
65 x0(i) = input.Cell(join(['C',num])).CellValue;
66 lb(i) = input.Cell(join(['D',num])).CellValue;
67 ub(i) = input.Cell(join(['E',num])).CellValue;
68 end
69
70 %Scale decision variables, and upper and lower bounds so that

x0=[0,1]
71 x0s = xscale(lb,ub,x0);
72 lbs = zeros(size(lb));
73 ubs = ones(size(ub));
74
75 %% Solve optimization problem
76 solver = 'Nelder-Mead';
77
78 switch solver
79 case 'Nelder-Mead'
80 disp('You chose Nelder-Mead');
81 history = runfminsearchbnd(x0s, lbs, ubs);
82
83 %Plot the cost functions
84 optimPlot(history);
85 case 'Pattern-Search'
86 disp('You chose Pattern Search');
87 options =

optimoptions('patternsearch','Display','iter','PlotFcn',...
88 @psplotbestf);
89 %The problem is well scaled so ScaleMesh is set to false.
90 options.ScaleMesh = false;
91 [x,fval,exitflag,output] =

patternsearch(@objfunc,x0s,[],[],[],...
92 [],lbs,ubs,@constraints,options);
93 otherwise
94 return;
95 end
96
97 %save optimized solution as new Hysys file:
98 date=datestr(now,'dd-mmm-yyyy-HH-MM-SS');
99 oldName = 'H2019\Masterprosjekt\Hysys\config1';

100 newdir = 'V2020\HYSYS\Result';
101 newName = sprintf('%s_%s_%s',newdir,date,solver);
102 newFile = strrep(simcase.FullName, oldName, newName);
103 simcase.SaveAs(newFile);
104 %Release hysys
105 release(hysys);
106 %save matlab workspace
107 fname = sprintf('Result_%s_%s.mat',date,solver);
108 save(fname)
109 tf = toc(t0);
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110 disp(['Time elapsed (hh:mm:ss): ' datestr(datenum(0,0,0,0,0,tf),...
111 'HH:MM:SS')]);
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E.1.2 The objective and output function (runfminsearchbnd.m)

The following script defines the objective function and an output function for
saving the output at each solver iteration.

1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %%%%%%%%%% SOLVE OPTIMIZATION PROBLEM %%%%%%%%%%%%%%%%%%
3 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
4 % Author: Inger Anna Helmersen
5 % Date: January 2020
6 % Description: The nested objective function, objfun, calculates the
7 % objective function value which is minimized by the
8 % solver fminsearchbnd by changing the set of decision
9 % variables. The results at each iteration is stored by

10 % the nested output function, outfun.
11 %
12 % Input:
13 % x0s :: The scaled decision variables
14 % lbs :: The scaled lower bounds
15 % ubs :: The scaled upper bounds
16 %
17 % Ouput:
18 % history :: A struct consisting of
19 % x - decision variables
20 % OPEX - Annual operating cost
21 % CRC - Annual capital related cost
22 % fval - Objective function value; the annual specific cost of
23 % sweet natural gas processing.
24 % iteration - number of iteration
25 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
26 function history = runfminsearchbnd(x0s, lbs, ubs)
27 % Set up shared variables with OUTFUN in a struct to store results
28 % from the solver at each iteration
29 history.x = [];
30 history.OPEX = [];
31 history.CRC = [];
32 history.fval = [];
33 history.iteration = [];
34
35 x0 = x0s;
36
37 options = optimset('fminsearch');
38 options.OutputFcn = @outfun;
39 options.Display = 'iter';
40 options.Diagnostics = 'on';
41 options.FunValCheck = 1;
42 options.TolFun = 1e-06;
43 options.MaxFunEvals = 1e4;
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44 options.MaxIter = 4000;
45
46 [x, fval, exitflag, output] = fminsearchbnd(@objfun, x0, lbs, ubs,

options);
47 history.exitflag = exitflag;
48 function stop = outfun(x,optimValues,state)
49 global lb ub cost
50 stop = false;
51 switch state
52 case 'init'
53 hold on
54 case 'iter'
55 % Concatenate current results with previous results
56 % in history
57 history.OPEX = [history.OPEX;

cost.Cell('C21').CellValue];
58 history.CRC = [history.CRC;

cost.Cell('C20').CellValue];
59 history.fval = [history.fval; optimValues.fval];
60 history.iteration = [history.iteration;...
61 optimValues.iteration];
62 x = xdescale(lb, ub, x);
63 history.x = [history.x; x];
64 case 'done'
65 hold off
66 otherwise
67 end
68 end
69 function f = objfun(x)
70 global simcase input cost con lb ub
71 %Descale the decision values before calculations
72 x = xdescale(lb, ub, x);
73
74 %Set HYSYS solver as inactive
75 simcase.Solver.Cansolve = 0;
76
77 %Get suction and discharge pressures
78 p0 = x(4);
79 p5 = x(5);
80
81 %Set interstage pressure ratio
82 PR = (p5/p0)ˆ(1/3);
83 p1 = PR*p0;
84 p3 = PR*(p1-5);
85 p5 = PR*(p3-5);
86
87 %update values in HYSYS
88 input.Cell('F11').CellValue = p1;
89 input.Cell('F12').CellValue = p3;
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90 x(5) = p5;
91 for i=1:7
92 num = num2str(i+2);
93 input.Cell(join(['F',num])).CellValue = x(i);
94 end
95
96 simcase.Solver.CanSolve = 1;
97 while simcase.Solver.issolving ˜= 0
98 %Do nothing
99 end

100 %Import the constraints and constrained variables (targets)
101 targets = [con.Cell('E3').CellValue,

-1*con.Cell('E4').CellValue,...
102 con.Cell('E5').CellValue];
103 constraints = [con.Cell('D3').CellValue,...
104 -1*con.Cell('D4').CellValue, con.Cell('D5').CellValue];
105 c = targets - constraints;
106
107 %Setting the constraint on water dew point as an equality
108 %constraint with some slack
109 if(abs(c(3))>=0.01)
110 c(3) = c(3)ˆ2;
111 end
112 penalty = 0;
113 for i=1:length(c)
114 %All constraints larger than 0 gives penalty.
115 penalty = penalty + (max(c(i),0));
116 end
117 penalty = penalty*1e6;
118
119 %The annual operating cost, annual capital cost and the
120 %produced sweet natural gas flow rate are imported
121 %from HYSYS
122 OPEX = cost.Cell('C21').CellValue;
123 CRC = cost.Cell('C20').CellValue;
124 sweetNG = cost.Cell('D13').CellValue;
125
126 %Objective function
127 f = (OPEX+CRC)/22.4/(sweetNG*3600)/8000 + penalty;
128
129 end
130 end
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E.1.3 The optimization solver (fminsearchbnd.m)

This script represent the solver algorithm which minimizes the objective function.

1 function [x,fval,exitflag,output] =
fminsearchbnd(fun,x0,LB,UB,options,varargin)

2 % FMINSEARCHBND: FMINSEARCH, but with bound constraints by
transformation

3 % usage: x=FMINSEARCHBND(fun,x0)
4 % usage: x=FMINSEARCHBND(fun,x0,LB)
5 % usage: x=FMINSEARCHBND(fun,x0,LB,UB)
6 % usage: x=FMINSEARCHBND(fun,x0,LB,UB,options)
7 % usage: x=FMINSEARCHBND(fun,x0,LB,UB,options,p1,p2,...)
8 % usage: [x,fval,exitflag,output]=FMINSEARCHBND(fun,x0,...)
9 %

10 % arguments:
11 % fun, x0, options - see the help for FMINSEARCH
12 %
13 % LB - lower bound vector or array, must be the same size as x0
14 %
15 % If no lower bounds exist for one of the variables, then
16 % supply -inf for that variable.
17 %
18 % If no lower bounds at all, then LB may be left empty.
19 %
20 % Variables may be fixed in value by setting the corresponding
21 % lower and upper bounds to exactly the same value.
22 %
23 % UB - upper bound vector or array, must be the same size as x0
24 %
25 % If no upper bounds exist for one of the variables, then
26 % supply +inf for that variable.
27 %
28 % If no upper bounds at all, then UB may be left empty.
29 %
30 % Variables may be fixed in value by setting the corresponding
31 % lower and upper bounds to exactly the same value.
32 %
33 % Notes:
34 %
35 % If options is supplied, then TolX will apply to the transformed
36 % variables. All other FMINSEARCH parameters should be unaffected.
37 %
38 % Variables which are constrained by both a lower and an upper
39 % bound will use a sin transformation. Those constrained by
40 % only a lower or an upper bound will use a quadratic
41 % transformation, and unconstrained variables will be left alone.
42 %
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43 % Variables may be fixed by setting their respective bounds equal.
44 % In this case, the problem will be reduced in size for FMINSEARCH.
45 %
46 % The bounds are inclusive inequalities, which admit the
47 % boundary values themselves, but will not permit ANY function
48 % evaluations outside the bounds. These constraints are strictly
49 % followed.
50 %
51 % If your problem has an EXCLUSIVE (strict) constraint which will
52 % not admit evaluation at the bound itself, then you must provide
53 % a slightly offset bound. An example of this is a function which
54 % contains the log of one of its parameters. If you constrain the
55 % variable to have a lower bound of zero, then FMINSEARCHBND may
56 % try to evaluate the function exactly at zero.
57 %
58 %
59 % Example usage:
60 % rosen = @(x) (1-x(1)).ˆ2 + 105*(x(2)-x(1).ˆ2).ˆ2;
61 %
62 % fminsearch(rosen,[3 3]) % unconstrained
63 % ans =
64 % 1.0000 1.0000
65 %
66 % fminsearchbnd(rosen,[3 3],[2 2],[]) % constrained
67 % ans =
68 % 2.0000 4.0000
69 %
70 % See test_main.m for other examples of use.
71 %
72 %
73 % See also: fminsearch, fminspleas
74 %
75 %
76 % Author: John D'Errico
77 % E-mail: woodchips@rochester.rr.com
78 % Release: 4
79 % Release date: 7/23/06
80
81 % size checks
82 xsize = size(x0);
83 x0 = x0(:);
84 n=length(x0);
85
86 if (nargin<3) || isempty(LB)
87 LB = repmat(-inf,n,1);
88 else
89 LB = LB(:);
90 end
91 if (nargin<4) || isempty(UB)
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92 UB = repmat(inf,n,1);
93 else
94 UB = UB(:);
95 end
96
97 if (n˜=length(LB)) || (n˜=length(UB))
98 error 'x0 is incompatible in size with either LB or UB.'
99 end

100
101 % set default options if necessary
102 if (nargin<5) || isempty(options)
103 options = optimset('fminsearch');
104 end
105
106 % stuff into a struct to pass around
107 params.args = varargin;
108 params.LB = LB;
109 params.UB = UB;
110 params.fun = fun;
111 params.n = n;
112 % note that the number of parameters may actually vary if
113 % a user has chosen to fix one or more parameters
114 params.xsize = xsize;
115 params.OutputFcn = [];
116
117 % 0 --> unconstrained variable
118 % 1 --> lower bound only
119 % 2 --> upper bound only
120 % 3 --> dual finite bounds
121 % 4 --> fixed variable
122 params.BoundClass = zeros(n,1);
123 for i=1:n
124 k = isfinite(LB(i)) + 2*isfinite(UB(i));
125 params.BoundClass(i) = k;
126 if (k==3) && (LB(i)==UB(i))
127 params.BoundClass(i) = 4;
128 end
129 end
130
131 % transform starting values into their unconstrained
132 % surrogates. Check for infeasible starting guesses.
133 x0u = x0;
134 k=1;
135 for i = 1:n
136 switch params.BoundClass(i)
137 case 1
138 % lower bound only
139 if x0(i)<=LB(i)
140 % infeasible starting value. Use bound.
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141 x0u(k) = 0;
142 else
143 x0u(k) = sqrt(x0(i) - LB(i));
144 end
145
146 % increment k
147 k=k+1;
148 case 2
149 % upper bound only
150 if x0(i)>=UB(i)
151 % infeasible starting value. use bound.
152 x0u(k) = 0;
153 else
154 x0u(k) = sqrt(UB(i) - x0(i));
155 end
156
157 % increment k
158 k=k+1;
159 case 3
160 % lower and upper bounds
161 if x0(i)<=LB(i)
162 % infeasible starting value
163 x0u(k) = -pi/2;
164 elseif x0(i)>=UB(i)
165 % infeasible starting value
166 x0u(k) = pi/2;
167 else
168 x0u(k) = 2*(x0(i) - LB(i))/(UB(i)-LB(i)) - 1;
169 % shift by 2*pi to avoid problems at zero in fminsearch
170 % otherwise, the initial simplex is vanishingly small
171 x0u(k) = 2*pi+asin(max(-1,min(1,x0u(k))));
172 end
173
174 % increment k
175 k=k+1;
176 case 0
177 % unconstrained variable. x0u(i) is set.
178 x0u(k) = x0(i);
179
180 % increment k
181 k=k+1;
182 case 4
183 % fixed variable. drop it before fminsearch sees it.
184 % k is not incremented for this variable.
185 end
186
187 end
188 % if any of the unknowns were fixed, then we need to shorten
189 % x0u now.
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190 if k<=n
191 x0u(k:n) = [];
192 end
193
194 % were all the variables fixed?
195 if isempty(x0u)
196 % All variables were fixed. quit immediately, setting the
197 % appropriate parameters, then return.
198
199 % undo the variable transformations into the original space
200 x = xtransform(x0u,params);
201
202 % final reshape
203 x = reshape(x,xsize);
204
205 % stuff fval with the final value
206 fval = feval(params.fun,x,params.args{:});
207
208 % fminsearchbnd was not called
209 exitflag = 0;
210
211 output.iterations = 0;
212 output.funcCount = 1;
213 output.algorithm = 'fminsearch';
214 output.message = 'All variables were held fixed by the applied

bounds';
215
216 % return with no call at all to fminsearch
217 return
218 end
219
220 % Check for an outputfcn. If there is any, then substitute my
221 % own wrapper function.
222 if ˜isempty(options.OutputFcn)
223 params.OutputFcn = options.OutputFcn;
224 options.OutputFcn = @outfun_wrapper;
225 end
226
227 % now we can call fminsearch, but with our own
228 % intra-objective function.
229 [xu,fval,exitflag,output] = fminsearch(@intrafun,x0u,options,params);
230
231 % undo the variable transformations into the original space
232 x = xtransform(xu,params);
233
234 % final reshape to make sure the result has the proper shape
235 x = reshape(x,xsize);
236
237 % Use a nested function as the OutputFcn wrapper
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238 function stop = outfun_wrapper(x,varargin);
239 % we need to transform x first
240 xtrans = xtransform(x,params);
241
242 % then call the user supplied OutputFcn
243 stop = params.OutputFcn(xtrans,varargin{1:(end-1)});
244
245 end
246
247 end % mainline end
248
249 % ======================================
250 % ========= begin subfunctions =========
251 % ======================================
252 function fval = intrafun(x,params)
253 % transform variables, then call original function
254
255 % transform
256 xtrans = xtransform(x,params);
257
258 % and call fun
259 fval = feval(params.fun,reshape(xtrans,params.xsize),params.args{:});
260
261 end % sub function intrafun end
262
263 % ======================================
264 function xtrans = xtransform(x,params)
265 % converts unconstrained variables into their original domains
266
267 xtrans = zeros(params.xsize);
268 % k allows some variables to be fixed, thus dropped from the
269 % optimization.
270 k=1;
271 for i = 1:params.n
272 switch params.BoundClass(i)
273 case 1
274 % lower bound only
275 xtrans(i) = params.LB(i) + x(k).ˆ2;
276
277 k=k+1;
278 case 2
279 % upper bound only
280 xtrans(i) = params.UB(i) - x(k).ˆ2;
281
282 k=k+1;
283 case 3
284 % lower and upper bounds
285 xtrans(i) = (sin(x(k))+1)/2;
286 xtrans(i) = xtrans(i)*(params.UB(i) - params.LB(i)) +
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params.LB(i);
287 % just in case of any floating point problems
288 xtrans(i) = max(params.LB(i),min(params.UB(i),xtrans(i)));
289
290 k=k+1;
291 case 4
292 % fixed variable, bounds are equal, set it at either bound
293 xtrans(i) = params.LB(i);
294 case 0
295 % unconstrained variable.
296 xtrans(i) = x(k);
297
298 k=k+1;
299 end
300 end
301
302 end % sub function xtransform end
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E.2 Membrane model

The following section presents the code describing and solving the membrane
model. A set of non-linear algebraic model equations are discretized by the or-
thogonal collocation method and solved with the Newton-Rhapson method.

E.2.1 Membrane model solver (solveModel.m)

This script defines the feed and membrane parameters, the number of collocation
points, initial values of the dimensionless model variables, and solves the model
equations for a hollow fiber membrane with counter-current flow pattern.

1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %%%%%%%%%%%%%%%%%% Solve membrane model %%%%%%%%%%%%%%%
3 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
4 % Author: Inger Anna Helmersen
5 % Date (started): january 2020
6 % Description: This script defines feed and membrane parameters,
7 % the number of collocation points, initial values of
8 % the dimensionless model variables, and solves the
9 % model equations for a hollow fiber membrane with

10 % counter-current flow pattern.
11 %
12 % Variables:
13 % HFperm :: Permeances for the hollow fiber carbon membrane for
14 % [CO2 CH4 C2 C3 C4 C5 H2O]
15 % SWperm :: Permeances for the spiral-wound Pebax membrane for
16 % [CO2 CH4 C2 C3 C4 C5 H2O]
17 % param :: Struct consisting of the following membrane parameters
18 % Perm - matrix of the permeances HFperm and SWperm
19 % [kmol/(kPa*h*m2)]
20 % Area - The effective membrane area [m2]
21 % ODiam - Fiber outer diameter [m]
22 % IDiam - Fiber inner diameter [m]
23 % Visc - Permeate viscosity [kPa*h]
24 % FiberLength - Fiber length [m]
25 % Fibers - Number of fibers
26 % R - Universal gas constant [m3*kPa/(K*kmol)]
27 %
28 % Feed :: Struct consisting of the following feed parameters
29 % Ns - Shell side flow rate for [CO2 CH4 C2 C3 C4 C5 H2O]
30 % Nt - Fiber side flow rate for [CO2 CH4 C2 C3 C4 C5 H2O]
31 % Ps - Feed pressure
32 % Pt - Permeate pressure
33 %
34 % n :: number of collocation points
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35 % Y0 :: Initial values for the dimensionless variables
36 % Y :: Solution - Approximated values for the dimensionless
37 % variables
38 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
39
40 % Clear command window and workspace
41 clc
42 clear all
43 %% Creating a param struct where membrane parameters are stored.
44 HFperm = 1e-03*[9.5e-02 2e-03 1e-03 1e-03 1e-03 1e-03 0.95];
45 SWperm = 1e-03*[6.937e-02 2.31e-02 4.62e-02 7.06e-02 7.55e-02 0.1156

1.218];
46 param.Perm = [HFperm;SWperm];
47 param.Area = 61908.0195282997;
48 param.ODiam = 250e-06;
49 param.IDiam = 200e-06;
50 param.Visc = 14.9e-09/3600;
51 param.FiberLength = 0.6;
52 param.Fibers = round(param.Area/(pi*param.ODiam*param.FiberLength));
53 param.R = 8.314;
54 param.k = 0.12*3600;
55 param.Cp = 1e+03*[37 36 53 74 97 120 34];
56
57 %% Creating a feed struct where known values for the feed at shell

and tube side are stored.
58 feed.Ns = 19858.1778560708*[8.97599390264413e-002 0.805434459540757

6.42866037442694e-002...
59 2.46038563678811e-002 1.52368384720815e-002

6.74953859787872e-004...
60 3.34898878201739e-006];
61 feed.Nt = zeros(1,7);
62 feed.Ps = 6000;
63 feed.Pt = 149.227577384370;
64 feed.Tt = 303.15;
65 feed.Ts = 273.15+59.9910189442990;
66
67 %% Orthogonal collocation method and FSOLVE
68 % Discretize and approximate model equation residuals
69
70 n=30;
71 [z, A, B, q] = colloc( n ,1 ,1);
72
73 Y0=ones(n+2,15);
74 %Initial values for 2nd stage membrane without sweep gas
75 Y0(:,1:2) = 1e-1;
76 Y0(:,3) = 1e-3;
77 Y0(:,4:5) = 1e-4;
78 Y0(:,6) = 1e-5;
79 Y0(:,7) = 1e-6;
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80 Y0(:,8) = 1e-2;
81 Y0(:,9) = 0.7;
82 Y0(:,10:12) = 1e-4;
83 Y0(:,13) = 1e-4;
84 Y0(:,14) = 1e-6;
85 Y0(:,15) = 1e-2;
86
87 %Optimization settings for the solver
88 maxIter = 2000;
89 opt = optimoptions(@fsolve,'Display','iter-detailed',

'FunValCheck',...
90 'on','MaxFunctionEvaluations',10000000, 'MaxIterations',

maxIter,...
91 'StepTolerance', 1e-6, 'FunctionTolerance', 1e-6);
92
93 t0= tic;
94 [Y, fval, exitflag, output]=fsolve(@(Y) model_MB(Y, A, n, param,

feed),Y0,opt);
95 tf = toc(t0);
96 disp(tf);
97 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
98 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
99 %% Plotting the results

100 L = param.FiberLength*z;
101 Res = sum(feed.Ns)*Y(:,1:14);
102 Res(:,15) = feed.Ps*Y(:,15);
103 Res(:,16) = feed.Ps;
104 Res(:,17:18) = zeros(n+2,2);
105 modelPlot(L, Res);
106
107 %% Some testing
108 % Total retentate and permeate flow rates, and sweep pressure
109 Ret = sum(transpose(sum(feed.Ns)*Y(1,8:14)));
110 Perm = sum(transpose(sum(feed.Ns)*Y(n+2,1:7)));
111 sweepPressure = feed.Ps*Y(1,15);
112
113 %Mole fractions in retentate and permeate
114 %If molefraction is negative, set it to zero
115 RetentateFrac = sum(feed.Ns)*Y(1,8:14)/Ret;
116 PermeateFrac = sum(feed.Ns)*Y(n+2,1:7)/Perm;
117 k = RetentateFrac < 0;
118 RetentateFrac(k) = 0;
119 k = PermeateFrac < 0;
120 PermeateFrac(k) = 0;
121
122 %Total feed and sweep flow rates
123 Feed = sum(transpose(Res(n+2,8:14)));
124 Sweep = sum(transpose(Res(1,1:7)));
125
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126 %Checking the mass balance on shell/feed side and fiber/permeate side
127 output.dNs = Feed - Ret;
128 output.dNt = Perm - Sweep;
129 output.dJ = [Feed-Perm; Ret-Sweep; ((Feed+Sweep)-(Ret+Perm))];
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E.2.2 Membrane model (model_MB.m)

This script calculates the set of dimensionless residual functions at each collocation
point.

1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %%%%%%%%%%%%%%%%%% Membrane model %%%%%%%%%%%%%%%%%%%%%
3 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
4 % Author: Inger Anna Helmersen
5 % Date (started): january 2020
6 % Description: This script calculates the set of dimensionless
7 % residual functions at each collocation point.
8 %
9 % Input:

10 % Y :: Matrix of dimensionless variables
11 % A :: Matrix of first derivative weights
12 % n :: Number of collocation points
13 % param :: Struct consisting of membrane parameters defined in
14 % solveModel.m
15 % feed :: Struct consisting of feed parameters defined in
16 % solveModel.m
17 %
18 % Ouput:
19 % F :: Matrix of residuals for each variable
20 %
21 % Notation:
22 % Nty :: Fiber side flow rate for each component
23 % Nsx :: Shell side flow rate of each component
24 % Pt :: Fiber side pressure
25 % Ps :: Shell side pressure
26 % Kj :: Dimensionless constant
27 % Kpt :: Dimensionless constant
28 % dJ :: Permeate flux
29 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
30
31 function F = model_MB(Y,A,n, param, feed)
32
33 %Dimensionless variables
34 Nty = Y(:,1:7);
35 Nsx = Y(:,8:14);
36 Pt = Y(:,15);
37 Ps = feed.Ps/feed.Ps;
38
39 %Dimensionless constants
40 Kj = param.FiberLength*pi*param.Fibers*param.ODiam*feed.Ps*...
41 param.Perm(1,:)/(sum(feed.Ns));
42 Kpt = -128*param.Visc*param.FiberLength*param.R*sum(feed.Ns)*...
43 feed.Tt/(param.Fibers*feed.Psˆ2*pi*param.IDiamˆ4);
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44
45 %Preallocates memory for the set of residuals
46 F = zeros(n+2,15);
47 %% Boundary conditions at z = 0
48 dJ1 = (Ps*(Nsx(1,:)/sum(Nsx(1,:)))-Pt(1)*(Nty(1,:)/sum(Nty(1,:))));
49
50 F(1,1:7) = Nty(1,:)-feed.Nt/sum(feed.Ns);
51 F(1,8:14) = A(1,:)*Nsx - Kj.*dJ1;
52 F(1,15) = A(1,:)*Pt - Kpt*sum(Nty(1,:))/Pt(1);
53 %% Inner collocation points:
54 for i=2:n+1
55 dJi = (Ps*Nsx(i,:)/sum(Nsx(i,:))-Pt(i)*Nty(i,:)/sum(Nty(i,:)));
56
57 F(i,1:7) = A(i,:)*Nty - Kj.*dJi;
58 F(i,8:14) = A(i,:)*Nsx - Kj.*dJi;
59 F(i,15) = A(i,:)*Pt - Kpt*sum(Nty(i,:))/Pt(i);
60 end
61 %% Boundary conditions at last collocation point, z = n+2;
62 dJn =

(Ps*Nsx(n+2,:)/sum(Nsx(n+2,:))-Pt(n+2)*Nty(n+2,:)/sum(Nty(n+2,:)));
63
64 F(n+2,1:7) = A(n+2,:)*Nty - Kj.*dJn;
65 F(n+2,8:14) = Nsx(n+2,:) - feed.Ns/sum(feed.Ns);
66 F(n+2,15) = Pt(n+2) - feed.Pt/feed.Ps;
67 end
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E.2.3 Orthogonal collocation (colloc.m)

The following script calculates the collocation weights for discretization of the
model equations.

1 function [r, A, B, q]=colloc(n,left,right)
2 % colloc: Calculate collocation weights
3 % [r, A, B, q] = colloc( n [,'left'] [,'right'])
4 % inputs:
5 % n - number of interior node points
6 % 'left' - include left boundary
7 % 'right' - include right bounary also
8 % outputs:
9 % r - vector of roots

10 % A - Matrix of first derivative weights
11 % B - Matrix of second derivative weights
12 % q - Quadrature weights.
13 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
14 % Copyright (C) 1996, 1997 John W. Eaton
15 %
16 % This program is free software; you can redistribute it and/or

modify
17 % it under the terms of the GNU General Public License as published

by
18 % the Free Software Foundation; either version 2, or (at your option)
19 % any later version.
20 %
21 % This program is distributed in the hope that it will be useful, but
22 % WITHOUT ANY WARRANTY; without even the implied warranty of
23 % MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the GNU
24 % General Public License for more details.
25 %
26 % You should have received a copy of the GNU General Public License
27 % along with Octave; see the file COPYING. If not, write to the Free
28 % Software Foundation, 59 Temple Place - Suite 330, Boston, MA
29 % 02111-1307, USA.
30 %
31 % Adapted from Octave's colloc.cc by Steve Swinnea.
32 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
33
34 n0 = 0 ; n1 = 0;
35 if (nargin > 1)
36 if (strcmp(left,'left') | strcmp(left,'l') )
37 n0 = 1;
38 elseif (left == 0 | left == 1 )
39 n0 = left;
40 else
41 error('Second argument should be the string left or l')
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42 end
43 end
44 if (nargin > 2)
45 if (strcmp(right,'right') | strcmp(right,'r') )
46 n1 = 1;
47 elseif ( right == 1 | right == 0 )
48 n1 = right;
49 else
50 error('Third argument should be the string right or r')
51 end
52 end
53
54 [dif1,dif2,dif3,r]=jcobi(n,n0,n1,0,0);
55 q = dfopr(n,n0,n1,0,3,dif1,dif2,dif3,r);
56 for i=1:(n+n0+n1)
57 vect = dfopr(n,n0,n1,i,1,dif1,dif2,dif3,r);
58 A(i,:) = vect';
59 end
60 for i=1:(n+n0+n1)
61 vect = dfopr(n,n0,n1,i,2,dif1,dif2,dif3,r);
62 B(i,:) = vect';
63 end
64
65 %%%%%% jcobi %%%%%%%
66 function [dif1,dif2,dif3,root]=jcobi(n,n0,n1,alpha,beta)
67 if (n0 ˜= 0) & (n0 ˜= 1)
68 error('** VILERR : Illegal value % N0 ');
69 end
70 if (n1 ˜= 0) & (n1 ˜= 1)
71 error('** VILERR : Illegal value for N1 ');
72 end
73 if (n+n0+n1 < 1)
74 error('** VILERR : Number of interpolation points less than 1');
75 end
76 %
77 % -- FIRST EVALUATION OF COEFFICIENTS IN RECURSION FORMULAS.
78 % -- RECURSION COEFFICIENTS ARE STORED IN DIF1 AND DIF2.
79 %
80 nt = n+n0+n1;
81 dif1=zeros(nt,1);
82 dif2=zeros(nt,1);
83 dif3=zeros(nt,1);
84 root=zeros(nt,1);
85 ab = alpha+beta;
86 ad = beta-alpha;
87 ap = beta*alpha;
88 dif1(1) = (ad/(ab+2)+1)/2;
89 dif2(1) = 0;
90
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91 if (n >= 2)
92 for i=2:n
93 z1 = i-1;
94 z = ab + 2*z1;
95 dif1(i) = (ab*ad/z/(z+2)+1)/2;
96 if (i == 2 )
97 dif2(i) = (ab+ap+z1)/z/z/(z+1);
98 else
99 z = z*z;

100 y = z1*(ab+z1);
101 y = y*(ap+y);
102 dif2(i) = y/z/(z-1);
103 end
104 end
105 end
106 %
107 % -- ROOT DETERMINATION BY NEWTON METHOD WITH SUPPRESSION OF
108 % -- PREVIOUSLY DETERMINED ROOTS
109 %
110 x = 0;
111 for i=1:n
112 z = 1;
113 while ( abs(z) > 1e-9 )
114 xd = 0;
115 xn = 1;
116 xd1 = 0;
117 xn1 = 0;
118 for j=1:n
119 xp = (dif1(j)-x)*xn - dif2(j)*xd;
120 xp1 = (dif1(j)-x)*xn1 - dif2(j)*xd1 - xn;
121 xd = xn;
122 xd1 = xn1;
123 xn = xp;
124 xn1 = xp1;
125 end
126 zc = 1;
127 z = xn/xn1;
128 if ( i ˜= 1 )
129 for j = 2:i
130 zc = zc - z/(x-root(j-1));
131 end
132 end
133 z = z/zc;
134 x = x-z;
135 end
136 root(i) = x;
137 x = x +.0001;
138 end
139 %
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140 % -- ADD INTERPOLATION POINTS AT X = 0 AND/OR X = 1
141 %
142 if (n0 ˜= 0)
143 root = [ 0 ; root(1:nt-1) ];
144 end
145 if (n1 == 1)
146 root(nt) = 1;
147 end
148 [dif1 dif2 dif3] = dif( root );
149
150 %%%%% dfopr %%%%%%
151 function vect = dfopr(n,n0,n1,i,id,dif1,dif2,dif3,root)
152 nt = n+n0+n1;
153 vect = zeros(nt,1);
154 if (n0 ˜= 0) & (n0 ˜= 1)
155 error('** VILERR : Illegal value % N0 ');
156 end
157 if (n1 ˜= 0) & (n1 ˜= 1)
158 error('** VILERR : Illegal value for N1 ');
159 end
160 if (nt < 1)
161 error('** VILERR : Number of interpolation points less than 1');
162 end
163 if (id ˜= 1 & id ˜= 2 & id ˜= 3 )
164 error('** VILERR : Illegal ID in DFOPR ')
165 end
166 if ( id ˜= 3 )
167 if ( i < 1 )
168 error('** VILERR : Index less than zero in DFOPR ')
169 end
170 if ( i > nt )
171 error('** VILERR : Index greater than NTOTAL in DFOPR ')
172 end
173 end
174
175 %
176 % -- EVALUATE DISCRETIZATION MATRICES AND GAUSSIAN QUADRATURE
177 % -- WEIGHTS. QUADRATURE WEIGHTS ARE NORMALIZED TO SUM TO ONE.
178 %
179 if ( id ˜= 3 )
180 for j = 1:nt
181 if (j == i)
182 if (id == 1)
183 vect(i) = dif2(i)/dif1(i)/2;
184 else
185 vect(i) = dif3(i)/dif1(i)/3;
186 end
187 else
188 y = root(i)-root(j);
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189 vect(j) = dif1(i)/dif1(j)/y;
190 if (id == 2 )
191 vect(j)=vect(j)*(dif2(i)/dif1(i)-2/y);
192 end
193 end
194 end
195 else
196 y=0;
197 for j = 1:nt
198 x = root(j);
199 ax = x*(1-x);
200 if (n0 == 0)
201 ax = ax/x/x;
202 end
203 if (n1 == 0)
204 ax = ax/(1-x)/(1-x);
205 end
206 vect(j) = ax/dif1(j)ˆ2;
207 y = y + vect(j);
208 end
209 vect = vect/y;
210 end
211
212 %%%%% dif %%%%%
213 function [dif1,dif2,dif3] = dif( root )
214 nt = length( root );
215 dif1 = zeros(nt,1);
216 dif2 = zeros(nt,1);
217 dif3 = zeros(nt,1);
218 if ( nt < 1 )
219 error('** VILERR : Number of interpolation points less than 1');
220 end
221 for i = 1:nt
222 x = root(i);
223 dif1(i) = 1;
224 dif2(i) = 0;
225 dif3(i) = 0;
226 for j = 1:nt
227 if ( j ˜= i)
228 y = x - root(j);
229 dif3(i) = y*dif3(i) + 3*dif2(i);
230 dif2(i) = y*dif2(i) + 2*dif1(i);
231 dif1(i) = y*dif1(i);
232 end
233 end
234 end
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