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Summary

The availability of large RNA-sequencing and DNA microarray data sets has enabled re-
search of relationships between genes through co-expression analyses. Changes in co-
expression patterns are often related to changes in biological function, and differential
co-expression network analyses have become a valuable tool in the comparison of co-
expression patterns between different conditions. One method for differential gene co-
expression analysis is the CSD method. It compares the pair-wise correlation patterns
between gene pairs from different conditions to identify conserved, specific, and differen-
tiated associations. In this thesis an alternative CSD approach (CSD_R) was employed,
using bootstrap re-sampling and existing R packages to calculate correlation and variance
to reduce the computation time. This method has no filtering or selection of the resulting
link scores, and the arbitrary choice of keeping the top 1000 scores of each link type was
used. This selection was shown to result in a similar link distribution as calculations done
with the original CSD method performed with 50 of the samples from the original data
sets.

The identification of different co-expression patterns facilitates the discovery of altered
interactions between different conditions and potential driving mechanisms. The CSD_R
was used to analyze breast cancer-related tissues available from the Molecular Taxon-
omy of Breast Cancer International Consortium (METABRIC), comparing them to normal
breast tissue samples available from the Genotype-Tissue Expression Project (GTEx). In
the first part, CSD_R was applied to histologically normal cancer-adjacent (HNCA) tissue
samples extracted outside the tumor margins of breast tumors and healthy controls (HCs).
HNCA breast tissue is often used as the control in breast cancer research, however, stud-
ies show HNCA as an altered intermediate state when compared to HC and breast cancer
(BC) samples. Differential gene co-expression was employed with the aim of identifying
changed co-expression patterns to investigate if the tumor has influences the HNCA tissue.
The CSD network had many maintained interactions in processes of lipid metabolism and
energy homeostasis, but pointed to a changed behavior with highly connected hubs and
modules with changed interactions involved in processes like transcription and immune
response.

In the second part, breast cancer tissue samples were compared to the HCs from GTEx.
The aim was to identify genes and modules that could be central in breast cancer devel-
opment. Breast cancer is the most commonly diagnosed cancer among woman and the
leading cause of female cancer deaths. It is the second most diagnosed when combining
both sexes. In the data set, the breast cancer samples were divided into five intrinsic sub-
types (Luminal A, Luminal B, HER2-enriched, Basal-like, and Normal-like) with clinical
and prognostic value. The CSD_R method generated networks clearly enriched in cancer-
ous behavior, and further examination revealed highly connected hubs and modules with
changed co-expression patterns linked to processes that could be involved in the underlying
mechanisms of the breast cancer phenotypes. Some genes identified in the HER2-enriched
and Normal-like subtype may represent novel genes involved in the development of their
disease phenotype.
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Sammendrag

Den økte tilgjengeligheten av store RNA-sekvensering og DNA mikromatrisestudier mulig-
gjør forskning av sammenhenger mellom gener ved samuttrykksanalyser. Endringer i
samuttrykksmønstre er ofte relatert til endringer i biologiske funksjoner, og differensielle
samuttrykksnettverk har blitt et viktig verktøy for å sammenligne samuttrykksprofiler fra
ulike situasjoner eller biologiske tilstander. CSD-metoden for differensiell samuttrykks-
analyse sammenligner parvise korrelasjonsmønstre mellom genpar fra ulike biologiske
tilstander for å identifisere konserverte, spesifikke og differensierte assosiasjoner. I denne
oppgaven er det brukt en alternativ CSD-metode (CSD_R). Denne metoden bruker boot-
strap for å trekke nytt utvalg, samt eksiterende R-pakker, for å beregne korrelasjon og var-
ians, noe som reduserer beregningstiden. CSD_R-metoden har ingen utvelgelse eller fil-
trering av linkverdiene den beregner, og en vilkårlig grense på topp 1000 av hver linkverdi
ble brukt. Denne utvelgelsen resulterte i en linkdistribusjon lignende den som ble funnet
ved å bruke den originale CSD-metoden (CSD_O) med et mindre utvalg fra de originale
datasettene.

Identifiseringen av differensielle samuttrykksmønstre fasiliterer oppdagelsen av en-
drede interaksjoner mellom ulike biologiske tilstander og mulige mekanismer som skaper
den observerte forskjellen mellom to tilstander. CSD_R-metoden ble brukt til å analysere
brystkreftrelaterte vev fra Molecular Taxonomy of Breast Cancer International Consor-
tium sammenlignet med normalt brystvev hentet fra Genotype-Tissue Expression Project
(GTEx). I første del ble CSD_R brukt til å sammenligne prøver fra histologisk normalt
brystvev i nærheten av svulst (HNB) med prøver fra normalt brystvev (NB). HNB brukes
ofte som kontroll i brystkreftforskning, men studier har vist at det er en forskjell mel-
lom NB og HNB, og at HNB er på et eget trinn mellom NB og brystkreft. Differensiell
samuttrykksanalyse ble brukt med mål om å identifisere endringer i samuttrykket for å
undersøke om svulsten påvirker HNB. Nettverket viste mange bevarte, eller konserverte,
interaksjoner i prosesser som lipid metabolisme og energihomeostase, men indikerte også
at det var en endret adferd med nettverksnav og moduler med endrede interaksjoner in-
volvert i transkripsjon og immunrespons.

I andre del ble CSD_R brukt til å sammenligne prøver fra brystkreftvev med prøver
fra HB, der målet var å identifisere gener og moduler som kan være sentrale i brystkref-
tutvikling. Brystkreft er den mest diagnostiserte krefttypen hos kvinner, og den flest kvin-
ner dør av. Det er den andre mest vanlige når man kombinerer tilfeller hos begge kjønn.
I dette datasettet er brystkreftprøvene inndelt i fem undergrupper (Luminal A, Luminal
B, HER2-overuttrykt, Basal-lignende, og Normal-lignende) med klinisk og prognostisk
verdi. CSD_R-metoden genererte nettverk som var overrepresentert for kreftrelaterte pros-
esser, og videre analyse avdekket nettverksnav og moduler med endret samuttrykksmøn-
ster koblet til prosesser som kan være involvert i underliggende mekanismer som gir
utvikling av kreft i de ulike undergruppene. Noen av de identifiserte genene i HER2-
overuttrykt og Normal-lignende kan representere hittil ukjente gener involvert i utvikling
av den gitte undergruppen.
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Chapter 1
Introduction

1.1 Complex Biological Systems

Systems consist of interacting components and many of them interact in complex patterns
collectively referred to as complex systems [1]. Their behavior is often difficult to pre-
dict by only looking at the components. These systems are present everywhere: Cities
connected by roads, airports connected by flights and social interactions either by physical
meetings, calling or social media interactions. These are just a few of the complex systems
that are a part of our everyday life.

In a desire to understand the behavior of the complex systems around us the field of
network science emerged [1]. This field aims to describe and understand the intricate net-
work of interacting components, and ultimately to predict and control the future behavior
of such systems. It builds upon graph theory, and utilizes both mathematical descriptions
and computational modeling to obtain understanding of complex systems and their prop-
erties. Any system can be represented as these networks and understanding them may lead
to improvements in anything ranging from logistics and communications to understanding
disease mechanisms and medicine development.

The complex systems of biology are many, ranging from the Amazon rainforest, full
of animals, insects and plants that live together, compete with each other and depend
on each other, to the energy production of the mitochondria in a cell. This microscopic
system is only one of many systems found in the human body, which in itself is a world
of many systems. A world consisting of cells, tissues and organs with specialized and
intricate functions, and a collaboration between them that is vital to maintain the body.
The sub-field of network science analyzing such biological networks on a molecular level
is systems biology [2]. This include biological networks from other animals, plants and
microorganisms, as well as humans. Two types of networks, protein-protein interaction
networks and gene co-expression networks, are commonly studied in this field [3, 4, 5].
In a protein interaction network the nodes represent proteins and the links between them
represent physical interaction, while in a gene co-expression network the nodes represent
genes and the link between them represent the correlation of their gene expression, that
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Chapter 1. Introduction

primarily function to synthesize a given protein.
As in any system things can go wrong in the cellular systems of our body. Generally

these are harmless and have few consequences, but sometimes the changes can have a
major impact affecting our health and life. When the changes result in disease, the field of
medicine try to find a solution to counter the given disease. In this venture it is essential to
have knowledge about the underlying mechanisms and causes of the disease phenotype.

To investigate the cause of the diseased state a reasonable starting point is the genes
and proteins. As varied as they are, all biological systems are build up by the same build-
ing blocks. The cells of our body contain the same DNA, which describe their appearance
and functioning through a blueprint of genes. Despite of this the cells can have a variety
of functions and structures, given by the collection of genes they express. This collec-
tion is different for different cell types and result in diverse tissues and functions. The
genes contains the recipe of RNA, which in turn is translated into proteins. Any cell con-
stantly monitors the internal and external environment as an input to handle and respond
to changes in the environment as well as possible, by mechanisms to repress or activate
the gene expression [6]. Mistakes in this highly regulated system may therefore result in
change in the cell’s behavior.

Disruptions in these complex systems, known as mutations, can lead to diseases. Some
diseases is caused by a single gene mutation [7], but most are a result of multiple mutations
in several genes. Techniques like RNA microarrays and RNA sequencing allow measure-
ment of the gene expression in cells at a given time and can be used to investigate changes
in the gene expression between different conditions, for instance between healthy and dis-
eased states. Analyzing different gene relationships and networks can give researchers
insight into genes that contribute to underlying mechanisms of the disease phenotype.

One of the approaches to understand diseases is gene co-expression analysis methods,
in which the relationship between genes is investigated by co-expression, i.e. how cor-
related their gene expression is. Another approach it the differential gene co-expression
analysis, in which the co-expression pattern of gene pairs from two or more conditions are
compared. These analyses can be used to a variety of comparisons, for instance between
tissue types, species, treatment and control, diseased and healthy tissues. The revealed
gene co-expression patterns often relate to biological functions [8, 9, 10], and present a
powerful tool for identifying mechanisms or processes behind for instance cell differentia-
tion, disease progression and cell responses to treatments or drugs. Using this to study dis-
eases can potentially give better understanding of the dysfunctions behind a given diseased
phenotype and point to genes of interest for treatment or drug developments. One method
for differential gene co-expression analysis is the CSD method [11], which identifies con-
served (C), specific (S) or differentiated (D) gene co-expression patterns of gene pairs
with strong correlations between two conditions. Data sets of gene expression measure-
ment from different conditions, tissues and species are now freely available from multiple
online databases and can be used for these analyses [12, 13].

A group of diseases that can be investigated by these analyses is cancer, which is
the result of an accumulation of mutations. Here, the regulation of cell growth and cell
death is disturbed, transgressing the most basic rules of cell behavior in a multicellular
organism [14, 15]. This process is a gradual development, and multistep accumulation of
biological capabilities, enabling tumorigenesis and ultimately malignancy. The end result
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is a growing tumor and potentially its metastatic propagation, which caused an estimated
18.1 million new cancer cases and 9.6 million cancer deaths in 2018 [16].

The most prevalent type of cancer when combining both sexes is lung cancer (11.6%),
closely followed by breast cancer (11.6%), with a difference of about 5,000 cases [16].
When only looking at the female population, breast cancer is the most commonly diag-
nosed cancer type and the leading cause of cancer death.

Breast cancer is a complex disease, but also a heterogeneous disease, with identified
intrinsic subtypes distinguishing between tumor types displaying separate behaviors, prog-
nosis and gene expression patterns. Perou et al. divided breast cancer into five intrinsic
subtypes based on their genetic characteristics [17, 18]. Almost a decade later Parker et
al. created a 50-gene classifier for these subtypes, the PAM50-classifier, assigning each
tumor sample into one of the subtypes and estimating a risk of recurrence score (ROR)
[19]. This is clinically used as the Prosigna test to guide decision-making on adjuvant
systemic therapy in certain tumor types [20, 21, 22].

The large number of genes involved in controlling cell growth, death, and differentia-
tion highlight the importance of analyzing the genetic expression patterns of thousands of
genes in concert to investigate their correlation and behavior. This is often done by using
histologically normal cancer-adjacent tissue samples extracted outside the tumor margins
as the control, assuming that normal histology implies biological normalcy. However, re-
search has shown a difference between histologically normal cancer-adjacent tissue and
breast tissue without a tumor present [23, 24, 25]. This presents a problem in using these
samples as controls, and breast tissue without tumor present has been shown to identify
additional differentially expressed genes [23].

1.2 Aims and objectives of this thesis
This thesis has two main goals that are closely related. For both of them the CSD-
framework is the primary tool for analysis, supplemented by enrichment and network
analysis tools. The first goal is to perform a differential gene co-expression analysis focus-
ing on the changes in histologically normal cancer-adjacent (HNCA) tissue in comparison
with breast tissue without tumor present. This is motivated by studies showing changes
in HNCA tissue compared to normal breast tissue, and the current use of HNCA tissue as
control in breast cancer research. This is done by using gene expression measurements of
HNCA samples from METABRIC and comparing them to normal breast tissue expression
profiles from the GTEx project, in order to perform an in-dept investigating looking at how
a tumor may influence the benign-looking surrounding tissue.

The second goal is to identify transcriptional alterations in well-established molecular
subtypes of breast cancer to investigate genes and modules relevant for each subtype. This
is done by comparing each of the breast cancer subtypes with the healthy controls of breast
tissue from the GTEx project. The identification of network modules and relevant genes
is done by network analysis. The identified modules could represent disease modules
that potentially could reveal novel patterns and genes that contribute to the underlying
mechanisms resulting in the cancerous phenotype.

These two research goals are reflected in the presented work and the following sections
is organized accordingly. Summarized the aims of this thesis are to:
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1. Perform a differential gene co-expressed analysis comparing breast tissue samples
from healthy individuals and tissue samples taken adjacent to breast tumor, with
normal histology, in order to investigate relevant modules of genes and explore the
effect of using histologically normal cancer-adjacent tissue samples as the control
in breast cancer research.

2. Perform a differential gene co-expressed analysis comparing tissues from different
breast cancer subtypes with breast tissue samples from healthy individuals to inves-
tigate relevant genes and modules that may contribute to breast cancer development
and progression.
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Chapter 2
Background

This chapter will introduce the main topics and the theoretical founding of the methods
used in the analyses in this thesis. As some of these topics are vast, the following sections
aim to provide background information underlying the methods, results and discussion.

Theory about systems and network biology is obtained from Network science by Albert
Lázló-Barabási [1] and A first course in systems biology by Eberhard O. Voit [2] unless
other sources are stated. The reader is referred to them for more detailed and extensive
information. The CSD method for differential gene-co expression developed and described
by Voigt et al. [11] is the source for the information provided in Section 2.8.

2.1 Breast Cancer
Breast cancer (BC) is the most commonly diagnosed cancer among women and the second
most commonly diagnosed for both sexes combined [16]. It is the leading cause of cancer
death among women, with an incidence rate far exceeding other cancers regardless of HDI
(Human Development Index). About 5% to 10% of breast cancer cases is accounted for by
hereditary and genetic factors, including history of breast or ovarian cancer and inherited
mutations in breast cancer susceptibility genes, such as BRCA1 and BRCA2.

Breast cancer is a heterogeneous disease, not only on a molecular level, but also the
cellular composition and clinical outcome [19]. Availability of gene expression profiles
solidified the notion of molecular characteristics influencing prognosis and treatment re-
sponse, complementary to clinicopathalogical parameters [26]. This has evolved the treat-
ment concepts, aiming at more biologically driven therapies accompanied by the tradi-
tional clinicopathalogical parameters, such as tumor grade (differentiation) and biomarker
receptor status [27], when making treatment decisions [28]. Receptor status is a treatment
predictive factor and breast cancers are routinely scored for oestrogen receptor (ER), pro-
gesterone receptor (PR) and human epidermal growth factor 2 (HER2) protein expression
by immunohistochemistry (IHC) [27].

Several classifications have been developed to identify molecular alterations that can
be used for prognosis and to help guide treatment decisions, such as the 21-gene Oncotype
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DX assay, the 70-gene MammaPrint microarray assay [22]. In 2000, Perou, Sorlie and
colleagues reported an intrinsic classification, distinguishing four breast cancer subtypes
[17]. Later, these where expanded by dividing one subtype into two, resulting in five
subtypes: Luminal A (LumA), Luminal B (LumB), Basal-like (BL), Normal-like (NL)
and Human epidermal growth factor receptor 2 enriched (HER2+) with prognostic impact
[18]. This classification shifted breast cancer management from being based on tumor
burden to biology-focused approaches [28]. Their characteristics are summarized in Table
2.1.

Table 2.1: Molecular status of the clinical markers oestrogen receptor/progesterone receptor/human
epidermal growth factor 2 (ER/PR/HER2), characteristic genes, and general characteristics of each
of the intrinsic subtypes [26, 27, 29].

Subtype ER/PR/HER2 Characteristic genes Characteristics

Luminal A
ER+

PR+/-
HER2-

ESR1, KRT8, KRT18,
GATA3, XBP1, FOXA1,
TFF3, CCND1, LIV1

Most common (40%-70%)
Best prognosis
Low proliferation gene cluster expr.
Low histological grade
Low occurence of TP53 mutations

Luminal B
ER+,

PR+/-,
HER2-/+

ESR1, KRT8, KERT18,
GATA3, XBP1, FOXA1,
TFF3, SQLE, LAPTM4B

10%-20%
Worse prognosis than Luminal A
Higher proliferation gene cluster expr.
Intermediate histological grade
TP53 mutations

HER2-
enriched

ER-
PR-

HER2+
ERBB2, GRB7

5%-15%
Aggressive
High proliferation gene cluster expr.
High histological grade
TP53 mutations

Basal-like
ER-
PR-

HER2-

KRT5, KRT17, CDH3,
FABP7, TRIM29, LAMC2,
ID4, EGFR,

15%-20%
Worst prognosis
High proliferation gene cluster expr.
High histological grade
TP53 mutations

Normal-like
ER+/-
PR+/-
HER2-

PTN, CD36, FABP4,
AQP7, ITGA7

Rare
Good prognosis
Low proliferation gene cluster expr.
Low histological grade
Low occurence of TP53 mutations

The intrinsic subtypes were classified by "intrinsic" gene lists including genes with sig-
nificantly larger variation between different tumors than between samples from the same
tumor, representing inherent properties of the tumor itself [17, 18]. The gene lists were
used for hierarchical clustering, resulting in the classification of the intrinsic subtypes and
clusters of genes for the identified subtypes. Although effective in identifying the subtypes,
the method is not suitable for single sample classification and clinical use, as identifica-
tion of one new sample require reanalysis of all samples. Investigating an unchanging
and objective classification, Sørlie et al. computed centroids (mean expression profiles of
the intrinsic gene list) for each of the subtypes including only the tumor samples with the
highest correlation within each subtype, using prediction analysis of microarrays (PAM)
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[30]. This is a nearest-centroid classification with an automatic gene selection step inte-
grated into the algorithm, to obtain centroid prediction from a minimal number of genes.
PAM increasingly shrink the centroids by a shrinkage parameter ∆ from no shrinkage to
complete shrinkage, and identifies a minimal set of genes that predict the centroids/sub-
type accurately [31]. This yielded a strong agreement (>79%) between the hierarchical
clustering and the PAM predictions of different data sets [30].

2.1.1 The PAM50 Subtype Classifier

Almost a decade after the initial intrinsic subtypes Parker et al. developed a 50-gene clas-
sifier of the intrinsic subtypes and a risk of relapse (ROR) score, using the PAM algorithm
for centroid construction [19]. The gene list, hence referred to as PAM50, and their relative
expression in each of the subtypes are available in Appendix A.1. It provides additional
prognostic and predictive information to standard parameters for breast cancer patients.
Furthermore, the ROR score is valuable for management of breast cancer that has not
spread to the lymph nodes (node-negative). In this classifier the normal-like subtype was
represented with normal tissue, and thus NL is considered a quality-control measure and
not included in outcome analyses or calculation of ROR score.

The subtype classification revealed that close to 10% of tumor samples were normal-
like, and as this was developed by normal breast tissue samples, Parker et al. speculate in
the class being an artifact of tumor specimen with normal contamination. The normal-like
group in the two initial subtyping also included normal breast samples [17, 18]. However,
other research point to it being a genuine subtype [32].

Initial classification of the intrinsic subtypes classified an initial branching based on
ER status in the hierarchical clustering; the ER+ branch with LumA and LumB, and the
ER- branch with HER2+, BL and NL [18]. This clinical marker status was confirmed
for the majority of samples within each subtype by Parker et al., although all subtypes
were represented in ER+, ER-, HER2+ and HER2- categories, demonstrating that clinical
marker status alone is not adequate in identifying the intrinsic subtype of a tumor [19].
This is further corroborated by Bastien et al. comparing PAM50 subtyping with a surrogate
subtyping using IHC markers ER, PR and HER2 [33].

Clinical trial constitute a Level 1 evidence for clinical validity of the PAM50 test in pre-
dicting the risk of distal recurrence (DR) in postmenopausal women with ER+ early breast
cancer [34]. Discriminating between low- and high-risk groups that would be unlikely
and likely, respectively, to benefit from additional chemotherapy to improve the outcome.
Currently, the PAM50 classifier is available as the Prosigna test, and is recognized as valu-
able for clinical use by several guidelines [20, 21, 22]. The American Joint Committee
on Cancer (AJCC) eight edition staging manual include Prosigna as a stage modifier for
hormone positive, HER-, lymph node negative (H+, HER+, LN-) patients scored with a
low ROR score, placing the tumor at a lower stage regardless of tumor size. The Amer-
ican Society of Clinical Oncology (ASCO) clinical practice guidelines recommend the
ROR score in guiding decision-making on adjuvant systemic therapy in H+, HER+, LN-
tumors, while the European Group on Tumor Markers (EGTM) also include lymph-node
positive patients.
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2.1.2 Histologically Normal Cancer-Adjacent Breast Tissue

The tissue in the regions immediately surrounding the tumor have morphological and phe-
notypic changes distinctive from healthy tissue without a tumor present, for instance pH
levels, and transcriptomic and epigenetic aberrations [23]. These are apparent up to 1 cm
from the tumor margins, and consequently, histologically normal cancer-adjacent (HNCA)
samples are taken adjacent to the tumor but beyond these observed changes. The HNCA
samples are often used as control samples for cancer research with the assumption that nor-
mal histology implies biological normalcy. Such tissue samples are readily available from
reduction mammoplasty and prophylactic mastectomy. However, little is known about
how HNCA tissue is influenced by the tumor or how its expression profile compare to
tissue from non-diseased individuals.

Ever since the theory of "field cancerization" suggested a cumulative, step-wise pro-
cess of obtaining genetic alterations in carcinogenesis, leaving molecular alterations in
morphological normal adjacent tissue [35], the "normalcy" of HNCA tissue has been de-
bated. Studies have shown a difference between HNCA and breast tissue without tumor
present (hereby referred to as healthy tissue) [23, 24, 25]. These studies point to HNCA
tissue reflecting the intrinsic subtype, in an intermediate, distinct state between healthy
tissue and tumor, with activation of pro-inflammatory response genes. Genes identified to
relate to molecular alterations in HNCA tissue from different tissue types are available in
A.2.

Using HNCA samples as the control for differential expression analysis in cancer stud-
ies have been shown to identify the majority of differentially expressed genes (DEGs),
although using healthy tissue provides additional information and may reveal obscured
biomarker candidates or therapeutic targets [23]. In this study the tumors vs. healthy anal-
ysis found more significant DEGs than in tumor vs. HNCA and a discordance between
up- and down-regulation in 93 breast cancer genes.

2.2 Gene Expression

Even though every cell in the human body has the same genetic material, cell types differ
greatly in function and composition, i.e. a neuron cell differ greatly from a skin cell. A fun-
damental differentiation appear during development as various signals or growth factors
guide cells to differentiate into the different cell types, by changing their gene expression.
After settling into their specific cell type, the cell continues a differential gene expression
in response to signals. The cells continuously monitors the internal and external environ-
ment for these signals, such as nutrient availability, signal molecules from neighboring
cells and damage, to produce the appropriate proteins in response. The response is aided
by up- or down-regulation of genes encoding transcription factors (TFs). TF proteins reg-
ulates the gene expression further, enabling the cell to quickly handle and respond to the
current environment [6].

TFs regulate the gene expression by physically binding to the DNA, affecting the bind-
ing affinity of RNA polymerase and aid or prevent access to a certain part of the DNA.
Consequently, activating or repressing transcription of genes in this region, that are ei-
ther TFs themselves or have a different function in the cell [6]. The active genes that are
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transcribed into their corresponding messenger RNAs (mRNAs), which are subsequently
processed an translated to proteins, the final gene product. The full set of mRNA (and
other RNAs) transcripts in a cell at a specific time, and their quantity, is the transcriptome
of the cell [36].

2.2.1 RNA Sequencing
To capture the transcriptome, RNA sequencing (RNA-seq) is a widely used tool. RNA-seq
quantifies and identifies the RNA transcripts present in a biological sample at a given time,
providing a transcriptome profile. Here, RNA is isolated, the transcripts are converted to
complementary pieces of DNA (cDNA), followed by high-throughput sequencing meth-
ods used to align and identify the transcripts, as well as the relative abundance of each
transcript [36]. The genes expressed at the given time in a certain tissue is the expression
profile of the sample, and reveal the activity of the genes [37].

Gene expression profiles can be obtained during different conditions, for instance in
different developmental stages or in response to disease or treatment, making RNA-seq a
powerful tool to investigate the responses to change [36]. A wide variety of RNA-seq data
from many different conditions, tissues, and species are available from different publicly
available online databases, such as the Gene Expression Omnibus (GEO, [12]) and the
Genotype-Tissue Expression Project (GTEx, [13]).

Differential gene expression analysis can be performed on these data sets to identify
genes that are expressed differently across two or more conditions or in response to some
factors of interest [38]. Performing RNA-seq on tissue samples from different conditions
of interest provides the specific expression profiles for each condition, and can be com-
pared to investigate the cell’s response to changes. This is done by statistical comparison
between the conditions (see Section 2.4). Such analyses can provide insight into genes
that may contribute to underlying mechanisms of the cell’s response to the given condition
or of the disease phenotype, for instance a mechanism underlying a disease. Potentially
resulting in new treatment methods by identifying targets for new drugs [38].

2.3 Network theory
A network is defined as a collection of nodes connected with links. This can be used to
describe naturally occurring or man-made systems, where the components of the system
(nodes) interact (links or edges). This general set-up makes it possible to define and study
a network for any system consisting of components that interact or have some kind of re-
lationship or connection, e.g.cities connected by roads, social interactions or neurological
signaling in the body. Once the network is defined it can easily be visualized. One options
is to represent nodes as circles and links as the lines connecting them, as illustrated in
Figure 2.1.

2.3.1 Connectivity and Adjacency Matrix
The number of nodes N in a network denotes the size of the network. Any given node i
in the network is connected to a number of other nodes. These other nodes are node i’s
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Figure 2.1: Visualization of a network consisting of four nodes represented by blue circles and
the links between them represented by black lines. The nodes could e.g. represent computers or
people and the edges represent information exchange between the computers or a social relationship
between people.

nearest neighbors, and the number of nearest neighbors is equal to the degree, ki, of the
node.

The most common mathematical representation of a network is in terms of the adja-
cency matrix A = [aij], where

aij =

{
1 if there is a link from node i to node j
0 otherwise

(2.1)

This mathematical representation can handle many types of networks. Figure 2.2
shows three types of networks: (A) undirected and unweighted, (B) directed and un-
weighted, and (C) directed and weighted, and their corresponding adjacency matrices.
Note the unique correspondence between the adjacency matrix and how the nodes are
connected by links.

In an undirected network, the link does not have a direction and the interaction is equal,
i.e the link carries no additional information. This adjacency matrix is symmetrical and
binary, see Figure 2.2A, with aij = aji. If the connection between nodes are directional, e.g.
A affects B, but B does not affect A, the network should then include links with a desig-
nated direction according to the interaction, making it a directed network. Resulting in an
asymmetric adjacency matrix: aij 6= aji. Weighted networks quantifies uneven importance
or value of links, e.g. signal intensity, by assigning a weight to the link where the value is
given by ωij . The adjacency matrix entries then contain a continuous range of numbers re-
flecting this property. Such weighted networks can be converted to unweighted networks
by defining a threshold value for the weight, keeping all links with a weight above this
threshold and discarding those below.

Every connection to a node i is represented by the i’th row and the i’th column in the
adjacency matrix. In an undirected network the value and order of the elements in the i’th
row and i’th column is equal, with matrix symmetry around its diagonal. In a directed
network they may differ as each of them represent one direction of the interaction: i’th
row from i, and i’th to i.

The degree of the nodes, i.e. the number of connections, can be found in the matrix.
For undirected networks the degree can be found by counting the non-zero entries, either
in the i’th row or column, in the adjacency matrix, while for a directed network the total
degree of node i (sum of its in-degree, kin, and out-degree, kout) can be found by counting
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the non-zero entries of both the i’th row and i’th column. The entries in the diagonal of
the adjacency matrix is zero, unless the node interact with itself to make a self-link.

Figure 2.2: Three networks and their corresponding adjacency matrix. A) Undirected unweighted
network, B) directed, unweighted network, C) directed, weighted network.

A connected component of an undirected network is a set of nodes connected so that
it is possible to start from any node in the component and, by following the links of the
network, reach any other node in the component. If a connected component of the network
is much bigger than any other components in the network it is referred to as the giant
component.

2.3.2 Degree Distribution and Scale-free Networks

The degree distribution is a network property referring to the proportion of nodes in a
given network that has the degree k. In a random, artificial network, such as an Erdös-
Rényi network, links are randomly associated with nodes and the degree distribution is
binomial, resembling a bell curve with small variance. Resulting in most nodes having a
degree that is close to the average degree.

In contrast to the binomial distribution within random networks, biological and other
real-world systems are often observed with a power-law distribution, characterized by be-
ing so-called scale-free networks. This is formulated in Equation 2.2, where pk is the
probability that a node will have the degree k, and γ is the degree exponent:

pk ∼ k−γ (2.2)

A scale-free network is characterized by a few highly connected nodes and many nodes
connected to only a few other nodes. Nodes with disproportionately more links than the
average node are called hubs. A feature of scale-free, hub-containing networks is that the
the shortest path length, or distance, between two randomly selected nodes are noticeably
shorter than in a random network. The path length is defined as the number of links needed
to go from one node to another. In scale-free networks these paths often go through hubs
minimizing the distance, as they provide a path intersection for many non-hub nodes.
The hubs contribute to a robustness in scale-free networks against random attacks, suck
as removing a node or changing a link, as there are many alternative routes through the
hubs. However, this structure also makes the network more vulnerable to targeted attacks
against these central hubs. Selectively removing only a few hubs sufficiently breaks down
the network, partially or fully depending on the number of removed hubs.
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2.3.3 Assortative and Disassortative
Assortative networks are defined by the tendency of nodes of similar degree to connect to
each other, hubs connecting to hubs and small-degree nodes connecting to small-degree
nodes. Disassortative networks, on the other hand, have the tendency of similar nodes
to avoid linking to each other in the network, and instead hubs and small-degree nodes
connect to each other.

This correlation can be detected by inspecting the neighborhood connectivity distribu-
tion, plotting the average connectivity (degree) of nearest neighbors of nodes with degree
k as a function of degree k itself. An approximated line through the points gives the degree
correlation function, knn(k), expressed in Equation 2.3:

knn(k) = akµ (2.3)

where k is the degree, µ is the correlation exponent, and a a regression constant. Here,
an increasing knn(k) with k indicates an assortative network, as high-degree nodes tend
to link with other high-degree nodes. In the opposite case, a decreasing function indicates
that the network is disassortative.

Consequently, the degree correlations of a given network is dependent on the correla-
tion exponent, µ, as follows:

– Assortative network: µ > 0

– Neutral network: µ = 0

– Disassortative network: µ < 0

These degree distributions for a network are illustrated in Figure 2.3: one assortative, one
neutral and one disassortative.

2.3.4 Node Parameters
A previously discussed node parameter is the node degree, k, which is an important pa-
rameter of scale free networks as it tells how connected the node is to the rest of the
network. Another important characteristic is the centrality of a node, or the placement.
Nodes with the same degree can be on the outskirts of the network or closer to the center.
This can be measured by different centrality measures like the betweenness centrality and
closeness centrality. The betweenness centrality describes the number of shortest paths
passing through the node, while the closeness centrality is the sum of shortest paths from
that node to all other nodes in the connected component. Another centrality measure is the
eccentricity of a node, defined as the longest path to any other node among the shortest
distances.

2.3.5 Network Parameters
Networks can be characterized by several different parameters that describe different net-
works properties. The previously discussed degree distribution is one of them. The di-
ameter of the network is the largest of the shortest distance between all node pairs, i.e.
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Figure 2.3: Neighborhood connectivity distribution for three real networks. The degree correlation
function knn(k) on a loglog plot for a collaboration network, a power grid, and a metabolic net-
work, showing assortative (µ = 0.37), neutral (µ = 0.04) and disassortative networks (µ = 0.76),
respectively. In each plot, the green, dotted line giving the regression line through the points, and the
black, horizontal line corresponds to the expected degree correlation if it was completely random.
Source: [1]
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the largest node eccentricity, while the radius is the smallest non-zero eccentricity. The
average distance between the nodes in a network defines the characteristic path length.

While the network itself is scale-free, local sub-networks within the network may have
a different structure and properties than the whole network.

Modules

A module is a subnetwork of nodes more closely related to each other than the rest of the
components in the network having a high clustering coefficient, Ci [39]. The clustering
coefficient describes to what extent the neighbors of a given node i connect to each other
expressed by

Ci =
2Li

ki (ki − 1)
(2.4)

where Li denotes the links between the ki neighbors of node i.
This method identifies structural modules in terms of the topology and has been use-

ful to identify functional components in a network [40]. The identified clusters can be
enriched for genes cooperating in a specific biological function, making them not only
structural modules but also functional modules, which again can result in a disease mod-
ule if a breakdown occurs. Note that it is likely that the disease module is not identical to
the functional/topological module, but more probable that it overlaps with it [41].

Topological Overlap

Topological Overlap (TO) look for information in the neighborhood of a gene pair, i.e.
third party genes that are connected to that gene pair [42]. The topological overlap reveal
communities within the network and reflect their relative interconnectivity. The score is
given by the fraction of nearest neighbors shared by both node i and j:

ωij =

∑
k aikakj + aij

min{ki, kj}+ 1− aij
(2.5)

where
∑
k aikakj is the sum of shared neighbors between node i and node j, aij = 1 when

there is a interaction between node i and j, and ki and kj is the node degree of node i and
node j respectively [40]. A topological overlap of 1 indicate that node i and j is connected
to the same neighbors and a score of 0 that they share no links to their neighbors. Giving
links with visible clusters a high score.

For weighted networks, links contain a strength value ωij , and the weighted topologi-
cal overlap (wTO) can be calculated by

ωwTOij =

∑
k ωikωkjaikakj + ωijaij

min{si, sj}+ 1− |ωijaij |
(2.6)

including the weights and substituting the node degree k with the node strength si =∑
j aij |ωij | [43].
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2.4 Statistics

2.4.1 Correlation
When constructing a network, one needs to systematically decide whether or not there is a
link between two nodes, in order to capture meaningful interactions. The link between two
nodes often reflect a continuous measure, like the correlation value for a given property,
rather than a binomial value. This is also the case for for gene co-expression networks.
Any link in these networks represent a correlation of the RNA-levels between two genes.

This correlation is measured by the correlation coefficient, often denoted ρ, and rep-
resents the strength of the linear relationship between two variables [44]. The correlation
coefficient takes any value from -1 to 1. The closer ρ comes to ±1 the stronger the corre-
lation is, positive or negative. The value zero indicate an absence of a linear relationship.
If the coefficient is positive, there is a positive relation reflecting that the variables vary in
the same direction. A negative correlation, denoted by a negative coefficient, reflects an
inverse association where a a high score in one variable is accompanied with a low score
in the other, and vice versa. The closer ρ is to zero, the less do the two variables follow a
given association or relationship.

The correlation coefficients observed between the expression of two genes is often not
zero, though they are not necessarily high either. To create a meaningful network, it is
not enough to only identify any relationship between the gene expression, but to find the
strong and systematic relevant relationships between them. Therefore, it is important to
separate correlations that could easily happen by chance from those that are unlikely to
happen unless there is a mechanism behind them.

Pearson Correlation

The Pearson correlation coefficient measure the strength of linear relations. It can be used
to describe linear associations between two variables or two series of data measurements
with joint distributions, such as normalized gene expression data sets from RNA-seq. The
Pearson correlation coefficient, ρij , is given by Equation 2.7 [44].

ρij =
cov(i, j)

σiσj
(2.7)

Here cov(i,j) denotes the covariance between i and j, σi and σj the standard deviations of
i and j respectively.

Spearman Correlation

The Spearman correlation is of the same form as the Pearson correlation, except that the
ranks of the data series replaces the observed values in the correlation calculations [45].
This ranking is done by assigning the smallest value a ranking of 1, and subsequently,
with an increment of one, assigning increasing values their rank. The rank replace the
measured value and represent the relative value of the measurement compared to other
measurements in the same sample. For example, a data series with the values 2.1, 4.6, 3.0,
1.5 and 2.4 would have the rank 2, 5, 4, 1 and 3 respectively. This makes it possible to
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compare correlations from two different data sets that are not normalized or normalized
differently.

Before calculating the Spearman correlation of a gene pair, the gene expressions in
each sample of the data sets has to be replaced by their rank. Following this, the Spearman
correlation, rhor(i)r(j), given in Equation 2.8, can be calculated.

ρr(i)r(j) =
cov(r(i), r(j))

σr(i)σr(j)
(2.8)

where r(i) and r(j) is the ranks of gene i and j respectively, cov(r(i),r(j)) is the covariance
between the ranks of i and j, and σr(i) and σr(j) is the standard deviations of r(i) and r(j),
respectively.

2.4.2 Bootstrapping
Bootstrapping is re-sampling of a set of data and making statistical calculations of this
sample. Bootstrap uses random sampling with replacement, where a sample is drawn
from a finite amount of samples and returned to the sample pool before the next unit is
drawn [46]. Every re-sampled set is of the same size as the original set. For example,
for a data set with 20 samples a bootstrap iteration draws 20 samples, resulting in a re-
sample that may contain duplicates. This re-sampling (bootstrapping) is thought to model
the unknown population, as the distribution of the samples taken from that population can
be a guide to the distribution of the parent population.

The bootstrap is a computer-intensive method repeated multiple times and statistical
conclusion are made from the resulting re-sampled sets [46]. Following a re-sample, the
statistics of interest is calculated for this sample collection [47]. When all bootstrapping it-
erations and statistical calculations for each re-sample, the mean of the calculated statistics
is computed.

Running the bootstrap with too few re-samplings, or iterations, can give varying results
for each bootstrap analysis, resulting in both significant and insignificant results from the
same data [48]. Consequently, resulting in unreliable results. A commonly used approach
to determine the number of iterations needed is to start with a given number of iterations,
for instance 100 bootstrap re-samplings, and then double it to 200 to compare the approxi-
mations [47]. This is then repeatedly increased until the observed change is small enough,
i.e. the compared results are consistent.

2.4.3 Confounding
Confounding is the situation when an evident correlation between two observations is
caused by a third factor, correlation with one or both of the observed variables [49, 50].
The additional, hidden factor(s) not accounted for that cause or distort the relationship
between two variables are referred to as the confounding factor. This can easily lead
to false conclusions of direct relationship, when there in fact is a spurious correlation.
General characteristics of a confounding factor include that it is predictive of the outcome
in the absence of the exposure, it is associated with one or both variables, and it is not an
intermediate between exposure and outcome. An example could be the following fictional
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study of the health between a group of people training and a group of people that doesn’t.
When concluding that the people training have a better health, there is a possibility that
different diets is an alternative or contributing explanation. Making diet a confounding
factor.

Even if one carefully try to avoid obvious sources of confounding, it is difficult to
remove, control or measure all of the possible confounding factors in an experiment. If
a gene pair in a data set shows a significant co-expression in a given tissue type and is
consistent across all samples, it is likely that the co-expression pattern between these two
genes is typical for this condition. On the other hand, if a more detailed review show that
certain subgroups have a very high co-expression, while this strong co-expression is not
present outside this subgroup, the overall correlation coefficient could still be significant.
In this case, there is a risk that this significance is due to confounding factor(s) these have
in common, such as the age, an unreported disease, lifestyle etc. of the individuals the
samples were collected from, and not due to the given condition itself. Consequently,
confounding factors tend to result in a high variance in the correlation calculated from
different subset of the full data set.

2.4.4 Hypothesis Testing

Hypothesis testing is a statistical procedure comparing two hypotheses to each other, the
null hypothesis H0 and the alternative hypothesis H1 [51]. Depending on certain decision
rules, the alternative hypothesis is either accepted in favor of the null hypothesis or re-
jected, maintaining the null hypothesis. For instance, H1 can typically be that "There is
a linear relationship between these two data sets", while the respective H0 is "There is no
linear relationship between the data sets".

The null hypothesis is assumed true and only rejected if the statistical test determines
a level of statistical significance for the alternative hypothesis based on the collected data
[52]. When analyzing the data statistically, the p-value is determined, and indicate the
probability of observing significant values of correlation by chance if the null hypothesis
is indeed true. The significance level, α, is used to set a threshold for keeping or rejecting
the null hypothesis, where α is the predetermined level of statistical significance. If the p-
value is lower than α, H0 is rejected in favor of H1, and on the other hand H0 is maintained
if p is higher than α.

The significance level has a conventional range between 0.01 and 0.10, with 0.05 as
the standard level for significance [52]. This denotes the probability of committing a Type
I error or getting a false positive result, i.e. rejecting the null hypothesis when it is actually
true. Resulting in an inferred relationship by the analysis when the reality is no shared
behavior. Consequently a p-value below 0.05 confer that more than 95% of the time the
observed relationship is from a significantly correlated pattern. A false negative or a Type
II error, on the hand, is when the alternative hypothesis is true but is rejected, inferring no
association when there actually is a correlation.

In the case of comparing gene expression patterns, the alternative hypothesis is that
there is a correlation between two genes, and the hypothesis is tested against the null
hypothesis stating no correlation. If the difference is within the region of acceptance, the
H0 is kept and the alternative hypothesis is rejected. On the other hand, if the difference of

17



Chapter 2. Background

the correlation is in the rejection region, below the significance level α, the H1 is accepted
based on the observed relationship between the gene pair from the expression profiles.

2.4.5 The Problem of Multiple Comparisons

The problem of multiple comparisons arises when testing several hypotheses simultane-
ously [53]. The significant level α specified for each test no longer reflect the true chance
of a Type I error of multiple comparisons, as the probability increases, often sharply, with
the number of hypotheses [54].

One such case is when using microarray data for analyses, such as comparing gene
expression data sets between diseased and healthy individuals or treatment/control com-
parisons. These arrays typically consist of tens of thousands of measured genes. When
constructing a differential gene co-expression networks, 20 000 measurements compared
pair-wise would result in testing close to 2 ·108 hypothesis simultaneously. With a p-value
of 0.05 that is normally considered significant, it would allow almost 1 ·107 false positive
results. Using these results for an differential co-expression analysis to for example iden-
tify genes (or gene-pair relations) involved in disease, one would include a high number of
false results and end up with a substantial concealment of the true relations. The conclu-
sions drawn from such a network quickly become rather useless as "evidence". Therefore,
it is important to do proper corrections to account for these effects. Two possible ways of
controlling this is the Bonferroni correction and the false discovery rate.

The Bonferroni Correction

The Bonferroni correction method is an approach to lower the threshold α to minimize the
number of false positive results when doing multiple comparisons simultaneously [55].
This correction is simply done by dividing the original threshold α by the number of tests
being conducted. This is method works best when applied to a small number of tests [53].

When the number of tests are high, the Bonferroni correction can make it difficult to
make any significant discoveries at all, even the valuable ones. If for example 1000 test are
to be conducted simultaneously, the new critical value of αwould be 5 ·10−4, which is low.
This makes it difficult to obtain significant correlations with a p-value of 5 ·10−4 or less.
Making even more simultaneous tests, such as when conducting gene-pair comparisons
from microarray data sets, any significant results quickly becomes impossible to obtain.

The False Discovery Rate

Another method to correct for multiple comparisons is using the false discovery rate
(FDR), which is the expected portion of false positive among all the discoveries [56].
Giving us the percentage of the obtained positive results that truly are negative. This is
preferred in fields like systems biology, where the simultaneous tests often exceed several
thousands, and the goal of the comparison is discovery and not a limitation of making any
errors [53].
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2.5 Gene Expression
Every cell is a complex system in which a large variety of different proteins interact and
function [6], such as Escherichia coli K-12 that can produce just under 4300 proteins
[57]. Each of these proteins carries out specific tasks with high precision. Not all proteins
are needed at all times, and the cells encounter different situations that require different
proteins. Therefore, the cells continuously monitors its internal and external environment
by sensing a variety of signal. This in an effort to respond to the signals by producing
appropriate proteins that act upon the internal or external environment. When damaged,
for instance, the cell produces repair proteins. When sugar is sensed, the production of
proteins that transport the sugar into the cell and utilize it begins [6].

The information on how to make these proteins are stored in the cell’s deoxyribonu-
cleic acid or genetic material, referred to as DNA [58]. The information needed to produce
a given protein is encoded by a specific stretch of DNA called a gene. The gene is tran-
scribed by RNA polymerase (RNAp) to produce mRNA corresponding to the gene’s coding
sequence. This is then translated into a protein [6].

The rate of transcription or expression of a gene is controlled by regulatory mecha-
nisms. Every gene has a regulatory region of DNA, called a promoter, preceding it, where
RNAp binds. The rate of transcription of a gene, number of mRNA produced per unit
time, is regulated by the binding affinity between RNAp and the promoter. This affinity
can be modulated by transcription factors that affect the rate by binding to specific sites of
the promoters of the genes they regulate. When they bind, they affect the rate of RNAp ini-
tiating transcription of the gene, by changing the affinity between the promoter sequence
and RNAp. Transcription factors that increase the transcription of a gene is known as
activators and transcription factors that reduce the transcription of a gene is known as a
repressors [6].

These transcription factors are a tool to represent the internal and external state of the
cell. They are usually designed to alternate quickly between their active and inactive state,
modulated by specific environmental or internal signals. The transcription factors will,
after such a signal, regulate their target genes to activate or repress the transcription of
appropriate proteins [6].

2.6 Gene Co-Expression Network
In a gene-co-expression network the genes are represented as nodes and the link between
them represent that they have a coordinated gene expression pattern. Their correlation can
have the patterns explained above (Section 2.4.1); positive correlation, negative correla-
tion, or no correlation of their expression. This is calculated from the correlation between
their gene expression vectors from the data sets. The network can be unweighted, result-
ing in a link and a co-expressed gene pair for every correlation above a given threshold, or
it can be weighted, where the thickness of the link reflect the strength of correlation and
co-expression.

The interest in finding co-expressed genes is that this indicate which genes are active si-
multaneously, often in the same biological process [59]. These gene co-expression patterns
are often found to coincide with the given phenotype or biological functions [8, 9, 10].
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Gene co-expression networks makes it possible to identify network characteristics and re-
veal structures of a complex network of interaction that would be hard to conceive when
only looking at the genes or gene pairs separately.

To generate a gene co-expression network, gene expression data is needed, for instance
by performing RNA-seq (Section 2.2.1). Each gene on the array is measured simultane-
ously and several independent samples from the condition or tissue of interest is needed.
The complete data set is arranged in a matrix. Each row containing a gene expression
vector for a given gene from all the analyzed samples and each column containing the
measurements of all genes from one sample. One sample is thus on a certain column, with
each measurements at the same place in the expression vector for each gene vector given
in the rows. Two of these data sets are used to perform gene co-expression analysis from
two conditions or other states of interest.

2.7 Differential Gene Co-Expression Network
Differential gene co-expression analysis investigate how the pair-wise correlations in gene
expression differ between two or more conditions, looking for condition-specific co-expression
patterns often linked to dysfunctional regulation [60]. There are different ways to achieve
this comparison, broadly divided into two different categories. The first category gener-
ally make separate co-expression networks, one for each of the conditions [60, 61]. Here,
the genes are connected if their co-expression score is considered significant by the given
statistical criteria. The networks are then compared to extract interactions present in only
one of the networks or to identify genes with substantial rewiring. The second category
on the other hand focuses on scoring each gene pair and establishing if the change in
co-expression is significant between the conditions [60]. This can be achieved by generat-
ing one differential co-expression network, in which the link represents the co-expression
relation between the two conditions [11, 62].

Differential gene co-expression analysis can thus be used to identify co-expression
patterns that are specific to the diseased tissue, and point out characteristics of this tissue
compared to the healthy control. Further it can be used to identify modular structures
related to the disease phenotype. Disease modules pointing to phenotype of interest can
guide the future experimental work in the direction of uncovering disease mechanisms,
predicting disease genes and advances in drug development [41].

2.8 The CSD Method
The CSD method provides a systematic framework for analyzing differential gene co-
expression networks. It identifies and incorporates three different types of differential
co-expression changes for gene pairs between two conditions, e.g. disease and healthy
control. The generated CSD network consist of nodes, representing genes, and links,
representing a change or conservation of the co-expression pattern between two genes
across the two conditions.

Firstly, the pair-wise gene co-expression scores ρi,j is calculated separately for each
condition, by the Spearman correlation coefficient for genes i and j over all the N gene
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expression data points in the given tissue k. This measure holds quantitative information
of the similarity for a the given gene pair i and j in condition k. In the given condition each
co-expression relationship can either show a strong correlation (positively or negatively,
with ρi,j close or equal to 1 or -1, respectively) or a weak/no correlation (ρi,j close or
equal to 0).

This is used to quantify the difference between two conditions. The CSD method
incorporate the co-expression scores between two conditions to identify meaningful cat-
egories of differential expression pattern between the conditions. In the CSD method a
co-expression relationship from one tissue may either be similarly co-expressed (C), co-
expressed but with the opposite sign (D), or not have any significant co-expression (S) in
the other tissue, revealing three co-expression relationships between the two tissues:

– A conserved (C) link represents a significant co-expression relationship between a
gene pair that is similar in both conditions, i.e. it has not changed. The correlation
is strong in both conditions, and has the same sign.

– A specific (S) link represent a significant co-expression relationship between the
gene-pair in one condition and no or a weak correlation in the other conditions. The
correlation is strong of any sign in one condition, but not in the other.

– A differentiated (D) link represent a significant co-expression relationship between
a gene pair in both conditions, but the sign changes between the conditions. The
correlation is strong in both, but with opposite signs.

The three different co-expression relationships identified by the CSD method are visu-
alized schematically in Figure 2.4. The colored regions represent the areas corresponding
to the co-expression relationships described above: two blue areas represent C relation-
ships, four green areas represent S relationships and two red areas represent D relation-
ships. These relationships become the link attribute in the resulting CSD network. The
white area represent combinations of correlation coefficients ρ1 and ρ2 for gene pairs in
condition 1 and 2 that will not result in a link in the CSD network. This involves situations
were the correlation of one or both pairs in the conditions are neither particularly strong
or particularly weak, and where both correlations are weak.

The C, S and D relationship for the gene pair i and j in the two conditions is determined
by calculating their gene relationship scores, Cij,Sij andDij as given in Equations 2.9, 2.10
and 2.11, respectively:

Cij =
|ρij,1 + ρij,2|√
σ2

ij,1 + σ2
ij,2

(2.9)

Sij =
||ρij,1| − |ρij,2||√
σ2

ij,1 + σ2
ij,2

(2.10)

Dij =
|ρij,1|+ |ρij,2| − |ρij,1 + ρij,2|√

σ2
ij,1 + σ2

ij,2

(2.11)
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The scores quantify to what extent the co-expressions for gene pair i and j are con-
served, specific or differentiated respectively. Note that with the absolute value making
each numerator positive, and the denominator being a positive number with no limitations
of how close to 0 it is, the scores can take any value from 0 to infinity. As the C, S and
D score follow different distributions, the values are not directly comparable. To integrate
the scores in a comparable way in the same network, the scores have to be combined with
suitable threshold values so that each score corresponds to an importance level, p. Further
explained in Section 2.8.2.

Figure 2.4: General representation of regions corresponding to correlation coefficients from two
conditions that results in the three types of differential co-expression relationship, C, S and D. The
variables ρ1 and ρ2 denotes the Spearman correlations of a given gene pair in condition 1 and condi-
tion 2 respectively. The colored region correspond to ares that are included as a link in the network
with the color assigning the relationship type: blue is conserved, green is specific and red differenti-
ated. The letter next to each colored region also indicate the co-expression relationship. The white
areas are not included in the network. Source: [11]
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2.8.1 Variance Estimation in Each Condition
As a way of accounting for potential confounding factors, that may change the correlation
within a given subpopulation, the extent of variability of ρi,j within a condition need to
be determined. This is done by including the variable σ2

ij,k in the equations calculating
the relationship scores (Equation 2.9, 2.10, 2.11). This is an estimate of the variability in
Spearman correlation coefficient for each gene pair i and j in condition k. As mentioned in
Section 2.4.3, high variability in correlation reflect groups of samples that are differently
correlated than other samples, which can be caused by an unknown factor only affecting
this subgroup from which the samples are taken. If not corrected for, this could result in
a false impression of relevance of the gene pair in the studied condition, when the reality
is that it is associated to an unknown factor not accounted for. A high σ2

ij,k consequently
reduce the value of each the co-expression scores.

This measure of internal variance in the co-expression for a gene pair in each condition
is calculated from the set of Spearman correlation coefficients in each independent sub-
sample, as the standard error of the mean. The sub-samples are selected by the following
algorithm:

1. The complete set of N data points per gene are ordered and sequentially numbered.

2. The set is divided into non-overlapping sub-samples of size n, e.g. N = 69 and
chosen sub-sample size n = 7 that initially creates 9 sub-samples.

3. Initiating sub-sampling with the first data point (N = 1) as the initiating data point
n*, the current sub-sample is constructed by sequentially iterating through the data
points. A data point is added to the current sub-sample if it has not co-occurred with
any of the points already in the sub-sample.

4. When the current sub-sample reaches the chosen sub-sample size n, a new sub-
sample is initiated with initiating data point n* and then repeating step 3.

5. When a sub-sample of size n can no longer be drawn using n* as the initiating data
point, a new initiating data point is chosen by increasing n* with an increment of
one n* (n* = n* + 1) and step 3 is repeated with this new initiating data point.

6. The approach is completed when n* = N and no more valid sub-samples of size n
can be drawn.

In order to increase the chance of matching these sub-samples with a confounding
factor, the algorithm ensures that the highest possible number of independent sub-samples
of a fixed size n is drawn from the complete set. The sub-sample size should therefore
be small in order to detect confounding factors as well as possible, while also allowing
reasonable calculations of correlation coefficients. Voigt et al. found that a sub-sample
size of n = 7 to be the minimum requirement, and that the data set should have at least N
= n2 data points per gene for the estimation of σ2

ij,k.
Independence of the sub-samples is ensured by the condition that two gene pairs can

only co-occur once in a sub-sample. The reasoning for using independent sub-samples is
that calculating correlations over the same data points several times can possibly result in
an underestimation of the real variability within the data set, ultimately masking potential
confounding factors.
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2.8.2 Thresholds for the Cij, Sij and Dij scores

To map the three scores to a common scale, three threshold values, k
C
p , k

S
p and k

D
p , are

determined so that each of them corresponds to an importance level, p. This is not the same
as the p-value in a hypothesis testing situation. Instead the importance level is determined
by the distribution of the scores, and the probability of obtaining a given value from these
distributions. A collection of values from each score is discarded if they are below this
given threshold. This cut-off values should be computed so that none of the areas overlap
in respect to each other, and adjusting the importance level corresponds with increasing or
decreasing the colored areas in Figure 2.4. Adjustment can be made to ensure a network
size and link density that is suitable for further analysis.

The thresholds are calculated in the following way, with the C score and accompanying
values as an example: The C score is calculated for all M gene pairs from the total set of N
genes. From the M different Cij scores, a sample si is drawn m times, each with a sample
size L<<M. The threshold k

C
p is determined as the average of the maximum values per

sample, given in Equation 2.12. The importance level is set as p = 1/L.

k
C
p =

1

m

m∑
i=1

maxsiC (2.12)

2.8.3 Node Homogeneity
The final network generated by the CSD method can have nodes connected to their neigh-
bors by a link-type of either C, S or D. The given node i in the network can be characterized
by the distribution of these link types, termed node homogeneity, Hi, and is given by:

Hi =
∑

j∈{C,S,D}

(
kj,i
ki

)2

(2.13)

where kC,i, kS,i and kD,i represent the number of C, S and D-type interactions, re-
spectively, of node i, and ki is the degree of node i. The node homogeneity quantifies if
a node’s co-expression relationships predominantly are of one type, or close to an equal
amount of every type (C, S and D).
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Chapter 3
Materials and Methods

3.1 Data set collection

The gene expression data for healthy tissue used in the analyses of this thesis was down-
loaded from the Genotype-Tissue Expression (GTEx) project [63] in fully processed and
filtered single-tissue gene expression matrices in .bed-format. The data set contained 396
data points per gene. The gene expression data for different the subtypes of breast cancer,
and the histologically normal tissue adjacent to tumor was retrieved from the Molecular
Taxonomy of Breast Cancer International Consortium (METABRIC) study [64], with per-
mission from The METABRIC Data Access Committee. The data sets are deposited at
http://www.ebi.ac.uk/ega/, under the accession number EGAC00001000484.
The samples from METABRIC were transcriptionally profiled on the Illumina HT-12 v3
platform and log2-normalized, as described in [64]. The data sets for breast cancer was
divided between discovery (997 samples) and validation (995 samples), with 1992 breast
cancer samples in total. The tumor-adjacent tissue data set, normals, contained 144 sam-
ples.

3.2 Data Integration

For the differential co-expression analysis the compared data sets need to contain cor-
responding identifiers for each gene, arranged in the same subsequent manner in each
data set. The GTEx data set contained Ensembl gene identifiers, while the METABRIC
data sets had Illumina (ILMN) HT12 v3 probe identifiers. In order to run the analysis
these must match. To identify the ILMN ID’s included in the GTEx data set, Ensembl
Biomart (https://www.ensembl.org/biomart/martview) were used, upload-
ing the stable Ensembl gene ID’s and extracting the corresponding ILMN ID’s, their En-
sembl ID’s and their gene symbol. Subsequently, the data sets were reformatted to contain
the extracted ILMN probes ID’s. The GTEx was reformatted to contain duplicated entries
matching several ILMN probe ID’s and the METABRIC data sets were filtered to only
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contain the ILMN ID’s available in the GTEx data set. The resulting data sets containing
28361 unique ILMN probe ID’s, some referring to the same gene symbol or Ensembl ID.
Ideally, the gene name would be the identifier of each measurement, but as the method
require unique ID’s and some of the ILMN ID’s refer to the same gene, these were rather
included at a later stage of the analyses.

The data sets of breast cancer from the METABRIC study (discovery and validation)
were merged to one set and then divided into the five intrinsic sub-types according to the
PAM50 subtype annotations provided in the supplementary information [64]. The result-
ing data sets had the following composition: 718 samples with the subtype Luminal A,
489 samples with the subtype Luminal B, 240 samples with the subtype HER2-enriched,
330 samples with the subtype Basal-like, 198 samples with the subtype Normal-like.

3.3 Differential Co-Expression Analysis Workflow
Originally the CSD framework developed by Voigt [11] was intended for the differen-
tial co-expression analysis of the data sets, hereby referred to by CSD_O. This code is
written in C++ and is available from https://github.com/andre-voigt/CSD.
However, due to time constraint, a faster implementation written in R, hereby referred
to as CSD_R, was used. This approach uses bootstrap re-sampling and integrate al-
ready existing packages in R for swift calculations. This code is available from https:
//github.com/AlmaasLab/csdR. To use this code, a separate R script was written,
available in Appendix A.3, sourcing the function of the CSD calculations. The separate
script was written to import and transpose the data sets to the appropriate format, to im-
plement a selection of the resulting C, S and D scores after the CSD calculations, and to
generate histograms for the distribution of the scores.

Before being a part of this thesis the R code had not been used analytically, and in
cooperation with Jakob Peder Pettersen, the writer of the CSD_R code, appropriate cor-
rections and changes were made consecutively to being discovered when running the anal-
ysis. This included equation error in variance estimation, correlation used for variance
estimations, and implementing the Welfords algorithm for variance calculations in order
to surpass the round-off error causing the estimate of the variance, and consequently the
standard deviance, to be set to zero, resulting in Inf-values in the resulting C, S and D
scores. When these corrections had been made, the CSD_R calculations was performed
by running the code with a given number of bootstrap iterations (B). Here, the pair-wise
Spearman correlation and the variance in each bootstrap selection is calculated. Ultimately
using the mean of these calculated statistics to calculate the link scores of the gene pairs, as
given in Equations 2.9, 2.10, 2.11. After obtaining satisfactory stable result, as described
in the following paragraphs, the top 1000 link scores for each link type was filtered out to
generate a network suitable for analysis. These calculations were performed on the follow-
ing combinations of METABRIC and GTEx data sets: histologically normal cancer adja-
cent (HNCA) and healthy controls (HC) (HNCA:HC), Luminal A and HC (LumA:HC),
Luminal B and HC (LumB:HC), Basal-like and HC (BL:HC), HER2-enriched and HC
(HER2:HC), Normal-like and HC (NL:HC), resulting in six different CSD-networks.

When performing the calculations using bootstrap, it is important to compare the re-
sults of different Bs to ensure stable results. This was done by by running several analyses
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3.3 Differential Co-Expression Analysis Workflow

on the same data sets with different numbers of B, comparing the correlation and variance
of the resulting links until the observed values was stable. The seed number was set to the
number of iterations performed to ensure reproducible results, for instance when running
the CSD_R with 40 iterations, the seed was set to 40, similarly it was set to 100 when run-
ning 100 iterations. Using different seed numbers for different B’s ensure that the results
aren’t masked as more similar or stable then they actually are. The same seed number
would make re-samples of the overlapping number of iterations identical (i.e. 20 of the
re-samples would be identical when running 20 and 40 iterations).

Running the bootstrap with different B’s for the BL:HC CSD calculations it was clear
that the correlation and the variance was stable between 20 and 40 samples of identical
gene pairs. However, this revealed that the number of identical gene pairs selected be-
tween the two B numbers (20/40) was very low (4.1%). Consequently, higher number of
Bs were tested to gain more comparable results for the stability and identical gene pairs
with S-scores, comparing Bs of 200/400, 1000/2000, 2000/4000, 4000/8000, 8000/16000,
available in Table 4.1. With the requirement of 66% of matching gene pairs and stability
of the correlation and variance of these values, Bs of 2000 and 4000 was selected for the
analysis of BL:HC. This was also used as the starting point for the other CSD calculations.
For each computation, the selection of links was reviewed for stability in correlation and
variance, and the number of matching links between the two was identified, available in
Appendix A.4. B was increased if the results were not stable or the percentage of matching
gene pairs were less than 66%.

To further look into the few matches of the S links in the BL:HC 20/40 comparison,
histograms were generated for the complete link score distribution for each of the link
types, at 20 and 4000 Bs. This was also done for the following 4000 B calculations for the
S link type, and all histograms are available in Appendix A.5.

Figure 3.1: Illustration of the work-flow to identify the basis of iteration numbers (B) for stable
correlation and variance, in addition to reach a minimum of two thirds identical gene pairs between
the comparisons (B1, B2)

After running the calculations on all the data set combinations and inspecting them,
they were imported to Cytoscape version 3.7.2. This was followed by adding the link type
of interactions and the gene names, which were used to color the edges according to their
link type and labeling the nodes to simplify further analyses of the networks.
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3.3.1 Evaluating CSD_R network validity

The original plan was to compare the generated networks with CoDiNA networks [65],
using wTO-package to generate the input [42], to assess if selecting the top 1000 links
is reasonable. Several attempts were made to generate wTO-networks with a reason-
able amount of significant links but because of computational running time this was not
achieved. Instead, the original CSD framework by Voigt (https://github.com/
andre-voigt/CSD) was employed using 50 of the samples from each intrinsic sub-
type and control data set, a considerably reduced workload, to assess the arbitrary choice
of keeping the 1000 highest link scores of each interaction type.

Firstly the correlation and variance for each of the data sets is computed as the Spear-
man correlation by using "FindCorrAndVar" and specifying the file name, the number of
genes and the number of data points at the start of the code. The output file can also be
named as desired. The number of samples per sub-sample used to calculate the variance
could also be altered, and was set to 8. The code was then compiled and run for each of
the seven data sets. The sub-sampling algorithm used in these calculations is described in
Section 2.8.1 and each sub-sample should have at least 7 samples to estimate the Spearman
correlation with a three-digit accuracy.

The output from this first calculation generated the co-expression for each condition,
and the files contained the gene pairs and their correlation and variance. The next step
was using the python script "FindCSD" to compare correlation of gene pairs between two
conditions and calculate the C, S and D scores. The file names of the input was set to the
appropriate file name of data sets to be compared, and the output names was set according
to the compared conditions. Running the python code produced four output files. One
file contain the correlations and variance under both conditions, as well as all C S, and D
scores for all the gene pairs. The three other files contain one of the link types, and these
three are used to generate the network in the next step.

Using the three files from the previous step as input, the network is generated by using
the python script "CreateNetwork". The links included in this network are those with a C,
S or D score above the computed threshold, corresponding to an importance level, p, for
each link type kC,S,Dp . In this code the importance level is set by the parameter selSize
which is equal to 1/(desired p-value). The script generates four networks, one for each
interaction type and one collected network with all three link types. Different importance
levels were used in order to assess the node count and linkage between different CSD_O
and the corresponding CSD_R. Resulting networks were imported to Cytoscape 3.7.2 for
visualization and analysis.

3.4 Gene Ontology Enrichment Analysis

To assess enrichment of biological processes of the differentially co-expressed genes for
each of the networks, gene ontology (GO) biological process enrichment analysis was per-
formed for the complete set of genes in each network. The Ensembl ID was used to per-
form the GO enrichment analysis using the GO Enrichment powered by PANTHER [66]
(available from: http://geneontology.org/) and DAVID [67] (available from:
https://david.ncifcrf.gov/).
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3.5 Investigation of Network Modules

The result is a list of biological processes with significant enrichment for the genes
given as input, assembling the most pertinent terms of the gene set [68, 69]. A biological
process term is enriched in the set of input genes if the genes connected to the term is
under- or over-expressed compared to what is expected by chance. In order to correct for
multiple comparisons, only results with an FDR lower than 0.05 is included. The result
also list the number of genes in the given process, a fold enrichment representing the extent
of the over- or under-representation in the input gene list.

3.5 Investigation of Network Modules
To investigate modules for functionality and potential disease associations network com-
munity detection was performed on all of the networks constructed by CSD_R. This was
done by using the Python community package which uses the Louvain-algorithm to iden-
tify communities [70]. Within the package the "best partition" function was used, and
modules were written out to a file and saved as an attribute to the nodes of the networks.
Subsequently the nodes affiliated to a module with six or more nodes were colored ac-
cording to their module affiliation, and are available in Figure 4.3 and Appendix A.8. The
detection of network communities aims to identify functional modules and potentially
identify disease modules. The bigger modules were further investigated for the presence
of disease genes and involvement in biological processes.

3.5.1 Identification of Disease Genes and Potential Disease Modules
Disease genes associated with breast cancer in each network were identified by DAVID,
using the entire list of Ensembl IDs from each network, mapping genes to the Gene Asso-
ciation Database (GAD). The genes identified related to breast cancer were annotated in
the network and their presence in the modules was investigated.

The larger modules in the network of the network with six or more nodes were further
investigated in the aim of identifying functional and potentially disease modules. A GO
enrichment analysis was performed for each of the modules using PANTHER and only
including significantly enriched biological processes with a FDR < 0.05 with over a ten
fold enrichment. Modules showing no significant results with the given FDR were not
included in further analysis.
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Chapter 4
Results and Analysis

The results in this chapter is divided into three parts according to different part of the
study. The first section present and take a closer look at the aspects of using the CSD_R
calculations for construction of a differential gene co-expression network. Section 4.2
present the result from the CSD analysis of histologically normal cancer-adjacent tissue
and healthy controls and the further analysis of this network. The last section contains the
results of the CSD networks constructed from the breast cancer intrinsic subtypes, and the
following analysis of these networks.

4.1 Using CSD_R

4.1.1 Selection of iteration number
When using bootstrap iterations, it is important to look at the stability of the calculations
to ensure reliable results that do not change between each analysis. This is done by com-
paring the correlation and variance values for each gene pair between calculations with
different bootstrap iterations. Looking at the calculations for gene pairs done with 20 and
40 iterations for the BL:HC network it was apparent that the correlation and variance was
stable from the start for identical gene pairs. However, the comparison revealed that there
were few identical gene pairs with the S link type between the two calculations. Only
41 gene pairs were present in both calculations, while considerably more matched when
comparing the gene pairs of the C and D link type, see Table 4.1. This resulted in setting
the requirement that 66% of the gene pairs between comparisons had to match for the
bootstrap iteration number to provide adequate stability in the results.

This requirement called for calculations with a higher iteration number in order to
increase the matching percentage of gene pairs of both the S and D link type. The gene
pairs of the D link type met this requirement when comparing results of the calculations
with 200 and 400 bootstrap iterations, while the gene pairs of the S link type required
2000 bootstrap iterations. Looking at the correlation and variance between the results of
calculations with 2000 and 4000 iterations these were stable. These iteration numbers were
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set as the baseline for running CSD_R to generate the other networks, and the stability
evaluation and the number of matching gene pairs between results of different bootstrap
iteration numbers are available in Appendix A.4.

For the remaining networks, the collection of gene pairs with C and D link types met
the requirement of 66% matching gene pairs when comparing calculations of 2000 and
4000 bootstrap iterations. This was not the case for all collections of gene pairs with
the S link type, and an increased iteration number was required for the LumA:HC and
the LumB:HC network. With an iteration number of 16000 and 8000 for the LumA:HC
and the LumB:HC networks respectively, the requirement was met for the S-linked gene
pairs as well. Comparing the stability of each of the network calculations that met the
requirement of matching genes of each link type, showed stable values for correlation and
variance.

Table 4.1: Overview of the gene pairs in the top 1000 selected conserved (C), specific (S), and
differentiated (D) link score from the Basal-like vs healthy control calculations that, when com-
paring different bootstrap iteration numbers (B), are identical in both selections (Matches), and the
percentage (%). The percentage of S link scores that are identical in both selections is made bold.

B Link type Matches %

20/40
C 891 89.1
S 41 4.1
D 552 55.2

200/400
C 967 96.7
S 283 28.3
D 869 86.9

1000/2000
C 982 98.2
S 524 52.4
D 945 94.5

2000/4000
C 988 98.8
S 677 67.7
D 955 95.5

4000/8000
C 994 99.4
S 746 74.6
D 971 97.1

8000/16000
C 994 99.4
S 827 82.7
D 985 98.5

To take a closer look at the scores, distributions of all scores for each link type of the
CSD_R calculations were plotted for the BL:HC with 20 and 4000 iterations, available
in Appendix A.5. Looking at the S score distribution of the BL:HC calculations there
is a small interval of the link scores, with a max value of 45 in the calculations of 20
iterations. Looking at the calculations with different iteration numbers, the max value of
the results drops to 28.2 for 40 iterations, and in the calculations with 1000 iterations the
max value of the S link score is below 20. The few identical gene pairs observed when
comparing results of calculations with 20 and 40 iterations may be a result of this small
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score interval. Between 20 and 40 iterations there are only 41 identical gene pairs of the S
link type, and the max value of the link scores drops from 45.5 to 28.2, indicating varied
scores for the links. Variation in scores, accompanied with the small score interval, makes
it plausible that the score values change enough to change the gene pairs with the top 1000
links scores. With a higher number of bootstrap iteration the matched gene pairs gradually
increase, indicating more stable score values. This point to that small score intervals may
require a higher iteration number, in order for the variability in the link scores to minimize
and produce the same gene pairs between different calculations.

For the C and D scores the score intervals are larger. The C score interval is consider-
ably larger with a maximum value of 4781 at 20 iterations. For all iteration numbers this
stays above 4200 and the number of identical gene pairs are close to 900 at the comparison
between 20 and 40 iterations. The D link score interval is closer to the S link score interval
with a maximum value of 66.6 for calculations with 20 iterations, but drops considerably
less, staying above 56 for all iteration numbers. The number of matching D-linked gene
pairs is also below the set threshold for the 20/40 comparison with 55.2% matching. This
emphasizes that a small link score interval when using CSD_R can result in varied re-
sults in the included gene pairs with fewer iterations and that a higher iteration number is
needed.

The other calculations were made with 2000 iterations as the starting point and com-
pared with calculations done with 4000 iterations. Three of the network calculations
(HNCA:HC, HER2:HC and NL:HC) met the requirements of 66% matching gene pairs
with these iteration numbers, while LumA:HC and LumB:HC required a higher iteration
number for the S linked gene pairs to meet this requirement, see Table A.3. All calcula-
tions had large score intervals for the C score, with the max score between 1065 to 3352,
while the S and D score were on the smaller side with the max S scores between 18 to 27.9
and the max D scores between 39.9 to 64.7.

4.1.2 Inclusion of links in CSD_R
CSD_R calculates the CSD link scores using bootstrap re-sampling, but has no selection
or filtering of the link scores. The published CSD_O sets a threshold for each of the link
scores so that they correspond to an importance level, p, see Section 2.8.2. The CSD_R
does not include such a threshold and the selection of links was set to the top 1000 links
from each link type C, S and D. This inclusion of links is arbitrary, and not determined
by an algorithm or threshold for which values to keep. The goal is to construct a network
big enough for meaningful analysis, but small enough to be suitable for analysis. To
assess this selection of links and the content of each networks, separate networks were
also constructed by using the CSD_O with only 50 samples included in the calculations.
These were intended for reference and not for gene or module analyses, as they do not
represent the complete sample sets.

Given the difference in data input the results is not expected to be identical and no
direct comparison can be made. These CSD_O calculations is rather an approach to as-
sess the validity of choosing 1000 links of each interaction type, by taking a look at the
link type distribution in the CSD_O calculations. In this assessment CSD_O networks
with different importance levels, p, were generated and compared with the corresponding
CSD_R network. An overview of the number of nodes, edges, and the percentage of each
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link types in the CSD_O networks with their corresponding importance value is available
in Table 4.2. Generally, looking at the networks with around 3000 links, the distribution
of links in the link types show that just below 27% of the links are conserved, while about
35% is specific and close to 38% is differentiated.

Table 4.2: The different CSD_O networks generated with a given importance level (p) and the
number of nodes and edges (Size) for each network, as well as the percentage for each of the link
types: conserved (C), specific (S) and differential (D).

Network p Size C S D

HNCA:HC 10−5 4883 nodes and 5457 edges 27.1% 35.3% 37.6%
5 · 10−6 3154 nodes and 2691 edges 26.9% 35.2% 37.9%

BL:HC 5 · 10−6 3947 nodes and 2747 edges 27.7% 34.9% 37.5%
LumA:HC 5 · 10−6 3928 nodes and 2785 edges 26.4% 38.1% 35.5%
LumB:HC 5 · 10−6 3946 nodes and 2752 edges 26.9% 35.5% 37.6%
HER2:HC 5 · 10−6 3663 nodes and 2677 edges 26.3% 33.1% 40.6%
NL:HC 5 · 10−6 3819 nodes and 2706 edges 25.9% 35.8% 38.3%

4.1.3 Multiple IDs representing each gene
Some of the genes in the network is represented by several nodes, as each unique ILMN ID
can be included, pointing to the same gene name and Ensembl ID. The BL:HC networks
consist of 50.6% unique IDs (1949 of 3851), with 1 to 14 additional nodes pointing to the
same gene name. This was also the case for the other networks with the following percent-
age of unique IDs 79.9%, 49.3%, 49.0%, 57.7%, and 60.7% for HNCA:HC, LumA:HC,
LumB:HC, HER2:HC, and NL:HC respectively.

4.2 Histologically Normal Cancer-Adjacent Breast Tissue
The gene expression data of 28361 ILMN probe ID’s from HNCA tissues and healthy
controls (HNCA:HC) resulted in a CSD network of 1167 nodes (genes) and 3000 links
(gene-pair relations), and is visualized in Figure 4.1, after filtering out the 1000 highest
scores of the three link types C, S and D. The majority of the network is made up by the
giant component, which consist of 917 nodes (78.6%) and 2857 (95.2%) links. The rest of
the nodes are part of components of seven nodes or less.

Most of the links of the giant component are specific and differentiated, and there
are visible topological groupings within the component. A specific link in the network
represent a strong co-expression relation that is only present in one condition and not in
the other: it is condition dependent/specific. The differentiated links represent a strong
co-expression relation in both conditions, but with the opposite sign. The conserved links
represent co-expression relations which are strong and consistent between the conditions.
Following sections will characterize the network and look closer at genes and modules that
may represent changes between histologically normal cancer-adjacent tissue samples and
those of healthy individuals.
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Figure 4.1: Visualization of the HNCA:HC network generated with 4000 bootstrap iterations. Links
are colored according to their link-type: conserved links are blue, specific links are green and differ-
entiated links are red in correspondence with Figure 2.4. For visual purposes nodes only connected
to another node was excluded from this visualization, excluding 200 nodes and 100 edges.
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4.2.1 Degree Distribution
The node degree distribution describes how the network structure is, and the node de-
gree distribution of the HNCA:HC network follow a power-law given by the equation
y = 167.82x−1.203, and is shown in Figure 4.2 on a logarithmic scale. The good fit of
the power-law function indicates that the network is scale free, with a few nodes with a
high degree and the majority of the nodes with few neighbors. This is different from the
randomly generated networks, in which most nodes are close to the average degree and no
hubs. In scale free networks like this one. the hubs have a central role and have important
metabolic roles.

Figure 4.2: The degree distribution plot on a log-log scale of the CSD network of histologically
normal cancer-adjacent tissue and healthy controls. The red line representing the approximated
power-law fitted function of the data points, with the expression and correlation given in the top
right corner.

4.2.2 Hubs and Assortativity
Hubs are defined as highly connected nodes. This is a loose definition without a certain
limit set to the degree of nodes to include in the network of interest. A limit set to k ≥
40 produced 24 hub genes with degree 40 or higher, listed in Table 4.3 with associated
properties like the number of each link type and the homogeneity. Hubs are of biological
interest as they represent genes that are co-expressed with many other genes and have
functional importance.

To look closer at which link type dominates the hubs, the number of each link type
and the node homogeneity H is given for each hub in the table. They correspond to 1.9%
of nodes in the network and all of the hubs are dominated by a certain link. Each of the
link types C, S and D dominates at least four hubs each. This indicate that there are hubs
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involved in co-expression patterns that have remained the same, that have been lost or
gained, or that have become the opposite.

Table 4.3: The genes in the CSD network of HNCA tissue and healthy controls categorized as hubs,
using k ≥ 40 as the limit. For each hub total degree k, the number of each connection type, kC , kS ,
kD , the node homogeneity, H, and the dominating link type, Hdom, is also given.

Gene k kC kS kD H
CHCHD3 374 0 13 361 0.93
ZSCAN1 172 0 0 172 1
RAC1 80 0 0 80 1
BMS1P10 72 0 72 0 1
ADIRF 67 0 67 0 1
LIPE 57 55 2 0 0.93
GPD1 55 52 2 1 0.9
PLIN1 53 51 2 0 0.93
AQP7 53 51 1 1 0.93
TRARG1 52 50 2 0 0.93
CIDEC 52 50 2 0 0.93
AQP7 50 48 1 1 0.92
CIDEC 50 48 2 0 0.92
MTARC1 49 47 2 0 0.92
AGPAT2 47 43 2 2 0.84
AGPAT2 47 43 2 2 0.84
RBP4 46 44 2 0 0.92
CALB2 44 41 2 1 0.87
GYG2 44 42 2 0 0.91
CFAP74 43 0 43 0 1
ACO1 42 37 2 3 0.78
PFN1 40 0 0 40 1
EID2B 40 0 40 0 1
CEBPA 40 38 2 0 0.91

The differentially dominated hubs of the network are involved in processes of energy
production, gene expression, proliferation and apoptosis and motility. CHCHD3 is protein
coding for an inner mitochondrial membrane protein essential for mitochondrial func-
tion and a loss of CHCHD3 expression leads to defects in energy production and cellular
metabolism characterized by reduced cellular oxygen consumption and glycolysis rates
[71]. ZSCAN1 is a protein coding gene for a zinc finger and SCAN domain-containing
protein that may be involved in gene expression and transcriptional regulation [72]. RAC1
is also a protein coding gene and encodes a Rho GTPase, which is involved in a multitude
of processes such as gene expression, proliferation, apoptosis, inflammation, and regulat-
ing the cytoskeleton, and is linked to cancer [73, 74]. It is also suggested as a crucial factor
in different types and stages of the inflammatory responses [75].The last hub dominated
by differentiated links is only linked linked by this type. It is PFN1, which encodes a key
regulator for actin polymerisation, that is involved in many processes like motility, signal
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transduction and gene transcription [76].

The hubs dominated by the S link type is described in this paragraph and represent
central interaction that are lost of gained between the healthy samples and HNCA sam-
ples. BMS1P10 is the BMS1 pseudogene 10. ADIRF is a protein coding gene for the
adipogenesis regulatory protein which plays a role in early adipogenesis and possibly in-
volved in transcription activation [77]. CFAP74 is dominated by specific links and encodes
a protein containing a ASPM-SPD-2-Hydin domain, which is commonly associated with
cilia, flagella, centrosomes, and Golgi bodies, and binding microtubulies [78]. EID2B
is exclusively linked by specific links and is a protein encoding gene. The EID-2B is a
transcription repressor and an inhibitor of differentiation [79].

The following hub genes are dominated by conserved links, indicating a gene co-
expression pattern that is maintained in both conditions. The common denominator of
the hub genes in this paragraph is expression in adipose tissue and involvement in lipid
metabolism and energy homeostasis. LIPE encodes the protein lipase E, or hormone-
sensitive lipase (HLS), that is expressed at high levels in adipocytes (fat cells), which are
the primary component of adipose tissue and specialized in storing fat [80]. HLS catalyzes
the rate-limiting step in lipolysis, the breakdown of triacylglycerols (TAG), and is there-
fore critical regulator of energy homeostasis. GDP1 has a central role in carbohydrate
and lipid metabolism as it catalyzes the reversible conversion of dihydroxyacetone phos-
phate (DHAP) and reduces nicotine adenine dinucleotide (NADH) to glycerol-3-phosphate
(G3P) and NAD+, as well as a functioning in the transport of reducing equivalents from
the cytosol to the mitochondria (e.g. NADH). [81]. PLIN1 encodes the perilipin 1 which
is involved in adipocyte lipid metabolism and located on the surface of lipid droplets (LD)
that store triglycerides and makeup the main energy storage depots in the body [82]. The
LDs are important in regulating lipid and glucose metabolism, and perilipins and HLS,
mentioned above, is the most important participants in lipolysis. While HLS commence
TAG breakdown when stimulated, perilipins on the surface of the larger LD in mature
adipocytes mediate interaction between the droplet and HSL when phosphorylated by pro-
ten kinase A and stabilizes the LDs and both are important for a optimal lipolysis. APQ7
encodes aquaporin-7 that is also involved in fat and glucose metabolism in adipose tissue
and is responsible for glycerol permeability [83]. TRARG1 is a positive trafficking regu-
lator of GLUT4 (glucose transporter) in adipose tissue, by promoting translocation to the
plasma membrane [84]. CIDEC also encode for protein most highly expressed in adipose
tissue, with an increased abundance during adipogenesis (formation of adipocytes) [85]. It
has been shown to be localized to LDs and promote lipid accumulation.

MTARC1 is also dominated by conserved links and encodes MARC1, an enzyme that,
when provided electrons from NADH by Cytb5-R and Cytb5 (electron transport proteins),
reduces N-hydroxylated compounds (NHC) and is a component of prodrug conversion and
detoxification to avoid accumulation of mutagenic substances [86]. It is also linked to lipid
metabolism but the mechanism of MARC1 is uncertain. AGPAT2 is a protein coding gene
and contribute to regulation of lipid metabolism and the enzyme is responsible for synthe-
sizing precursors of phospholipids and TAG and mutations, thought to disrupt adipocyte
function, cause congenital generalized lipodystrophy [87]. RBP4 encodes retinol bind-
ing protein 4 that is expressed in liver and adipose tissue and facilitate transfer of small
hydrophopic molecules, mainly retinol acid (Vitamin A) [88]. RBP4 can activate pro-
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inflammatory responses and is correlated with several cancers. CALB2 encodes calretinin
which is normally expressed in retina and sensory pathway neurons, but is also expressed
in tissues like adipocytes [89]. It has been detected in 15% of BCs [90], and is involved
in processes of intracellular calcium buffering and neoplastic proliferation of the cells ex-
pressing it.

Another conserved dominated hub is GYG2 that encodes a self-glycosylating protein
involved in initiation of glycogen biosynthesis [91]. The next hug gene, ACO1, is a hub
linked by mainly conserved links and is protein coding. It codes for a soluble aconi-
tase which is bifunctional with involvement in iron homeostasis by regulating synthesis of
proteins required for uptake, storage and use of iron by the cell, and as the cytoplasmic iso-
form of aconitase, which converts citrate to isocitrate [92, 93]. The last hub gene CEBPA
is dominated by conserved links and encodes the transcription factor C/EBPα which is a
general inhibitor of cell proliferation and a tumor suppressor, and has been linked to breast
cancer [94].

Note that some of the genes or proteins are referred to by synonyms in the cited
sources: ADIRF is referred to as C10orf116 with the protein product AFRO, while IRE-
BP and IRP1 are synonyms used for the gene product of ACO1, and EID-3 is a synonym
for EID-2B.

4.2.3 Biological Process Enrichment Analysis

The differentially co-expressed genes of the generated HNCA:HC CSD network showed
high enrichment of genes related to several biological processes. The unique genes of
the network (933 genes) were mapped to PANTHER/DAVID IDs by their Ensembl gene
IDs and 93%/84.7% of these were identified. The general GO biological processes, that
generally include a high number of genes, were moderately enriched in the network and
regulate a various of processes, listed in Table 4.4. The more specific categories, consisting
of fewer genes, were highly enriched and are listed in Table 4.5. The specific biological
processes can be categorized into two more general categories: lipid metabolism, and
inflammation/immune response.

Most of the enriched biological processes that was specific are related to lipid metabolism,
storage and lipolysis. Adipose tissue is one of the main components of the breast, func-
tioning to store excess energy and release it when necessary for the body [95]. Some of the
other enriched processes can be linked to inflammation, which is a feature that is increased
in tissue within the breast cancer tumor itself and in the surrounding microenvironment.

4.2.4 Network Modules And Disease Genes

In order to identify breast cancer-associated genes that are present in the HNCA:HC net-
work, all Ensembl IDs of the network were submitted to DAVID and 610 of the IDs were
mapped to the Gene association Database (GAD), which relates genes to specific diseases.
There were no enrichment for breast cancer with a FDR < 0.05. Some diseases were
significantly enriched with a FDR below 0.05 and the top three of these when sorting
by fold enrichment (FE) were obesity/hypertension (FE = 10.6), blood pressure, arterial
hypertension (FE = 7.9) and kidney aging (FE = 3.9).
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Table 4.4: The top five general biolog-
ical processes (BP) enriched in the gen-
erated HNCA:HC network and their
respective fold enrichment (FD) using
the least specific category of biological
processes in DAVID. The entries are
ordered by their fold enrichment.

General BP FE
Detoxification 3.7
Locomotion 1.8
Biological adhesion 1.7
Growth 1.4
Immune system response 1.3

Table 4.5: The top ten specific biological processes en-
riched in the HNCA:HC network with their respective fold
enrichment (FE). The processes are ordered according to
their FE. *Vitamin C

Biological process FE
Regulation of adenylate cyclase-
activating adrenergic receptor
signaling pathway involved in
heart process

23.7

Response to L-ascorbic acid* 15.8
Establishment of endothelial
blood-brain barrier 15.8

IRES-dependent viral
translational initiation 12.93

Protein localization to membrane raft 11.85
Diacylglycerol biosynthetic process 11.85
Negative regulation of granulocyte
differentiation 11.85

Positive regulation of macrophage
cytokine production 11.85

Regulation of sequestering of triglyceride 11.85
Negative regulation of fatty acid oxidation 9.87

The Louvain algorithm identified 125 communities in the HNCA:HC network, and a
visual representation is available in Figure 4.3, where modules with more than five nodes
are colored and numbered according to their module and module number. 100 modules
consisted of two genes linked together and 13 with three nodes. Further investigation was
mainly performed on the 12 modules consisting of more than three genes.

The most highly enriched biological processes of the the modules listed in Table 4.8
were identified by PANTHER and each module is elaborated in following paragraphs. All
the included processes are statistical significant, with a FDR < 0.05, and only entries with
over a ten fold enrichment are mentioned. Modules that was not enriched for a biological
process in this manner is excluded from further analysis.

Module 22: The largest module in the network, making up 53.7% of the giant com-
ponent, consists of 488 nodes and mainly D links (87.9%). The nodes of this module is
colored purple in Figure 4.3. The differential homogeneity indicate that this module repre-
sent a structure in the network in which the differential co-expression relation of the gene
pairs is of opposite behavior between HC and HNCA samples. From the three enriched
diseases mentioned above the module has 21 of the identified disease-associated genes,
of which 19 are unique. It is enriched in the processes of establishment of endothelial
blood-brain barrier (BBB), protein localization to membrane raft, and positive regulation
of phagocytosis, engulfment. The adipose tissue is linked to the BBB by adipokines, which
play a role in energy metabolism and immune response, but they can also cross the bar-
rier or modify the physiology by acting on the cells of the BBB [96]. The other two of
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4.2 Histologically Normal Cancer-Adjacent Breast Tissue

Figure 4.3: Communities detected by the Louvain community algorithm [70] in the CSD network
HNCA:HC. Nodes in a community consisting of more than five nodes are colored according to their
respective module, and the number denotes the module number. Edges are colored according to their
link type, conserved links are blue, differentiated links are red and specific links are green. As in
Figure 4.1 genes connected only in pairs are excluded for visual purposes.
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the top three processes involve transport of protein to the cell membrane and an increased
engulfment of other cells of particles.

Module 114: The yellow module in the top left corner of Figure 4.3 consists of 43
nodes and 80 edges and is a part of the giant component. The module does not con-
tain any of the identified disease-associated genes. It is linked by mainly specific links
(96.3%), indicating a differential gene co-expression pattern that is only observed in one
of the conditions, and may point to a loss or a gain of relation. Of the 43 genes, 21 were
mapped by PANTHER and showed enrichment in negative regulation of ubiquitin protein
ligase activity, SRP-dependent cotranslational protein targeting to membrane, and riboso-
mal small subunit assembly. Ubiquitin is a protein used in many regulatory processes and
ubiquitinated proteins are frequently targeted for degradation, but protein ubiquitination
may also participate in responses including gene expression, cell cycle, DNA repair and
apoptosis [97]. SRP (signaling recognition particle) and its receptor initiate the transfer of
nacient secretory protein chain across the ER membrane into the ER lumen [98]. These
proteins are initially synthesized on membrane unattached ribosomes, and when SRP bind
to the ER signal sequence, they are directed to ribosomes on the ER membrane and into
transmembrane channels. The last enriched process is the formation of small ribosomal
subunit, which is a part of the translational machinery of the cell.

Module 48: This module is a small part of the giant component, consisting of 22 nodes
and 31 edges, visible as the pink nodes at the bottom right in Figure 4.3. It does not contain
any of the identified disease-associated genes. Most of the links are of the specific type,
and a few links are also conserved and differentiated. The most enriched processes in this
module is negative regulation of dendrite extension, ribosomal small subunit assembly and
SRP-dependent cotranslational protein targeting to membrane. This module is enriched
with two of the same processes as the previous module, and in addition an enrichment for
negative regulation of dendrite extension. The dendrite is the brancing of the neuron that
receive the synaptic signals from the axon of other neurons [99].
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4.3 Breast cancer subtypes

The CSD_R method using gene expression of 28361 ILMN probe ID’s from patients with
a breast cancer subtype and healthy controls resulted in five networks with 3000 links,
1000 of each link-type C, S and D. General features of the network size and the giant
component is summarized in Table 4.6, and BL:HC is visualized in Figure 4.4, while the
other networks are available in Appendix A.6.

Table 4.6: Overview of the size of the network and the giant component. Each network consists of
3000 links, 1000 of each link-type.

Network Size Giant component
Basal-like 3851 nodes 336 nodes (8.7%) and 916 links (30.5%)
Luminal A 3909 nodes 456 nodes (11.7%) and 1030 links (34.3%)
Luminal B 3859 nodes 418 nodes (10.8%) and 1021 links (34%)
HER2+ 2226 nodes 435 nodes (19.5%) and 1953 links (65.1%)
Normal-like 2122 nodes 473 nodes (22.3%) and 1975 links (65.8%)

4.3.1 Degree Distributions

The degree distribution of each of the intrinsic subtype generated networks, BL:HC, LumA:HC,
LumB:HC, HER2:HC and NL:HC where found to follow a power-law distribution with a
degree exponent γ = 1.952, γ = 1.897, γ = 2.023, γ = 1.507, and γ = 1.504, respectively.
This indicate that the networks are far from random with a scale-free topology and central
hubs.

4.3.2 Hubs and Assortativity

Using the same threshold for hubs as in Section 4.2.2, the hubs of each of the networks
were identified and are listed in Table 4.7 along with their degree, and the number con-
nections of each of the links type. In addition, the homogeneity is listed, to see the extent
to which a link type dominates the hubs. Generally the hubs are homogeneously specific
or differentiated, with a few conserved or specific links. Some are less homogeneous,
displaying a mix of specific and differentiated links.

A hub for four of the networks, PTP4A2, encodes a phosphatase involved in the con-
trol of cell proliferation and invasion, for which abberant expression is associated with
progression and metastasis of multiple cancers [100]. It has oncogenic properties as it
down-regulates PTEN expression and thereby activate the P13K-Akt pathway. The P13K
pathway is activated by P13K and repressed by PTEN, and the result of an activated path-
way is signaling for growth, proliferation, survival, protein synthesis and transcription,
as well as inhibition of apoptosis [101]. This hub gene is almost exclusively linked by
differentiated links in the four networks and with numerous associations that switch sign
between the breast cancer subtype and the healthy control, it is likely to play a role in
mediating the disease phenotype.
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Figure 4.4: Visualization of the BL:HC network generated with 4000 bootstrap iterations. Links are
colored according to their link-type: conserved links are blue, specific links are green and differen-
tiated links are red in correspondence with Figure 2.4. For visual purposes nodes only connected to
another node was excluded from this visualization, excluding 2670 nodes and 1335 edges.

The PTP4A2 is the only hub of the BL:HC and the LumA:HC network, while the
only hub of the LumB:HC network is DDX17, which is a homogeneous hub linked by
differentiated links. This makes the gene likely to play a role in the interactions of the
disease phenotype. It is protein coding for DEAD box RNA helicase 17 which is known
to take part in a range of processes including transcription and RNA processing, as well
as deregulated expression in multiple cancers. It has been indicated to have both pro- and
anti-proliferation roles in cancer development, likely context-dependent, and is involved
in ERα activity and estrogen-dependent growth [102, 103].

Looking at the HER2:HC network, the PTP4A2 is also a hub of this network and ho-
mogeneously differentiated. Another hub dominated by differentiated links is the TVP23C
hub, encoding the golgi apparatus membrane protein TVP23 homolog C (TVP23C) [104].
It has been shown that higher levels of TVP23C have a more favorable outcome in colorec-
tal cancer patients. The homolouge Tvp23 is thought to be involved in vesicular transport
and is associated with the Golgi apparatus membrane [105]. The other differentiated linked
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hubs, PSMD12 and COA8, also have specific links and are not homogeneous. PSMD12
is protein coding for the non-ATPase subunit PSMD12 of the 19S regulator of 26S pro-
teasome complex, which is responsible for ATP-dependent degradation of many proteins
in the ubiquitin-proteasome system (UPS) of the cell [106]. This system is a biological
process in the cell crucial for homeostasis, signaling, and fate determination. COA8 is
protein coding for cytochrome c oxidase assembly factor 8 that is stabilized during oxida-
tive stress, and quickly degraded by UPS otherwise [107]. The function of the protein is
to increase and protect cytocrome c oxidase assembly, the last component of the energy
producing mitochondrial respiratory chain, from oxidation-induced degradation.

The other hubs of the HER:HC network are homogeneously connected by specific
links, indicating a loss or gain of interaction with the genes they are linked to. The first of
these hubs are CFAP74, which has been described in Section 4.2.2, and contains a domain
associated with cilia, flagella, centrosomes, and Golgi bodies, and binding microtubulies.
The last hub of this network is GPR1 which encodes the G-protein coupled receptor 1.
G-protein coupled receptors are a large family of transmembrane receptors, which, upon
binding of its ligand, modulates intracellular pathways [108]. Most cases involves activa-
tion of G-proteins, but it can also occur independently of G-proteins. GRP1’s functionality
has been shown to be involved in regulation of glucose homeostasis [109]. Additionally it
is linked to higher expression in breast cancer and tumor growth [110].

The NL:HC network contains several hubs. PTP4A is already discussed above and
is mainly linked by differentiated links. GJC1 encodes connexin 45 (CX45), which is a
part of the gap junction. The connexins have highly conserved regions, but differ in their
intracellular domains which indicate specific biological properties [111]. The connexins
provide direct interaction between adjacent cells and coordination of cellular processes,
including growth, and with their different functions, different connexins can induce pro- or
anti-tumorigenic effects [112]. CDKN2AIPNL is linked by both specific and differentiated
links and encodes CDKN2A interacting protein N-terminal like. It is a putative participant
in the cell cycle and involved in signal transduction [113]. The next hub, CFAP74, is
already described in Section 4.2.2, and in this network the hub is homogeneously linked
by specific edges. SLC2A12 encodes the facilitative glucose transporters 12 (GLUT12)
that functions as a insulin-dependent glucose transporter, which is a crucial role in glucose
utilization and homeostasis [114]. An increase in glucose consumption is a characteristic
allowing cancers to grow, and GLUT12 have been detected and implemented in breast
cancer [115].

Note that some of the encoded proteins are referred to by alternative names in the cited
literature: PRL2 is a synonym for PTP4A2, APOPT1 is an alias for COA8, and SLC2A12
is referred to as GLUT-12.

4.3.3 Biological Process Enrichment Analysis
The differentially co-expressed genes of each CSD network showed high enrichment of
genes related to several biological processes. The unique genes of the networks were
mapped to PANTHER/DAVID IDs by their Ensembl gene IDs and 94.9%/86.9%, 94.7%/86.7%,
95.2%/87.1%, 95.7%/88.6%, and 95.5%/89.0% genes were mapped from the BL:HC,
LumA:HC, LumB:HC, HER2:HC, and NL:HC, respectively. The general GO biologi-
cal processes, that often include a high number of genes, were moderately enriched in the
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Table 4.7: The hub genes identified in each of the CSD networks (BL:HC, LumA:HC, LumB:HC,
HER2:HC and NL:HC), their total degree k, the number of links of each type, kC , kS , kD , and the
node homogeneity, H, of each of the hubs.

Network Hub genes k kC kS kD H
Basal-like PTP4A2 44 0 0 44 1

Luminal A PTP4A2 92 0 1 91 0.98
PTP4A2 67 0 0 67 1

Luminal B DDX17 46 0 0 46 1

HER2+

PTP4A 118 0 0 118 1
PTP4A 74 0 7 67 0.83

TVP23C 61 2 0 59 0.94
TVP23C 49 1 0 48 0.96
CFAP74 47 0 47 0 1
PSMD12 46 0 10 36 0.66

GPR1 42 0 42 0 1
COA8 40 1 11 28 0.57

Normal-like

PTP4A 65 0 2 63 0.94
GJC1 50 0 8 42 0.73

PTP4A 48 0 0 48 1
CDKN2AIPNL 43 1 13 29 0.55

PIP4K2B 41 0 40 1 0.95
CFAP74 40 0 40 0 1
SLC2A12 40 0 0 40 1

networks and regulate various processes, like growth, biological adhesion and cell killing.
The more specific categories, consisting of fewer genes, were more highly enriched. An
overview of general and specific biological processes are available in Appendix A.7 with
their corresponding fold enrichment. Most of the specific biological processes could be
divided into more general groups of proliferation, apoptosis, immune response, biosynthe-
sis, stress response and motility.

4.3.4 Network Modules And Disease Genes

To identify modules in the breast cancer intrinsic networks, the Louvain algorithm was
used. It identified 1555, 1583, 1555, 829, and 638 communities in BL:HC, LumA:HC,
LumB:HC, HER2:HC, and NL:HC respectively. A visual representation for each network
is available in Appendix A.8, in which modules with six or more nodes are colored and
numbered according to their module number. The same modules are listed in Table 4.8.
The majority of the modules were made up by a pair of node, or a triplet of nodes, con-
nected to each other, and further analyses are focused on the modules with six or more
nodes within each network. An enrichment analysis for each of these modules were con-
ducted in PANTHER to identify highly enriched biological processes. The following para-
graphs describe each of these modules with statistical significant enrichment with an FDR
< 0.05 and a fold enrichment of at least one ten fold. Elaborations in processes that are not
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cited is from the definition of the GO term [116, 117]. The identified modules enriched in
biological processes may represent functional modules and altered co-expression pattern
of modules with cancer-related processes can also be disease modules.

Identification of breast cancer related genes within the networks could point to modules
of special interest. To identify these genes each each of the Ensembl gene lists were
submitted to DAVID and mapped to GAD. 610, 1337, 1318, 875, and 899 genes were
mapped to GAD and part of the disease enrichment analysis. There were only one of the
networks with a significant enrichment with a FDR < for breast cancer. This network was
the HER2:HC network. For BL:HC and LumA:HC the only disease with an FDR < 0.05
was Type 2 diabetes, while LumB:HC had no significant disease enrichment with an FDR
< 0.05. The NL:HC network had several other enriched diseases and the most enriched
diseases with an FDR < 0.05 were lymphoma, followed by leukemia and ovarian cancer.

BL:HC modules

Module 42: The second largest component of the network, visible as the orange compo-
nent in the top right of Figure A.8, consist of 122 nodes and 175 edges. The edges of
the module is mainly differentiated, with 18 conserved links and two specific. The only
enriched processes with more than a ten fold is the nested processes of B cell activation
involved in immune response and lymphocyte activation involved in immune response.
These processes are involved in the immune response, with B cells being an antibody-
producing cell with the objective of detect and tag foreign antigens (molecules) through
the secretion of antibodies that specifically bind foreign antigens, in order for other cells
of the immune system to remove it or to activate the complement cascade for elimination
by phagocytosis [118, 119].

Module 60: This module consists of the 70 nodes colored green in the middle of the
giant component in Figure A.8. The nodes are connected by 133 edges that are mainly
differentiated. The most enriched biological processes of this module is positive regu-
lation of establishment of protein localization to telomere, positive regulation of protein
and of teleomerase RNA localization to Cajal body and positive regulation of telomere
maintenance via telomerase. These processes are important for teleomere maintanance by
telomerase, which is thought to be important in cancers [120].

Module 3: This module is a small separate module consisting of six nodes and is
linked by 6 conserved edges, positioned close to the middle of Figure A.8. The enrichment
analysis show an enrichment in the nested biological processes of T cell differentiation and
selection. These processes are involved in the immune response and involves differentia-
tion of progenitor cells in the thymus, followed by a selection of T cells to mature, ensuring
that useless or self-reactive T-cells do not mature [121].

LumA:HC modules

Module 25: This module is situated in the middle of the giant component, colored turquoise
in Figure A.9, and make up about half of the giant component with 222 genes and 637
edges. The edges are mainly differentiated (95.8%). Enrichment analysis of this module
show an over-representation of genes involved in positive regulation of establishment of
protein localization to telomere, positive regulation of protein localization to Cajal body,
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NIK/NF-kappaB signaling, and positive regulation of telomere maintenance. Three of
these have already been mentioned in module 60 of the BL:HC network and are involved
in teleomere maintanance, protecting the chromosome endings and keeping the strand
stable. The other enriched process, NIK/NF-kappaB signaling, leads to processing and re-
lease of an active NF-KappaB which is an transcription factor controlling gene expression
linked to control of adaptive immunity [122].

Module 1580: The community identified by Louvain is a part of the giant component,
visible as the burgundy part at the bottom of Figure A.9. It consists of 53 nodes and
66 edges, of which are mostly differentiated. The modules is only enriched in process
of collagen fibril organization, which involves any process that determines the size and
arrangement of collagen fibrils within the extracellular matrix.

Module 171: The orange module, shown in the center of Figure A.9, is a part of
the giant component and consist of 20 genes and 27 edges that are mainly differentiated.
The most enriched processes of this module include caveolae assembly, receptor-mediated
endocytosis of virus by host cell, vasculogenesis, and response to estrogen. Caveolae is
a plasma membrane raft forming invaginations involved in several cellular processes like
cholesterol homeostasis and regulation of signal transduction, but one caveolae Cav-1 is
also pointed to as a tumor suppressor [123]. Its inactivation is only associated with ER-
positive breast tumors and the inactivation likely results in increased sensitivity to estrogen
due to estrogen receptor α up-regulation. In response to estrogen, the ERα translocates to
the nucleus and regulates gene expression directly by binding estrogen-response elements
(ERE), which in turn promote oncogenic protein expression and inhibition of cell cycle
inhibitors, consequently driving breast cancer initiation and proliferation [124].

Vasculogenesis is the process of blood vessel growth, mainly during embryonic de-
velopment, but also occur from circulating endothelial precursor cells and can contribute
to neovascularization in for instance wound healing or developing tumors [125]. The last
enriched process is any receptor-mediated endocytosis of a virus by the host cell, and the
involved genes are the caveolae genes (CAV1, CAV2).

LumB:HC modules

Module 48: This module is visible as the orange section of the giant component in Figure
A.10. It is made up by 91 nodes and 171 edges is linked all interaction types, although
differentiated links dominates (84.2%). The enriched processes are chondrocyte develop-
ment and collagen fibril organization. These two processes may be connected in the tumor
environment, promoting tumor progression. Mesenchymal stem cells (MSCs) differentiate
into cells such as chondrocytes and are known to migrate towards inflammatory sites and
also to be incorporated into tumors and interact with them, contributing to tumor growth
and progression. Collagen fibrils, on the other hand, are a part of the extracellular matrix
and re-organization of the cellular matrix is favorable for invasive tumor cells [126].

Module 818: A smaller part of the giant component, colored navy in Figure A.10,
with 15 nodes and 16 edges. All edges are differentiated, except one conserved link. En-
richment analysis show an enrichment in Fc-gamma receptor signaling pathway involved
in phagocytosis, leukocyte migration, and adaptive immune response. Leukocyte migra-
tion is the movement within or between tissues and organs, and a fundamental immune
response that innate and adaptive immune response rely on [127]. These include neu-
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trophils, macrophages and monocytes, which contain Fc-gamma receptors that detect and
induce phagocytosis of phatogens [128].

HER2:HC modules

Module number 20: The largest module in the HER2:HC network consisting of 214
nodes and conserved or differentiated link types, with the vast majority being D links
(93.9%). The module is a part of the giant component, visible as turquoise in Figure A.11,
and make up approximately half of the giant component. The domination of differentiated
links indicate that most of the gene co-expression patterns in this module is disturbed
between HER2+ breast cancer tissue and HCs. The module also contain six of the breast
cancer-associated genes, which are all linked by differentiated links.

GO enrichment of the genes in this module showed an enrichment in positive regu-
lation of establishment of protein localization to telomere, positive regulation of protein
localization to Cajal body, and 2-oxoglutarate metabolic process. The first two impor-
tant processes for telomere maintenance by telomerase, which is thought to be important
in cancer progression [120]. The last one is involved in the citric acid cycle involved in
energy production and biosynthesis.

Module number 40: This module make up the purple separate component on the right
in Figure A.11. It consists of 51 nodes and is linked by every link type. The predominant
link type is conserved, followed by specific and lastly differentiated. Noting that the dif-
ferentiated links are segregated from the rest, and to an extent the same is observed for
the specific and conserved links. The module contain two of the breast cancer-associated
genes which are linked by specific links. GO enrichment identified an enrichment in many
biological processes including T cell selection, positive regulation of cell-cell adhesion
mediated by integrin, and regulation of chronic inflammatory response.

Adhesion molecules such as integrins, play a vital role in the immune system [129].
During cancer development they mediate important anti-tumor responses including anti-
gen uptake and activation of tumor-specific T cells and tumor cell killing. However, they
can also be used by malignant cells to promote tumor growth by being expressed on the
tumor cell - increasing cell proliferation and survival. Promotion of tumor growth is a
known feature of the immune system by maintaining chronic inflammation.

NL:HC modules

Module 94: The biggest module of the NL:HC network with biological processes en-
riched with at least a ten fold and with an FDR < 0.05 consist of 64 nodes and 133 edges.
It is visible as the green part in the middle of the giant component in Figure A.12. It is
connected by mostly differentiated links, except for eight conserved ones, and the enrich-
ment analysis show over-representation of genes involved positive regulation of establish-
ment of protein localization to telomere, positive regulation of protein localization to Cajal
body, and positive regulation of telomerase RNA localization to Cajal body. All of which
are processes important for telomere maintanance by telomerase, thought to important in
cancers [120].

Module 88: Module 88 is the separate purple component of the top right in Figure
A.12, consisting of 22 nodes linked by 25 edges. All but one of these are conserved links,
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indicating a conserved interaction between the genes of this module in both conditions.
The genes are enriched in many processes and the top five are: thymic T cell selection,
regulation of type 2 immune response, positive regulation of CD4-positive, alpha-beta T
cell differentiation, and positive regulation of interleukin-4 production. These processes
are interconnected. The type 2 immunity induce resistance to parasitic infection and acti-
vation lead to differentiation of CD4 T cells to type 2 T helper cells. These secrete specific
cytokines like IL-4 and induce development and proliferation of other cells that take part
in type 2 immunity [130].

Module 270: This module is a separate component made up by 21 nodes and 38 edges
that are mainly of the conserved type, and visible as the orange module in Figure A.12.
Enrichment analysis using PANTHER identified enrichment in T cell differentiation, pos-
itive regulation of T cell differentiation and activation, and the adaptive immune response.
The adaptive immune response consists of both T and B cells that both express antigen
receptors with discrete antigen specificity, capable of recognizing a potential pathogens
[131]. Binding of the given antigen can differentiate T cells into T effector cells that either
help the innate or adaptive immune response or that get rid of the virus-infected cell.

Module 96: This module consist of 12 genes, and represent a conserved component
of the network linked by 30 conserved edges, visible as the cyan colored component in
Figure A.12. The module is enriched in one biological process which is the regulation of
cold-induced thermogenesis. This is a process to generate heat to maintain a stable core
temperature in response to cold temperatures by increasing metabolism [132].

Module 58: This module represent a conserved of 9 nodes and 12 edges, colored red
in Figure A.12. The module is enriched in the processes of synapse pruning, microglial
cell activation, regulation of complement activation, and innate immune response. All of
these processes can be linked to central nervous system homeostasis. Microglia is the
resident immune cell of the brain and may eliminate synapses in response to inflammatory
stimulus [133]. The complement cascade is a part of the innate immune system, and likely
mediate synaptic remodeling by tagging synapses for destruction.

Module 163: This module is represented by the bright green module in Figure A.12,
and is made up by 9 nodes and 9 edges. All edges, except one, is conserved, and the
enrichment analysis showed an enrichment in SRP-dependent cotranslational protein tar-
geting to membrane, viral transcription, and nuclear-transcribed mRNA catabolic process.
The first process is the SRP mediated targeting of nacient secretory protein chains to the
ER-associated ribosomes and into transmembrane channels [98], as reported in module
114 of the HNCA:HC network. The second process is when a viral genome, or a part
of the viral genome, is transcribed in the host cell, while the last process is the reactions
resulting in the breakdown of mRNA transcribed in the nucleus.
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Table 4.8: Modules identified in each network with six or more nodes and their degree (size). The
entries are sorted by the module size.

HNCA:HC BL:HC LumA:HC
Module Size Module Size Module Size

22 488 80 148 25 222
45 131 42 122 491 135
4 108 73 108 1580 53

69 98 60 70 171 20
114 43 861 15 943 15
48 22 890 10 890 10
5 9 109 8 527 8

30 7 1397 6 323 8
124 7 1533 6 1245 7
11 6 45 6 728 7

3 6 894 6
825 6
853 6
935 6
696 6
163 6

LumB:HC HER2:HC NL:HC
Module Size Module Size Module Size

71 149 20 214 218 123
48 91 233 120 239 108
17 83 213 72 132 105
63 53 40 51 57 69

1534 15 179 15 94 64
861 15 91 9 88 22
818 15 270 21
128 12 96 12
880 8 58 9
882 8 163 9
890 7 723 7
474 7 135 6
72 7
293 7
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Chapter 5
Discussion

The two aims of this thesis can be described collectively as the goal of identifying sig-
nificant pattern changes of differentially expressed genes by using the CSD framework
on different breast cancer-related conditions and comparing each of them to healthy indi-
viduals. The outcome of the differential gene co-expression analysis applied to different
breast cancer-related transcriptomic data presented in Section 4.2 and 4.3 gave insight into
important genes and biologically relevant cluster of genes. These included hubs linked to
cancer characteristics and modules enriched in processes involved in cancerous behavior.

A central part of network theory is the hierarchical structure, in which hubs participate
in many interactions and modules carry out discrete functions [40]. With this in mind
it is important to look at the central players and modular structures within the networks
as they are likely to have relevant functions. The CSD approach identify three types of
differential co-expression patterns that can easily be interpreted in the generated network.
It distinguishes between expression pattern of gene pairs that is strongly correlated and
maintained between the conditions, expression patterns that are condition-specific, and
expression patterns that are opposite between the conditions. Compared to other differen-
tial co-expression analysis methods, the CSD provide detection of two types of differential
co-expression (S, D) and incorporates the conserved co-expression in the generated net-
work [11].

5.1 Using CSD_R
There is a difference in the calculation of correlation and variance in the original CSD
code (CSD_O) and the alternative CSD code (CSD_R) used in this thesis. The CSD_O
calculates a pair-wise gene co-expression correlation for all gene expression data points
once, followed by variance estimation of sub-samples, in each condition separately, before
calculating the C, S and D link score. On the other hand, the CSD_R employ bootstrap re-
sampling, drawing a collection of samples from one condition with each bootstrap iteration
and calculating both the correlation and the variance of the gene pairs, before repeating
with the other. Ultimately taking the mean of the pair-wise calculations within one condi-

53



Chapter 5. Discussion

tions, before calculating the C, S, and D scores. The resulting networks are thus based on
different approaches but both try to capture meaningful biological complex systems and
identify differential gene co-expression changes. Between the two, the CSD_R was opted
for as the computational demand of the CSD_O made it too time-consuming.

Before employing the CSD_R on all networks there was a need to determine a ba-
sis of the required bootstrap iterations for stable and repeatable results. The requirement
is for the estimated values to be stable when comparing them between different iteration
numbers, to ensure repeatable results. Running the CSD_R shoved that not only unsta-
ble correlation and variance could affect the results, but also a small score interval. The
small score interval led to small changes altering the order of gene pairs, providing new
results. Comparing 20 and 40 bootstrap iterations of the BL:HC netwoth only produced
41 identical S-linked gene pairs, see Table 4.1. This was also observed with the D-linked
gene pairs but not to the same extent. This resulted in a need for higher iteration numbers,
gradually improving the concordance between the S-linked gene pairs and highlighted the
importance of high iteration number when a link type is observed with a small score inter-
val.

The selection of score was arbitrarily set to the top 1000 of each link type, with the
aim of creating a network of a size so that it is meaningful for analysis and of suitable size.
As this selection follows no justified selection process, an assessment of the choice was
made by inspecting the link distribution of CSD_O networks generated with only 50 of
the samples for each of the expression data sets. Resulting in a network constructed with
an incomplete data set, only intended for assessing the choice of 1000 of each link type.
The degree distribution of the networks, given in Table 4.2, report a similar distribution
in all of the generated CSD_O networks. Initially, the expectation was that the links in
the HNCA:HC network would be mainly conserved as the comparison is made between
similar tissues, but this indicate validity in using the same selection of the 1000 top scores
of each link type in the HNCA:HC network generated with HNCS:HC.

5.2 CSD analysis

The networks generated by using the alternative CSD approach were scale-free and far
from random, representing complex biological systems. The result show that the net-
works encompass important cancer mechanisms that is supported by literature. Biological
processes enriched in the networks of breast cancer subtypes showed dysregulation of
processes involved in cancerous behavior, such as apoptosis, proliferation, motility and
immune responses. The network comparing histologically normal tissue and healthy con-
trols on the other hand is not cancerous but encompass previously identified processes
of immune and inflammatory response. It is however, important to note that the C, S,
and D links do not represent gene regulatory networks or protein-protein interaction (PPI)
networks. Consequently, these networks alone can not be used to conclude on any regu-
latory mechanisms underlying the given phenotype, but rather point to genes that may be
involved in these mechanisms.
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5.2.1 Application to Histologically Normal Cancer-Adjacent Tissue

The first aim was to identify transcriptional alterations of expression data from histolog-
ically normal cancer-adjacent (HNCA) tissue samples, taken outside the tumor margin
of breast cancer patients, by comparing it to expression data from healthy controls (HC)
of breast tissue without a tumor present. HNCA tissue is often used as control in breast
cancer studies, and there have been observations of change in these samples compared
to HC samples [23, 25, 24]. This motivates the investigation of comparing differential
gene co-expression between HNCA samples and HC to identify genetic interplay that is
changed and look at how HNCA breast tissue may be affected by the presence of the tumor.
Here, the CSD approach was used as the primary mean to identify significant associations
between differentially expressed genes (DEGs) of 144 HNCA samples and 396 HCs sam-
ples. Further investigations was looking at central players in the network and identifying
modules that may represent functional, and ultimately disease modules.

The use of differential gene co-expression analysis has not, to my knowledge, been
employed on HNCA tissue and HC expression data to identify changes in co-expression
patterns. The resulting network showed enrichment in processes of lipid metabolism as is
expected for breast tissue given its role in lipid and energy homeostasis. Other enriched
biological processes are involved in inflammatory response and immune system, indicat-
ing a change in cellular behavior between HNCA tissue and HC. As discussed above the
inclusion of the same amount of conserved, specific, and differentiated links is not unrea-
sonable, as the original CSD framework result in a similar link distribution. The scale-free
topology further validates the non-random, and likely biological relevance of the network.

Many hubs in the network are mainly conserved, indicating multiple maintained inter-
actions for important participants between the assumed normal samples of HNCA breast
samples and HC from individuals without a breast tumor present. These processes showed
a rich involvement in different aspects of lipid metabolism and energy homeostasis. How-
ever, not all hubs are homogeneously conserved, pointing to a changed relation of these
hubs dominated by specific or differentiated links. The hubs with links related to an altered
co-expression pattern, either specific or differentiated, show changes in transcriptional reg-
ulation and gene expression, as well as inflammation. Affirming the initial observation of
changed interplay within the network and indication that the tumor may influence the
HNCA tissue in some way.

To investigate the presence of functional modules that may represent functionalities
that have been altered, modules where identified with Louvain algorithm, producing sev-
eral modular structures with enriched processes. These further show a changed gene in-
teractions, pointing to possible changes in functional mechanisms. Two of them are domi-
nated by specific links, which indicate a loss or gain of differential co-expression relation,
and are involved in regulatory processes of gene expression, and translation of secretory
proteins, resulting in changed cellular behavior that is hard to elucidate. The module dom-
inated by differentiated links shows involvement in immune responses.

Collectively these observations point to some changes in co-expression patterns be-
tween HNCA breast tissue and HC, involved in gene expression and translation, but also
inflammatory and immune responses. Indicating that the HNCA tissue, that is assumed
biologically normal due to normal histology, has a changed behavior.
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5.2.2 Application to Breast Cancer Intrinsic Subtypes

The second aim was to identify differential gene co-expression patterns that change in
the different breast cancer intrinsic subtypes, by comparing expression data from each of
the subtypes to the HC expression data. In order to do so the 396 samples of HC were
compared to the 718, 489, 240, 330 and 198 samples of the respective subtypes: Luminal
A, Luminal B, HER2-enriched, Basal-like and Normal-like. These five intrinsic subtypes
are not the only proposed subtypes of breast cancer [27], but the PAM50, clinically used
as Prosigna, has been shown to have prognostic and chemotherapeutic response prediction
value, separating the breast cancer tumor into clinically relevant subtypes.

Breast cancer is a heterogeneous disease with a variety of malfunctions that can lead to
the diseased, cancerous phenotype. Several pathways are associated with cancers obtain-
ing the characteristics needed for their invasive, unimpeded proliferation [134]. A mal-
function in any of the genes partaking in a given pathway may result in the same or similar
functional change. With the heterogeneity and multitude of genetic alterations that can
affect the disease development I do not expected to easily identify clear disease-related
co-expression patterns in the CSD networks. However, there is a clear enrichment for
processes related to the cancerous phenotype, such as proliferation, apoptosis, immune re-
sponse, and motility in the networks. This suggest that the networks highlight meaningful
relationships between the genes of the breast cancer subtypes and the HC.

Investigating the hubs of the networks and identifying modules revealed relevant func-
tionality and possible contributors to the cancerous behavior. Each of the hubs inhabit
functionality that is characteristic of cancer and has a specific or differentiated link dom-
inance. The involvement of these hubs in processes like cell proliferation, fate determi-
nation, and energy metabolism emphasize the relevance of the observed changes between
a breast cancer intrinsic subtype and HC in the networks. Each of the hubs representing
central players that is likely to contribute to the disease phenotype. To associate genes
with cancerous characteristics the Louvain algorithm was used to partition the network
into communities, and biological process enrichment analysis was performed. Many of
the modules were separated so that they contained a common link type. The following
investigations was focused on the modules with mainly specific or differentiated links,
because this implies gene pairs that correlated oppositely or only in one condition. Mod-
ules connected by mainly differentiated or specific links that are enriched in processes like
telomere maintenance, growth and immune response are likely candidates to contribute to
the disease phenotypes.

There is a clear involvement in processes that facilitate growth and other pro-carcinogenic
properties in all of the five networks. Specifically the hubs TVP23C, COA8, and CFAP74
in the HER2-enriched subtype and the putative cell cycle gene CDKN2AIPNL and GJC1
in the Normal-like subtype represent possible candidates for further analysis of their re-
spective subtypes, as they, to my knowledge, have not been directly linked to breast cancer.

The findings are of biological relevance and importance, but the heterogeneous nature
of the disease can make distinct mechanisms difficult to identify. The intrinsic subtyping,
dividing breast cancer based on molecular differences of distinct phenotypes clearly show
that phenotypes have molecular characteristics. However, it does not identify the mecha-
nisms of how these phenotypes developed. The underlying mechanisms are many and, as
mentioned, can contribute to the same phenotypic alterations, making their pattern diffi-
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5.2 CSD analysis

cult to identify with co-expression-related analyses, such as the CSD method. With this in
mind, it could also imply that the CSD method, when applied to heterogeneous diseases,
capture common features of each of the intrinsic phenotypes. Given the clear associa-
tion to cancer-related processes, it is likely that the networks are related to mechanisms
underlying some aspect of the breast cancer subtypes.
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Chapter 6
Conclusion and Outlook

There were two aims of this thesis. The first aim was to use differential gene co-expression
analysis to investigate the influence breast tumor had on the surrounding tissue outside the
tumor margins, as these are assumed biologically normal and used as control in breast
cancer research. The second aim was to use the same analysis to discover genes and
modules that are relevant for the disease phenotype of five breast cancer subtypes.

The primary tool for analysis was the CSD framework, supplemented by analyses
with enrichment and network tools. The applied method involved alternative calculations
of correlation and variance using bootstrapping and existing packages in R, resulting in
faster computations. Using this alternative CSD approach (CSD_R), assessment of stabil-
ity is required. Based on the results a high number of bootstrap iterations is needed when
encountering small score intervals. The application of CSD_R with the arbitrary choice of
keeping the top 1000 scores of each link type generated networks with similar link distri-
bution to corresponding networks generated with the original CSD calculations (CSD_O).
Indicating validity in generating the networks by selecting the top 1000 scores of each link
type.

Application of the CSD_R method to compare histologically normal cancer-adjacent
(HNCA) tissue samples of the breast with breast tissue samples from healthy individuals,
generated a biological relevant network showing a change in cellular behavior between
HNCA tissue and healthy controls (HCs). The hubs identified in the network showed con-
servation in processes of lipid and energy homeostasis but pointed to a change in transcrip-
tion and gene expression. The modules further supported this change in transcriptional
activity and also pointed to changes in processes of the immune system.

More research is needed to understand how HNCA tissue is influenced by the tumor
and to what extent the use of HNCA tissue as control in breast cancer studies affect the
results. However, it is clear that there is some differences between HNCA tissue and
healthy tissue from individual without a breast cancer. It could be interesting to perform
CSD analyses using HNCA tissue as the control, accompanied with the same analyses
with HC samples as the control, to investigate how HNCA tissue as control may affect the
resulting networks. The observed difference in co-expression pattern indicate that genes
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relevant to breast cancer research may be masked, or discordant, when using HNCA tissue
samples as the control.

The CSD_R was also applied to each of the breast cancer intrinsic subtypes with HC
and showed to represent biological relevant networks with processes involved in cancerous
behavior, such as proliferation and apoptosis. The hub genes were mainly related to a dif-
ferential co-expression, either specific or differentiated, and inhabited functions important
for cancer development and progression, like proliferation, motility and fate determina-
tion. Investigation of network modules further support the observed change in cancer
related functions, like telomere maintenance and immune response, in the networks.

All networks show a clear involvement in pro-carcinogenic properties and specifi-
cally the hub genes TVP23C, COA8, and CFAP74 in the HER2-enriched subtype and
CDKN2AIPNL and GJC1 in the Normal-like subtype are of interest in for further anal-
ysis for their involvement in their respective subtypes. These hubs are linked to cancerous
properties, but has to my knowledge, not been directly linked to breast cancer. Addi-
tionally, each of the networks contain at least one module that were mostly linked by
the differentiated link-type, enriched in processes relevant to the cancerous phenotype. It
would have been of further interest to compare the interactions of the networks and of
the modules with a protein protein interaction network or metabolic network in order to
see how the gene products in the network interact or to explore if there are any metabolic
changes improving the growth capacity and other metabolic limited processes like energy
production.

Collectively, the use of CSD_R for differential gene co-expression analysis captured
interactions of biological relevance and elucidated potential genes and modules involved
in the underlying mechanisms of the breast cancer subtypes that could of interest for fur-
ther studies. The method also highlighted changes in HNCA tissue compared to HC that
potentially affect the results of breast cancer research when using HNCA as the control.
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Appendices
A.1 PAM50 classifier genes
The genes used in the PAM50 classifier to classify the intrinsic subtypes are listed below
(Table A.1) accompanied by a heatmap of their relative expression in each of the given
subtypes (Figure A.1).

Table A.1: The 50 genes that make up the PAM50 classifier of the intrinsic subtypes developed by
Parker et al. [19].

UBE2C CEP55 KIF2C MMP11 NAT1 KRT17 FGFR4 EGFR
PTTG1 KNTC2 EXO1 GRB7 GPR160 KRT5 MYC
MYBL2 UBE2T CDCA1 ERBB2 FOXA1 SFRP1 MIA
BIRC5 RRM2 CENPF TMEM45B BLVRA BCL2 FOXC1
CCNB1 CDC6 CCNE1 BAG1 CXXC5 KRT14 ACTR3B
TYMS ANLN MKI67 PGR ESR1 MLPH PHGDH
MELK ORC6L CDC20 MAPT SLC39A6 MDM2 CDH3
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Figure A.1: Heatmap of the PAM50 genes in each of the intrinsic subtypes, shown as red/green
according to their relative gene expression level. Source: Figure A3 [19]
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A.2 Characteristics of histologically normal cancer-adjacent
tissue

Aran et al. revealed altered pathways in across different HNCA tissue types and charac-
terized 18 genes specifically activated in at least three of the cancer-adjacent tissue types,
listed in Table A.2 [23]. Pathways related to inflammatory response are generally enriched
in the HNCA tissues, and there were also enrichment of some cancer-related processes
like apoptosis.

Table A.2: The 18 genes specifically activated in cancer-adjacent tissue of at least three tissue types,
available in Supplementary Figure 19 [23].

ACE, ATF3, CNN1, CSRP1, CXCL12, CYR61, DPT, EGR1, EGR2,
EGR3, FGL2, FOS, FOSB, JUND, MYADM, NR4A3, RCAN1 and TPPP
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A.3 R Code for CSD Calculations and Filtering

The following R code were used to import data sets, run the CSD analysis, and extract
the 1000 highest scoring links of each interaction type C, S and D, for each of the condi-
tion:control tissue samples (HNCA:HC, BL:HC, LumA:HC, LumB:HC, HER2:HC, and
NL:HC). Accordingly, the appropriate changes were made in input filename of the con-
dition, the number of iterations, seed number, and output file names for each run. The
script takes two gene expression data sets as input, with the first column containing gene
identifiers, the header row containing sample names, and the remaining rows and columns
containing the gene expression of each gene.

R Code for running CSD and Filtering Results

#!/usr/bin/env Rscript

#############################################################
#
# This script takes two gene expression data sets as input,
# transposing them and sourcing the CSD computation
# and log_progress, available from
# https://github.com/AlmaasLab/csdR to
# calculate C, S and D scores for the gene pairs between the
# conditions.
# This require the file welford.cpp, from the same source
#
# This script require the script find_rho_and_var.R,
# the R packages WGCNA, outparse, glue and magrittr.
#
# Parameters to be filled in by the user:
# Filename of input files in x_1 and x_2
# Seed number (set.seed())
# Number of iterations (n_it)
# Number of links selected of each type (pairs_to_pick)
# Filename of the four .txt outputs of link values
# Filename of the six .jpeg outputs of histograms
#
#############################################################

#Source the CSD function and log_progress, available from
https://github.com/AlmaasLab/csdR

source("find_rho_and_var.R")

#Import and transpose input files
log_progress("Starting to read files")
x_1 <- read.table("GTEx_norm.txt", header = TRUE, row.names = 1)

%>% as.matrix() %>% t()
x_2 <- read.table("Her2_metabric.txt", header = TRUE , row.names

= 1)%>%as.matrix()%>%t()
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log_progress("Files imported and matrices transposed")

set.seed(4000) #Set to number of iterations (n_it=20L,
setseed(20))

#Running CSD
csd_df <- run_csd(x_1,x_2,n_it=4000L,nThreads=10L,verbose=TRUE)

#Filter result
n_pairs <- nrow(csd_df)
pairs_to_pick <- 1000
index_vector <- seq_len(min(pairs_to_pick,n_pairs))

log_progress("Sorting C-values")
c_filter <- order(csd_df$cVal,decreasing = TRUE)[index_vector]
c_frame <- csd_df[c_filter,]

log_progress("Sorting S-values")
s_filter <- order(csd_df$sVal,decreasing = TRUE)[index_vector]
s_frame <- csd_df[s_filter,]

log_progress("Sorting D-values")
d_filter <- order(csd_df$dVal,decreasing = TRUE)[index_vector]
d_frame <- csd_df[d_filter,]

#CSD filter
cs_filter <- union(c_filter, s_filter)
csd_filter <- union(cs_filter, d_filter)
csd_frame <- csd_df[csd_filter,]

#Writing to files
log_progress("Writing to file")
write.table(x = c_frame, file = "Her2_hist_4000.txt", sep = ’\t’,

row.names = FALSE, quote = FALSE)
write.table(x = s_frame, file = "Her2_hist_4000.txt", sep = ’\t’,

row.names = FALSE, quote = FALSE)
write.table(x = d_frame, file = "Her2_hist_4000.txt", sep = ’\t’,

row.names = FALSE, quote = FALSE)
write.table(x = csd_frame, file = "Her2_hist_4000.txt", sep =

’\t’, row.names = FALSE, quote = FALSE)

#Make histograms for the link scores
#Set the limit for included score values
c_lim = min(c_frame$cVal)
s_lim = min(s_frame$sVal)
d_lim = min(d_frame$dVal)

log_progress("Generating histograms")
log_progress("C-link score historgrams")
jpeg(file="Her2_C_scores_zoom.jpeg")
c = hist(csd_df$cVal,
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main = "Histogram of C-link scores",
xlab = "C-link scores",
ylab = "Frequency",
col = "#3A3AD3",
freq = TRUE,
breaks = "Sturges")

c$counts[c$counts > 1000] = 1000
plot(c,

main = "Histogram of C-link scores",
xlab = "C-link scores",
ylab = "Frequency",
col = "#3A3AD3",
freq = TRUE,
ylim = c(0, 1200))

abline(v = c_lim, col="black", lwd = 2, lty = 5)
dev.off()
plot.new()

jpeg(file="Her2_C_scores_zoom2.jpeg")
c$counts[c$counts > 100] = 100
plot(c,

main = "Histogram of C-link scores",
xlab = "C-link scores",
ylab = "Frequency",
col = "#3A3AD3",
freq = TRUE,
ylim = c(0,125))

abline(v = c_lim, col="black", lwd = 2, lty = 5)
dev.off()
plot.new()

log_progress("S-link score histogram")
jpeg(file="Her2_S_scores_zoom.jpeg")
s = hist(csd_df$sVal,

main = "Histogram of S-link scores",
xlab = "S-link scores",
ylab = "Frequency",
col = "#32CF2E",
freq = TRUE,
breaks = "Sturges")

s$counts[s$counts > 1000] = 1000
plot(s,

main = "Histogram of S-link scores",
xlab = "S-link scores",
ylab = "Frequency",
col = "#32CF2E",
freq = TRUE,
ylim = c(0,1200))

abline(v = s_lim, col="black", lwd = 2, lty = 5)
dev.off()
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plot.new()

jpeg(file="Her2_S_scores_zoom2.jpeg")
s$counts[s$counts > 100] = 100
plot(s,

main = "Histogram of S-link scores",
xlab = "S-link scores",
ylab = "Frequency",
col = "#32CF2E",
freq = TRUE,
ylim = c(0,125))

abline(v = s_lim, col="black", lwd = 2, lty = 5)
dev.off()
plot.new()

log_progress("D-link score histogram")
plot.new()
jpeg(file="Her2_D_scores_zoom.jpeg")
d = hist(csd_df$dVal,

main = "Histogram of D-link scores",
xlab = "D-link scores",
ylab = "Frequency",
col = "#E02732",
freq = TRUE,
breaks = "Sturges")

d$counts[d$counts > 1000] = 1000
plot(d,

main = "Histogram of D-link scores",
xlab = "D-link scores",
ylab = "Frequency",
col = "#E02732",
freq = TRUE,
ylim = c(0,1200))

abline(v = d_lim, col="black", lwd = 2, lty = 5)
dev.off()

plot.new()
jpeg(file="Her2_D_scores_zoom2.jpeg")
d$counts[d$counts > 100] = 100
plot(d,

main = "Histogram of D-link scores",
xlab = "D-link scores",
ylab = "Frequency",
col = "#E02732",
freq = TRUE,
ylim = c(0,125))

abline(v = d_lim, col="black", lwd = 2, lty = 5)
dev.off()
log_progress("DONE")
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A.4 Link score details for different iteration numbers
Correlation and variance for each of the link types C, S and D for the two calculations with
different bootstrap iterations for each network was performed to asses the stability of the
results. The stability comparison was done for the identical gene pairs, excluding those
in that did not match with a gene pair in the other calculation. For the BL:HC network
these were stable from the start, but as the number of identical gene pairs with a S link
type was very low, higher iterations numbers were used, see Table 4.1. The comparison
of correlation and variance values done between 2000 iterations and 4000 iterations were
stable for the identical gene pairs and was concluded to be stable and sufficient to use in
further analysis.

For the remaining networks the same assessment was done and the comparison of iden-
tical gene pairs between different bootstrap iteration numbers are listed in Table A.3. For
the HNCA:HC network all link types exceeded the threshold of 66% and the assessment of
correlation and variance showed stable values for the 2000/4000 bootstrap iteration com-
parison in the CSD_R calculations. The same was observed for HER2:HC and NL:HC,
while LumB:HC and LumB:HC did not have a sufficient number of identical gene pairs of
the S link type, when comparing 2000/4000 iterations. A higher number of bootstrap iter-
ations was implemented and LumB:HC exceeded the threshold at the 4000/8000 compari-
son and LumA:HC at the 8000/16000 comparison. Evaluating the correlation and variance
revealed that they were stable in these comparisons and the network generated with 8000
and 16000 iterations was used for analysis of LumB:HC and LumA:HC respectively.

Table A.3: Overview of the gene pairs in the top 1000 selected conserved (C), specific (S), and
differentiated (D) link types from the network calculations (HNCA:HC, LumA:HC, LumB:HC,
HER2:HC, NL:HC) that, when comparing different bootstrap iteration numbers (B), are identical
in both selections (Matches) and the percentage (%). Percentages below 66% are bold.

Network B LT M % Network B LT M %

HNCA:HC 2000/
4000

C 982 98.2

LumB:HC

2000/
4000

C 988 98.8
S 920 92.0 S 593 59.3
D 960 96.0 D 967 96.7

LumA:HC

2000/
4000

C 987 98.7 4000/
8000

C 991 99.1
S 548 54.8 S 687 68.7
D 953 95.3 D 972 97.2

4000/
8000

C 989 98.9
HER2:HC 2000/

4000

C 989 98.9
S 642 64.2 S 893 89.3
D 960 96.0 D 951 95.1

8000/
16000

C 992 99.2
NL:HC 2000/

4000

C 988 98.8
S 739 73.9 S 919 91.9
D 972 97.2 D 958 95.8
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A.5 CSD histograms
Histograms of the complete collection of link scores for each of the link types calculated
with 20 bootstrap iterations for BL:HC is available in Figure A.2. The corresponding
distributions generated with 4000 bootstrap iterations for BL:HC is available in Figure
A.3.

Figure A.2: Histograms of the CSD calculations of BL:HC with 20 bootstrap iterations. From the
top left: histogram of C-link scores with a cut-off equal to 1000 for each bar, histogram of C-link
scores with a cut-off equal to 100 for each bar, histogram of S-link scores with a cut-off equal to
1000 for each bar, and histogram of D-link scores with a cut-off equal to 1000 for each bar. The
dotted lines signifying the score limit of links included in the generated CSD network. The limit for
included scores are 95.69 for C scores, 24.07 for S scores and 22.88 for D scores.
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Figure A.3: Histograms of the CSD calculations of BL:HC with 4000 bootstrap iterations. From
the top left: histogram of C-link scores with a cut-off equal to 1000 for each bar, histogram of S-link
scores with a cut-off equal to 1000 for each bar, and histogram of D-link scores with a cut-off equal
to 1000 for each bar. The dotted lines signifying the score limit of links included in the generated
CSD network. The limit for included scores are 89.37 for C scores, 17.96 for S scores and 21.00 for
D scores.
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A.6 CSD Networks of LumA:HC, LumB:HC, HER2:HC
and Norm:HC

Figure A.4: Visualization of the LumA:HC network with 16000 bootstrap iterations. Links are col-
ored according to their link-type: conserved links are blue, specific links are green and differentiated
links are red in correspondence with Figure 2.4. For visual purposes nodes only connected to another
node was excluded from this visualization, excluding 2726 nodes and 1363 edges.
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Figure A.5: Visualization of the LumB:HC network with 8000 bootstrap iterations. Links are col-
ored according to their link-type: conserved links are blue, specific links are green and differentiated
links are red in correspondence with Figure 2.4. For visual purposes nodes only connected to another
node was excluded from this visualization, excluding 2592 nodes and 1296 edges.
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Figure A.6: Visualization of the HER2:HC network with 4000 bootstrap iterations. Links are col-
ored according to their link-type: conserved links are blue, specific links are green and differentiated
links are red in correspondence with Figure 2.4. For visual purposes nodes only connected to another
node was excluded from this visualization, excluding 1486 nodes and 743 edges.
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Figure A.7: Visualization of the NL:HC network with 4000 bootstrap iterations. Links are colored
according to their link-type: conserved links are blue, specific links are green and differentiated links
are red in correspondence with Figure 2.4. For visual purposes nodes only connected to another node
was excluded from this visualization, excluding 1272 nodes and 636 edges.
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A.7 GO biological processes
General GO biological processes

The general GO biological processes enriched in the CSD networks BL:HC, LumA:HC,
LumB:HC, HER2:HC, and NL:HC are given in Table A.4, along with the corresponding
fold enrichment (FE).

Table A.4: The top five general GO biological processes enriched in each of the networks with their
respective fold enrichment (FE) using the least specific category of biological processes in DAVID.
The processes are ordered according to their FE.

Network General GO category FE

BL:HC

Biological adhesion 1.6
Growth 1.5
Cell killing 1.5
Locomotion 1.5
Immune system process 1.4

LumA:HC

Cell aggregation 2.7
Detoxification 2.1
Biological adhesion 1.6
Growth 1.6
Rhythmic process 1.5

LumB:HC

Detoxification 1.9
Cell killing 1.6
Growth 1.6
Biological adhesion 1.6
Locomotion 1.5

HER2:HC

Cell killing 2.1
Detoxification 1.8
Biological adhesion 1.7
Growth 1.6
Immune system process 1.6

NL:HC

Detoxification 2.4
Cell killing 2.1
Biological adhesion 1.7
Locomotion 1.6
Immune system response 1.6
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Specific GO biological processes

The more specific biological processes enriched in the CSD networks BL:HC, LumA:HC,
LumB:HC, HER2:HC, and NL:HC are given in Table A.5, along with their corresponding
fold enrichment (FE).

Table A.5: The top ten specific GO biological processes enriched in each of the intrinsic breast
cancer subtype networks with their respective fold enrichment (FE) from PANTHER. The processes
are ordered by their FE.

Network Biological process FE

BL:HC

Negative regulation of dendritic cell apoptotic process 7.96
AMP biosynthetic process 7.96
Positive regulation of receptor binding 6.68
T-helper 17 cell differentiation 6.68
Regulation of protein neddylation 6.08
T-helper 17 type immune response 6.08
AMP metabolic process 5.57
Negative regulation of transforming growth factor beta production 5.57
Purine nucleoside monophosphate biosynthetic process 4.84
Purine ribonucleoside monophosphate biosynthetic process 4.77

LumA:HC

Hemidesmosome assembly 8.47
Negative regulation of translation in response to stress 8.07
Androgen receptor signaling pathway 5.02
Regulation of hepatocyte proliferation 4.94
Cellular response to prostaglandin E stimulus 4,94
Cellular response to vitamin 4.42
Cartilage condensation 4.30
Purine ribonucleoside monophosphate biosynthetic process 4.30
Negative regulation of blood circulation 4.23
Negative regulation of intrinsic apoptotic
signaling pathway in response to DNA damage 4.14

LumB:HC

Common-partner SMAD protein phosphorylation 9.53
Optic cup morphogenesis involved in camera-type eye development 8.17
AMP biosynthetic process 8.17
Regulation of lamellipodium morphogenesis 7.28
Regulation of aspartic-type endopeptidase activity
involved in amyloid precursor protein catabolic process 6.24

Regulation of ER to Golgi vesicle-mediated transport 5.34
Focal adhesion assembly 4.49
Negative regulation of T cell apoptotic process 4.46
Response to fluid shear stress 3.93
Negative regulation of intrinsic apoptotic
signaling pathway in response to DNA damage 3.81

Continued on next page

90



Table A.5 – continued from previous page
Network Biological process FE

HER2:HC

Chemokine production 12.58
Cellular response to interferon-alpha 9.03
Thymic T cell selection 7.94
Negative thymic T cell selection 7.62
Positive thymic T cell selection 7.62
Negative regulation of transforming growth factor beta production 7.19
Negative regulation of natural killer cell mediated immunity 7.06
Negative T cell selection 6.99
Cell junction disassembly 6.99
Negative regulation of natural killer cell mediated cytotoxicity 6.52

NL:HC

Negative regulation of dendritic cell apoptotic process 11.97
Response to L-ascorbic acid 11.17
Positive regulation of T-helper 2 cell differentiation 9.58
Regulation of smooth muscle cell chemotaxis 9.58
Negative regulation of translation in response to stress 9.58
Negative regulation of transforming growth factor beta production 8.38
Positive regulation of hepatocyte proliferation 8.38
Cellular response to prostaglandin E stimulus 8.38
Hemidesmosome assembly 8.38
Positive regulation of macrophage cytokine production 8.38
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A.8 Network Modules

Figure A.8: Communities detected by the Louvain community algorithm [70] in the CSD network
BL:HC. Nodes in a community consisting of more than five nodes are colored according to their
respective module, and the number denotes the module number. Edges are colored according to
their link type, conserved links are blue, differentiated links are red and specific links are green. As
in Figure 4.4 genes connected in pairs are excluded for visual purposes.
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Figure A.9: Communities detected by the Louvain community algorithm [70] in the CSD network
LumA:HC. Nodes in a community consisting of more than five nodes are colored according to their
respective module, and the number denotes the module number. Edges are colored according to their
link type, conserved links are blue, differentiated links are red and specific links are green. As in
Figure A.4 genes connected in pairs are excluded for visual purposes.
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Figure A.10: Communities detected by the Louvain community algorithm [70] in the CSD network
LumB:HC. Nodes in a community consisting of more than five nodes are colored according to their
respective module, and the number denotes the module number. Edges are colored according to their
link type, conserved links are blue, differentiated links are red and specific links are green. As in
Figure A.5 genes connected in pairs are excluded for visual purposes.
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Figure A.11: Communities detected by the Louvain community algorithm [70] in the CSD network
Her2:HC. Nodes in a community consisting of more than five nodes are colored according to their
respective module, and the number denotes the module number. Edges are colored according to their
link type, conserved links are blue, differentiated links are red and specific links are green. As in
Figure A.6 genes connected in pairs are excluded for visual purposes.
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Figure A.12: Communities detected by the Louvain community algorithm [70] in the CSD network
NL:HC. Nodes in a community consisting of more than five nodes are colored according to their
respective module, and the number denotes the module number. Edges are colored according to
their link type, conserved links are blue, differentiated links are red and specific links are green. As
in Figure A.7 genes connected in pairs are excluded for visual purposes.
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