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Summary

The oil and gas industry works with a few of the most complex and challenging
industrial processes across several domains of engineering. Such industrial pro-
cesses usually require precision, in order to suppress the outcome error magnitude
and volatility, thus ensuring effective and safe hydrocarbon production. To prop-
erly monitor and control such processes, this industry deals with vast amounts and
various sources of data. For instance, it is highly important for an oil and gas com-
pany to accurately predict the oil and gas fluid flow inside the subsurface reservoir,
so as to make profitable business decisions (e.g. where and how deep to drill an
oil producing well or a water injection well? with which kind of well characterist-
ics?). For this purpose, reservoir data like pressure, amounts of production fluids
(oil, water and gas) are frequently monitored at the wells.

Conventionally, such oil and gas reservoir data are used to build complex and com-
putationally expensive, physics-based numerical simulation models to account for
geological heterogeneity while representing the overall reservoir fluid flow dy-
namics. However, these physics-based numerical models are based on several
assumptions, made to simplify the mathematical representation of fluid flow phys-
ics. Moreover, being computationally intensive, the accuracy of such models is
usually challenged by the limitation of computation resources. To address these
challenges, this thesis aims to explore modern techniques based on artificial intelli-
gence (Al) and data science, in order to produce data-driven workflows to analyze,
model, and simulate reservoir pressure dynamics.

In particular, two independent aspects associated with reservoir engineering and
simulation were studied in this thesis. Firstly, it was investigated a data-driven
workflow to model reservoir pressure at any point in space and time from sparse
pressure data observed at wells, without building a physics-based numerical model.
This workflow was termed as spatiotemporal modelling of reservoir pressure. Secondly,
a methodology was formulated to build an Al proxy model in order to produce
machine-learning-based reservoir pressure simulations as a fast alternative to con-
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ventional physics-based numerical simulations.

Spatiotemporal modelling of reservoir pressure was based on a three step work-
flow including multivariate analysis of pressure data, pressure modelling and spa-
tiotemporal interpolation. The overall workflow provided a comprehensive method
to understand and map the reservoir fluid flow dynamics using data science tools.
Several modelling techniques like generalized additive models, machine learning,
spatiotemporal kriging were investigated for its applicability and accuracy as a part
of this thesis. Moreover, the workflow was applied to a real oil and gas reservoir
case, for which the reservoir pressure prediction accuracy was optimized through
a few experiments. The optimum experiment produced highly accurate prediction
with a mean absolute error of 26.85 psi. Moreover, a portion of data used was kept
to evaluate blind test accuracy, which amounted to a mean absolute error of 55 psi,
for the optimum case.

On the other hand, the workflow for machine-learning-based reservoir simulations
was based on the idea of building a proxy model from a few sensitivity physics-
based numerical simulations, using machine learning. This Al-based proxy model
was then used to simulate pressure profiles, thereby replacing the physics-based
numerical simulation model. The overall applicability of this workflow was aimed
towards the objective of history matching. Such machine-learning-based simu-
lations provided a fast alternative to conventional simulations, thereby providing
an opportunity to simulate several scenarios to find a better history match. This
would be in contrast to the conventional practice of using gradient-based optim-
ization methods (with fewer simulations), which usually end up providing a local
optimum as a history match. Additionally, several experiments were conducted
to optimize for the Al-based model characteristics, based on comparing Al-based
simulations and physics-based numerical simulations. The most optimized model
produced a mean absolute error of 13.37 bars. Similar to ST modelling workflow
described above, the Al-based proxy model’s accuracy was also evaluated on test
dataset which yielded a mean absolute error of 15.33 bars, for the most optimized
experiment.

The proposed data-driven workflows were aimed to improve current methods of
reservoir engineering and simulation. The suggested workflows showed high ac-
curacy in reservoir pressure predictions and simulations with high efficiency in use
of computational resources and time. Additionally, the proposed workflows were
developed using open source libraries which pose no additional cost to computa-
tion, in contrast to extremely expensive industry standard physics-based reservoir
simulation software. Moreover these workflows could also be used to model other
reservoir properties like production ratios (Water cut, and Gas-Oil Ratio), contacts
(Water-Oil contact and Gas-Oil contact), among others.
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Chapter 1

Introduction

This chapter structures the motivation and background of the research domain and
provides an overall understanding to the research objectives and scope.

1.1 Background

With the advent of Industrial Revolution in the early nineteenth century, fossil
fuels have been a major source of energy to run machines all around the world.
Essentially, development of internal-combustion engines and other devices marked
the importance of petroleum and its derivatives. Oil and gas industry was born out
of an accelerated growth in demand of crude oil and natural gas [3|]. Consequently,
over the years, exploration and production of oil and natural gas have found itself
as a major research subject across several domains of specialty.

With the increase in demand for oil and gas, a field of specialization termed "Petro-
leum Reservoir Engineering" was developed. According to Craft and Hawkins [[18]],
petroleum engineers have been invested in deriving gas-energy relationships and
recognised the need to gather data with good precision to map the properties and
conditions of the subsurface reservoirs. In overall, the main applications with re-
gards to reservoir engineering activities can be summarized to reserves estimation,
development planning, and production operations optimization [26].

The hydrocarbon reserves form the primary assets of an oil company and hence, its
quantification is of paramount importance. According to Ross [[62]], the main goals
of reserves estimation are (a) to derive the best estimate of hydrocarbon recovery
through the life of oil and gas field until abandonment, and (b) to assess what is the
uncertainty in that estimate. Such uncertainties are usually related to the gathered
data specifically in terms of reservoir geological properties. Recent publications



[60] form a good example of effective workflows to quantify the risks, posed by
such uncertainties, to the estimated reserves.

Moreover, in order to plan the development of an oil and gas field, a reservoir en-
gineer needs to formulate optimized development strategies based on the charac-
teristics of the oil field defined by limited available data, before the start of drilling
and production in the oil field [[70]. Nowadays, usually such field development
strategies are based on simulating several scenarios using physics-based oil and
gas reservoir numerical simulation models [4]]. Such numerical simulation models
describe 3D multiphase fluid flow in heterogeneous media by solving large sets of
finite differential equations [[17]. The current widespread use of these numerical
simulation models in the reservoir engineering community can be accounted to the
applicability and versatility of these models to tackle a variety of problems, ease
of use (usually facilitated by industry standard software) and acceptance in the oil
and gas industry as a standard practice, by not only engineers, but also high level
management [17].

1.2 Problem Overview

However, these numerical models should only be employed when there is an ex-
pected worth in pursuing such a computationally expensive method [[17]]. Accord-
ing to Coats [[13]],

"In reservoir simulation, the question is not whether, but how and how much.
The complexity of the questions being asked, and the amount and reliability of the
data available, must determine the sophistication of the system to be used."

In spite the widespread popularity of conventional reservoir simulation methods,
these methods can have limitations and can be easily misused [[13]]. This thesis
attempts to address the following problems associated with conventional physics-
based oil and gas reservoir simulation:

e Accuracy of simulation results: The conventional reservoir numerical sim-
ulation methods are based on several numerical and analytical assumptions
which in-turn engender additional uncertainties [|69]]. Such assumptions can
lead to highly counterproductive numerical errors, thus compromising the
accuracy of the simulation results.

e Uncertainty: Reservoir simulation studies are usually subject to a degree
of uncertainty, arising from the incomplete/misrepresented knowledge of
reservoir geology, validity of input data, choice of numerical parameters, etc
[17]).



e Available Resources: Such conventional physics-based reservoir numerical
simulations are highly expensive in terms of computational resources and
technical expertise [[17]].

This thesis aims to use data-driven techniques, which are not based on physics-
based assumptions, and are capable of analyzing and modelling a dynamic system
using only the observed data. In this thesis, techniques related to artificial intelli-
gence and data science have been explored, by taking into account their applicab-
ility and accuracy in order to model the pressure data gathered from the oil field.
Using techniques related to artificial intelligence and data science with regards to
reservoir engineering and simulation has a huge potential in terms of analysis and
modelling capability of a dynamic system. Such techniques have already proven
themselves in other domains, such as temperature modelling [38]], air pollution
modelling [65] among others. However, rarely these techniques have been applied
to reservoir engineering problems [23| 2. But such studies deal with different
dataset in terms of geological setting and reservoir fluid flow dynamics.

This thesis offers a more comprehensive application of Al and data science tech-
niques, with a quantified comparison between various modelling technique config-
urations. According to Dake [21]], reservoir engineering being one of the geosciences,
attempts to map the wide spaces of the reservoir between the sparse points of ob-
servation (i.e., the wells). The proposed data-driven methods in this thesis help to
better understand the reservoir behaviour away from the wells without constructing

a 3D physics-based numerical model of the reservoir.

1.3 Objectives

The scope of this thesis is encompassed by three disciplines (oil and gas reser-
voir engineering, artificial intelligence, and data science) coming together to create
data-driven methods of analyzing, modelling, and simulating oil and gas reservoir

dynamics (see Fig. [I.T).

According to Dake [21]], accurately modelling the dynamics of the reservoir between
the wells is the distinctive characteristic of petroleum reservoir engineering. In
general, this thesis aims to explore data driven methods in order to best exploit the
data measured (specifically reservoir pressure data) across the wells in the oil field
and also to find ways to improve the current conventional practices of reservoir
engineering.

In support of the above scope, the following research questions were studied and
addressed:



e Q1. Would data science methods be effective to identify and analyze well

pressure heterogeneity and associated geological uncertainties, in spatial and
temporal context for a long time ranged (in order of decades) and heterogen-
eous oil and gas reservoir dynamics?
Analyzing well pressures by taking into account its heterogeneity in spatial
and temporal contexts can be done through feature engineering followed by
multivariate correlation analysis. The evolution of well pressures can be a
function of space (or different volumes of reservoir) or/and time. This func-
tion can be mapped by engineering spatial and temporal information from
the wells and then analyzing their (feature’s) individual impact through com-
putation of correlations (or correlation matrix). This kind of analysis help
to identify and map reservoir geological and fluid flow heterogeneity and
associated geological uncertainties.

e Q2. How data science methods could be used to simulate pressure in 3D

space and time (within the spatial and temporal domain of observed pressure
data at oil and gas wells) without constructing a physics-based reservoir nu-
merical simulation model?
Spatiotemporal (ST) modelling of reservoir pressure from sparse well bot-
tom hole pressure data can be done by modelling pressure as a function of
spatial and temporal features. Modeling techniques like generalized additive
models (GAM) or machine learning can be used to do the same. Moreover,
spatiotemporal kriging [19, 78] can be used to model the pressure residuals
generated by the above mentioned modelling techniques in order to capture
localised effects in space and time. In this way, reservoir pressure can be
accurately mapped for entire oil and gas reservoir space and at any time,
without constructing a physics-based simulation model.

e Q3. Would machine learning based techniques like multi-layer perceptron
(MLP) improve the current reservoir simulation practices, specifically for
the scope of history matching of an oil and gas reservoir simulation model?
The current practices of reservoir fluid flow simulation is based on solving
partial differential equations over several timesteps, which are highly time
consuming and computationally expensive. This can be improved by using
machine learning to build surrogate reservoir model from a few physics-
based numerical simulations, to obtain accurate (if not precise) and very fast
fluid flow simulations. Such a fast alternative to physics based numerical
simulations, provides an opportunity to simulate several scenarios to obtain
a global optimum as the history match, instead using conventional optimiz-
ation methods like gradient based optimization which usually provide local
optimum.
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Figure 1.1: Research scope composed by integration of artificial intelligence, data science
and oil and gas reservoir engineering. The research scope formed two parts of the thesis
i.e. 1) Spatiotemporal (ST) modeling of oil and gas reservoir data and 2) Machine learning
(ML) based oil and gas reservoir simulation

1.4 Confidentiality

The project was carried out as a collaboration between Norwegian University of
Science and Technology (NTNU) and Beicip Franlab. A confidentiality agreement
(non-disclosure agreement) was signed between all parties concerned regarding the
privacy of the data used in this research.

The oil and gas field data provided by Beicip Franlab cannot be fully disclosed
in order to protect the company’s proprietary information and knowledge. Con-
sequently, the information on geo-location and the well names is not provided.
However, none of the changes in data ordinals and redaction affected the versatil-
ity of research methodology and accuracy of modelling results.



1.5 Thesis Structure

This thesis’s structure is aimed towards a seamless information flow as outlined by
Figure[I.2] The same can be described as follows:

Chapter 2 - Background Concepts: This chapter describes the background con-
cepts related to the thesis. It includes theory related to oil and gas reservoir engin-
eering and simulation, generalized additive modelling, spatiotemporal interpola-
tion, and machine learning.

Chapter 3 - Related Work: This chapter summarizes the research related to oil
and gas reservoir simulation, spatiotemporal modeling, and surrogate reservoir
modeling (or proxy modeling) in various journals and other sources of literature.

Chapter 4 - Spatiotemporal Modelling of Oil and Gas Reservoir Data: This
chapter describes the project methodology and results in regards to ST Modelling
of oil and gas reservoir pressure data from a real oil and gas field.

Chapter 5 - Machine learning based QOil and Gas Reservoir Simulation: This
chapter describes method and results of surrogate reservoir modeling and its use
to simulate fluid flow in a real oil and gas field.

Chapter 6 - Conclusion: This chapter concludes the research work by reporting
answers to the research questions and thesis contributions. Also, it sheds light
on possible future work regarding the use of data-driven methods on oil and gas
reservoir simulation.

1. Introduction

* Background
¢ Research objectives
and questions

+ Confidentiality
/—\7 3. Related Work \
2. Background {
ackg + Conventional oil and gas rescrvoir
(‘Oncepts simulation
+ ST interpolation
+ Proxy modelling

S reservoir
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5. ML-based oil and gas
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6. Conclusion «  Multivariate analysis
+ Dynamics modelling Proxy modelling / Surrogate

+  Conclusions \ |+ STinterpolation reservoir modelling
* Research contributions
* Future work

Figure 1.2: Thesis structure describing each chapter’s content (the figure outline is ad-
apted from Murthy [50]]). The colored squares in the figure indicate the use of concept
introduced in Chapter [2] The numbered circles indicate towards which RQ, the chapter
addresses.



Chapter 2

Background Concepts

This chapter provides an overview of technical concepts used in this thesis. The
explained concepts include oil and gas reservoir engineering, spatiotemporal kri-
ging, generalized additive models, and machine learning.

2.1 Introduction to Oil and Gas Reservoir Engineering

Petroleum is a mineral produced from the earth. The word ‘petroleum’ comes
from the Latin roots of petra, meaning “rock” and oleum meaning “oil" [3]]. It is
found in liquid or gaseous form, deep beneath the earth surface, contained in the
pore spaces or interstices of rock materials. These rock materials are referred to as
reservoir rocks [3]].

The oil and gas accumulations are highly localised, formed under a specific geo-
logical environment, i.e., petroleum deposits do not underlie all the surface of the
earth but only a few places usually well deep inside the earth’s crust [3]. Crude
oil and natural gas are produced by several well bores, drilled to such reservoir
rocks [3]].

A typical oil and gas reservoir is a result of entrapment of hydrocarbons in a reser-
voir rock with overlying rock formations of low permeability also known as cap
rock as shown in Figure 2.1] [3]|.
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Figure 2.1: A typical petroleum trap [28].

Such oil and gas formations are usually associated with high pressure environment
due to the considerable depth which naturally spurts the hydrocarbons from well
bore to the surface. Additionally, there are several other energy sources in play
bringing the hydrocarbons to the wellbore from farther reaches of the reservoir.
It is one of a major role of a reservoir engineer to study various aspects of such
energy sources and determine reservoir recovery mechanisms and performance.

Several energy sources exist in the reservoir formation, one of which is expansive
energy of the hydrocarbon fluid. The wellbore acts as a pressure sink and the ex-
pansive energy of the hydrocarbon fluid at higher pressure leads to migration/flow
of fluid towards the wellbore through the permeable reservoir rock [3]]. Addition-
ally, hydrocarbon bearing formations are associated with surrounding deeper water
bearing formations. This leads to the force of gravity promoting segregation of the
various fluids, i.e., water, oil, and gas [3]].

For a proper understanding of reservoir behavior and predicting future perform-
ance, it is necessary to have knowledge of the driving mechanisms that control the
behavior of fluids within reservoirs. The overall performance of oil reservoirs is
largely determined by the nature of the energy, i.e., driving mechanism, available
for moving the oil to the wellbore [3[]. Moreover, the various energies associated
with reservoir drive mechanisms are quantified and monitored by studying reser-



voir pressure depletion profile and production profile of hydrocarbons. Figure[2.2]
illustrates pressure and production profiles of different drive mechanisms showing
the effect of different energy sources [3]].

Reservoir Pressure Trends for . X
Drive Mechanisms GOR Trends for Drive Mechanisms
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Figure 2.2: Figure on the left shows typical reservoir pressure decline profile in a reservoir
with oil production (X axis idicates % of oil produced from original oil in place (OOIP))
for different drive mechanisms (water drive, gas cap drive and solution gas drive). Figure
on the right shows typical production gas-oil ratio (GOR) profile, with oil production for
different drive mechanisms (water drive, gas cap drive and solution gas drive)

It is highly important not to deplete too much, reservoir pressure or natural energy
of the reservoir for higher recovery of hydrocarbons. Based on the reservoir rock
and fluid characteristics, the natural energy of the reservoir can also be maintained
or supplemented by injecting water or gas back into the reservoir via injection
wells [3]]. Figure 2.3]illustrates how water injection and gas injection wells can
maintain or increase reservoir pressure.

Water—injection Oil-producing Gas-injection
well well wall

Gas-oil zone

0if zone
Water-oil zone

water zone

Figure 2.3: Supplementing natural reservoir energy by injecting water into water zone
and injection gas into the gas cap .

It is paramount for an oil and gas company to be able to predict accurately oil and



gas fluid flow in a reservoir, in order to make profitable business decisions and
mitigate risk. With time, several analytical methods were formulated to accurately
predict production profiles across all wells in an oil and gas field.

During the 1960s, the terms “reservoir simulation” and “reservoir mathematical
modelling” became popular. These synonymous terms refer to the ability to use
mathematical formulations to predict reservoir performance via sophisticated nu-
merical methods. The overall idea was to be able to solve large number of equa-
tions using finite-difference or finite-element techniques [[14].

Reservoir simulation became especially popular with rise of high performance
computing, thus enabling reservoir engineers to solve partial differential equations
for several timesteps in a reasonable duration and computation cost. Section[2.1.1]
further describes details about reservoir fluid flow simulation.

2.1.1 Reservoir Fluid Flow Simulation

A reservoir simulation modelling essentially integrates data from several sources,
such as seismic, well-logs, outcrop analog data, rock core analysis, and fluid com-
position analysis, to build a dynamic mathematical model, accurately characteriz-
ing complex geological features and fluid flow mechanisms. In overall, the applic-
ations of reservoir simulation model can be described by (but are not limited to)
the following:

e Formulate business plans and mitigate corporate risks. Due to volatile oil
and gas markets, the production forecasts help to evaluate cash flows and
margin policies [3].

e Approach reservoir development with multi-granular domains. There are a
number of ways by which we can model a reservoir. For example, a reservoir
simulation model may consider a single well, a group of wells, or several
wells interacting as a complex system [22].

e Estimate oil and gas reserves with high accuracy. The capability of a reser-
voir simulation model to effectively capture spatial heterogeneity provides a
precise estimation of oil and gas volumes in place.

e Achieve effective reservoir management. Simulation model facilitates ac-
curate interpretation of reservoir behavior through study of mechanics of
fluid flow in porous media.

e Optimize field development plans. This is achieved by simulating several
possible forecast scenarios and choosing the best while mitigating the con-
trollable risks [5]].
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e Apply advanced techniques for pressure maintenance and enhanced oil re-
covery.

2.1.2 Conventional Practices in the Oil and Gas Industry

Currently, conventional practices revolve around using data from several sources
to form an integrated approach to build a comprehensive simulation model. Fig-
ure [2.4] depicts a comprehensive approach to integrated reservoir modelling and
simulation [[I5]], consisting of several steps including seismic data processing,
structural modelling, stratigraphic modelling, geological modelling, and fluid flow
simulation. However, data uncertainties have to be accounted at every step build-
ing up to fluid flow simulation model. Mostly these uncertainties are addressed
during history matching process as explained in the next paragraph.
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Figure 2.4: Integrated reservoir modelling and simulation .

History Matching

According to Okotie and Ikporo [54], "To develop a model that cannot accurately
predict the past and present performance of a reservoir within a reasonable engin-
eering tolerance of error is not a good model for predicting the future performance
of the same reservoir. Hence, history matching is a process of adjusting key prop-
erties of the reservoir model to fit or match the actual historic or field data. It helps
to identify the weaknesses in the available field data, it improves the reservoir de-
scription and forms the basis for the future performance predictions.”

However, these adjustments should be made in a geologically consistent man-
ner [59]]. History matching is a highly challenging task. For instance, upscaling
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a geological model (to reduce the computational cost) [16], from a fine model to
a coarser model (see Figure [2.3) can produce challenges in regards to losing fine
geological features around the wells making it difficult to accurately match the
observed reservoir behaviour around the same well [22].

Fine model Coarse model

—

Upscaling

Upscaling region

Figure 2.5: Upscaling a geological model to dynamic model .

With time, the reservoir engineers have progressed in formation of more sophist-
icated workflows to achieve better history match. For instance, while the classical
history matching workflow takes into account only the uncertainties from dynamic
data sources while keeping the geological model unchanged during the process of
history matching; more integrated workflows includes geological model into the

loop (see Figure[2.6)) [13]].

Classical HM Workflow HM Workflow Integrating G&G and Flow Model
3%, , P
G20 « e 6
< . " "
B ’ S '

Figure 2.6: Figure shows approaches to history matching . The plot on the left shows
a classical history match workflow, which considers only fluid flow simulation paramet-
ers for history matching. The plot on the right shows an integrated approach to history
matching considering geological as well as fluid flow parameters for history matching.

All such conventional practices (classical as well as integrated) aim to achieve
better match to the historical data at wells.
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2.2 Generalized Additive Models

Generalized additive model (GAM) was invented by Trevor Hastie and Robert
Tibshirani in 1986 [35]. GAM is a flexible statistical modelling method, which ef-
fectively, captures the effects of each input variables on an outcome variable. This
modelling technique is a form of generalized linear models [40] where the linear
predictors are a parametric or non-parametric function of individual or transformed
predictor variables [35].

Equationaccounts for modelling i*" data point to a univariate response /prediction
y; with relation to predictor variables x;;. The f; functions can be non-parametric
smooth functions, or can be a group of specified parametric functions (e.g., poly-
nomial, or spline) [35].

vi=a+ > filzi) + € 2.1)
J

where
¢ ~ N(0,0%)

In general, a smooth function s(x) is a sum of number of basis functions /3;(x)
weighted by regression coefficients -y; as given in Equation 2.2} These regression
coefficients are determined by penalised regression [44]]. Figure [2.7] depicts the
first ten basic basis functions.
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Figure 2.7: GAM basis functions [[72].
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The advantages of using GAM for modelling can be summarized to interpretab-
ility, flexibility/automation, and regularization. The GAM framework includes
several smooth functions linked to an additive function. Such additive models
provide accurate interpretation and quantification of impact from individual pre-
dictor variables, to the response. Thus, the relations of variables and predictions
can be understood very easily, contrary to those in complex machine learning mod-
els. Additionally, GAM models can be changed for its degree of non-linearity by
defining number of basis functions in the smooth functions, thus providing flex-
ibility while modelling. Moreover, the nature of smooth functions can also be
changed to parametric functions. Regularization techniques like L2 regularization
and Bayesian regression, penalize the smoothness and prevent overfitting [44].

Thus GAM provides a modelling technique in middle of simple linear regression
and highly complex "black box" machine learning (see Figure [2.8)) [44].

Linear Generalized Machine
Regression Additive models learning

Increasing Complexity

Figure 2.8: Generalized Additive Model complexity.

2.3 Spatiotemporal Kriging

Spatial random fields can be predicted based on observations at sparse spatial
points using methods like Kriging. Kriging is an interpolation method devised by
Georges Matheron in 1960, based on the Master’s thesis of Danie G. Krige [46].
Kriging methods have been routinely used for interpolation in geostatistics, giving
its uses in geology, mining, hydrology, and atmospheric sciences [39]. Such meth-
ods are based on assumption that processes which are spatially closer and more
strongly related than processes far apart (Tobler’s law) [66]. Kriging is based on
the principles of variography which revolves around the calculation of variogram
and co-variogram based on the equations[2.3|and [2.4] [39].

1
~ 2IN(n)]

y(h) > (Z(wi) - Z(xy))? (2.3)

(i,7)eN(h)

C) = g 3 (Z@)—mW)(Z(ay) = m(p) @4
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where Z is the property to be interpolated, m(h) = Wlhﬂ 2 Gpenm (Z(@i) +
Z(z;)), and N (h) denotes the set of pair of observations i, j such that |x;—z;| = h
and | N (h)] is the number of pairs in the set.

For processes that vary in space as well as time, spatiotemporal interpolation is
more effective that purely spatial interpolation. In spatiotemporal interpolation,
observations are considered in spatial as well as temporal context. Publications like
Cressie and Wikle [|19] and Sherman [[63]] form the ground work for spatiotemporal
statistics.

Spatiotemporal Kriging variography is quite similar to purely spatial kriging, with
one major difference. Time is also considered as a dimension for variogram and
co-variogram computation as given by equations [2.5]and [2.6|[78] [32].

1
hou)= ——— Z(xiti) — Z(x,t:))? 25
C(h,u) = Cs(h) @ Cy(u) (2.6)

The co-variance model used as per Equation [2.6]is also known as separable model
which simply incorporates the separability of spatial and temporal components,
composed together by Kronecker product [29, [32. A Kronecker product is an
operation on two arbitrary sized matrices, in order to produce a tensor product
block matrix [74]]. Figure [2.9]depicts a typical spatiotemporal variogram showing
typical variance profiles with different spatial distances and temporal time-lags.
The left part of the figure shows computed variances on observed data and the
right part shows the fitted variogram model on the observed data.
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Figure 2.9: A typical spatiotemporal variogram [68].
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2.4 Machine Learning

Machine learning is a part of Computer Science which is concerned with building
algorithms based on a collection of data examples of some phenomenon [7]. These
algorithms are adaptive in nature, in order to find patterns in the data which later
can be used to make accurate predictions of the given phenomenon [42]. This
process of adapting the algorithms to produce correct outputs for the collection of
inputs is typically called "learning" or "training" [[7]].

Following describes the types of machine learning [/7]:

e Supervised Learning: In supervised learning, the algorithm learns the rela-
tionship between a set of input features (or input feature vector) and a target
output label. The dataset used to train the model is a collection of labeled
examples (or instances) (z;,y;)i=1—sn Where each z; is the input feature
vector and y; is the label. After training the model, the same can be used to
make predictions on a new set of instances, hence establishing the worth of
the algorithm.

e Unsupervised Learning: In unsupervised learning, the training data is a set
of unlabeled instances (;);—1—s x which the algorithm uses to find patterns
in terms of clustering, dimensionality reduction or outlier detection.

¢ Reinforcement Learning: In reinforcement learning, the learning is based
on a system of reward or punishment. The algorithm is provided by a score
to every prediction and consequently the algorithm adapts to learn a policy.

In this thesis, only supervised learning was used for different problems. Applica-
tion of supervised learning is broadly to two types of problems [45]:

e Regression: In such problems, the algorithm is supposed to predict a number /real
value to a given set of input feature vector.
o Classification: In this case, the algorithm tries to predict outputs, discrete
in nature, i.e., a set of classes, to the given inputs.
2.4.1 Feed Forward Neural Network

Widely, machine learning algorithms are built on artificial neural networks (ANN)
which is based on biological neurons connected together to communicate and pro-
cess information [45]]. Feed forward neural network is one of the simplest type
of ANN which is a mathematical function y = fyn(x). The function fyy is a
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nested function, characterized by the number of layers. For instance, a three layer
network can be given as [7]:

y = fnn(z) = f3(f2(fi(2))) (2.7

where
fi(z) = gi(Wiz + b;) (2.8)

Here, ¢ denotes the layer index and the function g; is called an activation func-
tion . W; is referred to as weight matrix and b; as bias vector. Such a network
is also called multi layer perceptron (MLP).

The above equations also define the characteristic of individual perceptron units
which has inputs z1, 2, 3, ... , T, and outputs y as shown in Figure 2.10]

Weights

Xq
Activation
function
~ Output
f(x) y

Input Features

/ | Bias

Figure 2.10: A perceptron unit.

Considering a multi-layer perceptron, the ANN is built by several units (perceptrons)
organised into layers. Considering a MLP of 3 layers, Figure [2.T1] depicts the in-
ternal computations and communications of the network [[7].
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Figure 2.11: A three layered MLP .

There are several types of activation functions used when dealing with MLP. Equa-
tions[2.9] [2.1T]and Figure2.12]summarize the most common activation func-
tions [[7]):

1

) d(z) = ——— 2.
sigmoid(z) T (2.9)

relu(z) = max(0, x) (2.10)
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Figure 2.12: Common activation functions.

Recently, activation functions like LeakyReLLU and Swish functions have proved
to be even more effective. Equations [2.12} [2.13| and Figure 2.13] define those func-
tions.

swish(z) = H% (2.12)
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zifx>=0
LeakyReLU (z) = {alphaj; vifz < 0} (2.13)
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Figure 2.13: Swish and LeakyReLU activation functions.

For regression problems, the last layer of MLP has linear activation functions.
2.4.2 Regularization

While dealing with machine learning models, one of the biggest challenge is the
problem of overfitting. It is referred to as the model being too complex to correctly
represent the pattern of the phenomenon. In practice, dropout method is widely
used as a regularization technique to prevent overfitting. By using dropout the
network is made to train different input representations by "switching off" a share
of perceptrons in each training stage while the remaining perceptron units shall be
updated [7]].

2.43 Z-score Scaling

An important aspect in feature engineering while dealing with machine learning,
is scaling of the feature values. This scaling is done in order to change the feature
values range to a common scale. The reason behind the necessity of such scaling
is to increase the speed of learning while training of the machine learning model.
The training with unscaled features shall put more weight on higher ordered fea-
tures [7]].

One of such scaling methods is standardization method, also called Z-score scaling
method. In this type of scaling, the features are scaled in such a manner that, the
scaled values have a mean = 0 and standard deviation = 1. The following equation
describes the scaling method formulation:

T —p
g

(2.14)

T =

where z is the feature, i is the mean of the feature, o is the standard deviation of
the feature, and Z is the scaled feature values.
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2.5 Evaluation Measures

In this thesis, the modelling accuracies have been quantified by statistical measures
including mean absolute error (MAE) and R-squared values, as described below:

2.5.1 Mean Absolute Error (MAE)

The mean absolute error (MAE) evaluates the accuracy of a model prediction by
providing a measure of error between two the model predictions and ground truth
data [75]]. It is calculated based on the Equation [2.15][[75]].

n

> lyi — i
MAE=%25L (2.15)
n
where, y; is the model prediction, x; is the ground truth data and n is the number
of observations.

2.5.2 R-squared (1?)

The R-squared value (R?) or coefficient of determination provides a measure of a
model’s ability to replicate ground truth data, as prediction, based on the propor-
tion of total variation of ground truth data explained by the model predictions [73]].
It is calculated as given in Equation [2.16|[73]].
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where, y; is the model prediction, z; is the ground truth data and n is the number
of observations.
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Chapter 3

Related Work

Oil and gas reservoir modelling and simulation is a widely researched topic, as it
addresses one of the most challenging industrial processes in the world. In this
chapter, research carried out in the industry aimed at reservoir simulation has been
summarized. Moreover, research related to data science and artificial intelligence
techniques, relevant to this thesis are discussed as well.

The aim of this chapter is to summarize the contributions from various researchers
across the above mentioned domains, with a prospect to understand the scope of
amalgamation of these techniques, which in turn forms the basis of this thesis.

3.1 Conventional Oil and Gas Reservoir Simulation

The task of understanding and predicting reservoir behaviour has been an ever
present challenge in oil and gas reservoir engineering. Till early 1960’s, only ana-
Iytical techniques like Material balance equation (MBE) [21]] was the conventional
workflow towards understanding the oil and gas reservoir. This method was based
on the law of conservation of matter, applied to hydrocarbon reservoirs with the
prospect of quantitative analysis of reservoir behaviour. The main purpose of this
technique was to understand the main drive mechanisms acting in the reservoir and
also determine relative impact of each drive [[15]]. Additionally, it also provided an
insight to the consistency of the data points.

With favourable conditions, such analytical techniques can provide in-depth in-
sight to reservoir dynamics analysis, such as water and gas front advance [15].
Havela et al. [[37]] provide a good example of workflows, implementing additional
constraints to the MBE to ensure the validity of such favourable conditions. In it,
a straight line method has been introduced to implement an additional constraint
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to the MBE in order to inculcate a much more dynamic interpretation of reservoir
behaviour to the MBE. Recent publications like Mosobalaje et. al. [49], intro-
duced new methods to solve the implicit MBE problem of calculation cumulative
oil production with declining pressure. Despite the oldness and even with rise of
new numerical methods, such analytical methods are still in use as evident by pub-
lications like Esor et. al. [25]]. In that study, for example, the MBE was used
to understand and better quantify the uncertainties which in turn was input to the
process of history matching, thereby enhancing the numerical reservoir simulation.

However, the availability of computing resources in early 1960°s gave rise to nu-
merical reservoir simulation, which then became the mainstream methodology in
reservoir engineering. These numerical simulations were based on partial differ-
ential equations, governing the conservation of components as published by Aziz
and Settari [4] and Peaceman [55]. These partial differential equations were solved
by the methods of finite difference, finite volume and discontinuous Galerkin tech-
niques [11,(9,|61].

One of the main tasks while building a numerical reservoir simulation model is
history matching. Only an effectively history matched model can accurately pre-
dict the production forecasts. The traditional history matching methods focus on
the calibration of dynamic parameters only, however recent efforts in the industry
have been towards more innovative and integrated approaches for the same. Elrafie
et al. [24], for example, presented a good example of an innovative history match
workflow. This workflow employed an assisted history match engine while charac-
terizing and classifying the static and dynamic uncertainties based on its impact on
history match and prediction. Such a methodology ensured a better history match
while keeping the uncertainty in check.

Very recent efforts have been focused towards data-driven techniques to effectively
characterize and build reservoir models. Artificial Intelligence and Data Science
technology engender these novel methods to produce effective analysis and mod-
elling of complex and multi-disciplinary data. Such methods have been used for
well test interpretation [41], reservoir characterization [48]], formation evaluation
[47] and C'O4 sequestration and coal bed methane studies [30]].

This thesis work is inspired by publications like El-Faidouzi et. al. [23]], exhibiting
a fine amalgamation of data science techniques and complex reservoir dynamics
modelling. However, in this thesis a more comprehensive application of modern
Al and data science techniques have been made to model reservoir fluid flow dy-
namics of a real oil and gas reservoir. Moreover, quantified comparison has been
made between different modelling techniques (i.e., Generalized Additive Model-
ling and Machine learning) for their accuracy in such data driven workflows.
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3.2 Spatiotemporal Interpolation

Prediction of random spatial fields is usually required in the areas of geostatistics,
based on sampled data at sparse observation points. Kriging methods [39] are usu-
ally applied for spatial interpolations. However, for dynamic properties which vary
in space and time, spatiotemporal modelling pose a much more effective modelling
tool. Publications by Cressie and Wikle [[19]] lay the foundations for spatiotemporal
interpolation. There have been many applications of spatiotemporal temporal in-
terpolation across various domains of research [38} (65} 31].

For instance, Hengl et al. [|38]] published daily temperature variations across sev-
eral observation points in Croatia, by applying spatiotemporal kriging. In it, the
temperature was modelled as a function of several factors like geo-location (latit-
ude and longitude), elevation, distance from the sea, time etc. Consequently the
modelling residuals were subjected to spatiotemporal kriging to map localised ef-
fects in space and time. A similar workflow was proposed by Szpiro et al. [65].
Their approach predicts the air pollution levels in the area of Los Angeles by using
spatiotemporal kriging for modelling residuals, as a result of modelling of nitro-
gen oxides (NO,) levels using a combination of basis functions. The work of
Graeler et al. [31]], in turn, concerns spatiotemporal interpolation of air quality
data across Germany, shows various approaches taken to model variography used
in spatiotemporal kriging.

For this thesis, lessons learnt from the above examples have been used exhaust-
ively, in order to achieve good modelling accuracy of oil and gas reservoir data.

3.3 Proxy Modeling for Fluid Flow in Porous Media

Due to the fact that numerical reservoir simulations can be computationally ex-
pensive, there have been several publications to replace the numerical simulation
model by a proxy model or surrogate model.

Slotte et al. [[64] modelled a response surface from sensitivity simulations for the
objective function, to achieve a better history match. Narayanan et al. [S1] used
proxy modelling to upscale geological models by modeling response surfaces to
represent different pseudo-functions for different reservoir properties. Carreras et
al. [8] employed proxy models to produce field development plans representing
P10, P50, and P90 probabilistic oil recoveries and economic indicators like net
present values (NPV). This workflow allowed exploring the uncertainty space by
use of experimental designs and polynomial proxy models to predict the oil recov-
eries.

In recent years, artificial neural networks have been used to develop such proxy

23



/ surrogate reservoir models. Chen et al. [10] introduced a non-intrusive reduced
order simulation methods, which aim towards predicting space-time pressure solu-
tions. This was achieved by using a combination of Discrete Empirical Interpol-
ation (DEIM) method and artificial neural network. Shohreh et al. [2f], in turn,
developed a proxy model for a CO5 sequestration project, to predict reservoir be-
haviour with varying concentrations of C'O; injection.

For this thesis, several technique components from the above research publica-
tions, especially based on machine learning, have been derived and effectively
used. However, the application of these techniques has been kept more focused
towards building a surrogate reservoir model, in order to replace conventional
physics-based reservoir simulation model. The built surrogate reservoir model has
been used to perform ML-based simulations with the prospect of a better history
match, in contrast to the above publications.
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Chapter 4

Spatiotemporal Modelling of Oil
and Gas Reservoir Data

In an oil and gas field, there are several sources and types of data, collected over
the different parts of the field life cycle. These data are measured to capture the
field dynamics across various aspects and procedures dedicated to produce oil and
gas. One of the most important data pertains to represent subsurface reservoir
dynamics evolving over years of hydrocarbon production.

As hydrocarbons are produced through oil wells, the subsurface reservoir pres-
sure changes, based on the production and injection strategy and natural reservoir
characteristics. As explained in Section the evolution of subsurface reservoir
pressure through the reservoir life cycle proves to be a strong indicator of natural
and induced energy sources at play inside the reservoir, which in turn is respons-
ible for effective hydrocarbon recovery. Consequently, acquisition and analysis of
reservoir pressure data is of high importance to an oil company and to reservoir
engineers.

In this chapter, an effective way of analyzing and modelling reservoir data (spe-
cifically reservoir pressure data) is introduced; its description covers the proposed
methodology and the applied workflow. The devised data-driven workflow mod-
els reservoir pressure without constructing a physics-based numerical simulation
model. The effectiveness of this workflow has been quantified through reservoir
pressure prediction accuracy. The goal of this workflow was to use the concepts of
spatiotemporal modelling to model reservoir pressure measured at sparse observa-
tion locations, i.e., wells, in order to predict reservoir pressure across any point in
space and time, within the domain of observation data, as depicted by Figure d.1]
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Figure 4.1: Spatiotemporal modelling workflow goal of modelling pressure observed at
sparse observation locations (i.e. wells), on the left, to predict reservoir pressure in 3D

space and time, on the right.

4.1 Methodology and Applied Workflow

As stated above, the goal of this workflow was to take reservoir pressure data meas-
ured at wells and model them across space and time. This workflow comprises a
three-step process, as illustrated in Figure

Feature
Engineering

¢ Production
Data
processing

e Feature

extraction

ST Interpolation

Dynamics
Modeling

* Generalized
Additive
Model

* Machine
learning

AN _/

e ST Kriging

Figure 4.2: Spatiotemporal modelling workflow.

411 Feature Engineering

The well pressure was analyzed based on its profile defined in terms of its geo-
location (X and Y coordinates), depth, and time. The aim of this analysis was
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to identify patterns of pressure evolution based on the location in the reservoir
space and time, by performing a multivariate analysis of pressure against the en-
gineered spatial and temporal features. Tools like Pearson correlation matrix [76]
were used to perform such multivariate analysis. For feature engineering, the in-
put features were transformed in order to produce synthetic features, providing a
better sense of reservoir dynamics. For instance, it was decided to engineer the
location features (X, Y coordinates) to a transformed feature "T"heta", in order to
indicate the direction of the measurement point from the centre of field as depicted
by Figure In overall, the geo-location features (X, Y, Z) were transformed to
a quasi-cylindrical coordinate system (T'heta, Z).

s A

A N
WELL
THETA
W« » F=0°
180°/-180°

A

5=-90°

Figure 4.3: XY location feature engineered to a quasi-cylindrical coordinate system.

4.1.2 Dynamics Modeling

In this step, modelling techniques like Generalized Additive Modeling (see Sec-
tion [2.2) and Machine learning (see Section [2.4) were employed to capture the
global trends of pressure in the reservoir. The overall goal was to be able to pre-
dict accurately, reservoir pressure for a given location in space and time. This
was achieved by taking reservoir space (x represented by theta, and elevation)
and time (¢) as the basis for the finalized input features (T¢petqs Telev, and t). The
measured pressure values p were taken as output labels and were mapped as a
function of the input features according to Equation 4.1} € represents the residual
errors as a result of modelling.

b= f(xthetaa Lelevs t) + € “4.1)
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For generalized additive modelling (GAM), the pressure was modelled by a set of
additive smooth functions of the input features mentioned above including their
tensor interactions as given by Equation §.2]

b= fl (xtheta> + f2 (xelev) + f3(t) + f4(xtheta X Telev @ t) +e€ 4.2)

For machine learning, a multi layer perceptron (MLP) was trained for regression
with above input features and pressure values as labels (see Equation[4.3).

p= fMLP(xthetm Lelev, t) + € (4.3)

41.3 Spatiotemporal Interpolation

As a consequence of dynamics modelling, the pressure predictions were obtained
with some residual errors. These residuals were analyzed for correlation to Zyjetq,
Telev, and t. Being uncorrelated to overall space and time domains, these resid-
uals were accounted for localized processes in space as well as time. Consequently,
spatiotemporal kriging method (see Section was employed to interpolate /model
these residuals, as the residuals were of stationary nature in terms of mean and
variance across spatial and temporal contexts.

In the end, the final pressures were modelled as a result of Equation 4.4

Dtotal = Pmodel T Presidual (44)

where, piorq; 18 the final modelled pressure, p,,ode; i the pressure predictions ob-
tained from the dynamics modelling step and p,.esiquqr 1 the ST krigged residuals.

4.2 Tools and Techniques
In order to ensure seamless and effective execution of the above workflow, follow-

ing implementation tools and techniques were used:

e Jupyter notebook R and Python: Jupyter notebooks [56] provide a seamless
platform for data science projects, especially due to the ease of switching
between Python (version 3.7.6) [67]] and R programming (version 3.6.1) [58]]
language kernels.

e Spatiotemporal Modelling: gstat library (version 2.0-4) [32].

o Generalized Additive Models: mgcv library (version 1.8-31) [[77]].
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e Machine Learning: keras library (version 2.2.5.0) [1]].
e Parallel computing: parallel library in R (version 3.6.1) [58].

e OpenFlow™™ [EI]: Oil and gas industry geoscience software (version 2019.1
Update 8).

4.3 Applied Case: Undersaturated Oil Reservoir with Water and
Gas Injection

In this thesis, spatiotemporal modelling of oil and gas reservoir data was performed
for a real oil and gas field. The field had about 50 years (from August 1968 —
January 2019) of production history comprising of 7 gas injector wells, 17 water
injector wells, and 41 oil producer wells. The reservoir top depth was around
8475ft with a thickness of about 1600ft with initial water oil contact at 9460ft.
Figures 4.4 and [4.5] depict a 2D and 3D model of the reservoir, respectively.

Figure 4.4: Top view of reservoir depth map.
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Figure 4.5: 3D model of reservoir.

4.3.1 Data Description

The database available for this project is comprised of the following data entities:

Oil and Gas Production History: It comprised of oil and gas production data
from 41 producer wells.

Gas and Water Injection History: It comprised of gas and water injection
data from 7 gas injectors and 17 water injectors.

Well locations: Well head X, Y coordinates and Z positions.

Well perforation data: Perforation depth and date.

Well pressure data: Measured pressure data as depicted by Figure 4.6]
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Figure 4.6: Measured well pressure data for three sample wells (A01, A02, A03).

4.3.2 Experiments

In order to qualitatively assess the potential and quantify the effectiveness of the
workflow (see Section4.1)), the following experiments were conducted:

o Experiment 1: Base case
In this experiment, the overall pressure data was included for ST modeling
in accordance with the workflow. Section [4.3.3] shows the results of the
experiment.

e Experiment 2: Temporal scale partitioning
In this experiment, the time scale was split into two parts representing two
different set of reservoir dynamics at play. This was supported by the fact
that the injection strategy was changed post October 1981 from water injec-
tion to gas injection. Section[4.3.3|shows the results of the experiment.

Table 4.1 summarizes the accuracy of the above experiments.
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Table 4.1: Modelling accuracy for ST Modeling experiments

Model Accuracy
Base Case Temporal Scale Partitioning
GAM | MLP | GAM MLP
Number of Modelling Wells 32 32 32 32
Number of Test Wells 3 3 3 3
Modelling Error in psi (MAE) | 42.65 | 34.4 | 26.85 31.5
Test Error in psi (MAE) 54 654 55 71.7

4.3.3 Results and Discussion

The workflow described in Section {.T| was successfully executed on a real oil and
gas field data. The experiments described in the section above, were carried out as
given below.

Base Case

As a first experiment (Base Case), all pressure data were considered for modelling
the reservoir pressure dynamics.

e Feature analysis and engineering:

Firstly, the pressure data was analyzed for its variability against spatial and
temporal features (T'heta, Z, and Date). As evident from Figures
and [4.8] the pressure evolution was uniformly consistent across all values
of Theta, as indicated by a low Pearson correlation coefficient of 0.06.
This formed to be a good indicator of homogeneous reservoir dynamics
in all parts of the reservoir. Moreover, the correlation of pressure against
elevation/Z (Pearson correlation coefficient of -0.48) honored the reservoir
pressure gradient based on the fluid gravity. In overall, the feature ana-
lysis provided a rudimentary understanding of the reservoir dynamics across
space and time.
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Figure 4.7: Base Case: Correlation matrix indicating Pearson correlation coefficients of
pressure data against spatial and temporal features.

Pressure Vs Theta Pressure Vs Depth
000 . om—ce ..
M 0T e e S ey 1o
: . R .
4 i . DR g p——
. i .
o H §a ]
4500 Te | »
LI | ‘, H DEPTH | DEPTH
w S E i . ooz 10000
¢ 8
3 E HE £
& 4000 1 [ 9500 % 9500
£ i i : I N a0
. :
.t . ] L co ewemme B 0
Lo . R
Wl 5
! ico! LI 10000, . e
I [ W 3500 a0 e Bl
THETA PRESSURE

Pressure Vs Date

5000

4500
DEPTH
I 10000
8500
a0
B 500

4000

PRESSURE

1280 000 2020

DATE
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e Dynamics Modelling with GAM:

In order to model the overall dynamics of the reservoir pressure (second
part of the workflow), two approaches were considered, i.e., Generalized
additive modeling and Machine learning. Both approaches were applied to
model pressure as a function of spatial and temporal features (Theta, Z, and
Date). As depicted by Figure 4.9] the GAM model was able to capture the
data variability with high accuracy, producing a mean absolute error (MAE)
of about 53 psi and a high R? value of 0.937.

Predicted vs. Actual Predicted and Actual Pressure vs. Date

R2=0.937

PREDICTED

MAE = 53 psi

Figure 4.9: Figures indicating the accuracy of GAM model for Base Case in capturing the
pressure data variance. The figure on the left shows a scatter plot of actual pressure values
vs. pressure predicted by GAM model. The figure on the right shows predicted and actual
pressures vs. date.
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Figure 4.10: Figure shows hyperspace of pressure predicted by GAM model for Base
Case against Elevation and Date, for four values of Theta (representing directions of East,
North, South, and West from the centre of the oil and gas field).

In overall, none of the modelling residuals showed any correlation to the
spatial and temporal features (see Figure d.1T). However, it was observed
that most of the error was originating from pressure data before October
1981, thus leading to a non-stationary residual variance. Non-stationarity
in modelling residual variance was a challenge, especially for the third step
of the workflow (Spatiotemporal kriging) as the ordinary kriging algorithm
works best for a random field with stationary mean and variance [43].
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Figure 4.11: Base Case: Correlation matrix indicating Pearson correlation coefficients of
GAM modelling residuals against spatial and temporal features.

e Dynamics Modelling with MLP:

On the other hand, the MLP model produced a mean absolute error of about
54.5 psi and R? value of 0.937 (see Figure[4.12). Similar to the GAM mod-
elling residuals, the MLP modelling residuals did not show any overall cor-
relation to the spatial and temporal features, but they were of higher variance
before October 1981 (see Figure d.13).
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Figure 4.12: Figures indicating the accuracy of MLP model for Base Case in capturing
the pressure data variance. The figure on the left shows a scatter plot of actual pressure
values vs. pressure predicted by MLP model. The figure on the right shows predicted and
actual pressures vs. Date.
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Figure 4.13: Base Case: Correlation matrix indicating Pearson correlation coefficients of
MLP modelling residuals against spatial and temporal features.

e Final Model:

Despite the presence of non-stationarity of modelling residual variance, the
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third step of the workflow (spatiotemporal kriging) was executed and there-
after final models, composed of GAM/MLP model and spatiotemporally
interpolated residuals (as described by Section @), were calculated. The
final models were quantified for their accuracy as given by Table Fig-
ures 4.16] and show the finally modelled pressure at the training and
test wells for MLP model; and Figures and show the same for
GAM model. It can be concluded that the Generalized additive modelling is
much better at capturing the non-linearity than the Machine learning model.
Nevertheless, spatiotemporal kriging ensures high accuracy, regardless of
modelling technique used.

From the above mentioned results, in was also inferred that in order to get
accurate predictions at spatial and temporal points away from the ones at
training wells, it is highly important to have a model capable of capturing the
overall reservoir dynamics before implementing ST kriging. This is evident
by machine learning model producing a final model with high error for the
test wells.
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Figure 4.15: Base Case: Figure shows observed pressure (measured data), GAM pressure
prediction (in red), and final pressure model (in blue), incorporating GAM predictions
and spatiotemporally krigged/interpolated modelling residuals, for sample wells in test
dataset.
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Temporal scale partitioning

In order to tackle the above challenge of non-stationary residual variance, reason
behind the same was investigated. It was known from the field development his-
tory, that the injection strategy changed post October 1981 from water injection to
gas injection, which in-turn led to a change in reservoir dynamics. Thus it was ne-
cessary to implement independent models to capture the dynamics of the two time
duration (pre-October 1981 and post October 1981). This engendered a second
experiment of Temporal Scale Partitioning, in which the GAM and MLP models
were built for the two time duration.

e Dynamics Modelling pre-October 1981:

For the time duration before October 1981, Figures [4.18] 4.19] show the
accuracy (MAE = 55 psi, R? = 0.944) and pressure prediction hyperspace
of the GAM model and Figure {.21] shows the the accuracy (MAE = 110.3
psi, R? = 0.80) of the MLP model. Again, the GAM model showed better
accuracy to model the pressures. However, the MLP and GAM modelling
residuals showed stationary mean and variance and no correlation to spatial
and temporal features (see Figures [4.22]and .20} respectively).

Predicted vs. Actual Predicted and Actual Pressure vs. Date

R2=0.944 Lo

PREDICTED
PRESSURE

MAE = 55 psi
Figure 4.18: Figures indicating the accuracy of the GAM model for Temporal scale parti-
tioning (pre-October 1981) in capturing the pressure data variance. The figure on the left

shows a scatter plot of actual pressure values vs. pressure predicted by the GAM model.
The figure on the right shows predicted and actual pressures vs. date.
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Figure 4.19: Figure shows hyperspace of pressure predicted by the GAM model for Tem-
poral scale partitioning (pre-October 1981) against Elevation and Date, for four values of
Theta (representing directions of East, North, South and West from the centre of the oil
and gas field).
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Figure 4.20: Temporal scale partitioning (pre-October 1981): Correlation matrix indicat-
ing Pearson correlation coefficients of GAM modelling residuals against spatial and tem-
poral features.
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Figure 4.21: Figures indicating the accuracy of the MLP model for Temporal scale parti-
tioning (pre-October 1981) in capturing the pressure data variance. The figure on the left

shows a scatter plot of actual pressure values vs. pressure predicted by the MLP model.
The figure on the right shows predicted and actual pressures vs. Date.
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Figure 4.22: Temporal scale partitioning (pre-October 1981): Correlation matrix indicat-
ing Pearson correlation coefficients of MLP modelling residuals against spatial and tem-
poral features.

e Dynamics Modelling post-October 1981:

For time duration after October 1981, Figures 4.23] [4.24] show the accur-
acy (MAE = 22 psi, R? = 0.98) and pressure prediction hyperspace of the
GAM model and Figure shows the the accuracy (MAE = 39.4 psi, R?
= 0.94) of the MLP model. Consistently, GAM had outperformed MLP in
the capability of capturing the non-linear dynamics. The MLP and GAM
modelling residuals for this time duration too, showed stationary mean and
variance and no correlation to spatial and temporal features (see Figures[.27]

and [.25| respectively).
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Figure 4.23: Figures indicating the accuracy of the GAM model for Temporal scale parti-
tioning (post-October 1981) in capturing the pressure data variance. The figure on the left
shows a scatter plot of actual pressure values vs. pressure predicted by GAM model. The
figure on the right shows predicted and actual pressures vs. Date.

20N

Figure 4.24: Figure shows hyperspace of pressure predicted by the GAM model for Tem-
poral scale partitioning (post-October 1981) against Elevation and Date, for four values of
Theta (representing directions of East, North, South and West from the centre of the oil
and gas field).
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Figure 4.25: Temporal scale partitioning (post-October 1981): Correlation matrix indicat-
ing Pearson correlation coefficients of GAM modelling residuals against spatial and tem-
poral features.
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Figure 4.26: Figures indicating the accuracy of MLP model for Temporal scale partition-
ing (post-October 1981) in capturing the pressure data variance. The figure on the left
shows a scatter plot of actual pressure values vs. pressure predicted by MLP model. The
figure on the right shows predicted and actual pressures vs. Date.
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Figure 4.27: Temporal scale partitioning (post-October 1981): Correlation matrix indic-
ating Pearson correlation coefficients of MLP modelling residuals against spatial and tem-
poral features.

¢ Final Model: The modelling residuals were interpolated through spatiotem-
poral kriging for both the models (i.e., GAM and MLP model). Final pres-
sure model were then calculated taking into account the respective interpol-
ated residuals. Final models with GAM and MLP were then evaluated for
accuracy as tabulated in Table .1} Figures [4.28] and .29 show the final
pressure profiles at the training and test wells respectively for GAM model.
Figures [4.30]and [4.31| show the same for MLP model.

The temporal scale partitioning yielded better modelling accuracy for both
GAM and MLP models (see Table {.I), in comparison to the base case.
The experiment was especially effective while using GAM model, which
produced the final modelling MAE of 26.85 psi on training dataset and MAE
of 55 psi on test dataset.

In overall, the best modelling and test accuracy was obtained by Generalized
additive model.
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Figure 4.28: Temporal scale partitioning: Figure shows observed pressure (measured
data), GAM pressure prediction (in red), and final pressure model (in blue), incorporat-

ing GAM predictions and spatiotemporally krigged/interpolated modelling residuals, for
sample wells in training dataset.
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ing GAM predictions and spatiotemporally krigged/interpolated modelling residuals, for
sample wells in test dataset.
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Figure 4.31: Temporal scale partitioning: Figure shows observed pressure (measured
data), MLP pressure prediction (in red), and final pressure model (in blue), incorporat-
ing MLP predictions and spatiotemporally krigged/interpolated modelling residuals, for
sample wells in test dataset.

Computational Efficiency

In terms of computational efficiency, the spatiotemporal modelling of reservoir
pressure data provided pressure predictions in a matter of minutes (less than 20
minutes), in contrast to more than 4 hours of simulation time while using physics-
based numerical simulation of the real data case.

Ultimately, pressure modelling was performed on a grid mesh consisting of 852348
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cells over 606 timesteps (every month from August 1968 to February 2019) lead-
ing to about half a billion computation for every pressure ordinal (GAM/MLP, ST
kriging and final model). This was facilitated by implementing parallel computing
into the framework. Parallel computing refers to breaking down entire compu-
tational problem into smaller parts and processing it simultaneously by multiple
Processors.

The entire framework developed to provide accurate pressure predictions through
the workflow of spatiotemporal modelling of oil and gas reservoir data, used open
source libraries, thus expending no additional resources. This was achieved without
using conventional physics-based reservoir simulation software, which in contrast
are extremely expensive (in some cases, in the order of hundreds of thousands of
dollars).
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Chapter 5

Machine-Learning-based Oil and
Gas Reservoir Simulation

As explained in Section [2.1] reservoir simulation models are currently used as a
vital part of conventional practices to understand and forecast the behaviour of oil
and gas reservoirs. These models are constructed by bringing together data from
various sources, such as seismic, well-logs, outcrop analogs, rock core analysis,
and fluid composition analysis. As the geological heterogeneity of reservoir in-
creases, such reservoir simulation models become increasingly computationally
expensive. This is due to the fact that, current simulation techniques rely on solv-
ing partial differential equations over several time steps using methods like finite
element, finite difference etc. Moreover, with challenging tasks like history match-
ing, reservoir engineers have to run several iterations of such simulation models
in order to tune the uncertain parameters to the historically measured reservoir
data. Eventually, engineers have to tackle this problem with a trade-off between
accuracy and model complexity.

In this chapter, an innovative methodology has been devised to replace the reser-
voir simulation model by a machine learning model using a few numerical reser-
voir simulations. The concept behind the workflow is to use a machine learning
model as a function approximation (as per universal approximation theorem [20]]).
As depicted by Figure[5.1} a machine learning model can approximate the function
mapped for solving differential equations from every timestep t—1 to timestep ¢, in
a conventional physics-based numerical simulator. The trained machine learning
model then can be used as a surrogate reservoir simulation model. In the scope of
this thesis, only pressure simulations have been taken into account. Thus, post ma-
chine learning, the trained surrogate reservoir model was able to predict/simulate
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pressures from a given initial conditions to consequent timesteps recursively, as
illustrated by Figure[5.2]

Deep Learning model as function approximator!

Static parameters

R
k

Function

Dynamic parameters _Pt_ 1-
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Figure 5.1: Concept behind machine-learning-based reservoir simulation.
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Figure 5.2: Figure shows the idea behind recursive algorithm used to produce Machine-
learning-based reservoir simulation. At every timestep, uncertain parameter values and
pressure values simulated at previous timestep are fed into the trained ML-based surrogate
reservoir model to simulate pressure.

5.1 Methodology and Applied Workflow

With the above stated goal to build a surrogate reservoir model and to use it to
simulate reservoir pressure, a three step process workflow was devised as given by

Figure[5.3]
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Figure 5.3: Machine-learning-based reservoir simulation.

5.1.1 Database preparation

A training dataset was created by taking few numerical reservoir simulations with
varying combinations of uncertain parameters. These uncertain parameters were
supposed to be the parameters to be used for history matching. To prepare the
training dataset, reservoir pressure grid results from the numerical fluid flow simu-
lations were wrangled for every grid cell as a training instance. The input features
were compiled for each cell’s location (X, Y, Z coordinates), uncertain paramet-
ers values and pressure values for timestep ¢ — 1. The corresponding labels were
compiled for each cells pressure values for timestep ¢. Additionally, a separate
set of numerical simulations were run (with same set of uncertain parameters but
different combinations, than the training dataset) to generate a test dataset to be
later used to check the accuracy of machine-learning-based models.

Only the cells above water-oil contact (WOC) were accounted into the training
dataset. This was done to map more relevant fluid flow dynamics (confined in
hydrocarbon bearing zone) into the surrogate reservoir model.

5.1.2 Machine Learning

With dataset prepared for training, a regularized multi-layer perceptron (see Sec-
tion [2.4) was trained.

5.1.3 Machine-learning-based simulation

After training the MLP, machine-learning-based simulations were computed based
on the concept illustrated in Figure Moreover, the same MLP model was
evaluated based on its test accuracy for test simulations.
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5.2 Tools and Techniques

The tools used to execute various parts of the workflow can be documented by the
following:

e Jupyter notebook with Python (version 3.7.6) [56] [67]].
e Machine Learning: keras library (version 2.3.1) [[12].

e OpenFlow”™ [@]: Oil and gas industry geoscience software (version 2019.1
Update 8). PumaFlow”™ (part of OpenFlow”™ platform) was used to per-
form reservoir fluid flow numerical simulations.

5.3 Applied Case: Undersaturated Oil Reservoir with Water In-
jection

The workflow of machine learning based reservoir simulation was executed on
an oil and gas field situated in the North Sea. The field had about 4 years (from
December 1987 — January 1992) of production history comprising of 4 water in-
jector wells and 7 oil producer wells. The reservoir top depth was around 9960ft
with a thickness of about 2130ft with initial water oil contact at 10600ft. Figure
[5.4] depicts a 3D model of the reservoir.

‘_wm"@‘-‘ww‘-w

2R

Figure 5.4: 3D model of reservoir.
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5.3.1 Data Description

The workflow execution for North Sea case was based on 18 numerical simulations
(run in PumaFlow”™) for training dataset and 4 simulations for the test dataset.
Table enumerates the uncertain parameters taken with the prospect of history
match. Tables [5.2] and [5.3] document the values of uncertain parameters for the
training and test dataset, respectively.

Table 5.1: Uncertain Parameters.

Uncertain Parameter Min Max Unit
Rock Compressibility 1.38E-06 5.52E-06 | 1/psi
Fault (FLT1) Transmissivity 0 1
Fault (FLT2) Transmissivity 0 1
KRWM RockType-1 formation 0.05 0.5
KRWM RockType-2 formation 0.05 0.5
Aquifer volume 1.887E+07 | 1.887E+13 | stb

Table 5.2: Numerical Simulations for training dataset.

Sim | Compress | FLT1 | FLT2 | KRWM_RT1 | KRWM_RT2 | Volume
1 1.87E-06 | 0.588 | 0.412 0.076 0.447 4.44E+12
2 2.35E-06 | 0.824 | 0.176 0.341 0.341 1.33E+13
3 5.03E-06 | 0.882 | 0.000 0.474 0.500 1.11E+12
4 3.08E-06 | 0.176 | 0.882 0.156 0.103 5.55E+12
5 3.57E-06 | 0.294 | 0.059 0.368 0.394 1.22E+13
6 5.27E-06 | 0.412 | 0.824 0.315 0.474 1.89E+07
7 4.30E-06 | 0.765 | 0.941 0.103 0.076 8.88E+12
8 3.81E-06 | 0.000 | 0.235 0.182 0.315 6.66E+12
9 4.54E-06 | 0.353 | 0.588 0.050 0.050 1.55E+13
10 | 5.52E-06 | 0.118 | 0.765 0.421 0.288 1.78E+13
11 | 2.11E-06 | 0.529 | 0.647 0.500 0.262 1.44E+13
12 | 1.38E-06 | 0.647 | 0.471 0.394 0.421 3.33E+12
13 | 2.60E-06 | 0.941 | 0.706 0.235 0.368 1.89E+13
14 | 4.06E-06 | 0.706 | 0.118 0.288 0.182 1.11E+13
15 | 3.33E-06 | 1.000 | 1.000 0.129 0.156 1.66E+13
16 | 4.79E-06 | 0.235 | 0.529 0.262 0.129 9.99E+12
17 | 2.84E-06 | 0.059 | 0.353 0.447 0.235 2.22E+12
18 1.62E-06 | 0.471 | 0.294 0.209 0.209 7. TTE+12
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Table 5.3: Numerical Simulations for test dataset.

Sim | Compress | FLT1 | FLT2 | KRWM_RT1 | KRWM_RT2 | Volume
1 4.14E-06 | 0.667 | 0.333 0.500 0.050 6.29E+12
2 1.38E-06 | 1.000 | 0.000 0.350 0.500 1.26E+13
3 5.52E-06 | 0.333 | 1.000 0.050 0.200 1.89E+07
4 2.76E-06 | 0.000 | 0.667 0.200 0.350 1.89E+13

5.3.2 Experiments

Several experiments were performed in order to derive the best set of hyperpara-
meters, to train the machine learning model. Following summarizes various con-
figurations of machine learning models experimented with:

o Experiment 1 (Base Case): 3 layered MLP with Sigmoid activation func-
tions

Experiment 2: 3 layered MLP with ReL.U activation functions

Experiment 3: 2 layered MLP with ReL.U activation functions

Experiment 4: 1 layered MLP with ReL.U activation function

Experiment 5: 1 layered MLP with Swish activation function

Experiment 6: 1 layered MLP with Leaky ReL.U activation function

Table[5.4]summarizes the accuracy of the above experiments measured at the wells.

Table 5.4: Training and test accuracy of ML based simulations (at wells)

Experiments | Training Error (MAE) | Test Error (MAE)
1 13.60 25.88
2 14.39 42.17
3 13.12 19.59
4 12.23 21.83
5 12.15 38.63
6 13.37 15.33
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5.3.3 Results and Discussion

The machine learning based reservoir simulation workflow was enacted on the
case of North Sea oil and gas field. The goal of the workflow was to build a ma-
chine learning based surrogate reservoir model, replacing the numerical simulation
model.

In order to achieve the above goal, firstly the reservoir fluid flow numerical sim-
ulation model of the North Sea oil and gas reservoir was subjected to sensitivity
runs by varying 6 parameters as given by Table These uncertain parameters
were chosen in order to aim for history matching. Table [5.2] presents the 18 sens-
itivity simulations with varying values of the said uncertain parameters. The goal
of these sensitivity simulations was to build a training data set, to be used for ma-
chine learning (as described by section [5.1)). Additionally, another four numerical
simulations were performed in order to build a test database, with the same uncer-
tain parameters (see Table[5.3)). The training and test dataset were prepared for the
18 and 4 sensitivity numerical simulations respectively, considering the uncertain
parameter values, cell X, Y, Z locations and pressure values at every time step.
These feature values were also scaled as per Z-score scaling (see Section [2.4).

Experiment 1 (Base Case): MLP with 3 layers activated by Sigmoid functions

To achieve the proof of concept for machine learning based simulations as de-
scribed in Section [5.1] a base case (also referred to as Experiment 1) MLP neural
network with 3 layers activated by Sigmoid functions was trained on the training
dataset. The trained model was then used to perform machine-learning-based sim-
ulations. Figure[5.5|shows the accuracy of the simulations on the training dataset,
and also forms a proof of concept, indicating that this workflow is able to produce
accurate (if not precise) pressure profiles by building a surrogate reservoir model,
on various sensitivity parameter configurations. Moreover, Figure [5.6] shows dif-
ferent pressure profiles per simulation and per well respectively.

The model was then evaluated on test parameter configurations in order to quantify
the ability of the workflow to produce coherent machine learning based simulation
results for blind test parameter configurations. As depicted by Figure few
pressure profiles were incoherent with the numerical simulation model behaviour,
hence decreasing the test accuracy of the model. The reason behind such incoher-
ent results was hypothesized to MLP model being very complex.

61



Well N10 Simulation No. 1

&
2

—— Machine Leaming
—— PumaFlow

£

&
g8

Pressure
&
8

\\I\'\,‘ / \ = \\
» L'\‘.“f \\/’ \/ ‘\/‘\

A
L )\/\I\‘I \\—‘

0 1 20 EY

Time
Well N10 Simulation No. 2

—— Machine Learning
40 \ —— PumaFlow

Pressure

Well N10 Simulation No. 3

—— Machine Leaming
440 —— PumaFlow

0

2000

1500
o 10 20 0 40 50

Mean Absolute Error

MAE = 13.6 bars

g

& o

Figure 5.5: Experiment 1: This figure consists of plots to effectively understand ML-
based simulation accuracy. The top three plots compare the ML-based simulation and
PumaFlow” ™ physics-based simulations at sample wells and simulations from the train-
ing dataset. The bottom plot shows the error distribution while comparing the ML-based
simulation to physics-based simulation at all wells and simulation from training dataset
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Figure 5.6: Experiment 1: This figure shows pressure profiles generated by ML-based
simulation at sample well, for all training simulations (bottom plot) and sample simulation,
for all wells (top plot).
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Figure 5.7: Experiment 1: This figure consists of plots to understand the ML model’s
ability to accurately simulate pressure for test cases. The top four plots compare the ML-
based simulations and PumaFlow” physics-based simulations at a sample well (N10)
for all (four) test cases. The bottom plot shows the error distribution of the same for all
wells.
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Experiments 2 and 3

Hence, additional experiments were performed to optimize for the size of the MLP
and activation functions involved. The evaluation of these experiments were based
on the accuracy of machine-learning-based simulations on these training and test
cases. Table [5.4] summarizes the training and test accuracy of six experiments
conducted by varying the size and activation functions involved in the MLP neural
network.

To start with, Experiment 2 was conducted with a 3 layered MLP activated by
ReLU functions. Figures [5.8] and [5.9] show a sample comparison between ML-
based simulation and the corresponding physics-based (PumaFlow” ™) simulation.
Section [A.1] describes more results of the experiment. The model showed a good
training accuracy but the test accuracy was even worse (as compared to Experi-
ment 1). Next, Experiment 3 was conducted with a 2 layered MLP activated by
ReLU functions. Several test cases for MLP based simulations were incoherent as
illustrated by Figure [5.10| (see Section [A.2] for more results). Thus the size of the
MLP was further reduced to 1 layered models with varying activation functions as
described in experiments 4, 5 and 6.
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Figure 5.8: Experiment 2: This figure compares the ML-based simulations and
PumaFlow”™ physics-based simulations at a sample well (N10) for simulation No. 2
(training case).
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Figure 5.9: Experiment 2: This figure compares the ML-based simulations and
PumaFlow” ™ physics-based simulations at a sample well (N10) for simulation No. 21,
on top and No. 22, on bottom (test cases).
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Figure 5.10: Experiment 3: This figure compares the ML-based simulations and
PumaFlow”™ physics-based simulations at a sample well (N3) for simulation No. 20,
on top and No. 21, on bottom (test cases).
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Experiments 4 - 6

Experiment 4 considered a 1 layered MLP activated with ReLU function. This
resulted in high training accuracy and coherent test pressure profiles as depicted
by Figures and (see Section for more results). Also, Experiment 5
considered 1 layered MLP activated with Swish activation function. Experiment
5 showed good training accuracy and test accuracy, except for one test simula-
tion case as given by Figure [5.13] (see Section [A.4] for more results). It is quite
possible, that the 18 sensitivity simulations were not able to exhaustively map the
uncertainty space produced by the 6 parameters. In that case, it is quite normal
to get low accuracy for few test simulations. Nevertheless, the produced pressure
profiles were of coherent behaviour.

Finally, Experiment 6 was conducted with 1 layered MLP activated by LeakyReLLU
function. The model produced high training and test accuracy as depicted by Fig-
ures [5.14]and [5.15] (see Section[A.5]for more results). Due to highly accurate ML-
based pressure simulations, Experiment 6 was concluded as the optimized MLP
configuration for the North Sea case.
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Figure 5.11: Experiment 4: This figure compares the ML-based simulations and
PumaFlow” ™ physics-based simulations at a sample well (N10) for simulation No. 2
(training case).
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Figure 5.12: Experiment 4: This figure compares the ML-based simulations and
PumaFlow” ™ physics-based simulations at a sample well (N10) for simulation No. 21,
on top and No. 22, on bottom (test cases).
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Figure 5.13: Experiment 5: This figure compares the ML-based simulations and
PumaFlow”™ physics-based simulations at a sample well (N10) for simulation No. 20
(test case).
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Figure 5.14: Experiment 6: This figure compares the ML-based simulations and
PumaFlow”™ physics-based simulations at a sample well (N10) for simulation No. 2
(training case).
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Figure 5.15: Experiment 6: This figure compares the ML-based simulations and
PumaFlow”™ physics-based simulations at a sample well (N10) for simulation No. 21,
on top and No. 22, on bottom (test cases).
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Computational Efficiency

The largest part of required computation in this workflow was limited to the train-
ing of machine learning model which was achieved in a few minutes (less than
10 minutes). The model training was performed on a Nvidia RTX 2080Ti GPU
[33]]. Moreover, the trained surrogate reservoir model provided instantaneous pres-
sure simulations. This speaks to a huge advantage of using this workflow, as one
can simulate reservoir pressures with varying uncertain parameter configurations,
instantaneously. This is in contrast to computationally expensive physics-based
simulations which can take hours of computation.

Additionally, such surrogate reservoir models can improve the conventional ap-
proach of history matching, where gradient-based optimization methods are used
to minimize the objective function (error between simulation results and observed
data), due to the computationally expensive nature of physics-based simulations.

The main disadvantage of using gradient-based optimization is its tendency to
provide local optimum rather than global optimum [36]]. In contrast, ML-based
surrogate reservoir models, being very fast, can work very well for this challenge,
by simulating several scenarios to find a global optimum as the history match.
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Chapter 6

Conclusion

In spite the widespread popularity of physics-based oil and gas reservoir simula-
tion, its applications in oil and gas industry can prove to be highly counterproduct-
ive. Several limitations of this method originate from underlying analytical and
numerical assumptions, modelling uncertainties and computational resources. The
aim of this thesis was to explore the application of Artificial Intelligence and Data
Science methods in oil and gas reservoir simulation, in order to analyze, model
and simulate reservoir dynamics using data driven workflows, without construct-
ing the said physics-based simulation models. Based on the experiments conducted
on spatiotemporal modelling of reservoir data in Chapter @] and machine learning
based reservoir simulations in Chapter [5} it can be fairly concluded that the ap-
plication of such modern techniques possesses a huge potential to improve the
current conventional practices and provide highly productive insight on the fluid
flow dynamics of the reservoir.

The research on spatiotemporal modelling on reservoir data showed various pos-
sibilities to use data science methods to analyze and model reservoir data. Mul-
tivariate data analysis of reservoir pressure showed the capability of mapping reser-
voir dynamics against space and time and evaluate the heterogeneity of the same.
Moreover, it was proved that modelling techniques like generalized additive mod-
els and machine learning can capture the overall dynamic behaviour of oil and gas
reservoir across the overall domain of space and time. Techniques of spatiotem-
poral interpolation has proved its utility to model spatially and temporally localized
processes accurately, thus contributing towards a much more accurate spatiotem-
poral model. On the other hand, the research on machine learning based reservoir
simulation provided the proof of concept of building a surrogate reservoir model in
order to replace the reservoir numerical simulation model. The machine-learning-
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based simulations are proved to be accurate enough to be used for applications
like history matching. Such simulations being computationally very cheap, can
provide basis for simulating several scenarios to perform history matching in or-
der to achieve a global optimum.

The three research questions studied for in this thesis are reiterated and answered
as below:

e Q1. Would data science methods be effective to identify and analyze well

pressure heterogeneity and associated geological uncertainties, in spatial and
temporal context for a long time ranged (in order of decades) and heterogen-
eous oil and gas reservoir dynamics?
The reservoir pressures represented by a few observation points (i.e., at
wells) and sparse time stamps, were analyzed for their heterogeneity in space
and time using multivariate analysis methods and data modelling methods.
Firstly the spatial and temporal features were engineered to more meaning-
fully represent the reservoir spatial and temporal contexts. Next, the pressure
data was mapped against the engineered spatial features (Theta and Z) and
temporal features (date). Such multivariate analysis provided a rudimentary
understanding of the heterogeneity in reservoir dynamics. Tools like mul-
tivariate correlation matrix quantified the influence of individual feature to
the pressure variance.

Furthermore, modelling techniques like generalized additive models were
used to model the said pressure heterogeneity in space and time. The pres-
sure prediction hyperspace was computed against the spatial and temporal
features to get a better understanding of pressure evolution in various parts
of the reservoir volume through time. Additionally, analysis of modelling
residuals/errors provided an insight to possible multi-dynamics at play at
different time duration i.e. temporal heterogeneity.

e Q2. How data science methods could be used to simulate pressure in 3D
space and time (within the spatial and temporal domain of observed pressure
data at oil and gas wells) without constructing a physics-based reservoir nu-
merical simulation model?

Spatiotemporal (ST) modelling of reservoir pressure from sparse well bot-
tom hole pressure data was performed by a multi step workflow (see Chapter
M). After the analysis of pressure variance against space and time, the pres-
sure was modelled as a function of the spatial and temporal features (i.e.
Theta, Z and date). In order to achieve accurate modelling, methods of gen-
eralized additive modelling and machine learning were investigated. Such
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modelling methods produced accurate pressure predictions for any point in
space and time.

Moreover, the modelling residuals were analyzed for their correlation to
space and time. If uncorrelated residuals, the local processes in space and
time were hypothesized for the reason behind such residuals. To model
such localized dynamic processes, methods of spatiotemporal interpolation
like spatiotemporal kriging were investigated. ST interpolation mapped the
residuals to all points in space and time. Consequently, the residuals were
added to the modelled pressure predictions thus contributing towards a more
accurate pressure spatiotemporal model.

Q3. Would machine learning based techniques like multi-layer perceptron
(MLP) improve the current reservoir simulation practices, specifically for
the scope of history matching of an oil and gas reservoir simulation model?
The current/conventional practices of reservoir fluid flow simulation are
based on solving partial differential equations over several timesteps and
several spatial locations (cells), which can prove to be highly time consum-
ing and computationally expensive. This was improved by using machine
learning to build surrogate reservoir model to obtain accurate (if not pre-
cise) and very fast fluid flow simulations, thereby replacing the numerical
simulation model.

As described in Chapter[5] the above machine learning model was trained by
using a few numerical simulations as training data, in order to approximate
the fluid flow dynamics. Next, the trained machine learning model was used
to simulate the pressures starting from initial conditions and to subsequent
time steps using a recursive algorithm.

Such fast alternative to conventional physics-based reservoir simulations
provide an opportunity to improve the current approach of history match-
ing which use gradient-based optimization methods, due to computationally
expensive nature of physics-based simulations. Gradient-based optimization
methods usually produce local optimum thus comprising the quality of his-
tory match. ML-based simulations can be used to simulate several scenarios
very quickly, to find globally optimized history match.

Thesis Contribution

The oil and gas industry works with the most challenging industrial processes
across several domains of engineering. In order to properly monitor and control
such processes, this industry deals with vast amounts and sources of data. As such,
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data-driven methods and workflows can prove to be natural procedures for more
effective and more safe production of oil and gas.

This thesis provides a comprehensive exploration of such data-driven techniques
for the domain of oil and gas reservoir simulation. The importance of this research
is highlighted by the magnitude of the problem while dealing with accurate map-
ping of oil and gas reservoir dynamics. The applied workflows provide predictions
with average errors less than 60 psi for average reservoir pressures more than 4000
psi. This work shows high prediction accuracy for a dynamic system several thou-
sands of feet below the surface, thus highly intractable to accurately measure and
map. Following encapsulates the research domains where this thesis makes major
contributions:

e Reservoir Data Analysis: Proposal of multivariate analysis framework, im-
plemented on a real oil and gas reservoir data

e Spatiotemporal modelling of reservoir data: Proposal of multi-step work-
flow to model sparse reservoir data gathered at wells, across the domain of
space and time. This workflow was implemented with real oil and gas reser-
voir data, and evaluated for several workflow component configurations.

e Surrogate reservoir modelling: Proposal of a proxy modelling workflow
based on machine learning, also implemented and optimized for a real data
case.

e Reservoir Big Data Framework Development: Development of reservoir
big data analysis and modelling framework incorporating different platforms
(like R and Python), implementing techniques like machine learning, gener-
alized additive modelling, parallel computing, spatiotemporal interpolation,
etc., using open source libraries thus posing no additional cost.

6.2 Future Work

This thesis has provided the proof of concept to use data-driven techniques in the
scope of oil and gas reservoir engineering and simulation. However, additional
research can be performed on several fronts as listed below:

o In this thesis, reservoir data analysis has been performed for a real oil field
data case with spatial and temporal features. However, additional features
like production and injection density (indicating scaled amount of produc-
tion or injection in the vicinity of the observation well) can be included to
make the analysis more accurate and comprehensive.
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e The spatiotemporal modelling workflow has been applied to model reservoir
pressures in this thesis. However, it can be applied to model other properties
like production ratios (water cut, gas-oil ratio), gas-oil contact, water-oil
contact, etc. In general, this workflow can be used to model any property
varying over space and time.

e The spatiotemporal modelling, in this research work, was performed using
a quasi-cylindrical coordinate system (Theta and Z) to represent space, as
the applied case consisted of an oil and gas reservoir which was relatively
homogeneous, with no reservoir compartmentalization (i.e. no major geo-
logical heterogeneity). However, a cylindrical coordinate system (Theta, R
and Z) can also be used, which can be useful to capture heterogeneity like
sealing faults, compartmentalization, etc.

o This thesis has aimed to provide proof of concept for machine learning based
reservoir simulations and has implemented the same on a real oil and gas
field data. However, the same can be carried forward to implement optimiz-
ation methods like Genetic algorithm (GA) and Particle swarm optimization
(PSO) [36] to conduct history matching and obtain a global optimum as a
history match.
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Appendix A

ML-based reservoir simulation:
Experiment results

This appendix accounts for the experiment results (for Experiments 2 — 6) per-
formed for Machine-learning-based reservoir simulations as described in Chapter

A.1 Results for experiment 2

e Training accuracy of machine-learning-based simulation at wells: see Fig-

ure[A ]l
e Machine-learning-based simulations: see Figure

e Test accuracy of machine-learning-based simulation at wells: see Figure|A.3

A.2 Results for experiment 3

e Training accuracy of machine-learning-based simulation at wells: see Figure

A4
e Machine-learning-based simulations: see Figure[A.3|

e Test accuracy of machine-learning-based simulation at wells: see Figure[A.6|

A.3 Results for experiment 4

e Training accuracy of machine-learning-based simulation at wells: see Figure
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Machine-learning-based simulations: see Figure [A.§]

Test accuracy of machine-learning-based simulation at wells: see Figure[A.9)]

Results for experiment 5

Training accuracy of machine-learning-based simulation at wells: see Figure

Machine-learning-based simulations: see Figures

Test accuracy of machine-learning-based simulation at wells: see Figure

Results for experiment 6

Training accuracy of machine-learning-based simulation at wells: see Fig-

ure[A.13]
Machine-learning-based simulations: see Figures [A.T4]

Test accuracy of machine-learning-based simulation at wells: see Figure
A.15]
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Figure A.1: Experiment 2: This figure consists of plots to effectively understand ML-
based simulation accuracy. The top three plots compare the ML-based simulation and
PumaFlow” ™ physics-based simulations at sample wells and simulations from the train-
ing dataset. The bottom plot shows the error distribution while comparing the ML-based
simulation to physics-based simulation at all wells and simulation from training dataset.
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Figure A.2: Experiment 2: This figure shows pressure profiles generated by ML-based
simulation at sample well, for all training simulations (bottom plot) and sample simulation,
for all wells (top plot).
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Figure A.3: Experiment 2: This figure consists of plots to understand the ML model’s
ability to accurately simulate pressure for test cases. The top four plots compare the ML-
based simulations and PumaFlow” ™ physics-based simulations at a sample well (N10)
for all (four) test cases. The bottom plot shows the error distribution of the same for all
wells.
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Figure A.4: Experiment 3: This figure consists of plots to effectively understand ML-
based simulation accuracy. The top three plots compare the ML-based simulation and
PumaFlow” ™ physics-based simulations at sample wells and simulations from the train-
ing dataset. The bottom plot shows the error distribution while comparing the ML-based
simulation to physics-based simulation at all wells and simulation from training dataset.
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Figure A.5: Experiment 3: This figure shows pressure profiles generated by ML-based
simulation at sample well, for all training simulations (bottom plot) and sample simulation,
for all wells (top plot).
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This figure consists of plots to understand the ML model’s
ability to accurately simulate pressure for test cases. The top four plots compare the ML-
based simulations and PumaFlow” ™ physics-based simulations at a sample well (N3) for
all (four) test cases. The bottom plot shows the error distribution of the same for all wells.
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Figure A.7: Experiment 4: This figure consists of plots to effectively understand ML-
based simulation accuracy. The top three plots compare the ML-based simulation and
PumaFlow” ™ physics-based simulations at sample wells and simulations from the train-
ing dataset. The bottom plot shows the error distribution while comparing the ML-based
simulation to physics-based simulation at all wells and simulation from training dataset.
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Figure A.8: Experiment 4: This figure shows pressure profiles generated by ML-based
simulation at sample well, for all training simulations (bottom plot) and sample simulation,
for all wells (top plot).
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Figure A.9: Experiment 4: This figure consists of plots to understand the ML model’s
ability to accurately simulate pressure for test cases. The top four plots compare the ML-
based simulations and PumaFlow” ™ physics-based simulations at a sample well (N10)
for all (four) test cases. The bottom plot shows the error distribution of the same for all
wells.
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Figure A.10: Experiment 5: This figure consists of plots to effectively understand ML-
based simulation accuracy. The top three plots compare the ML-based simulation and
PumaFlow” ™ physics-based simulations at sample wells and simulations from the train-
ing dataset. The bottom plot shows the error distribution while comparing the ML-based
simulation to physics-based simulation at all wells and simulation from training dataset.
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Figure A.12: Experiment 5: This figure consists of plots to understand the ML model’s
ability to accurately simulate pressure for test cases. The top four plots compare the ML-
based simulations and PumaFlow” physics-based simulations at a sample well (N10)
for all (four) test cases. The bottom plot shows the error distribution of the same for all
wells.
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Figure A.13: Experiment 6: This figure consists of plots to effectively understand ML-
based simulation accuracy. The top three plots compare the ML-based simulation and
PumaFlow” ™ physics-based simulations at sample wells and simulations from the train-
ing dataset. The bottom plot shows the error distribution while comparing the ML-based
simulation to physics-based simulation at all wells and simulation from training dataset.
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Figure A.14: Experiment 6: This figure shows pressure profiles generated by ML-based
simulation at sample well, for all training simulations (bottom plot) and sample simulation,
for all wells (top plot).
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Figure A.15: Experiment 6: This figure consists of plots to understand the ML model’s
ability to accurately simulate pressure for test cases. The top four plots compare the ML-
based simulations and PumaFlow” ™ physics-based simulations at a sample well (N10)
for all (four) test cases. The bottom plot shows the error distribution of the same for all
wells.
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