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Abstract

Deep learning techniques have become increasingly popular for medical image segmen-
tation tasks in recent years. This study utilises a 3D convolutional neural network (CNN)
called nnU-Net, for the task of automatic semantic segmentation of 13 classes in magnetic
resonance (MR) images of the knee joint. Experimentation of various hyper-parameters
are used to improve the accuracy of the models, and in the process generate a comparison
of the impact from the various hyper-parameters. Models were trained and evaluated on a
training dataset consisting of 20 subjects and a validation dataset consisting of 5 subjects,
with three different image modalities for each subject. Evaluation of the models found that
the nnU-Net architecture was able to accurately segment the knee joint. Hyper-parameter
experimentation found that the only improvement was a minor increase in accuracy when
adding data augmentation to the model.
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Sammendrag

Dyp læring teknikker har hatt økende popularitet for medisin-relaterte segmenterings opp-
gaver de siste årene. Denne studien bruker ett 3D konvolusjonelt nevralt nettverk (CNN)
kalt nnU-Net, for å automatisk semantisk segmentere 13 klasser fra magnetisk resonans
(MR) bilder av kneledd. Eksperimentering av forskjellige hyper-parametere er brukt for
å forbedre nøyaktigheten til de opptrente modellene, og i prosessen lage en sammenlign-
ing av effekten av disse parametrene. Modeller var trent og evaluert på et treningsdatasett
som bestod av 20 pasienter, og et valideringsdatasett som bestod av 5 pasienter, med tre
forskjellige bilde-modaliteter for hver pasient. Evaluering av modellene fant at nnU-Net
arkitekturen var i stand til å lage nøyaktige segmenteringer av kneleddet. Hyper-parameter
eksperimenteringen fant at den eneste forbedringen var en liten økning i nøyaktighet, der-
som ”data augmentering” ble tatt i bruk.
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convolutional neural network Convolutional neural network (CNN) is a specific type of
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Chapter 1
Introduction

This chapter will present the background and motivation for this thesis in section 1.1.
Additionally, the scope and objectives of the thesis are described in section 1.2 and 1.3.
And lastly, the structure of the thesis will be detailed in section 1.4.

1.1 Background & motivation

Medical imaging is one of the most central and important elements in medical practice in
this day and age [20]. One of the main applications of medical imaging is to aid in making
a diagnosis or to confirm a suspected diagnosis. Medical imaging has also assumed an
increasingly important role in surgery, such as by allowing examination of the surgery area
beforehand [21]. The rapid increase in both hardware and software capabilities in the last
decade has led to an increasing interest in the application of computer vision algorithms in
these medical imaging tasks.

One of the most interesting and challenging tasks related to computer vision is seg-
mentation. Segmentation is the process of dividing an image into regions with similar
properties. ”Image segmentation is considered the most essential medical imaging process
as it extracts the region of interest (ROI) through a semiautomatic or automatic process”
[22]. At the moment, most segmentation is performed manually by radiologists. This is
a tedious and time-consuming task, which is both mentally and physically straining. This
has popularised the adaptation of artificial intelligence (AI) solutions, leading to an ever-
increasing trend for machine learning (ML) to be the dominant technique in medical image
segmentation [23].

ML methods for segmentation tasks have been utilised for a range of various anatom-
ical datasets, including the brain [24], lungs [25] [26], liver [27], and more. Moreover, a
systematic review published in September 2019 [28] compared the performance of deep
learning approaches to that of health-care professionals on the detection of disease from
medical imaging, and concluded with “deep learning algorithms to have equivalent sensi-
tivity and specificity to health-care professionals.”
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Norges teknisk-naturvitenskapelige universitet (NTNU), Sunnmøre MR-Klinikk, and
Ålesund Sjukehus are cooperating on a collaboration project, with a final goal of creating
a training simulator for surgeons. This goal includes automatic 3D segmented models,
with the ability to interact with these models in virtual reality (VR) and augmented reality
(AR) with physical and virtual tools. This thesis focuses on the automatic segmentation
part of this larger project. This part of the project is a critical component of the project,
due to providing the models required for the rest of the project. This segmentation part
of the project, and by extension this thesis, will primarily be a collaborative effort with
Sunnmøre MR-Klinikk.

1.2 Thesis scope

The scope of this thesis is to automatically segment anatomical regions of interest from
magnetic resonance imaging (MRI) images, through the use of ML techniques. The scope
is further limited to the training and validation of neural networks for this purpose. The
network utilised in this thesis will be the nnU-Net module within Niftynet, and the segmen-
tation will focus on the knee joint. The training aspect of this thesis will include attempts
to optimise the hyper-parameters for the neural network, as well as generate comparable
results from the various hyper-parameters.

Figure 1.1: Venn diagram of thesis scope
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1.3 Goals and objectives
The main goal of this thesis is to train a neural network model that is able to accurately
segment new unknown magnetic resonance (MR) images of knees, with sufficiently high
accuracy. Furthermore, the experimentation of various hyper-parameters, and their effect
on the training and inference processes, will play an important role in the thesis. The thesis
is therefore divided into the following two research questions:

Research question 1: Do the trained neural networks generate a segmentation output
of sufficient accuracy?

The accuracy of the models is determined by a combination of visual inspection and
evaluation metrics. Evaluation metrics are usually based on a comparison between the
segmented output and a ”ground truth”. This ”ground truth” is generated manually by a
human expert, and is therefore subject to both errors and subjectivity. This is why visual
inspection in addition to evaluation metrics are essential to evaluate the accuracy.

Research question 2: What impact do the hyper-parameters have on the training pro-
cess and inferred segmentation output?

In the process of achieving sufficiently high accuracy, various hyper-parameters will be
subject to experimentation. In order to choose the best parameters, their effect on the
network must be both evaluated and understood. Therefore, in an effort to understand
the functionality and impact of each hyper-parameter, an overview and comparison of the
various experimentation carried out during this thesis will be presented.

1.4 Thesis structure
The thesis is structured as follows:

Chapter 1 - Introduction: Presents the motivation, scope, and objectives of this the-
sis.

Chapter 2 - Theory: Describes the relevant theory for this thesis. This includes the-
ory about knee anatomy, MRI, segmentation, and ML.

Chapter 3 - Related work: Explores works that are relevant to this thesis. This chap-
ter gives a summary of the state of ML approaches in the medical image segmentation
field.

Chapter 4 - Methodology: Presents the methodology used in this thesis. This includes the
utilised hardware and software, datasets, and CNN. This chapter also introduces the hyper-
parameter optimisation process and describes the baseline configuration of the hyper-
parameters.
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Chapter 5 - Experiments: Describes the hyper-parameter experimentation that is carried
out in this thesis, including reasoning and hypotheses for the performed experimentation.

Chapter 6 - Results: Presents the results of the hyper-parameter experimentation. Re-
sults are presented both as visual segmentation masks and evaluation metrics.

Chapter 7 - Discussion: Discusses the results and methodology of the thesis.

Chapter 8 - Conclusion: Contains the conclusion of this thesis. The conclusion an-
swers the previously stated research questions, states the contributions of this thesis, and
presents ideas for future work.
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Chapter 2
Theory

This chapter presents background theory related to the work carried out in the thesis. First,
the anatomy of a knee and MRI are briefly explained. Then the topics of segmentation and
deep learning are explored more in-depth.

Section 2.1 briefly explains the anatomy of the knee joint. Section 2.2 looks into imag-
ing techniques and different image types for MRI as well as file formats for MRI images.
Section 2.3 explores a variety of segmentation methods and explains the specifics of se-
mantic segmentation. Section 2.4 Gives an introduction to ANNs, including structure and
important features. Section 2.5 explains how CNNs function, and details why they are ef-
fective for semantic segmentation. Section 2.6 explores different loss functions commonly
used in semantic segmentation tasks. Section 2.7 explains how data augmentation is done,
and what purpose it serves. And lastly, section 2.8 will look into different evaluation met-
rics for ML and medical imaging tasks.

2.1 Anatomy of the knee
The knee joint connects the thigh and the shin and is one of the largest and most complex
joints in the human body. The knee is often viewed as two joints that collectively function
as a hinge joint, allowing both flexion and extension as well as small amounts of rotation.
The knee consists of four main bones namely the femur (thigh bone), tibia (shin bone),
fibula (calf bone), and patella (knee cap).

The leg muscles are connected to the bones with tendons to allow for movement, while
ligaments join the bones together while also providing stability to the knee. The anterior
cruciate ligament (ACL) and posterior cruciate ligament (PCL) prevents the femur and
tibia from sliding backwards or forwards, while the medial collateral ligament (MCL) and
lateral collateral ligament (LCL) prevents the femur from sliding side to side. In addition
to this, there are also two C-shaped pieces of cartilage called the medial and lateral menisci
that act as shock absorbers between the femur and tibia. [29]

In addition to the above-mentioned bones and ligaments which are shown in figure 2.1,
the knee and its surrounding region also consist of veins, arteries, muscles, and fat.
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Figure 2.1: Anatomy of the knee [1]

2.2 Magnetic resonance imaging

MRI is one of the most widely used imaging techniques within radiology. The theory
behind MRI is well documented in various sources. This section provides a summary of
the information presented in [30], which has also been briefly summarised in [17]. A more
detailed and illustrated explanation for MRI is presented in [31].

MRI uses the natural magnetic properties of the body to produce images. The hydrogen
nucleus (a single proton) is used for imaging purposes because it is found in abundance in
water and fat. These hydrogen nuclei have an axial spin, with their axes randomly aligned.
When the body is placed in a strong magnetic field, such as an MRI scanner, the protons’
axes all align. This uniform alignment creates a magnetic vector oriented along the axis of
the MRI scanner.

This magnetic vector is then deflected by adding additional energy (in the form of a
radio wave) to the magnetic field. The radio wave frequency (RF) is determined by the
sought element (usually hydrogen) and the strength of the magnetic field generated by the
MRI scanner. The strength of the magnetic field can be altered electronically from head to
toe using a series of gradient electric coils. Thus, by altering the local magnetic field by
these small increments, different slices of the body will resonate as different frequencies
are applied.
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When the RF source is switched off, the magnetic vector returns to its resting state.
This causes a signal (in the form of a radio wave) to be emitted from the affected nuclei. It
is this resulting radio wave signal which is used to create MRI images. Receiver coils are
placed around the body part that is imaged to improve the detection of the emitted signal.
The intensity of the received signal is then plotted on a grey scale, and cross-sectional
images are generated.

Additionally, there is a difference in how quickly different tissue relax once the RF
pulse is switched off. These times are measured in the following two ways. T1 relaxation
is the time taken for the magnetic vector to return to its resting state. And T2 relaxation is
the time needed for the axial spin to return to its resting state.

”There are no known biological hazards of MRI because, unlike x-ray and computed
tomography, MRI uses radiation in the radiofrequency range which is found all around us
and does not damage tissue as it passes through.” [30]

2.2.1 Image types

MRI can produce different images depending on the weighting of T1 and T2 relaxation
times. Because different tissues have different relaxation times, the weighing can be used
to create differences in signal intensities and by extension tissue grey levels. The datasets
used in this thesis has three differently weighted images for each patient. These are T1,
PD, and FS weighted images.

T1 images

T1 images present the difference in T1 relaxation times. T1 images are useful for identi-
fying fluid filled spaces in the body. Fat appears very bright in these images, while fluid is
dark.

Figure 2.2: Example of an T1 weighted image
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PD images

In a PD weighted MR image, it is the tissues with a higher concentration/density of protons
(hydrogen nuclei) which produce the strongest signals, and thus appears the brightest. [18]

Figure 2.3: Example of an PD weighted image

FS images

FS images are used to suppress the signal from normal adipose tissue. The result is that
adipose tissue appears darker, while any other tissue appears brighter by contrast. [32]

Figure 2.4: Example of an FS weighted image

2.2.2 Image formats
There are a lot of different MRI file formats. The four most commonly used are Analyze,
Nifti, Minc, and Dicom. Dicom is designed to standardize the generated images by diag-
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nostic modalities. While the other 3 aim at facilitating and strengthening post-processing
analysis. [33]

Nifti

In this thesis, the datasets were supplied as Nifti files. This format can be seen as a revised
Analyze format. The notable improvements include updated header information such as
rotation and orientation. Nifti also includes support for additional data types, such as
unsigned 16-bit. [33]

2.3 Segmentation
Segmentation is a large subfield within digital image processing. Segmentation is a task
that aims to divide an image into regions with similar properties, such as colour or texture
[34]. Segmentation techniques range from the simple threshold method to the more ad-
vanced edge detection and clustering techniques, and also includes various ML algorithms.

Conventional segmentation algorithms often rely on a critical selection of parameters,
for instance, to derive an accurate membership function in the case of clustering. This
requires a considerable amount of user expertise [35]. These aspects are simply not prac-
tical when it comes to more advanced segmentation tasks such as segmenting multiple
structures, especially when dealing with complex 3-dimensional structures such as those
created by MRI [36] [17].

There are three main difficulties when it comes to segmentation tasks:

• Noise: Noise during the data generation process can potentially alter the intensity of
either a singular pixel or a group of pixels, resulting in the classification becoming
uncertain.

• Low variety of pixel intensity between classes: When segmenting multiple classes
within the same image, the different classes need to be distinguished somehow. If
the variety of pixel intensity between different classes is very low, then they become
almost indistinguishable.

• Class imbalance: When an image contains classes of varying sizes, the smaller
classes are easily ignored during training due to the low impact they have on the
overall accuracy of the segmentation task.

The first two of these difficulties are related to the data generation. Some amount of noise
is always going to be present during an MRI scan.

The intensity of pixels can have increased variety by utilizing different weightings
for the MR image generation. However, if multiple classes are made up of the same or
similar tissue, such as tendons and ligaments, then this problem becomes unavoidable.
This problem can then only be solved by considering the spatial information of the image,
as opposed to strictly the image intensity. This is something that CNNs are especially
well suited for, due to their local receptive field which will be discussed more in detail in
section 2.5.6.
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The class imbalance is also unavoidable during data generation, but can be handled by
ANNs through the choice of the loss function, which is briefly mentioned in section 2.4.2
and discussed in detail in section 2.6

Semantic segmentation is the main focus for this thesis, and it is a specific type of
segmentation where each pixel (or voxel for 3D images) is given a class label. This task is
also often called dense prediction or dense semantic segmentation.

2.4 Artificial neural networks
ANNs is a subfield of AI and ML that is inspired by neuroscience. The goal of ANNs is to
replicate the way neurons work in the human brain. ANNs and other ML algorithms are
often categorised into four different categories, based on the way they learn:

• Supervised learning: Supervised learning is used when we have a dataset of la-
belled data. Labelled data means that each sample of the dataset also has a corre-
sponding answer that we would like the algorithm to come up with. The algorithm
is then able to compare the solution it finds with the label for each data sample, and
in that way evaluate how good its solution is.

• Unsupervised learning: For unsupervised learning the dataset does not include la-
bels. This means that the algorithm does not know the correct answer for its training
data. This approach is most useful for clustering (finding similarities in the data), or
anomaly detection.

• Semi-supervised learning: This approach is a combination of both supervised and
unsupervised learning. This is especially useful for difficult data, when the labelling
of a dataset is a very time-consuming task for experts. Another potential benefit
is that this allows the algorithm to reach its own conclusions, without introducing
potential bias or inaccuracies through manually labelling the data.

• Reinforcement learning: Reinforcement learning does not use a training dataset.
Instead, the algorithm uses a reward system. The algorithm is trained by an itera-
tive process in which it tries to maximise its cumulative reward. This approach is
often used for software agent, for tasks such as path planning, robot motion control,
business management, and more.

This thesis will focus on supervised learning algorithms. The dataset that has been sup-
plied for this thesis work consists solely of labelled data, and there is not any unlabelled
data available to facilitate semi-supervised learning. This is because the samples in this
dataset are unique and generated specifically to be used for training neural networks. What
this entails is discussed in more detail in section 4.2.

2.4.1 Structure
ANNs consists of nodes and links, where the nodes act like neurons to propagate values
forward to linked nodes when activated. Each node consists of weighted inputs and com-
putes its value as a weighted sum of all its inputs when activated. Additionally, each node
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typically has a bias that adds a static value to it’s propagated value. ANNs consists of an
input and an output layer, with any number of hidden layers in between. The input for
each layer is the output of the previous layer, where the first layer is directly connected to
the input data [17] [37] [38].

Figure 2.5: Structure of a neural network [2]

As mentioned in [37], the neural network structure with notation and formulas are pre-
sented in [39] as the following:

The neural network is composed of neurons connected by directed links. A link from
neuron i to neuron j is connected to propagate activation ai from i to j. Each neuron has
an input ai with an associated weight wi,j . The weights are numeric values that determine
the strength of the connection between neurons. It is also common to add a bias to each
node denoted as b.

Equation 2.1 shows the calculation for the weighted input for each node, while equation
2.2 shows the equation with the added bias. Equation 2.3 shows how the output of a node
is derived by applying a function to this weighted sum. This applied function is called the
activation function, and is discussed more in detail in section 2.4.2.

inj =

n∑
i=0

wi,j ai (2.1)

inj =

n∑
i=0

wi,j ai + b (2.2)
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aj = f(inj) = f(

n∑
i=0

wi,j ai) (2.3)

The learning process for an ANN is achieved by updating the weights throughout the
network. The following sections will give a brief overview of the most important aspects
of ANNs.

2.4.2 Activation function

As mentioned previously, the activation function is the function that computes an output
for a node based on its weighted input sum. While activation functions could be a binary
step or linear, these are not suited for ANNs. Most common activation functions are non-
linear, and their main purpose is to provide non-linear properties to the ANN. Without a
non-linear activation function, an ANN would function equivalent to a linear regression
model. Some of the most commonly used non-linear activation functions are discussed in
detail below.

Sigmoid

The sigmoid function, as shown in figure 2.6, has an output between 0 and 1. The main
advantage of the sigmoid function is that it normalises the output between 0 and 1. This
solves the problem of exploding gradient, which is a problem that might occur with linear
activation functions. The sigmoid function also gives very clear predictions due to its steep
slope between -2 and 2, which results in a tendency for output values to move towards
either end of the curve.

There are however some drawbacks to the sigmoid as well. The main problem is the
so-called vanishing gradient. This problem occurs when reaching very high or low input
values. Because of the way the sigmoid flattens out at 0 and 1 quite quickly, we reach a
point where changes in the input result in almost no change for the output (For instance,
both 10 and 20 as input values would give an output roughly equal to 1). The result of
this is that the network could be unable to learn, or simply end up being extremely slow.
Another drawback is that it is centered around 0.5.
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Figure 2.6: Sigmoid activation function

Hyperbolic tangent

The hyperbolic tangent (TanH) activation function, shown in figure 2.7, is also technically
a sigmoid function, although it does differ slightly from the standard sigmoid. The only
difference is that TanH gives an output ranging from -1 to 1. The benefits of TanH over
sigmoid is that it has stronger gradients, as well as being centred around zero. Being
centred around zero is beneficial for the same reason that normalising inputs around zero
is beneficial. Using a zero-centred activation function results in centring the input for
hidden layers throughout the neural network, which makes learning much easier.

The TanH does however still suffer from the same vanishing gradient problem as was
mentioned for the sigmoid function above. TanH is however still considered to be an
improved version of the standard sigmoid function.

Figure 2.7: TanH activation function [3]
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Rectified linear unit

The rectified linear unit (ReLU) activation function, as shown in figure 2.8, generates a
linear output for positive input values, while negative values results in zero as the output
value. This does make the function non-linear, although it has a range of 0 to ∞. This
function is vulnerable to the previously mentioned exploding gradient problem, although
this is more commonly dealt with by proper learning rates or regularization.

One of the advantages of ReLU is that it converges on a solution faster than sigmoid
variants, due to its linearity keeping the slope from plateauing. It also does not have the
vanishing gradient which both sigmoid and TanH suffers from. There is also a level of
sparsity when using ReLU. This is due to each node having the possibility of not activat-
ing. This is often considered beneficial because we only want meaningful information to
be processed as opposed to noise, which results in less overfitting. The calculation for
ReLU is also computationally cheap, which together with the sparsity makes it compute
significantly faster than the sigmoid variants mentioned above.

The downside of all negative values resulting in zero output, however, is a problem
called dying ReLU. This problem is categorised by ReLU nodes being considered ”dead”
once it gets stuck on the negative side of the function and will always output 0. The reason
this happens is because the gradient of the ReLU function becomes zero for the negative
range of the function. This makes it unlikely for a node to recover once it falls into the
negative side. The problem can often be avoided by using a low learning rate, but there
are also some variations of the ReLU function that combats this issue.

Figure 2.8: ReLU activation function [4]

ReLU variants

As mentioned above, the main drawback to ReLU is the ”dead” nodes caused by the zero
output for negative input values. There are two popular alternative variants for ReLU that
aims to solve this issue.

The first variant, shown in figure 2.9, is the so-called leaky ReLU. This variant has a
small slope for negative values, as opposed to the flat line present in the standard ReLU.
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Figure 2.9: Leaky ReLU activation function

The second variant is the parametric rectified linear unit (PReLU) function. This func-
tion is almost identical to the leaky ReLU, with the only difference being that the slope
coefficient for negative values is represented as a parameter, as opposed to a constant. This
parameter is then learned along with all other ANN parameters. Equation 2.4 shows the
calculation for the leaky ReLU with a slope coefficient of 0.01, while equation 2.5 shows
the calculation for the parametric rectified linear unit (PReLU) where the slope coefficient
is denoted as a parameter a.

f(x) = max(0.01x, x) (2.4)

f(x) = max(ax, x) (2.5)

2.4.3 Loss function
Another important part of an ANN is the loss function. The purpose of the loss function
is to evaluate the output of the network, to measure the accuracy of the model. This is
achieved by comparing the output of the model with the ground truth. The exact method or
function for this comparison has a lot of different variations, but they all return a measure
indicating how incorrect the output of the network is. It is therefore important to choose
a loss function that properly correlates with a successful output, as the network will only
focus on improving the calculated loss. A commonly used loss function for regression is
the mean square error (MSE). The calculation for MSE is shown in equation 2.6, where
E(w) is the calculated loss, N is the number of outputs, yi is the desired output, and ŷi is
the actual output.

MSE = E(w) =
1

N

N∑
i=1

(yi − ŷi) (2.6)
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Loss functions that are especially useful for semantic segmentation, and as a result have
been explored in this thesis, are discussed in more detail in section 2.6.

2.4.4 Gradient descent
Once the network has calculated its output error through its loss function as mentioned
above, the goal is to minimise this error which is often referred to as minimising the loss
function. The way an ANN learns and improves is by updating its weights, which is done
through a process called backpropagation which is explained in the next section. Gradi-
ent descent is used to figure out exactly how the weights should be updated during this
backpropagation process, in order to minimise the loss function. Gradient descent uses the
derivative of the loss function to find the direction of steepest descent, which determines in
which direction weights are updated. How much the weights are updated in the direction
determined by gradient descent is decided by a parameter called the learning rate, which is
mentioned in more detail in section 2.4.7. The updated weight is then calculated as shown
in equation 2.7, where wnew is the new weight, wold is the old weight, η is the learning
rate, and E(w) is the calculated loss.

wnew = wold + ηE(w) (2.7)

Several different implementations of gradient descent are used for optimising training. The
following list briefly mentions the most commonly used approaches:

• Batch gradient descent (BGD): BGD, also often referred to as vanilla gradient
descent, is the most basic variation of gradient descent. In BGD, the gradient is
calculated based on the entire training dataset. The disadvantage of this implemen-
tation is that calculating gradients for the entire dataset for every single update is
very slow and inefficient.

• Stochastic gradient descent (SGD): SGD, in contrast to BGD, updates the weights
for each sample of the training data. This eliminates a lot of redundant computa-
tion that is present in BGD, resulting in the network learning at a faster rate. The
drawback with this, however, is that weight updates will have a high variance [40].

• Mini-batch gradient descent: This approach is a combination of both BGD and
SGD, in which weights are updated in batches of n training samples. This reduces
the variance of the weight updates, leading to a more stable convergence.

2.4.5 Backpropagation
Backpropagation is a technique for propagating the error backwards from the output and
through the network, towards the input layer. This allows the gradient of the error to be
calculated in each layer and thus adjust the weight and bias subsequently [41] [42].

2.4.6 Overfitting
Overfitting is a common problem in ML applications and is characterised by the model
adjusting itself too closely to the training data, leading to lacking generalisation for the
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model. This lack of generalisation results in a model that performs very well on the training
data and data that happens to be similar to it, while simultaneously performing much worse
for any other data.

Two main factors leading to an overfitted model is having more parameters than nec-
essary, and a sparse training dataset. A model with too many parameters is prone to over-
fitting due to being able to learn too much irrelevant information, such as noise, from the
training data. A lacking training dataset can lead to an overfit model by not providing the
model with enough information. If the training dataset does not present the model with a
variety of data, it will be unable to differentiate between the important and unimportant
(e.g. noise) information in the dataset.

It is also worth noting that the opposite of this problem, underfitting, is characterised
by a model unable to adjust itself to the training data. This is caused by a model having too
few parameters to learn the important information, or a poor training dataset containing
too much unimportant information (such as noise) for the model to learn. This is however
not as common as overfitting.

The most common technique to avoid overfitting is to discourage the model from be-
coming too complex, and is called regularization. One of the most common regularization
techniques is early stopping, in which a validation dataset is used to test the model during
training. If the model starts performing worse for the validation dataset while improving
on the training dataset, it is a sign of overfitting.

Another common regularization method is dropout. This functions by disabling some
random neurons during each training iteration, while updating the model normally for the
remaining neurons. This forces the model to learn a different representation of the data
and prevents overfitting.

Lastly, overfitting can be combated by improving the training dataset. A good training
dataset is essential for both an accurate model, as well as to avoid overfitting. It is however
not always feasible to generate additional training data the normal way, in which case
data augmentation is worth considering. Data augmentation can prevent overfitting and
improve generalisation of the model and will be discussed more in detail in section 2.7.

2.4.7 Learning rate
The learning rate is briefly mentioned in equation 2.7 in section 2.4.4. This is a variable
that determines how large the change in weights should be when they are updated. This is
often referred to as the step size, such that for a weight update the gradient determines the
direction and the learning rate determines the size of the step in said direction.

The difficulties related to the learning rate comes from a learning rate that is either too
low or too high. If a model has a learning rate that is too low, the model will improve
slowly or not at all. The likelihood of the model getting stuck in a local optimum solution
increases when using a low learning rate, and learning will overall be very slow. With a
high learning rate however, the model runs into opposite problems. A high learning rate
makes it more difficult for the model to converge on the global optimum, and learning can
be more sporadic.

The important part of the learning rate is that it should neither be too low or too high.
The exact value, however, is not easily determined, and usually requires some level of trial
and error. The learning rate can also be adaptive, in which it varies throughout the training
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process. This can be beneficial due to a high learning rate quickly converges on the global
optimum, without getting stuck in local optimums, while a lower learning rate will allow
the model to more accurately fine-tune the weights towards the final solution.

2.4.8 Deep learning
Deep learning (DL) is a subtopic within ML. The unique aspect of DL is that DL empha-
sises learning through successive layers [43]. DL is typically seen as ANNs consisting of
a high number of layers with non-linear activation functions. This layout makes the neural
networks more capable of learning complex patterns in data. While the idea of DL is not
new, the recent advances in computational technologies, especially in GPUs, has given DL
a lot of popularity [44].

2.5 Convolutional Neural Networks
CNNs are inspired by the visual cortex in the brain, and are usually applied to the analysis
of visual imagery [45]. The popularity of CNNs comes from their ability to automatically
extract important features from images. Additionally, they also have a reduced computa-
tional requirement due to their shared weights [46], which is mentioned in more detail in
section 2.5.5.

2.5.1 Structure
The structure of CNNs is based on the structure of ANNs, and similarly contain one input
layer, any number of hidden layers, and one output layer. In CNNs, the hidden layers
contain at least one convolution layer, and usually multiple. The typical architecture of
CNNs consists of alternating convolution and pooling layers, as shown in figure 2.10.

Figure 2.10: CNN architecture with alternating convolution and pooling layers [5]

2.5.2 Convolution layer
The convolutional layers can be considered the feature detection of the CNN. Convolution
is a common operation in digital signal processing (DSP), although this is not the same
approach utilised in convolution layers. In convolution layers the input data is convoluted
with a filter, also referred to as a feature detector. The convolution process of a CNN is a
sliding dot product, or cross-correlation, as is explained very elegantly in [47].
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The mathematical equation for this operation is presented in equation 2.8. Where f is
the input, g is the filter/feature detector, i and j are the indices, m and n are the number of
elements in each dimension of the array, and G is the output feature map.

G[i, j] = (f ∗ g)[i, j] =
∑
i

∑
j

f [i−m, j − n]g[m,n] (2.8)

This equation can also be extended for three dimensions, by adding a third dimension
o and third index k, as shown in equation 2.9 below.

G[i, j, k] = (f ∗ g)[i, j, k] =
∑
i

∑
j

∑
k

f [i−m, j − n, k − o]g[m,n, o] (2.9)

2.5.3 Pooling

A pooling layer is a form of non-linear down-sampling that is used to reduce the spatial
dimensions of a CNN, resulting in reduced data size and fewer parameters. A common
approach to CNNs is to include a pooling layer after a series of successive convolution
layers, in order to reduce the size of the feature map. As seen in figure 2.10, the pooling
reduces the size of the input by calculating a single value from a matrix of the input data.
The mathematical operation to calculate this single value usually varies between average
and max. The average pooling will calculate the average value of the input matrix, while
the max pooling will keep the maximum value present in the matrix. In addition to the size
of the pooling filter, the stride determines how far the filter is moved each time. Figure
2.11 shows an example of max pooling with a stride of [2,2].

Figure 2.11: Example of max pooling with filter size (2x2) and stride of [2,2] [6]
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2.5.4 Fully connected layer

Another common inclusion in a CNN is the fully-connected layer(s). These are typically
included to make classification or regression decisions [43]. After the convolution and
pooling layers of a CNN, the output is flattened into a single vector before being fed into
a fully connected neural network. Any type of neural network can be used for this part of
the process, although feed-forward networks are typically used.

2.5.5 Shared weights

Whereas fully connected layers have a unique weight and bias for each of its neurons, the
convolutional layers have a feature called shared weights. This comes from the fact that
the weights and biases in the convolution layer are shared as a vector, also known as a
kernel. These kernels then represent the values of the filter that is used for the convolution
operation discussed in section 2.5.2.

Because the convolution process is performed with the same filter over the entire input
field, features are detected with indifference to their location in the input. The main benefit
of shared weights is, therefore, the fact that the CNN becomes invariant to a translation
of the features in the input data. This also has an additional effect of reducing overfitting.
Another benefit with shared weights is that the training process of the CNN is faster, due
to having fewer parameters to optimise.

2.5.6 Local receptive field

Another drawback of fully connected ANNs comes from the exponentially increasing
number of connections when adding additional neurons. This consequently leads to an
increase in the number of parameters, resulting in a slower training process. Coupled with
the fact that input data in the form of images tend to have large dimensions, in order to
conserve as much of the features as possible, the approach with fully connected layers
ends up being extremely poor.

There is however no need for layers to be fully connected when the input data is in the
form of images. This is because images tend to have a high correlation between adjacent
pixels/voxels compared to distant ones. This is taken advantage of in CNNs by having
neurons connect to a local region in the previous layer [37]. This local region for the input
section of the neuron is referred to as the receptive field of the neuron.

The size of the receptive field of neurons can be increased by stacking multiple con-
volution layers or by sub-sampling (pooling) [48]. Increasing the size of the receptive
field lets the network learn increasingly abstract features. The feature detection of a CNN
is therefore relatively basic in the first layers, while later layers are able to detect more
complex features.
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Figure 2.12: Neurons in a convolutional layer (blue), and the corresponding receptive field (red) [7]

2.5.7 Patch-based analysis
As mentioned earlier, input data in the form of images tend to have large dimensions to
preserve as much information as possible. Because of this, and the fact that CNNs are
relatively computationally costly, CNNs are not applicable for high-resolution images.
This is especially true when dealing with three-dimensional images. This is where patch-
based analysis is useful.

This approach takes advantage of the shared weights feature of CNNs, which lets them
detect features while being invariant to translations. This makes it possible to input the
image in the form of smaller patches, which essentially treats the input as a series of
smaller images that are pieced back together after the segmentation masks are generated.

Figure 2.13: Patch-based analysis, as presented in Niftynet documentation [8]

2.6 Semantic segmentation loss functions
The two most common loss functions for semantic segmentation tasks is the pixel-wise
cross entropy (CE), and the Dice loss. The Dice loss is first described in section 2.6.1.
Next, the CE loss function is detailed in section 2.6.2. And lastly, section 2.6.3 will detail
a loss function that combines Dice and CE into a new loss function called DicePlusXEnt,
which was proposed in the published paper for nnU-Net [49].

21



2.6.1 Dice loss
The Dice loss function is based on the Sørensen-Dice coefficient, which is further detailed
in section 2.8.2. The Dice loss function was introduced as a novel objective function
by Milletari et al. in 2016 for 3D medical image segmentation [50]. The proposed loss
function calculates a value between 0 and 1, with the goal of maximising this value. The
equation for this Dice loss function is presented in equation 2.10 below, where the sums
run over theN voxels, of the predicted binary segmentation volume pi ∈ P and the ground
truth binary volume gi ∈ G.

D =
2
∑N

i pigi∑N
i p2i +

∑N
i g2i

(2.10)

Dice loss is a measure of the overlap between the prediction and the ground truth.
The main advantage of this approach is that the total size of a class is irrelevant, and only
the percentage of correctly predicted pixels is of importance. This works well for class-
imbalanced problems. The one drawback of this loss type, however, is that it has a high
variance. This is because missing a few pixels in a small object can have the same effect
as missing almost the entirety of a large object.

Another important thing to note is that it is generally a good idea to train models by
minimising the loss that will be used to evaluate the performance after training. This is an-
other reason that Dice loss is commonly used, due to the popularity of the Dice coefficient
evaluation metric discussed later in section 2.8.2.

2.6.2 Cross entropy
CE is another common approach, and is calculated on individual pixels, in contrast to the
aforementioned Dice loss. In tasks with multiple classes, the CE is calculated for each
class separately and summed together. The equation for calculating the CE for multiple
classes is presented in equation 2.11, where y is the ground truth value, ŷ is the predicted
value, and i, j is the current pixel location.

CE = −yi,j · log(ŷi,j) (2.11)

While CE avoids the problem that Dice loss faces with regards to disproportional im-
portance of smaller classes, it, in turn, has to deal with the opposite problem of easily
ignoring smaller classes in favour of the larger ones.

2.6.3 DicePlusXEnt
An attempt at combining the benefits from both the Dice and CE loss types is to simply
combine them, as shown in equation 2.12.

Ltotal = Ldice + LCE (2.12)

This the loss type that was the most promising for the original nnU-Net [49]. One
other difference is that for the implementation of this loss type in Niftynet, the Dice loss is
calculated slightly different than presented in section 2.6.1. The Niftynet implementation
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uses the Dice loss calculation presented in equation 2.13 below, where u is the softmax
output of the network and v is a one-hot encoding of the ground truth segmentation map.
Both u and v have shape I × K with i ∈ I being the number of pixels in the training
patch/batch and k ∈ K being the classes.

Ldice = −
2

|k|
∑
k∈K

∑
i∈I u

k
i v

k
i∑

i∈I u
k
i +

∑
i∈I v

k
i

(2.13)

2.7 Data augmentation
Data augmentation is, as mentioned previously, one of the methods used to combat over-
fitting. The idea behind data augmentation is to artificially increase the size of a training
dataset. This is achieved by creating new training samples by augmenting samples from
the original dataset. The reason this can be beneficial is that the training dataset is ex-
panded to include a variety of conditions that can be expected to appear during testing
or validation. These augmentation options can include small changes in scaling, rotation,
brightness, and contrast to name a few. The goal is that these additions to the training
dataset will result in the model being invariant with regards to these conditions, such that a
small rotation as a result of imprecise data generation does not negatively affect the model
accuracy.

Data augmentation is however not a straightforward procedure, and it requires some
level of expertise to be able to choose the best augmentation options. It is important to not
increase the amount of irrelevant data. For the case of supervised learning, the augmented
data samples will retain the same label as the original data sample we augmented. If for
example a model is trained to determine which direction a car is facing, then it would be a
bad idea to include rotation in our data augmentation as we would suddenly have samples
with wrong labels. It is therefore essential to understand the dataset well to be able to
choose augmentation options that are able to generate samples with plausible conditions.

2.7.1 Elastic deformation
Elastic deformation is a data augmentation technique that warps the original image using
a displacement field. The utilised approach to generate this warping varies, but the elastic
deformation within Niftynet is based on the approach by Milletari et al. in [50]. This
approach is described as: ”During every training iteration, we fed as input to the network
randomly deformed versions of the training images by using a dense deformation field
obtained through a 2 × 2 × 2 grid of control-points and B-spline interpolation.”

2.8 Evaluation metrics

2.8.1 Machine learning evaluation metrics
A very common way to represent prediction results from a classification problem is by
using a confusion matrix, as shown in figure 2.14. The confusion matrix is a summary
of the number of correct and incorrect predictions. The terms of the confusion matrix are
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often used as the foundation for more advanced evaluation metrics, which are discussed in
more detail further below.

Figure 2.14: Confusion matrix [9]

The confusion matrix terms are defined in the following list:

• True positive (TP): Actual class is positive, and is correctly predicted to be positive.

• True negative (TN): Actual class is negative, and is correctly predicted to be nega-
tive.

• False positive (FP): Actual class is negative, and is incorrectly predicted to be pos-
itive.

• False negative (FN): Actual class is positive, and is incorrectly predicted to be
negative.

Pixel accuracy

One of the simplest ways to evaluate a model is by using the pixel accuracy. This is
a simple metric for the percentage of correctly predicted pixels. It is an especially bad
indication of performance when dealing with class imbalance, due to only considering the
number of correctly predicted pixels. The calculation for this metric is shown in equation
2.14 below.

accuracy =
TP + TN

TP + TN + FP + FN
(2.14)

2.8.2 Evaluation metrics for medical imaging

When it comes to medical image segmentation tasks, two main evaluation metrics are
commonly used, called the Dice coefficient and the Jaccard index [51]. These are both
metrics that evaluate the overlap (union) between two samples. These are therefore used
in situations where a ground truth is available to compare against the predicted output.
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Jaccard index

The Jaccard index [52], also known as ”intersection over union”, is a combined measure
of the similarity as well as the diversity of sample sets. The Jaccard index is defined as the
size of the intersection divided by the size of the union of the sample sets, as presented in
equation 2.15

J(A,B) =
(A ∩B)

A ∪B
=

(A ∩B)

|A|+ |B| − |A ∩B|
(2.15)

Figure 2.15 below shows a visual indication of the Jaccard index, as the area of overlap
divided by the area of union between two samples.

Figure 2.15: Visual representation of the Jaccard index (IoU) [10]

Dice coefficient

The (Sørensen-)Dice coefficient [53][54], often referred to as the ”similarity coefficient”
or F1 score is one of the commonly used evaluation metrics for comparing two samples.
The calculation of the Dice coefficient is presented in equation 2.16 below, where A and
B are the two sets being compared, and |A| and |B| is the number of elements in each set.

D(A,B) =
2(A ∩B)

|A|+ |B|
(2.16)

Due to the Dice coefficient and Jaccard index being very similar, they can easily be used
to represent each other, as shown in equation 2.17

J =
2(D)

2−D
and D =

2J

J + 1
(2.17)
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Chapter 3
Related work

This chapter will look into some of the previously published works that relate to this
project. Section 3.1 presents traditional rule-based techniques for medical image segmen-
tation. Section 3.2 will discuss the current state of deep learning applications in the med-
ical imaging field. And section 3.3 looks into attempts at segmenting knee joint anatomy
through the use of CNNs.

3.1 Traditional rule-based segmentation techniques for med-
ical image segmentation

Medical images are one of the most complex images to segment. Not only are anatomical
structures typically variable in appearance, but they also have a high level of complexity.
Coupled with varying sizes for objects of interest and diverse image modalities, the re-
sulting task is not easily solved. There are simply no general segmentation technique or
universal feature set that can accurately segment any medical image. There are however
some popular segmentation techniques, as is well explained in [55], which are outlined
below.

The basis for rule-based segmentation techniques is an assumption that image features
over a specific region follow a set of heuristic rules. The most simple and straightforward
approach for this is the thresholding, in which features are defined only based on pixel
intensity. The benefits of thresholding are its fast computation speed, although the results
are rarely sufficient. The simplest thresholding method only divides the image into two
regions, the object of interest and the background, and accomplishes this by labelling a
pixel as the object of interest if the pixel intensity exceeds a set value, otherwise, it is
labelled as the background. The threshold can be either fixed to a value, or adaptive.
Common ways to set the value are mostly statistical analysis of either the entire image or
local areas around the currently evaluated pixel.

The main downside of thresholding, however, lies in its simple nature. Any overlap
in intensity between the object of interest and the background will result in an inaccurate
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segmentation. Furthermore, a common requirement for medical image segmentation is
that objects should be connected to a region. One approach that solves this is the region-
growing approach, also called region merging. This approach first selects a few initial
seeds, then the seeds grow by including any neighbouring pixels that comply with a set of
criterion. These criteria are predefined to specify the required properties of the regions. As
a result, these segmentation results rely heavily on these criteria and the initial selection of
seeds. [56] [57]

Another region-based approach is the region split-and-merge. In this approach, the
image is initialised as a set of regions, and subsequently split and merged according to a
set of rules. Just as with the region-growing, the split-and-merge is also highly dependant
on the initialisation. Split-and-merge has however been successfully applied to several
problems, including large brain lesions [58], cavity deletion [59], retinal blood vessels
[60], and pulmonary nodules [61]. Region-based approaches are also often used as semi-
automatic segmentation tools to serve as a foundation for manual segmentations [62].

3.2 Deep learning applications in medical image segmen-
tation

In 2014, Mengqiao et. al [63] introduced one of the first 3D CNN models to segment
brain tumor MR images. This model was a 22-layer deep CNN. This idea was followed
by Kamnitsas et. al [64] in 2015, where an 11-layer deep, double pathway, 3D CNN
was developed for segmenting brain lesions in MR images. The resulting improvements
were well explained by Hesamian et. al [65] as the following: ”There were two parallel
pathways with the same size of the receptive field, and the second pathway received the
patches from a subsampled representation of the image. This allowed processing of greater
areas around the voxel, which benefited the entire system with multi-scale context. This
modification along with using a smaller kernel size of 3 × 3 has produced better accuracy
(an average Dice coefficient of 0.66). On top of that, a lower processing time (3 min for a
3D scan with four modalities) compared to its original design has been achieved.”

In 2015, Ronneberger et. al [66] proposed a CNN architecture for segmenting biomed-
ical images, called U-Net. This architecture built on the fully connected neural network
(FCN) architecture that was proposed by Long et. al [67] in 2014. The architecture con-
sisted of a contracting path to capture context and a symmetric expanding path that enabled
precise localisation. This proposed method won the ”ISBI cell tracking challenge 2015”,
for segmentation of neuronal structures in electron microscopic stacks.

Also in 2015, Zhang et. al [68] proved that the performance of MRI image segmenta-
tion was significantly improved when using multi-modality input images for 2D CNNs.

In 2016, Milletari et. al [50] proposed an approach to 3D image segmentation based
on a volumetric FCN, with a similar architecture to the U-Net mentioned above. The
proposed solution, named V-Net, was developed for segmenting MRI images depicting
prostate. The model was evaluated on the ”PROMISE 2012” dataset, in which it achieved
a Dice score of 0.869. This score was just shy of the best-reported score of 0.879, which
was achieved by Vincent et. al [69], by a method based on active appearance models.
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3.2.1 U-Net variants

Due to the versatility and performance of the U-Net architecture proposed by Ronneberger
et. al [66] for segmenting biomedical images, multiple improvements have been built as
extensions of this architecture.

The 3D U-Net was proposed by Çiçek et. al [70] in 2016. This proposed network took
the 2D convolution, 2D up-convolution, and 2D pooling layers that were present in the
original 2D U-Net architecture, and replaced them with their 3D equivalents, namely 3D
convolutions, 3D transposed convolutions, and 3D pooling layers. Another improvement
included doubling the number of kernels before max pooling in both the contracting path
and the expanding path. This change eliminated the bottleneck as suggested by Szegedy
et. al in [71]. The proposed network was able to achieve a Jaccard index of 0.863 in
segmentation of the Xenopus kidney, in which a 2D U-Net (which segmented the data
slice by slice) had a Jaccard index of 0.796.

In 2018, Oktay et. al [72] proposed an attention gate U-Net model, similar to the
approach proposed by Jetley et. al [73]. The functionality of these attention gates was to
act as filters, filtering out noise and irrelevant information from skip connections. When
compared to the standard U-Net model, the performance saw an increase of 2-3%.

In 2018, Zhou et. al [74] proposed a nested U-Net variant, called ”UNet++”. This
proposed variant redesigned the skip pathways of the original U-Net, and as a result,
transformed the connectivity of the encoder and decoder parts. When compared to the
standard U-Net, this proposed variant achieved an average increase in the Jaccard index of
3.9, when applied to nuclei segmentation in the microscopy images, liver segmentation in
abdominal CT scans, and polyp segmentation in colonoscopy videos.

Also in 2018, the U-Net variant utilised in this thesis, called nnU-Net (”no-new-Net”),
was proposed by Isensee et. al [49]. The idea behind this variant was that the original
U-Net ”comprises several degrees of freedom regarding the exact architecture, preprocess-
ing, training and inference”. nnU-Net was therefore designed as a self-adapting network,
such that the design of the network was dependant on the input data. ”For each task, the
nnU-Net automatically runs a five-fold cross-validation for three different automatically
configures[sic] U-Net models and the model (or ensemble) with the highest mean fore-
ground dice score is chosen for final submission”. The proposed network was submitted
to the ”Medical Segmentation Decathlon” in 2018 [75], in which it received first place
when tested on 10 different segmentation tasks.

In 2019, Ibtehaz et. al [76] proposed a variant where the standard convolutional
layers of the U-Net architecture was replaced by a customised block called ”Multires
block”. This ”Multires block” was inspired by the ”Inception block” previously proposed
by Szegedy et. al [77] in 2014. This proposed architecture was tested on five different
datasets and saw improvements of 0.62%, 1.14%, 2.63%, 5.07%, and 10.15% over the
standard U-Net.
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3.3 Convolutional neural networks for segmentation of
knee joint anatomy

In 2007, Folkesson et. al [78] presented a multi-class classification method, that com-
bined two binary k-nearest neighbours (k-NN) classifiers. The binary classifiers were
divided such that one was used to find the tibial medial cartilage, whilst the other found
the femoral medial cartilage. This resulted in the segmentation of three classes, the two
aforementioned ones and the background. This method was tested on 114 unseen scans
and achieved a mean Dice score of 0.8135 for the tibial, and 0.77 for the femoral.

In 2013, Prasoon et. al [79] proposed a voxel classification system based on integrating
three 2D CNNs, each having a one-to-one association with the xy, yz and zx planes of
a 3D image, respectively. This approach was applied to the segmentation of the tibial
cartilage in low field knee MRI scans. This method was a binary classification to segment
the tibial cartilage, and was tested on the same 114 unseen scans as Folkesson et. al [78]
as mentioned above. The achieved mean Dice coefficient was reported as 0.8249 for the
tibial cartilage.

In 2017, Antony et. al [80] utilised a FCN to quantify the severity of osteoarthritis
(OA). This approach used a weighted ratio of categorical CE and mean-squared loss as
its loss function. This approach was trained and tested both separately and combined
on both the OAI dataset containing 3146 training images and 1300 test images and the
MOST dataset containing 2,020 training images and 900 test images. The resulting Jaccard
indexes were 0.83, 0.81, and 0.83 respectively.

In 2018, Zhou et. al [81] proposed an extensive segmentation pipeline by combining a
semantic segmentation CNN, 3D fully-connected conditional random field (CRF), and 3D
simplex deformable modelling. The method was evaluated on 3D fast spin-echo (3D-FSE)
MR image datasets, consisting of 20 subjects. The samples consisted of 13 unique classes,
namely the background, femur, femoral cartilage, tibia, tibial cartilage, patella, patellar
cartilage, meniscus, tendons, muscle, joint effusion, fat pad, and other non-specified tis-
sues. All musculoskeletal tissues after the full process had a mean Dice coefficient above
0.7.

In February 2019, Ambellan et. al [82] presented a method for automatic segmentation
of knee bones and cartilage from MRI images. This approach combined 3D Statistical
Shape Models and 2D as well as 3D CNNs. This approach was trained and tested on three
different datasets, namely the SKI10, OAI Imorphics, and OAI ZIB datasets, containing
150, 88, and 507 images respectively. The results were summarised for the OAI ZIB
dataset, in which the model achieved a Dice coefficients of 98.5, 98.5, 89.9, and 85.6, for
the femoral bone, tibial bone, femoral cartilage, and tibial cartilage respectively.

In June 2019, Homlong [37] utilised a CNN U-Net for the semantic segmentation of
the bones, the ACL, and the PCL of the knee joint. That project was also performed in
collaboration with Sunnmøre MR-Klinikk. In that project, the dataset consisted of samples
from 17 difference knees (with 10 being used for training), with three image modalities for
each, and the dimensions of the images were 275× 400× 400. The resulting performance
for segmenting these 4 classes was reported with a Dice score of 0.99314± 0.00173, and
a Jaccard index of 0.98638± 0.00341.

This current thesis can thereby be seen as a continuation of the work presented by
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Homlong [37], seeing as the main differences are increased image dimensions to 400 ×
400×400, training dataset doubled from 10 to 20 subjects, the number of classes increased
from 4 to 13, and the utilised CNN is different.

In September 2019, Byra et. al [83] developed a deep learning-based method for knee
menisci segmentation in 3D ultrashort echo time (UTE) cones MR imaging, and to auto-
matically determine MR relaxation times, namely the T1, T1p , and T2 parameters. This
approach was utilised for assessing knee OA. The dataset consisted of 61 samples man-
ually segmented by radiologists. Transfer learning was applied to develop 2D attention
U-Net CNNs for the menisci segmentation based on each radiologist’s ROIs separately.
This method was a binary segmentation with the menisci as the sole ROI. The two models
that were developed achieved Dice scores of 0.860 and 0.833.

In October 2019, Pettersen [84] utilised a U-Net inspired CNN, called ”MartiNet”, to
segment the bones, theACL, and the PCL of the knee joint. This project was carried out
alongside the work by Homlong [37] mentioned earlier. They were both a collaboration
with Sunnmøre MR-Klinikk, and they both utilised the same datasets as a result. The
resulting segmentations were of similar accuracy to those achieved by Homlong, with a
pixel accuracy (not Dice score) reported as 99.60%. ”As further work, this CNN could
detect more labels. The rate of learning in this CNN was fast and it had an accuracy
of better than 95 % after only a few iterations. This shows that there is space for more
complex problems and it is possible to add more labels to the segmentation”. Thus, this
current thesis performs this task of further work that was suggested by Pettersen.

In February 2020, Chen [85] proposed a deep 3D CNN to segment the knee bone in
a resampled image volume to enlarge the contextual information and incorporating prior
shape constraint. Additionally, in order to restore the bone segmentation back to the orig-
inal resolution, a restoration network was also proposed. The cartilage was segmented
using a conventional U-Net-like network. The ultimate results were the combination of
the bone and cartilage outcomes through post-processing. The solution was assessed by
using the dataset from ”Grand Challenge SKI10”. The proposed method achieved a Dice
score of 0.98, 0.98, 0.89, and 0.88, for the femur bone, tibia bone, femur cartilage, and
tibia cartilage respectively.
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Chapter 4
Methodology

This chapter will describe the methodology for this thesis. The utilised hardware and
software is presented in section 4.1. Section 4.2 details the dataset for this thesis, including
the generation and formats of the data. The specifics of the applied ANNs are detailed
in section 4.3. And lastly, the methodology related to hyper-parameter optimisation is
presented in section 4.4.

4.1 Hardware & Software

4.1.1 Hardware
The hardware consisted of a single computer with two identical GPUs, where one of those
GPUs was reserved for this thesis. Thus, the computer components utilised in this thesis,
are presented in the following list:

• GPU: NVIDIA GeForce RTX 2080 Ti, 11 GB video random access memory (VRAM).

• CPU: AMD Ryzen Threadripper 2950X 16-core Processor, 3.50GHz.

• random access memory (RAM): 64GB, 2667 MHz.

4.1.2 Software
The software utilised as a part of this thesis is provided in the following list, including a
short description for their function:

• Niftynet: [86] [87] Niftynet is an open-source platform implemented based on Ten-
sorFlow application programming interface (API) for deep learning in the medical
imaging domain. Niftynet was used to create, customise, train, and evaluate neural
networks during this thesis.

• six: [88] Compatibility library for Python 2 and 3. Prerequisite for Niftynet.
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• NiBabel: [89] NiBabel is a Python library used to read and write some common
neuroimaging file formats. Prerequisite for Niftynet.

• SciPy: [90] SciPy is a collection of open-source Python-based software for mathe-
matics, science, and engineering. Prerequisite for Niftynet.

• NumPy: [91] NumPy is the fundamental package for scientific computing with
Python. It adds support for multi-dimensional arrays and efficient computation of
these arrays. Prerequisite for Niftynet.

• Pandas: [92] [93] Pandas is an open-source Python library that adds functionality
for data analysis and manipulation. Prerequisite for Niftynet.

• Pillow: [94] Pillow is a Python imaging library, that adds image processing capa-
bilities. Prerequisite for Niftynet.

• Blinker: [95] Blinker is a Python library that provides object-to-object and broad-
cast signalling for Python objects. Prerequisite for Niftynet.

• TensorFlow: [96] TensorFlow is an end-to-end open source platform for ML. Ten-
sorFlow is the ML platform that Niftynet is built upon. Prerequisite for Niftynet.

• CUDA: [97] ”CUDA Toolkit provides a development environment for creating high
performance GPU-accelerated applications”. Prerequisite for Niftynet.

• ITK-SNAP: [98] ITK-SNAP is a software application used to segment structures in
3D medical images. This software was also used to view and export segmentation
results in this thesis.

• Excel: [99] Excel was used to import evaluation score csv files and visualise them
as tables.

4.2 Data
The data for this thesis was provided by Sunnmøre MR-Klinikk. The data was generated
by scanning volunteers. The sampling of human (knee) data did not contain any iden-
tifying or sensitive information about the volunteers, and was approved by the Regional
Committee for Medical and Health Research Ethics (REK nr. 61225). Because this thesis
was only a part of a larger ongoing project, the data was provided incrementally through-
out the thesis work. More specifically, the validation dataset was not available until later
parts of the thesis, leading to an inability to properly test/evaluate the trained models at the
earlier stages of the thesis. This was somewhat alleviated by training models during the
earlier parts of the thesis, and delaying the evaluation until a dataset was available.

The data was generated by MRI, which is explained in more detail in section 2.2. The
data was generated in three different image weightings for each patient, namely as T1,
PD, and FS weighted images. The images were all aligned to the same axis orientations
and with identical dimensions. The dimensions of the images were 400 ×400× 400,
resulting in a total of 64 million voxels per image. The voxel dimensions were [0.4mm,

34



0.4mm, 0.4mm]. These voxel dimensions are much smaller than standard MR images,
resulting in a higher resolution. The reason the images were generated with a higher than
normal resolution was that they were generated specifically for the task of an automated
segmentation, in which the segmented output would be used for simulation and AR/VR
purposes.

The training dataset consisted of 20 patients, with 3 differently weighted images for
each, whilst the validation dataset contained 5 patients, also with 3 differently weighted
images for each. The segmented ground truth masks for both the training and validation
datasets were manually segmented by Sunnmøre MR-Klinikk. The segmented classes are
presented in the following list:

1. Bone (medulla)

2. PCL

3. ACL

4. Muscle

5. Cartilage

6. Bone (cortex)

7. Arteries

8. Collateral ligaments

9. Tendons

10. Meniscus

11. Fat

12. Veins

The segmented ground truth was generated similarly, but with some differences due to
the state of the on-going project when they were generated. When the validation dataset
was generated, the ground truth had been updated to include more detailed segmentation
of the tendons and veins (class 9 and 12). Due to models already being trained on the
older training dataset, in which these classes were labelled differently in the ground truth,
the evaluation score is not accurate for these two classes. The evaluation score for class
9 is still included in this thesis, as the differences for this class were not too large, whilst
class 12 has been ignored in the evaluation scores due to this large difference rendering it
obsolete.

The total amount of data utilised for this thesis is then summarised to 3 differently
weighted images and one ground truth segmentation mask, for each patient. This adds up
to 25x4 = 100 Nifti files.
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4.3 Convolutional neural network implementation
This thesis focused on optimising the nnU-Net implementation of a 3D U-Net, as described
in [49]. This choice was largely because the network achieved good results in medical
decathlon 2018 (which is a somewhat similar dataset) [75]. The main difference from the
standard 3D U-Net is that the input size is equal to the output size, due to using padded
convolutions. Furthermore, the leaky ReLu activation functions offer non-linearity. The
number of filters before upsampling is reduced. Normalisation is implemented as instance
normalisation as opposed to batch. Fits a spatial window 128x128x128 with a batch size
of 2 on one TitanX GPU for training. And lastly, no learned upsampling, resulting in linear
resizing. [100]

4.4 Hyper-parameter optimization
One major drawback when using Niftynet is that it does not include support for hyper-
parameter optimization. At the same time, however, it is worth noting that hyper-parameter
optimization does increase the computational requirement in the short term. It is therefore
not necessarily feasible for the current task presented in this thesis due to the sheer size
of the data, which already pushes the training time to multiple days at a minimum for a
single model. Thus, any optimization methods (which has to train models for each desir-
able parameter combination, and then evaluate it) would extend an already long training
process.

Furthermore, the validation dataset was generated gradually throughout the thesis.
This would have led to either inconsistency between models caused by different valida-
tion datasets, or a lacking validation dataset if the provisional dataset available at the start
of the thesis would be kept for the entire duration. A final alternative would be for the
training dataset to have been reduced in order to increase the size of the validation dataset.
Neither of these 3 options would have been ideal.

The conclusion is then that hyper-parameters had to be optimized manually, where the
training of multiple parameter combinations would be training throughout the thesis, and
the evaluation of the models would be delayed until the validation dataset was completed.

One last thing to mention is that the choice of parameter changes was an iterative pro-
cess. Some changes were chosen almost at random to simply test the impact of a parameter.
Other changes were chosen after evaluating trained models on the partial validation dataset
to determine the best parameters for continued training. As a quick example, two models
would be trained with similar parameters except for one of them including data normalisa-
tion. Then the trained models would be evaluated. If the model without normalisation had
a significantly better evaluation score, then the subsequent models would also be trained
without normalisation. Evaluation of trained models on the partially complete validation
set was therefore used to determine which hyper-parameters to train subsequent models
with.

One caveat, however, is that certain parameters can potentially work well together with
certain other parameters. There is also the clear uncertainties and potentially inaccurate
evaluations when using a small or only partially complete validation dataset. Therefore,
no parameter was simply discarded or set to a fixed value for all subsequent models. The
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evaluation of the partial validation dataset was only used as a rough indication of the
impact from a given parameter.

The specific choice of hyper-parameters experimented with for the training is detailed
in the following chapter.

4.5 Baseline model configuration
The following list presents the parameter configuration that was used as a baseline. Any
parameter that is not mentioned to be a specific value for a certain experiment, is thereby
kept at this baseline value. The loss type is not included in this baseline, but rather specified
for each model (e.g. ”Dice baseline” or ”DicePlusXEnt baseline” model).

• Resolution (pixel dimension): (0.4,0.4,0.4)

• Spatial window size: (128,128,128) for all training, (224,224,224) for inference
results presented after sections 6.1 and 6.2.

• Normalisation: False

• Learning rate: 0.0001

• Data augmentation False

• Window sampler: Uniform

• Batch size: 1

• Queue length: 5

• Samples per volume: 1

• Activation function: Leakyrelu
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Chapter 5
Experiments

This chapter will present the various hyper-parameters that were experimented with within
this thesis. The chapter will detail the functionality of the hyper-parameters, as well as
establish the reasoning and hypotheses behind the conducted experimentation.

5.1 Resolution (pixel dimension)

To change the resolution of the input data, the data can be resampled. In Niftynet, this
option is set by the parameter ”pixdim”. This parameter sets the desired voxel dimensions
for the input image, such that input data is resampled to the desired voxel dimensions
before being fed into the network. As mentioned in section 4.2, the data for this thesis
was generated with voxel sizes of 0.4mm. Therefore, if the resolution of the image were
to be halved along each axis (resampled from [400,400,400] to [200,200,200]), then the
”pixdim” parameter would be set to 0.8mm.

The hypothesis around experimentation with this parameter was based around an issue
referred to as ”false positive volume”. This volume initially appeared on all attempts
to train a nnU-Net model, and changes to various other parameters had minimal impact.
The shape of this volume seemed to be constrained to a cube with similar size to the
spatial window size, leading to a suspicion that this parameter was related to the issue.
But because of the memory limitations for the spatial window size mentioned in the next
section, the only alternative was to decrease the size of the input data.

Thus, experimentation with this parameter was used to investigate the correlation be-
tween the size of the input data and the spatial window. More specifically, the experimen-
tation aimed to check whether or not the difference between these two sizes was the cause
of this ”false positive volume”. This issue is explained in more detail in section 6.1.
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5.2 Spatial window size
The spatial window size defines the spatial size of the input of a convolutional network
[8]. The spatial window size is an array of three integers [x,y,z], that specify the size of
the input window used in the patch-based analysis, as detailed in section 2.5.7. There is
therefore a hard requirement for this parameter to not exceed the size of the images in the
dataset. Furthermore, it is generally desirable to keep this parameter as large as possible
within hardware limitations. This is because there is usually a lot of global information
that can be learned over the abstraction of multiple layers that can be lost with smaller
patches.

The only requirement for this parameter is, as mentioned above, that it can not exceed
the size of the data samples in the dataset (including padding size). But in addition to this,
there are also constraints depending on which network module is used. For the no new net
module in Niftynet, the window size is required to be divisible on 16 due to the network
having max-pooling 4 times.

The maximum value for the spatial window size also depends on the available hard-
ware. More specifically, the memory consumption is heavily impacted by this parameter,
and the available memory is therefore likely the deciding factor for this parameter. It is
also worth noting that this available memory depends on where the training is performed.
When training is set to run on the GPU, the associated VRAM will be utilised. And simi-
larly, by running the training on the CPU, the installed RAM will be used. This means that
models trained on the CPU can use a higher spatial window size if the available amount
of RAM is sufficient. However, using the GPU is in almost all cases preferred due to a
significant difference in computational time.

5.2.1 Training
The original idea for this parameter was that it should be as high as possible for best re-
sults, practically meaning as high as possible without experiencing out of memory (OOM)
errors. The reasoning behind this is that one would ideally input the entire image into the
model in order to preserve the most information possible, but the hardware would limit the
possible size of the input. This then led to the assumption that a larger input size for the
model would carry more information, leading to a potentially more accurate model.

5.2.2 Inference
As mentioned above this was originally set to the same value as the one used for training.
This was with the assumption that any maximum value for training would also be the
maximum value for inference due to both operations using the exact same model and
input data size.

5.2.3 Additional hypothesis
A secondary hypothesis was developed at a later point when resuming nnU-Net exper-
imentation, after a brief period of investigating different network modules. Due to the
”false positive volume” issue mentioned above having a cubed size seemingly equal to
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the spatial window size, it was assumed to be correlated in some way. The goal of this
experimentation was then to investigate whether or not this issue was correlated to this
parameter, and if so for which values of the parameter it occurs.

5.3 Loss type
Loss type is the name used in Niftynet configuration files for the type of loss functions.
The loss function was discussed generally in section 2.4.3, and in detail for segmentation
tasks in section 2.6, but is briefly summarised as the function responsible for estimating
the accuracy of a model during its training process.

The hypothesis for experimentation with this parameter was that DicePlusXEnt would
perform the best, based on results published in the original paper for nnU-Net [49]. It is
however worth noting that the reported results were found by using a completely different
dataset, both in terms of entities, image modality, image geometry, and dataset size.

As detailed in section 2.6, experimentation with loss types was mainly limited to Dice
and DicePlusXEnt.

5.4 Normalisation
Input data normalisation is often considered to be strictly beneficial and an important ad-
dition to include when training ANNs. The importance and benefits achieved through
normalisation have been shown for a large variety of ANN applications [101] [102] [103].

Some of the reasons normalisation is important is that when transforming the data such
that the mean value is close to zero, any data which is exclusively positive or negative will
end up with both positive and negative values after normalisation. Another benefit is from
scaling the data down to a standard range, which prevents issues caused by varying in-
put value scales. Both of these aspects are important for the training process, especially
when considering the activation function designs discussed in section 2.4.2. The cumu-
lative result of this is in theory to make the data much easier for the ANN to learn from.
Normalisation in Niftynet is applied in the form of histogram standardisation, as described
in [104].

The hypothesis for this parameter was that it would speed up the training time, due to
making the data more computationally efficient. Secondly, it was assumed that normalisa-
tion would increase the accuracy of a model, as seen in other applications in the medical
image segmentation field such as in [105].

5.5 Learning rate
The learning rate is explained in more detail in section 2.4.7 but can be summarised as the
step size used to update the model weights.

The hypothesis for the learning rate was that it would mainly impact training time.
The learning rate was assumed to not directly impact the performance of the final trained
model, but rather have an impact on the time taken to reach said, final model. For this
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reason, the learning rate was not tested extensively, and experimentation was in essence a
process of finding a good learning rate value, that was used for training subsequent models
throughout the thesis. The initial learning rate value applied for the nnU-Net models sim-
ply followed the one used in the original paper presented in [49], being a value of 0.0001.
This learning rate was considered to be on the low side of commonly used values, and
most attempts, therefore, included increasing the value, although some attempts were also
made with a lower learning rate.

5.6 Data Augmentation
Data augmentation is explained in more detail in section 2.7. The specific options available
in a Niftynet configuration is detailed in [106]. When testing the potential benefits for data
augmentation in this thesis, the following options were applied:

• Rotation angle: This randomly rotates each axis a random number of degrees based
on the provided interval, and was set to [-10, 10].

• Scaling percentage: This randomly scales each axis based on the provided range,
and was also set to [-10, 10].

• Elastic deformation: This parameter is discussed in detail in section 2.7.1. At-
tempts at data augmentation in this thesis did include this parameter as it has been
shown to increase accuracy in similar problems previously, such as in [107] [108]
[109].

Due to the choice of augmentation parameters being a vital part of the success when it
comes to data augmentation, and the fact that each attempt would require a significant
amount of training time, the amount of data augmentation experimentation was limited.

The hypothesis for this parameter was that due to the low number of samples in the
training dataset, the addition of data augmentation would improve the generalisation of the
model. At the same time, the training time will increase by quite a lot, and may therefore
not be worth adding as it would reduce the overall number of trainable models, and thus
limit the amount of experimentation for other parameters.
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Chapter 6
Results

This chapter will present the results from the experimentation detailed in the previous
chapter. The evaluation metrics used to compare and evaluate the results are explained
in section 2.8.2. 3D images of the segmented outputs are set to hide the fat (label 11) to
avoid obscuring all other labels from view, except for sections 6.1 and 6.2 as the segmented
output is not interesting for these sections. The evaluation scores also do not include label
12, due to the large difference between the ground truth segmentation of this class in the
training and validation datasets. Label 9 also suffers a slightly lower score due to this, but
not enough to invalidate it.

The evaluation metrics used to present the accuracy of the models, detailed in section
2.8.2, are the dice coefficient and Jaccard index as well as the standard deviation for each of
them. At the beginning of this chapter, the evaluation scores are not relevant, and therefore
not shown. This is because this chapter will first focus on figuring out a solution to an issue
referred to as the ”false positive volume”, which is detailed and shown in section 6.1.

6.1 Resolution (pixel dimension)

The ”false positive volume” issue can be described as a volume of false-positive predic-
tions, contained within a cubed area. This problem initially occurred for all models of
nnU-Net that were trained, regardless of changes to other parameters. For a visual exam-
ple, the following three figures will showcase different occurrences of this issue. Figure
6.1 shows the worst occurrence of the issue, figure 6.2 shows a normal occurrence of the
issue, and figure 6.3 shows the best occurrence of the issue.
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Figure 6.1: Worst example of the ”false positive volume” issue

Figure 6.2: Normal example of the ”false positive volume” issue
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Figure 6.3: Best example of the ”false positive volume” issue

When attempting to resolve this issue by changing the resolution, it was the configu-
ration for the best example that was used as a baseline. The pixel dimension was tested in
the following order 1.0, 0.5, 0.7, and 0.6. Figure 6.3 shows the result for the unchanged
pixel dimension of 0.4. The following series of figures shows the result from the various
tested pixel dimensions, sorted in ascending order.
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Figure 6.4: Pixel dimension 0.5mm

Figure 6.5: Pixel dimension 0.6mm
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Figure 6.6: Pixel dimension 0.7mm

Figure 6.7: Pixel dimension 1.0mm

47



6.2 Spatial window size

The output inference for models with varying spatial window sizes is presented below. The
first attempt at increasing this parameter was to set it to the maximum possible value of
(400,400,400). This resulted in OOM errors for attempts at using both GPU and CPU. The
next attempts were made at spatial window size (256,256,256). This once again resulted
in an OOM error message when running on the GPU. It did however manage to run on the
CPU. The downside of running on the CPU was very apparent, as the inference required
hours as opposed to minutes to complete. It did however complete the inference, resulting
in the output shown in figure 6.8.

Figure 6.8: spatial window size (256,256,256) on CPU

The next part was to figure out if the GPU would be able to run an inference with
a high enough spatial window to achieve similar results. The next attempt for the GPU
inference was set to use a spatial window size of (192,192,192). Subsequent test increased
the spatial window size by 16, as that is the constraint for this parameter in nnU-Net. The
following figures present the results from this incremental increase in the spatial window
size.
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Figure 6.9: spatial window size (192,192,192) on GPU

Figure 6.10: spatial window size (208,208,208) on GPU
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Figure 6.11: spatial window size (224,224,224) on GPU

Attempts to increase the parameter even further ran into OOM errors. The only possi-
ble increase was that one of the three axes could be increased, resulting in a spatial win-
dow size of (240,224,224). The evaluation score for spatial window size (224,224,224)
is shown in figure 6.2 below, while figure 6.1 shows the score for spatial window size
(240,224,224).

Table 6.1: spatial window size (224,224,224)
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Table 6.2: spatial window size (240,224,224)

6.3 Loss type

While different loss types were used when comparing the parameters in the remaining
section of this chapter, those are presented in the corresponding sections later in this chap-
ter. This section will cover the results from where the learning rate is the only deviation
from the baseline configuration detailed in section 4.5. The results for each loss type are
displayed at various iteration counts because the number of iterations required to reach a
satisfactory evaluation score is also relevant.

6.3.1 Dice loss type

Figures 6.12 - 6.16 and tables 6.3 - 6.7 shows the segmented output and evaluation score
for the baseline model with Dice loss type, at intervals of 10000 iterations.
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Figure 6.12: Dice baseline at 10000 iterations

Table 6.3: Dice baseline at 10000 iterations
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Figure 6.13: Dice baseline at 20000 iterations

Table 6.4: Dice baseline at 20000 iterations
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Figure 6.14: Dice baseline at 30000 iterations

Table 6.5: Dice baseline at 30000 iterations
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Figure 6.15: Dice baseline at 40000 iterations

Table 6.6: Dice baseline at 40000 iterations
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Figure 6.16: Dice baseline at 50000 iterations

Table 6.7: Dice baseline at 50000 iterations

6.3.2 DicePlusXEnt loss type

Figures 6.17 - 6.21 and tables 6.8 - 6.12 shows the segmented output and evaluation score
for the baseline model with DicePlusXEnt loss type, at intervals of 10000 iterations.
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Figure 6.17: DicePlusXEnt baseline at 10000 iterations

Table 6.8: DicePlusXEnt baseline at 10000 iterations
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Figure 6.18: DicePlusXEnt baseline at 20000 iterations

Table 6.9: DicePlusXEnt baseline at 20000 iterations
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Figure 6.19: DicePlusXEnt baseline at 30000 iterations

Table 6.10: DicePlusXEnt baseline at 30000 iterations
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Figure 6.20: DicePlusXEnt baseline at 40000 iterations

Table 6.11: DicePlusXEnt baseline at 40000 iterations
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Figure 6.21: DicePlusXEnt baseline at 50000 iterations

Table 6.12: DicePlusXEnt baseline at 50000 iterations

6.4 Normalisation
This section provides the results for models with normalisation. These are split into cat-
egories based on which model configuration was used in addition to the normalisation.
Also worth noting was that the iteration time was reduced to around 28% after adding
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normalisation (400 vs 1400 iterations in the same time frame). Because of this, the total
number of iterations is lower for the models shown in this section.

6.4.1 Dice baseline with normalisation

Figures 6.22 - 6.25 and tables 6.13 - 6.16 shows the segmented output and evaluation score
for the model with normalisation and Dice loss type, first at 5000 iterations, and then every
5000 iterations starting at 7500.

Figure 6.22: Dice baseline with normalisation at 5000 iterations
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Table 6.13: Dice baseline with normalisation at 5000 iterations

Figure 6.23: Dice baseline with normalisation at 7500 iterations
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Table 6.14: Dice baseline with normalisation at 7500 iterations

Figure 6.24: Dice baseline with normalisation at 12500 iterations
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Table 6.15: Dice baseline with normalisation at 12500 iterations

Figure 6.25: Dice baseline with normalisation at 17500 iterations
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Table 6.16: Dice baseline with normalisation at 17500 iterations

6.4.2 DicePlusXEnt baseline with normalisation

Figures 6.26 - 6.28 and tables 6.17 - 6.19 shows the segmented output and evaluation score
for the model with normalisation and DicePlusXEnt loss type every 5000 iterations.

Figure 6.26: Dice baseline with normalisation at 5000 iterations
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Table 6.17: DicePlusXEnt baseline with normalisation at 5000 iterations

Figure 6.27: Dice baseline with normalisation at 10000 iterations
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Table 6.18: DicePlusXEnt baseline with normalisation at 10000 iterations

Figure 6.28: Dice baseline with normalisation at 15000 iterations
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Table 6.19: DicePlusXEnt baseline with normalisation at 15000 iterations

6.4.3 DicePlusXEnt with 0.001 learning rate and normalisation

Figures 6.29 and 6.30, and tables 6.20 and 6.21 shows the segmented output and evaluation
score for the model with normalisation, DicePlusXEnt loss type, and learning rate of 0.001,
at 10000 and 15000 iterations respectively.

Figure 6.29: Dice baseline with 0.001 learning rate and normalisation at 10000 iterations
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Table 6.20: DicePlusXEnt baseline with 0.001 learning rate and normalisation at 10000 iterations

Figure 6.30: Dice baseline with 0.001 learning rate and normalisation at 15000 iterations
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Table 6.21: DicePlusXEnt baseline with 0.001 learning rate and normalisation at 15000 iterations
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6.5 Learning rate
When experimenting with the learning rate, the spatial window size parameter had not
been increased for inference as detailed in section 6.2. And because of this, the Dice-
PlusXEnt loss type was seen as superior to the normal Dice loss, because of the severity
of the ”false positive volume”. This can be seen in figure 6.1 and figure 6.2, showing the
results of Dice and DicePlusXEnt respectively. This is the reason for the following section
regarding learning rate experimentation were performed with the DicePlusXEnt loss type.

The baseline learning rate for DicePlusXEnt has already been presented in section
6.3.2, and will therefore not be reiterated in this section. The following sections will
present the results from varying learning rates in ascending order, starting at 0.00001 in
section 6.5.1, then 0.001 in section 6.5.2, and lastly 0.01 in section 6.5.3

72



6.5.1 Learning rate 0.00001

Figures 6.31 - 6.34 and tables 6.22 - 6.25 shows the segmented output and evaluation
score for the model with DicePlusXEnt loss type and 0.00001 learning rate, every 10000
iterations.

Figure 6.31: DicePlusXEnt baseline with 0.00001 learning rate at 10000 iterations

Table 6.22: DicePlusXEnt baseline with 0.00001 learning rate at 10000 iterations
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Figure 6.32: DicePlusXEnt baseline with 0.00001 learning rate at 20000 iterations

Table 6.23: DicePlusXEnt baseline with 0.00001 learning rate at 20000 iterations
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Figure 6.33: DicePlusXEnt baseline with 0.00001 learning rate at 30000 iterations

Table 6.24: DicePlusXEnt baseline with 0.00001 learning rate at 30000 iterations
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Figure 6.34: DicePlusXEnt baseline with 0.00001 learning rate at 40000 iterations

Table 6.25: DicePlusXEnt baseline with 0.00001 learning rate at 40000 iterations

6.5.2 Learning rate 0.001

Figures 6.35 - 6.37 and tables 6.26 - 6.28 shows the segmented output and evaluation score
for the model with DicePlusXEnt loss type and 0.001 learning rate, every 15000 iterations.
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Figure 6.35: DicePlusXEnt baseline with 0.001 learning rate at 15000 iterations

Table 6.26: DicePlusXEnt baseline with 0.001 learning rate at 15000 iterations
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Figure 6.36: DicePlusXEnt baseline with 0.001 learning rate at 30000 iterations

Table 6.27: DicePlusXEnt baseline with 0.001 learning rate at 30000 iterations

78



Figure 6.37: DicePlusXEnt baseline with 0.001 learning rate at 45000 iterations

Table 6.28: DicePlusXEnt baseline with 0.001 learning rate at 45000 iterations

6.5.3 Learning rate 0.01

Figures 6.38 - 6.43 and tables 6.29 - 6.34 shows the segmented output and evaluation score
for the model with DicePlusXEnt loss type and 0.01 learning rate, every 10000 iterations.
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Figure 6.38: DicePlusXEnt baseline with 0.01 learning rate at 10000 iterations

Table 6.29: DicePlusXEnt baseline with 0.001 learning rate at 10000 iterations
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Figure 6.39: DicePlusXEnt baseline with 0.01 learning rate at 20000 iterations

Table 6.30: DicePlusXEnt baseline with 0.001 learning rate at 20000 iterations
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Figure 6.40: DicePlusXEnt baseline with 0.01 learning rate at 30000 iterations

Table 6.31: DicePlusXEnt baseline with 0.001 learning rate at 30000 iterations

82



Figure 6.41: DicePlusXEnt baseline with 0.01 learning rate at 40000 iterations

Table 6.32: DicePlusXEnt baseline with 0.001 learning rate at 40000 iterations
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Figure 6.42: DicePlusXEnt baseline with 0.01 learning rate at 50000 iterations

Table 6.33: DicePlusXEnt baseline with 0.001 learning rate at 50000 iterations
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Figure 6.43: DicePlusXEnt baseline with 0.01 learning rate at 60000 iterations

Table 6.34: DicePlusXEnt baseline with 0.001 learning rate at 60000 iterations

6.6 Data Augmentation
Figures 6.44 - 6.47 and tables 6.35 - 6.38 shows the segmented output and evaluation score
for the baseline DicePlusXEnt model with data augmentation as specified in section 5.6,
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every 5000 iterations.

Figure 6.44: DicePlusXEnt baseline with augmentation at 5000 iterations

Table 6.35: DicePlusXEnt baseline with augmentation at 5000 iterations
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Figure 6.45: DicePlusXEnt baseline with augmentation at 10000 iterations

Table 6.36: DicePlusXEnt baseline with augmentation at 10000 iterations
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Figure 6.46: DicePlusXEnt baseline with augmentation at 15000 iterations

Table 6.37: DicePlusXEnt baseline with augmentation at 15000 iterations

88



Figure 6.47: DicePlusXEnt baseline with augmentation at 20000 iterations

Table 6.38: DicePlusXEnt baseline with augmentation at 20000 iterations
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Chapter 7
Discussion

This chapter contains a discussion and evaluation of the results and methodology presented
in the previous chapters.

7.1 Resolution (pixel dimension)
As mentioned in section 5.1, the goal with resolution experimentation was to combat the
”false positive volume” detailed in section 6.1. As shown in the results presented in section
6.1, the issue was initially present with the original pixel dimension of 0.4mm. When
resampling the image with a pixel dimension of 0.5mm, this issue improved but remained
visible. Similarly, when increasing the pixel dimension to 0.6mm, the issue was reduced
even further, while remaining slightly visible. Once the pixel dimension was increased
to 0.7mm, the problem was completely resolved. The issue was also not visible for the
1.0mm pixel dimension model.

These results confirm the hypothesis presented in section 5.1, by proving that the ”false
positive volume” issue can be resolved by resampling the image to a lower resolution. The
conclusion of these results, however, are not completely clear. These results only show
that downsampling the resolution of the input image resolved this issue. It is not clear
whether this is a result of reducing the size difference between the spatial window and the
input image, or if it is simply due to the reduced input image size alone. Having that said,
however, this experimentation did serve its purpose by proving that the large size of the
input data was in some way correlated to this ”false positive volume” issue, and thereby
facilitated the spatial window size experimentation discussed in the following section.

7.2 Spatial window size
As mentioned in section 4.5, the baseline value for this parameter was set to (128,128,128)
when training the models. Attempts to increase this resulted in OOM errors, effectively
establishing this value as the maximum size with the available hardware. Attempts to
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lower this size were not carried out, both due to time constraints as well as a lack of belief
in good results. And as mentioned in section 5.2.2, the original assumption was that this
would also be the maximum spatial window size for inference. But due to the results found
in section 7.1 above, further experimentation with increasing this parameter for inference
was carried out.

The initial test for this hypothesis, as shown in figure 6.8, was to run inference on the
CPU with a spatial window size of (256,256,256). As seen in the result, this completely
resolved the ”false positive volume” issue. This attempt was however extremely slow, tak-
ing hours as opposed to minutes, making it unfeasible to perform for all of the remaining
trained models. This led to attempts to increase the spatial window size while running
inference on the GPU.

As shown in section 6.2, the ”false positive volume” is still present with a spatial
window size of (192,192,192). It does however only appear as a thin slice, much less
prominent than when the size was set to (128,128,128). The next attempt increased the
spatial window size to the next supported cubed value of (208,208,208), and, as shown
in figure 6.10, this almost manages to get rid of the issue. It does appear as if the ”false
positive volume” is, in fact, the exact same as the previous figure, and that increasing the
spatial window size only results in less of the volume showing up. And then finally as seen
in figure 6.11, with a spatial window size of (224,224,224), the ”false positive volume”
issue is completely gone. Attempts to increase this parameter even further resulted in
OOM errors when running on the GPU. Thus, the highest possible spatial window size for
inference with the available hardware coincidentally ended up being the lowest required
spatial window size to avoid the ”false positive volume” issue.

This ”false positive volume” issue appeared in the inference output for every single
model with lower spatial window size, regardless of any variations in other parameters.
And after increasing the spatial window size for inference to (224,224,224), the issue
disappeared completely from all the models. Therefore, this issue was found not to be
related to the training of the models but only correlated to the inference part.

Based on results from resolution and spatial window size experiments, it is safe to
conclude that the cause of the ”false positive volume” issue was the size difference between
the spatial window and input image. This is based on the fact that both decreasing the
input image size, and increasing the spatial window size, resolved the issue. It is also
worth noting that the issue is also only present for the inference, and the training does not
seem to have a significant impact on the issue.

This ”false positive volume” issue appears to be unique, as no other instances have
been found online. One possible reason could be the high resolution of the dataset images,
being 400× 400× 400. It seems likely that the problem appears due to a high difference
between the original size of the dataset and the spatial window size used in inference.
This would mean that the requirement for the spatial window size to avoid this problem is
correlated to the size of input images. This is however just a hypothesis and has not been
investigated in this thesis.
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7.3 Loss type
The first loss type considered is the standard Dice Coefficient. As seen in figures 6.12 and
6.13, the ”false positive volume” still appears initially, but is completely gone in figure
6.14 at 30000 iterations. Furthermore, by comparing the evaluation scores in table 6.5 at
30000 iterations, with tables 6.6 and 6.7 at 40000 and 50000 iterations respectively, the
accuracy of the model decreases with a higher number of iterations. The best model for
the Dice baseline is therefore reached after only 30000 iterations.

On the other hand, the DicePlusXEnt model does not have the ”false positive volume”
issue present after 10000 iterations. It also starts of with a similar trend to the standard
Dice, in which table 6.8 at 10000 iterations performs better than both 20000 iterations in
table 6.9 and 30000 iterations in table 6.9. This trend does, however, turn around, and the
evaluation scores for both 40000 and 50000 iterations, in tables 6.11 and 6.12, are better
than the score achieved at 10000 iterations. The best model for the DicePlusXEnt baseline
is therefore reached after 50000 iterations and performs slightly worse than the standard
Dice loss type.

These results show that with a baseline configuration of the network, as presented
in section 4.5, the dice loss results in a slightly higher evaluation score, represented as
both the Dice Coefficient and the Jaccard Index. This is in contrast to the results from
the originally published nnU-Net paper [49], in which the DicePlusXEnt loss type was
superior. The difference between the two loss types were however minimal. It is also
possible that this difference is only due to the specific choice of baseline parameters, and
the loss type will therefore also need to be considered for the remaining sections of this
chapter.

7.4 Normalisation
As seen in figure 6.22, the ”false positive volume” was also initially for the Dice loss
type when including normalisation. But this did once again resolve with an increase in
iterations. As seen in tables 6.23, 6.24, and 6.25, the evaluation score for normalisation
remains stable around 0.85-0.86.

In contrast, the DicePlusXEnt loss type model with normalisation shown had a slow
and steady increase in evaluation score from 5000 to 15000 iterations, as shown in tables
6.17, 6.18, and 6.19. This model was performed slightly worse than the baseline Dice
model. Additionally, an attempt at increasing the learning rate for this model from 0.0001
to 0.001, presented in tables 6.29 and 6.30, did not achieve a comparable score.

These findings are similar to those presented in the original nnU-Net paper [49], show-
ing that the DicePlusXEnt loss type performs better than the standard Dice when normali-
sation is enabled. However, the evaluation score for this model did not surpass the baseline
Dice model discussed in the previous section. While this could happen if given enough
iterations of the normalisation model, this was not attempted in this thesis due to the in-
creased iteration time experienced when adding normalisation.

While normalisation supposedly speeds up learning, this was not found to be the case
in this thesis. The time for each iteration increased by over 300%, and models did not
perform better when trained for the same amount of time with normalisation as the models
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without. Some possible reasons would be the specific normalisation configuration, such
as foreground normalisation. It is also possible that since normalisation increases the
sampling time for each iteration, it would benefit from increasing the number of samples
per volume. These are however only speculations and has not been tested in this thesis.

7.5 Learning rate
When looking at the learning rate, the decreased learning rate of 0.00001 presented in fig-
ure 6.31 to 6.34 shows promising results. As expected with a low learning rate, the model
takes a while to reach a good solution, having large jumps in accuracy every 10000 itera-
tions. Surprisingly, the model performance did not gradually increase, but rather decreased
for 30000 iterations before improving again at 40000 iterations. Both models at 20000 and
40000 iterations had similar evaluation scores, but neither succeeded the baseline learning
rate of 0.0001 that was discussed earlier in section 7.3.

The increased learning rate of 0.001, did as expected reach a moderately good score
of 0.86 after only 15000 iterations as shown in table 6.35. It did however not manage to
improve on this, and the evaluation score only went downhill after this as presented in
tables 6.36 and 6.37.

When increasing the learning rate even further to 0.01, the model also approached a
good score quite quickly. One thing to note, however, is that the evaluation score keeps
going up and down in the range of 0.836-0.865. This is expected with such a high learning
rate, as the model keeps overstepping the optimum. The best model which was reached
after 40000 iterations, shown in table 6.41, is almost identical to the one achieved by the
baseline learning rate.

Based on these results, it appears that the learning rate does not have a significant
impact on the best-achieved score for a model, but rather on the number of iterations to
achieve it. A high learning rate also results in a somewhat unstable final model, in which
the accuracy of the final model is to a certain degree randomly decided by when the model
is stopped. This is a common problem for ML tasks, and is combated by early stopping.
This is however not a function that is included in Niftynet, and could not be utilised for
this thesis. These results do however emphasize the importance of early stopping when it
comes to ML tasks.

7.6 Data Augmentation
While the DicePlusXEnt model with data augmentation did not quite outperform the base-
line Dice model, it was extremely close to it. Moreover, it managed to outperform the
baseline DicePlusXEnt model slightly. Similar to normalisation, however, it did have the
drawback increasing the iteration time by quite a lot. So while the augmentation did im-
prove results slightly, it did require extensive computation time to do so, and the resulting
improvement was very slight.

One potential reason for the low level of improvement could be the high quality of the
data generation. The data is generated in precisely the same manner in an effort to reduce
the variance of the data. This would reduce the importance of data augmentation, due to
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the low level of variance between the training and test datasets. Another aspect is that
the data generation only focuses on healthy knees, which would also contribute to overall
reduced variance. Another potential reason for these results could be due to the chosen
augmentation options. While the options were carefully considered, as detailed in section
5.6, it is still possible that these options resulted in unrealistic augmentations.
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Chapter 8
Conclusion

This thesis aimed to utilise CNNs for semantic segmentation of MRI images of the knee
joint. More specifically, the experimentation in this thesis was performed using the nnU-
Net module within Niftynet. Based on the experiments and corresponding results pre-
sented in this thesis, it can be concluded that this approach has a large potential to provide
accurate segmentation masks.

Several experiments with various hyper-parameters have been carried out, and their
resulting segmentation masks compared. This has provided insight and a better under-
standing of the role that hyper-parameters have in the training process, and their impact on
the resulting segmentation accuracy for medical image segmentation tasks.

Next, the two research questions presented in the beginning of the thesis are reiterated
and answered below.

Research question 1: Do the trained neural networks generate a segmentation output
of sufficient accuracy?

The segmentation masks generated by the trained neural networks were found to be suf-
ficiently accurate. The accuracy varies between the different segmented classes, although
this is to be expected. Overall, the results achieved a sufficiently high accuracy, both in
terms of evaluation metrics and visual inspection, and thereby establish the potential of
CNNs for the automatic semantic segmentation of knee joint.

Research question 2: What impact do the hyper-parameters have on the training pro-
cess and inferred segmentation output?

The experiments carried out in this thesis consisted of a range of varying hyper-parameters.
The impact from these hyper-parameters were discussed in detail in the previous chapter.
The baseline model was found to provide the best results. One addition that improved
results was the data augmentation. While this did not in fact end up being the best model,
it did perform better than a completely equal model without augmentation. This is likely
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because of the low size of the training dataset, such that artificially increasing this size, by
adding variance to the data, results in an improved generalisation for the model.

8.1 Contribution
The contributions of this thesis comes from establishing the potential for CNNs to auto-
matically segment 13 classes from high-resolution 3D MRI images. More specifically, this
thesis proved the efficacy of the nnU-Net architecture for this specific task. This thesis also
presented comparable results from various trained models, and a discussion regarding the
impact each hyper-parameter had on the model.

8.2 Future work
The work in this thesis has further established the potential for the application of CNNs for
automatic segmentation of medical images, specifically the nnU-Net for knee joint MRI
images. There is, however, room for improvements. The following list contains some
possible ideas and aspects of this thesis that can be improved as future work:

• Improving the choice of hyper-parameters: The parameters experimented with in
this thesis was not a full list of all available hyper-parameters. It is quite possible
that any parameter that was not tested in this thesis, such as the window sampler and
activation function, would have the potential of improving the model substantially.
Furthermore, it would be interesting to see whether or not the model would improve
even further with a higher spatial window size, as this was not possible to test with
the available hardware.

• Different CNN architectures: This thesis was confined to the nnU-Net architecture
provided by Niftynet. It would be interesting to see how different CNN architectures
would compare to the results in this thesis.

• Different anatomical structures: The work in this thesis was limited to the knee
joint. The plan for the collaboration project is however to expand the efforts to dif-
ferent anatomical structures, such as the shoulder joint. It would be interesting to
see if the best choice of hyper-parameters would remain the same when segment-
ing different anatomical structures and whether the observed impact of the various
hyper-parameters would differ.

• Transfer learning: As an addition to the previous point, it would be interesting to
see whether or not transfer learning would be a good approach when transitioning
to different anatomical structures. Due to most tissues having similar composition
regardless of its location, it is very plausible that transfer learning would return good
results, especially if the new anatomical structure is another joint.
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