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Abstract

The cellular network has been evolving over the past years and the
next generation of cellular network termed as Fifth Generation (5G)
network, promises new improved characteristics such as latency (<10 ms),
throughput (Multi-Gbps) and connectivity. This enhancement brings new
business opportunities for the network operators by providing customized
services to the verticals through slicing. Slicing, multi-requirement tai-
lored services with assurance of distinct Quality of Service (QoS), are
deployed in the same physical infrastructure. An appropriate level of man-
agement and orchestration of these slices is essential for the realization of
slicing.

The topic of service orchestration, on the other hand, is to address the
problem in which multiple services need to be delivered in parallel, e.g.
between legacy and new 5G networks. Processing services independently
is one thing, but when multiple services have to interact, it can create
conflicts. Ensuring the desired Quality of Service for each services is
important when user is accessing multiple services.

This thesis looks into the various advancements in the field of 5G
service orchestration and by considering the case of telephony slice from
the manufacturing industry further explores various scenarios that can
arise while realizing 5G service orchestration. The thesis identifies the
potential challenges in this scenarios and concludes by proposing a policy
framework for service orchestration.

Further, the thesis also outlines the possible implications of the findings
on 5G service orchestration, both for academia and industry.
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Chapter1Introduction

The cellular network has been evolving over the past years and the next generation
of cellular network termed as Fifth Generation (5G) network promises new improved
characteristics such as ultra-low latency (1ms), throughput, and connectivity. In
contrast to the previous generations of cellular networks, 5G networks are targeted
to expand the capabilities of a network to support a various range of services that
are tailored to meet different requirements.

A wide range of vertical industries, such as manufacturing, automotive, health,
energy, media, and entertainment are going to be some of the main beneficiaries of
these changes in the 5G era. Such verticals demand different use cases imposing a
new set of requirements in terms of scalability, latency, reliability and availability.
However, the “one-fit-all” concept of the legacy network will not be able to meet
these demands [ATS+18]. So, 5G has proposed a new concept, known as Network
slicing, to support these heterogeneous services.

Network slicing is the splitting of physical network infrastructure into multiple
logical networks known as slices. These are composed of different network func-
tionalities required to support various use cases that are derived from the shared
network infrastructure [ETS18b]. The slices can be customized to a particular vertical
industry or can be a public one. Such slices are controlled and managed by slice
owners such as Network Slice Providers (NSP) or Mobile Virtual Network Operators
(MVNO).

5G development is still in process and it is mainly driven by the different use
cases it supports. However, major drivers (service types) in the development of 5G
are enhanced Mobile Broadband (eMBB), massive Machine Type Communications
(mMTC), Ultra Reliable Low Latency Communications (URLLC) or a combination
of these [Moh17, 3GP17].

Despite all these new enhancements 5G will potentially suffer from complex
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2 1. INTRODUCTION

network management challenges due to the variety of vertical services they are
promising and the diversity and heterogeneity of underlying infrastructure. Service
orchestration in 5G slicing is a hot topic and ongoing research aims at addressing
potential problems where these services or a composition of such services need to
be delivered in parallel. Ensuring that desired QoS is at all times maintained while
delivering these services is also an integral part of service orchestration.

Maintaining service continuity is another identified challenge and issues with
service continuity can arise when these services interact between 5G and legacy
networks such as 4G, 3G and 2G. While processing the services independently is
one thing, conflicts that arise when these services interact with each other needs an
entirely different research focus and attention. The latter forms the focus of this
thesis.

As service orchestration is a recurring term in this research work, I have considered
the following definition of Service Orchestration (inspired from [SdSLPR+19] for the
rest of this thesis

Service orchestration entails managing lifecycle of services that were split
into various domains based on requirements and availability in order to
maintain service assurance and service continuity.

Therefore, this thesis investigates the service orchestration challenges in providing
service assurance and continuity when multiple service interactions occur in different
slice realizations. For the purpose of investigation, this thesis takes a use-case driven
approach i.e. the whole concept of service orchestration challenges and corresponding
solutions are studied using examples of different possible scenarios that can arise
during service interaction.

Further, this research work is an extension of the specialization project done in
Spring 2020 and it carries forward the same use cases that were studied during the
specialization project [Kar20].

Finally, this thesis proposes a policy framework for identified service orchestration
challenges, additionally a few complicated scenarios that can lead to service conflicts
are identified along with proposing a path for potential future work in this field.

The following sections of this chapter give an overview of the thesis background
and is followed by motivation for the thesis. This chapter also covers the research
questions that were framed to solve the challenges briefly presented in this section
and it ends by presenting the methodology used to solve the research questions.
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1.1 Background

As briefly discussed above, over the last few years, mobile networks have evolved
significantly and wireless communication standards have become a vital part of our
life. Particularly in cellular network, we have witnessed significant enhancements to
support the growing number of users and growing level of traffic [HZK+20]. The field
of cellular networks is still evolving and there is ongoing research in both academia
and industry to support the thirst for high bandwidth, more speed, connectivity,
service quality along with an ever-increasing number of connections and users.

1.1.1 A brief history of cellular network evolution

Cellular networks were introduced to provide public voice services and the first
entrant was First Generation (1G). According to a comparative study on evolution
of cellular network [SG14], 1G was based on an analog system with a speed of up
to 2kbps [SG14]. Later on, Second Generation (2G) / Global System for Mobile
communication (GSM) was proposed with support for text messaging services along
with voice services and its successors also supported data services such as General
Packet Radio Service (GPRS) and Enhanced Data GSM Evolution (EDGE). In this
thesis, 2G refers to the EDGE network.

Data services have ever since led to a series of positive changes in the society and
demand for improved data services has increased day by day and continues to do
so till date. Upon the arrival of Third Generation (3G), speed had improved up to
200 Kbps and it partially supported packet switching. 3G also brought new services
such as video calling and seamless streaming of video with a download speed up
to 3 Mbps. Its successors also introduced improved data rates such as High-Speed
Downlink Packet Access (HSDPA) and Evolved High-Speed Packet Access (HSPA+).
In this thesis, the terminology 3G refers to HSDA+.

The need for a full packet-switched network led to the development of Fourth
Generation (4G) network based on Long Term Evolution (LTE) standard, it brought
enhancements such as support for High Definition (HD) audio and video quality and
support for Machine to Machine (M2M) communication with a download speed of
up to 200 Mbps. In this thesis, 4G is referred to as the LTE standard. Need for
better connectivity and data rate acted as a catalyst for the deployment of 5G. 5G
will also be a fully packet switched one with a speed of up to 1 Gbps.

1.1.2 The potential of 5G cellular network

An attractive proposition of 5G is the business potential it promises. Ericsson’s
report on 5G business potential [Eri19] shows that while the enhancement of network
capabilities is still ongoing, mobile operators face several challenges in monetizing the
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advancement and face tough pricing competition from other service providers such
as Over-The-Top (OTT) services and this can potentially lead to market stagnation
for the industry. Despite high growth in mobile subscription, devices, and mobile
data traffic, overall service revenue growth has flattened out compared to the growth
in 2010 [Eri19, Eri15]. In effect, mobile operators are struggling to find more ways to
monetize the enhancement in voice services and improved mobile data rate services.

In the era of industrial digitalization, mobile operators have recognized the
potential of 5G capabilities to solve certain challenges in industrial digitalization.
This includes automation in the manufacturing industry, autonomous driving and
eHealth among others. The proposed solution to these challenges is of offering
customized services with guaranteed Quality of Service (QoS). Further, Ericsson’s
report[Eri19] also predicts a huge growth in the revenue opportunity, in tune of 582
billion USD, for telecom operators from industrial digitalization with the help 5G
technology.

1.1.3 Network Slicing – an enabler for monetizing 5G technology

Each end-to-end connected network slice is designed in a way to serve a specific
service or composed services with all the necessary network resources, physical
or virtual network elements, and functions with proper isolation between them
[ETS18a]. Network slicing allows the network operators to efficiently use and manage
network resources, create differentiated services and generate revenue out of it
[Eri18]. Software-Defined Networking (SDN) and Network Function Virtualization
(NFV) are the key enabling technologies of network slicing which gives flexibility and
programmability [ETS18a].

Further, network slicing has a stringent goal to provide absolute resource guaranty
over latency, bandwidth, and reliability among others. Hence there are ongoing
research works that aim at addressing the challenges associated with Network Slicing
at different levels of slicing such as end-to-end slicing architecture [ETS18a], service
assurance in slicing [3GP20d], security [ON20], service continuity, management, and
orchestration of slice [3GP21c]. This thesis only covers the ongoing research on the
management and orchestration of network slices in a dynamic network environment

In certain cases, services provided through slicing possess strict priority treatment
even though they share common QoS characteristics. For example, a slice for eHealth
and a slice for autonomous cars share the same QoS restriction on latency. However,
during a medical emergency such as to save a critically ill patient, some data traffic
in the eHealth services must have to be prioritized to achieve ultra-low latency
communication. In another scenario, consider a road accident occurs simultaneously
as the medical emergency, in such a scenario data traffic in the autonomous car slice
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must also be prioritized at the same time to notify the ambulance service. What are
the likely consequences if there is not enough bandwidth available?

Such complex service interaction challenges demand an efficient automated net-
work that must be able to quickly adapt to the network condition and eliminate
service conflicts. One of the proposed solutions for this is Policy-Based Management
(PBM) of the network. PBM has been proven to be a good choice to handle network
operation and management in complex distributed systems and it aids the process
of automation [VCC+17]. Given the heterogenous requirements of 5G slicing, the
suitability of PBM for managing QoS enabled networks makes it an appropriate
choice to enhance the research work on the topic of challenges in 5G slicing [CPC+18].

Hence, this thesis also takes a similar approach of making use of policy-based man-
agement framework to find out the potential solutions for network slicing challenges
experienced during composed service orchestration.

1.2 Motivation

Network Slicing enables providers to offer their services in the form of Network-as-a-
service (NaaS), this will eventually enhance the operational efficiency of the network
and in effect reduce the time-to-market for new services [HNW+18].

However, the current scenario of networks slicing also poses certain challenges.
For example, since the offered services differ in their requirements, assuring these
services based on a guaranteed Service Level Agreement (SLA) will be challenging in
a dynamically changing network environment. Additionally, challenges associated
with following have also been identified in the literature:

• orchestrating the service request

• processing the request and

• dynamically allocating radio resource to the request to ensure the desired
Quality of Service (QoS)

The complexity of network management further increases as these services need
to be tailored to meet multiple requirements with sufficient service guarantees on a
common infrastructure. Since 5G describes services as an End-to-End (E2E) concept,
it also needs to be supported by all the network components, from the user equipment
to the cloud and service application. Therefore, the operators should be capable of
orchestrating the different technologies and resources available in modern network
infrastructure.
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Further, to ensure the flexibility and scalability of services, the management
and orchestrating system should be capable of enabling autonomous and automated
service deployment and adaption. Policies and protocols will play a very important
role in the creation of customized services to reduce conflicts. Another potential
challenge during service orchestration is the inter-operability of delivering these
services along with the other legacy networks [AD20].

Additionally, the strict resource assurance demand makes network slicing expen-
sive, which means the tenant who is subscribed to the particular slice has to pay
more money for using the services [ETS18a]. This puts pressure on the network slice
providers to monitor and manage the network slice all the time in a way to make
sure the availability of the services and meet the desired QoS described in SLA. The
tough market competition from Over-The-Top (OTT) services and other value-added
service providers further aggravates the situation.

Therefore, the commercial success of 5G networks or monetizing the full potential
of 5G - all lies on the 5G network quality and efficient slice management. Hence, it is
vital to address the challenges that impede the success of 5G network and this need
for pragmatic solutions to solve critical challenges forms the underlying motivation
for this thesis.

Through the research work presented in the following Chapters of this thesis, I
would like to contribute to the development of the field of network slicing and service
orchestration in 5G.

1.3 Research questions

To address the problems presented in the preceding section I have formulated the
following research questions. The research questions from the project are maintained
[Kar20].

1. How can the request and access to common and customized services across 5G
and other networks be realized?

2. What are the current challenges in this process?

3. What potential measures can mitigate these challenges to ensure the resolution
of service conflicts?

4. How can these potential solutions be applied to several services during service
orchestration?
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1.4 Methodology

To analyze existing service orchestration and service continuity framework, and
propose possible enhancement, a combination of recognized research methods was
used. Tools used and steps taken during this work are briefly summarized below.

1.4.1 Literature Review

Literature review looked into different standards on 5G, industrial publications, white
papers, blogs and research papers. Since the development of 5G and network slicing is
still evolving and related works are continuously updated or newly published, I have
considered only the latest version of standards and most recently published research
on the topic. The criteria chosen to select the appropriate source of information was:

1. Research results from recognized standard bodies in this field (e.g.: Third Gen-
eration Partnership Project (3GPP), International Telecommunication Union
(ITU), GSM Association (GSMA), European Telecommunications Standards
Institute (ETSI)). Additionally, inputs from academic and industrial white
papers and books were also considered.

2. Date of publication – most recent publications on the topic were prioritized.

3. Other supplementary fields of research relevant to the thesis topic were also
considered.

Literature review focused on enlisting relevant pieces of literature in the field
of 5G slicing and service orchestration and identifying the major research trends in
the field. Identification of the relevant case studies for detailed analysis of service
continuity and service orchestration in 5G slicing were also carried out.

1.4.2 Case study analysis

Challenges in a practical case study on 5G

As mentioned earlier, the uses cases from the Specialization Project (Spring 2020)
were used as a basis for the empirical study in this thesis [Kar20]. During the starting
phase of the thesis, I had checked the possibilities of setting up a testbed of use case
with the help of a major network provider in Norway. The plan was to use their 5G
network Lab. Unfortunately, due to the lack of necessary Application Programming
Interface (API) needed to customize my use case requirements this collaboration was
found to be impossible and the idea was dropped.

Further research on the practical possibilities of creating a testbed using open-
source project was carried out. I used Kamailio IMS with Open5GCore, an open-
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source project for this purpose. After 2 months of working on the same platform,
lack of available resources posed a challenge. This too had to be dropped. Due to
the pandemic, getting a 5G smartphone and specifically a 5G Subscriber Informa-
tion Module (5G SIM) were additional practical challenges. Lack of 5G softphones
interoperable with Kamailio IMS and Open5GCore was also an issue at the time of
this thesis.

Alternative solution to case-study analysis

A possible solution was identified in the second part of this research work. In
consultation with my Supervisors, I decided to collect data from recent literature on
the same services and use that as input to analyze service interaction challenges. To
this purpose, I created two scenarios with three possible telephony services (composed
service) under the telephony use case.

The reason for using a scenario-based approach was that it helped us to narrow
down the vast topic of slicing and overcome time frame limitations. Key Performance
Indicators (KPI) values chosen for describing the use case were collected from different
test cases held recently and matched with the value range specified in the SLA1 of the
slice. Based on these, challenges in ensuring QoS2 while providing service continuity
were identified and studied in detail. A policy-based management approach was
applied to solve these challenges through policy intervention. This is further detailed
in the following Chapters.

Due to the time limitation and complexity of this work, this thesis only suggests
general ideas and recommendations based on the analysis and discussion to limit
service orchestration challenges in the network slicing. Finally, this thesis also
proposes a policy framework for service orchestration. This thesis does not include
any simulation work to validate the practical limitations and implications of the
proposed solutions.

1.5 Thesis Outline

This thesis is outlined in the following way.

• Chapter 2: The standard architecture of the 5G and 5G IMS

• Chapter 3: Illustration of use case and scenarios considered for this thesis

• Chapter 4: The identified challenges in service orchestration based on the
scenarios

1SLA: Service Level Agreement
2QoS: Quality of Service
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• Chapter 5: The proposals of necessary policy rules and policy framework

• Chapter 6: Discussion and conclusion of the thesis





Chapter2Fifth Generation Mobile Networks
(5G)

An overview of the State-of the art in 5G network and major findings from the most
recent literature was presented in this Chapter. Additionally, a detailed discussion on
the various terminologies associated with 5G network and slicing was also presented.
The chapter starts with details on 5G and its architecture and key components inside
5G Core (5GC) network, and concludes with 5G IP Multimedia Subsystem (5G IMS)
architecture.

Previous generations of cellular network mainly focused on communication services
between people and on improving its efficiency. While on the other hand, 5G is
envisioned to support a wider array of services and connecting everything to the
network with key features such as high speed, low latency and improved flexibility.
The development of 5G is focused on three main service types [Moh17, 3GP17],
namely,

1. Enhanced Mobile Broad Band (eMBB): supports a stable connection
with high peak data rate

2. Massive Machine Type Communication (mMTC): supports a huge num-
ber of Internet of Things (IoT) devices

3. Ultra Reliable Low Latency Communication (URLLC): supports ultra-
low latency communication with high reliability

Based on these fundamental use cases 5G has opened up an array of services in
various industries, some examples are smart city, smart home, eHealth, autonomous
car and manufacturing industry.

5G holds a Service-Based Architecture (SBA), which differs from older generation
network architecture in many ways [V1518]. Such as;

11
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• 5G supports a new radio access technology called 5G New Radio (NR), it
demands new devices with capabilities to support NR and its frequencies.

• The SBA considers that the services are provided by a common framework
to Network Functions (NF) that are tailored with different requirements to
provide various services [V1518] . The NFs in 5G control plane uses service-
based interfaces to interact with other NFs.

• SBA is also capable of virtualizing the deployment of theses NFs and thus
improve the scalability and resource utilization as the traffic through the
network grows.

Since this thesis focuses on service orchestration in 5G network, it is vital to know
the 5G architecture and interaction between different entities in the architecture.

2.1 5G Network Architecture

The key enabling technologies of 5G are Software Defined Networking (SDN) and
Network Function Virtualization (NFV) and these are adapted to support various
services with different data service requirements provided by 5G network. In order
to provide the different data services, 3GPP has proposed a flat architecture for 5G
[V1518], in which they have separated the control plane and data plane functions.
Thus improving the scalability and flexibility of the network through dynamic resource
allocation.

5G network architecture is composed of three components [V1518], namely,

1. 5G Access Network (5G-AN)

2. 5G Core Network (5GC)

3. UE

In the 5GC architecture, network elements are defined to be Network Functions
(NF) and it can be either hardware or virtualized network functions. The architecture
in Figure 2.1 shows the virtualized network functions present in the 5GC. Their roles
in the network as follows [V1518, Dre, Gar19, Eve18]:

1. User Plane Functions (UPF) UPF acts as a mobility anchor point during
handover procedures and enables connectivity with the core network. It is
responsible for packet routing and forwarding, packet analysis, and applying
necessary QoS parameters to the packets. It also represents an external PDU
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Figure 2.1: An illustration of 5GC Architecture, adapted from [V1518]

session point to connect traffic flow to the data network. It maintains and
reports traffic statistics.

2. Packet Data Network (PDN) This represents a network for internet access
or third-party services such as IMS for accessing multimedia services.

3. Authentication Server Function (AUSF) AUSF acts as same as the au-
thentication function performed by 4G Home Subscriber Server (4G HSS).
It implements the Extensible Authentication Protocol (EAP) authentication
server and stores authentication keys. AUSF supports the authentication for
3GPP access and untrusted non-3GPP access.

4. Access and Mobility Function (AMF) AMF corresponds to the Mobility
Management Entity (MME) in LTE and is responsible for the management
of registration and authentication of subscribers. It is also responsible for the
mobility management of subscriber (inter or intra) and take part in registration
and connection management. Sometimes it also takes part in applying policies
from PCF while a user is moving from one region to another.

5. Session Management Function (SMF) SMF is responsible for handling
session management functions such as session establishment, modification, and
release. SMF functionalities also include IP address (IPv4 / IPv6) allocation
to UEs and enable packet routing. SMF determines the policy and charging
implementation for every service.

6. Service Communication Proxy (SCP) As the name suggests it act as a
proxy in 5GC to help in signaling when requesting a new service. It facilitates
the communication between two NFs1 over the service interface. Some functions

1NF: Network Function
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include signaling aggregation and routing, load balancing and load distribution,
overload handling, packet prioritization in network congestion situations, and
signaling peak protection. Since SCP functions are complemented by NRF,
SCP is a good choice to be used to provide network resiliency in case failure
occurs.

7. Network Slice Selection Function (NSSF) NSSF will help in the selection
of network slice which is available to the requesting UE. NSSF is used to
uniquely identify a network slice which is also identified by Network Slice
Selection Assistance Information (NSSAI). NSSAI is explained later in this
thesis. NSSF is also responsible to determine which AMF should serve the UE.

8. Network Exposure Function (NEF) NEF provides border security to the
5G network, which means a secure exposure of capabilities and events of network
services towards external applications over APIs. NEF also act as a translator
when communicating with external application.

9. Network Repository Function (NRF) NRF is a repository that holds the
information about available Network Functions in the network and services
provided by them. It sends the notification to the user who is subscribed to
the NFs when the status of NF changes (modified/updated/new service added
etc.).

10. Policy Charging Function (PCF) PCF acts as same as the PCF component
as part of PCRF in LTE. PCF implements a unified policy framework that
handles the policy-related decision according to the network condition. PCF
provides policy rules to the control plane functions to enforce them. PCF is
also connected to the external data network and imposes policy control for
them as well. It can access Unified Data Repository (UDR) to know about the
user’s service subscription details and apply policies accordingly.

11. Unified Data Management (UDM) UDM acts as a central repository
of subscriber information and takes part in the authorization of users while
accessing the services since it holds the authentication keys. It is responsible
for subscription and SMS management. UDM involves in UE serving NF
registration process and mobility management and thus support session/service
continuity.

12. Application Function (AF) AF interacts with 5GC to provide services. It
supports accessing NEF and efficient traffic routing. It interacts with the policy
framework (PCF) for policy control and support external network (e.g. IMS)
interaction with 5GC.
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2.2 Deployment options of 5G network

Unlike other generations of cellular network, 5G allows integration with different
access technologies and core network. This means that while being deployed the access
network and core network of the 5G system can comprise of the same generation
or it can be from other generations such as 4G (EPC and EUTRAN). Different
configurations are possible with 5G and it is categorized into two, namely [GSM18b]:

1. Standalone (SA) network

2. Non-Standalone (NSA) network

SA uses only one access technology such as NR with 5GC as the core network while
NSA combines multiple access technologies, such as 4G LTE or NR with EPC as core
network. Three options of SA configuration are defined in 3GPP, namely[GSM18b]2:

– Option 1: Composed of LTE evolved Node B (LTE eNB) as access network
and EPC as the core network.

– Option 2: Composed of NR gNodeB (gNB) as access and 5GC as the core
network.

– Option 5: Composed of LTE ng-eNB as access and 5GC as the core network.

NSA configuration also contains three other options, namely:

– Option 3: Represents the dual connectivity capability of the 5G network. In
this, both LTE eNB and gNB can act as an access network, in which LTE eNB
act as a master node while NR en-gNB act as a secondary node.

– Option 4: Uses NR gNB and LTE ng-eNB as access, in which former one act
as a master node and later act as a secondary node.

– Option 7: Uses LTE ng-eNB as a master node and NR gNB as a secondary
node and is connected to 5GC.

All these different configuration options allow the operators to adopt different
strategies for 5G deployment according to their business model and competition
needs in the market [GSM18b].

2The numbering for the options are in accordance with the source article[GSM18b]
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Figure 2.2: An illustration of 5G deployment options, adapted from [GSM18b]

SA option 2 with NR as access network and 5G as core brings a number of
advantages when comparing it with other options with LTE access and core network.
SA option 2 is capable of providing all the advancement of 5G such as flexibility,
scalability and programmability features mentioned previously in this thesis.

However, before the 5G network is widely deployed and available everywhere it
demands some level of inter-working with EPC and eNB to maintain the service
continuity. During the early phase roll out of 5G it is also important that the
inter-working with LTE to support dual connectivity feature of 5G. This to ensure
that the UE can separately receive both signals and aggregate them to get a better
data rate [Sea19].

At the same time inter-working of gNB and eNB is vital for supporting Inter Radio
Access Technology (Inter-RAT) mobility which allows the UE to switch between 5G
and LTE in case of signal degradation. Within the configuration options, options 2
and 7 can support network slicing. Interworking between 5G and legacy was part of
3GPP release 16 and details can be found in TS 23.216 [3GP20b]. SA option 3 offers
a dual connectivity feature, it must be noted that dual connectivity demands that
UE must be compatible with both LTE and NR radio access networks.

Since this thesis focuses only on telephony services, it is important to consider
the possibilities of deployment options that are suitable for providing better service
continuity. Among the proposed deployment options, all configurations support IMS
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Table 2.1: Deployment options for IMS Service, adapted from [GSM18b]

Solution 1: IMS
media and
signaling via
5GC

Solution 2: IMS
media and
signaling via

EPC

Solution 3: CS
voice over MSC

Option 2: NR via
5GC

Option 3: LTE
and/or NR via

EPC

Option 3: CSFB to
2G/3G CS from

EPC
Option 4: NR
and/or LTE via
5GC

If IMS is not
available, Circuit
Switched Fall Back
(CSFB) can be

preferred.

Option 3: CSFB to
2G/3G Cs from

5GC.

Option 5: LTE via
5GC

none none

Option 7: LTE
and/or NR via
5GC

none none

call and video services [GSM18b]. However, there are differences in choosing which
Radio Access Technology (RAN) will be suitable for media, and Session Initiation
Protocol (SIP) has some significance in terms of QoS and Quality of Experience
(QoE). Previous research on this topic has identified different deployment option
solutions for IMS voice and video and the details are summarized in the table2.1
[GSM18b].

The applicability of these deployment options for telephony services will be
discussed in detail in the coming chapters.

2.3 5G Network slice (NS)

Network slicing is an end-to-end paradigm proposed by 5G to support new kind of
applications that need resource guarantees in terms of latencies, bandwidth, jitter,
reliability, throughput and privacy [ETS18a]. A Network Slice (NS) can be solely
composed of Physical Network Function (PNF) or Virtual Network Function (VNF)
or a combination of both. 3GPP has defined NS as [ETS18a]:

“a description of a service aware logical network that is composed of different
physical or virtual network elements, resources and functions”

Network slice is aimed at providing tailored services with multiple requirements
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to the vertical industries to meet their need for more advanced technologies and
thereby to support and accelerate their journey towards digitalization. NS can be
considered as an independent managed instance of a logical network which shares
the underlying infrastructure with other independent managed instances [ETS18a].
A three-layer model of slicing is shown in Figure 2.3.

Figure 2.3: Three layer model of slicing, adapted from [HHS17, AP16]

The three-layer approach of network slicing framework is composed of [HHS17,
AP16]:

1. Service Instance Layer: This layer represents the services provided by the
slice to end user and verticals. Each service in this layer is represented by a
Service Instance (SI). These services can either be provided by the network
operator or by a third party such as Network Service Providers.

2. Network Slice Instance Layer: This layer consists of corresponding Slice
instance for the services present in the service instance layer. A network
operator can use a General Slice Template (GST) or network slice blueprint
to map the Service Instance to the Network Slice Instance. The network slice
instance provides the network characteristics required by a service instance. A
network slice instance can be solely reserved for providing a service instance or
it can serve multiple service instance.

3. Resource Layer: This layer is composed of all the physical and virtual
network functions that are used to implement a slice instance.
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Network Management and Orchestration (NMO) layer is responsible for providing
management and orchestration functions of the three above mentioned layers. NMO
functions can be taken as an entity which is needed to provide the orchestration
and management of each slice and for different slices implemented for a particular
vertical.

Some terminologies used in this thesis with regards to network slice is described
below [3GP21b]:

– Network Service Instance (NSI) A logical network composed of a chain
of network functions to provide a specific service. It can be composed of either
VNF or PNF.

– Network Slice Instance (NSI) A service instance or a set of service instances
of network functions and the required cloud resources needed to implement a
network slice.

– Single Network Selection Assistance Information (S-NSSI) This com-
ponent is used for the identification of a network slice in the network. NSSI is
defined as the collection of S-NSSIs. Currently 3GPP only allows a maximum
of eight slice S-NSSI that can be grouped under a NSSI, that means a UE can
only access services from eight slices [SX17].
S-NSSI will help UE to access the services selecting appropriate slice instance
to provide requested service. NSSI is often associated with PLMN (PLMN ID)
and have network specific values. S-NSSI is composed of:

◦ A slice/ service type (SST), this will provide the information about which
service type is supported by specific S-NSSI, for example to identify eMBB,
uRLLC, uMTC supported slices.

◦ A Slice Differentiator (SD) is used to provide additional information about
the slice features other than the service type which allows the network to
uniquely identify the different services in a slice.

2.4 Network Service Orchestration

According to 3GPP, network service orchestration is defined as a subset of NFV
Orchestrator functions that are responsible for Network Service lifecycle management
[ETS14].

Network Service Orchestrator (NSO) is a term used to convey the concept of
different service orchestration techniques that rely on multiple technologies and
paradigms to achieve a goal of user satisfied service [SdSLPR+19]. NSO comprises
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the semantics of requested service, and control and manage deployment to fulfill the
service requirements and to realize end-to-end service lifecycle management. For
getting a clear picture about NSO functionality, NSO has been divided into three
subcategories, namely [SdSLPR+19],

1. Service Orchestration (SO) This orchestrator is responsible for service
composition and service decomposition upon a service request. This can be
considered as an application layer entity, in which it interacts directly with
Operations Support System (OSS)/ Business Support System (BSS) and with
the marketplace.

2. Resource Orchestration (RO) This orchestrator is responsible for efficient
resource allocation either physical or virtual among services in a way to match
service requirements. Efficient RO can be achieved with the help of Network
Function Virtualization Orchestrator (NFVO) and different SDN controllers.

3. Lifecycle Orchestration (LO) LO is responsible for overall service orchestra-
tion from service request to service termination and deals with the management
of workflows, processes, and dependencies across service elements. LO is also re-
sponsible for ensuring that the services are delivered according to the contracted
SLA.

For the scope of this thesis, we will be mainly focusing on Lifecycle Orchestrator
and others will be considered only for other supportive orchestration functions.
Different bodies of standardization have proposed frameworks to overcome the
challenges identified in service orchestration and management. A short review of
such proposals will be discussed in the coming sections.

2.4.1 NFV MANO framework

As mentioned earlier, SDN3 and NFV4 is going to be the key enabling technology of
network slicing. By virtualizing the NF5 capabilities using NFV, NF will achieve
flexibility in instantiating NFs anywhere in the network or data centers in very little
time. This will also enable elasticity in dynamically allocating resources over the
network when it is needed.

These paradigm shifts in the network bring a need for novel management and
orchestration framework to create, control and manage the resources according to the
requested services. Therefore, ETSI has introduced an NFV MANO (Management

3SDN: Software Defined Network
4NFV: Network Function Virtualization
5NF: Network Function
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and Orchestration) architecture framework to realize management of Virtual Network
Function (VNF) lifecycle and resource allocation [ETS14].The illustration of NFV
MANO architecture is shown in figure2.4.

Figure 2.4: An illustration of NFV MANO architecture [ETS14]

NFV MANO consists of three main functional blocks:

1. NFV Orchestrator (NFVO) The main functionalities of NFVO can be
categorized into two, one is network service life cycle management orchestration
and the other one is NFVI resource orchestration across multiple VIMs according
to the network load and service requirement. In-network orchestration, the
main responsibilities of NFVO include [ETS21]:

– Handling life cycle management of network services.
– Monitoring and controling NS Performance Measurement (PM) and NS
Fault Management (FM).

– Management of software images.
– On-boarding and management of Network Service Descriptor (NSD)
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– On-boarding and management of Physical Network Function descriptor
(PNFD)

Resource orchestration responsibilities of NFVO include [ETS21]:

– Ensuring the availability and allocation of VIM resources.
– Permitted allowance management.
– Resource performance and fault management.
– Resource reservation management.

2. VNF Manager (VNFM) The decoupling of NFs6 from the physical infras-
tructure to virtual infrastructure demanded a management entity to manage the
creation and lifecycle management of VNFs7, and this is handled by VNFM. It
acts as a management entity and it can access and request information on VNFs
behavior from VNFI and EM8 via appropriate interfaces. The Functionalities
of VNFM comprised of:

– VNF lifecycle management (LCM).
– VNF configuration parameters.
– VNF information management

3. Virtualized Infrastructure Manager (VIM) This functional block has the
responsibility of controlling and managing the NFVI virtual resources (compute
and storage) that are used by VNFs and Virtual Link (VL). VIM is capable of
managing multiple types of NFVI resources such as compute-only, storage-only
and network-only.

Some additional functional blocks are also present in NFV MANO architecture to
support the interaction between main functional blocks. They are listed below:

– Element Management (EM) EM is responsible for managing the manage-
ment entities performing the Fault, Configuration, Accounting, Performance,
and Security (FCAPS) for the application functions of VNF. The EM interacts
with NFV-MANO by communicating with the VNFM, via the Ve-Vnfm-em
reference point [ETS21].

– Virtualized Network Function (VNF) The VNF is an entity managed
by the VNFM and has an associated VNFD which provides deployment and
operational information to manage its lifecycle [ETS21].

6NF:Network Function
7VNF: Virtual Network Function
8EM: Element Manager
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– OSS/BSS This functional block represents the operator’s operation and busi-
ness support functions which are used for system and management application
of other services other than NFVO and VNFM. NFV MANO provides an inter-
active functional block for service providers through OSS/BSS9 to manage and
operate their other businesses. The OSS/BSS interacts with NFV-MANO by
communicating with the NFVO, via the Os-Ma-nfvo reference point [ETS21].

– NFV Infrastructure (NFVI) The NFVI encompasses all the underlying
components of the infrastructure, the hardware, and the software, which are
used to host VNFs. The VIM is the NFV-MANO entity that manages the
NFVI, resources used by the VNFs and NSs, via the Nf-Vi reference point.

Even though NFV MANO covers most of the challenges in the service orchestration
such as availability challenges, reliability, and security, some areas like service in-
teraction with legacy networks and setting priority to the services are not covered
[ETS21]. Most importantly NFV MANO inter-operability with the legacy network
such as 3G or 2G is not covered in the architecture framework. The goal of this
thesis is to use a possible scenario to validate the existing solutions that are proposed
for mitigating service orchestration challenges. The non-mitigated challenges and
problems are further analyzed and a proposal for mitigating these through policies is
proposed in this thesis. This is further detailed in Chapter 5.

2.5 IP Multimedia Subsystem (IMS)

The use cases considered in this thesis are based on providing telephony services
using a 5G slice. Therefore, it is vital to spend some time discussing 5G IMS. This
section will present an overview of 5G IMS, its architecture, and IMS components.

IMS, standardized by the 3GPP is an architectural framework that allows access
to multimedia services by using any device or IP network connection [3GP15]. The
primary goal of IMS development was to provide a generic architecture for offering
multimedia services, which means these services can be accessible from the wired
or wireless terminal. These multimedia services include voice calls, video calls,
conference calls, messaging, data, and web services to users.

The access independent nature of IMS can be useful in connecting IMS with 5G
core for delivering voice over 5G (Vo5G /VoNR) and other multimedia services. One
other reason for selecting IMS for 5G is its capability to provide guaranteed certain
QoS for the IMS offered services. Session Initiation Protocol (SIP) is used as the
core signaling protocol in IMS and it is an application layer protocol [IET02]. SIP

9OSS/BSS: :Operations Support System / Business Support System
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can establish, modify, manage and terminate multimedia sessions and also provide
multicast conferences.

2.5.1 IMS layered architecture

For a simpler representation of IMS architecture, I have adopted layered IMS archi-
tecture and it is shown in figure 2.5. The three-layer model of IMS architecture is
consists of the Transport layer, Control layer, and Application layer.

Figure 2.5: IMS architecture [Com21]

1. Transport layer
This layer contains several access networks such as GPRS, LTE and PSTN, and
is responsible to support the core network architecture of the cellular network.
It is the connecting point for users to IMS infrastructure, connected either
via circuit-switched or packet-switched. This layer includes routers, switches,
firewalls along with gateways for translating protocols between new and legacy
networks [LL07].

2. Control layer This layer is intended for session control, modification, ter-
mination, and management. It also facilitates the handover process between
networks. It contains the central database of IMS (HSS), which stores the user’s
authentication and service authorization and Call Session Control Function
(CSCF). There are three CSCF in IMS architecture, they are Proxy Call Session
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Control Function (P-CSCF), Serving Call Session Control Function (S-CSCF),
and Interrogating Call Session Control Function (I-CSCF).

a) Call Session Control Function (CSCF)
This central component of IMS is responsible for managing all signaling
from end-users to services and other networks[Han09]. This component is
further distributed according to its functionality into three components
namely, PCSCF, SCSCF, and ICSCF. Which are defined in detail below:
i. Proxy Call Session Control Function (P-CSCF) This is the

first contact point of User Equipment (UE) within the IMS network
to request a service. It acts as a signaling proxy server between the
UE and the IMS core network. The signaling proxy server will receive
SIP requests from UE and either serve the request on its own or route
the request to other servers.
P-CSCF can be found in both the home network and visited IMS
network. During the registration process, a proxy server is assigned
to an IMS terminal and it forwards the SIP REGISTER request
from UE to the home network [3GP15]. P-CSCF also forwards SIP
request/response messages for the multimedia session set up from UE
to a SIP server and vice versa.
Since it is the first contact point for UE, P-CSCF also takes part
to provide a secure connection between UE and IMS network. It
also applies some compression processes on SIP messages to reduce
the latency over the air interface [Han09]. P-CSCF includes a Policy
Control Function (PCF), which is responsible for IP flow control and
authorization of traffic bearer resources. PCSCF is also capable of
taking necessary actions during emergency call sessions.

ii. Interrogating Call Session Control Function (I-CSCF) This
entity is the contact point in the operator network which helps to
determines which serving C-SCF should be assigned for handling
the session upon the SIP request [3GP15]. The request received by
I-CSCF can either from the home network or visited network through
corresponding proxies. Upon the request, I-CSCF query the HSS
about the address of the S-CSCF and provide it back to the P-CSCF
for further handling of the multimedia request. An operator network
may contain multiple I-CSCF for providing better scalability and
minimize latency.

iii. Serving Call Session Control Function (S-CSCF) S-CSCF act
as a central node for SIP signaling and is responsible for providing
session control services for a user. S-CSCF is capable of taking
different roles corresponds to the tasks it is doing such as it can act



26 2. FIFTH GENERATION MOBILE NETWORKS (5G)

as a SIP registrar server, it can perform Session Control functions
(session origination and termination), it can act as an interface to
application servers, and interconnecting with other legacy service
platforms [ZD05]. S-CSCF can also be responsible for providing
notification messages to the users subscribed to a particular service
and generates Call Detail Records (CDR) for accounting and billing
purposes. There is another CSCF that is responsible for handling
emergency call session control known as Emergency CSCF (E-CSCF)
which routes the emergency requests to appropriate emergency centers.

b) Home Subscriber Server (HSS) HSS is a central database of IMS
and located in the operator’s network, which handles and maintains
different service profiles of users who are subscribed to the IMS services. A
service profile consists of all the information related to the service, service
preferences, location information stored during the registration process
of the IMS terminal, security-related information (for authentication and
authorization), instant message service information, voice mailbox, etc.
[ZD05].
It is common to have a single HSS in the network for storing user infor-
mation, but in some cases, if the number of users is high it may contain
multiple HSS. In that case, the network contains another entity named
Subscriber Locator Function (SLR), which contains the record of all IMS
subscribers and corresponding HSS. SLR helps to locate the subscriber
information in the correct HSS when getting a request from I-CSCF.

c) Media Resource Function (MRF) MRF entity is responsible for pro-
cessing various tasks on media streams (over Real-Time Transfer Protocol
(RTP)) associated with services. Media processing includes functions such
as playing announcements, voice mail recording and playback, audio and
video conferencing, speech recognition and video processing, etc. [ZD05].
The MRF is comprised of Media Resource Function Controller (MRFC)
and Media Resource Function Processors (MRFP) [KG08].

d) Breakout Gateway Control Function (BGCF) This network element
is responsible for determining the routing of SIP messages to the circuit-
switched network such as PSTN or PLMN in a situation like S-CSCF is
not able to route this message. BGCF selects a Media Gateway Control
Function (MGCF), acts as an interface between the IMS network and
PSTN and that will further route the call to the PSTN media gateway.

e) IMS-Media Gateway (MGW) The key functionalities of MGW include
conversion of IP-based media streams from the IMS network to TDM
based media streams on the PSTN side. MGW is controlled by MGCF
[ZD05].
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f) Media Gateway Controller Function (MGCF) The key functional-
ities of MGCF includes determining next hop for SIP routing, protocol
conversion and CDR generation [3GP15]. MGCF also communicates with
CSCF, BGCF, and legacy network entities.

3. Service layer This layer is composed of different application servers and
content servers to provide value-added services to the subscribers. Application
servers can operate in various modes such as Sip Proxy Mode, SIP User Agent
Mode, or SIP Back-to-Back User Agent mode [LL07]. There are three types
of application servers namely, SIP Application Server (SIP AS), Open Service
Access – Gateway (OSA-GW), and IP Multimedia Service Switching Function
(IM-SSF) [LL07].

2.5.2 IMS architecture in 5G network

Since IMS is an access independent technology it is compatible with 5G as well. Most
of the IMS architecture remain as same as LTE, even though it needs some changes in
the interfaces and components to interwork with 5GS. One case of exception from 4G
IMS architecture is with the location of HSS, in 5G IMS architecture, the HSS can be
co-located or implemented with UDM. However, it does not change the functionality
of the HSS [Kar17].

Another change will be the interface that connects 5GS and IMS, now it will be
connected via UPF and P-CSCF. As 5G SA deployment is still underway, multimedia
services over 5G will be tightly coupled with existing LTE deployment. A 5G IMS
architecture is shown in the Figure 2.6.

2.6 Quality of Service (QoS)

3GPP has defined QoS as:

“The collective effect of service performances which determine the degree of
satisfaction of a user of a service” [3GP20a]

There are certain factors that can likely influence the performance of QoS, namely,
service operability performance, service accessibility performance, service retainability
performance, service integrity performance, and other factors specific to each service
[3GP20a]. This section briefly describes about how QoS is assured in 5G network.

The 5G QoS model is based on QoS Flows while 4G is based on EPC bearer
[V1518]. Each QoS packet flow is classified and allocated with the appropriate QoS
Flow Identifier (QFI). The 5G QoS model supports three different QoS Flow Types,
namely, Guaranteed Bit Rate QoS (GBR QoS) flow which requires guaranteed flow
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Figure 2.6: 5G IMS architecture [Kar17]

bit rate, Non-GBR QoS flow that does not require guaranteed flow bit rate, and
delay critical QoS flow.

During PDU session establishment each flow is differentiated from one other using
a QoS Flow ID (QFI). User plane traffic that comes under the same QFI will get
the same traffic forwarding treatment. Each PDU session shall contain a unique
QFI, and it can either dynamically be assigned or by using a standardized 5G QoS
Indicator (5QI).

In 5GS, QoS flow control and management are the responsibilities of SMF. During
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a PDU session or a PDU session modification, SMF assigns the QFI for the flow
and derives its QoS profile, UPF instructions, QoS rules from PCC rules, and other
policy and charging related rules from PCF corresponding to the flow. A single QoS
flow can have multiple QoS rules with the same QFI.

Like in LTE, 5GS also provides a default QoS rule to the QoS flow which comes
under the category of Non-GBR during the PDU session establishment and this will
be maintained until the termination of the PDU session. Reader is referred to 3GPP
TS 123.501 [V1518] for a detailed illustration of 5G QoS.

2.6.1 5G QoS Parameters

QoS in 5G is characterized by the following parameters [V1518]:

– 5G QoS Indicator (5QI): This is a standardized scalar value that is config-
ured by the network operator. It is used as a reference to 5G QoS characteristics
that means, to provide necessary QoS parameters when forwarding QoS flow
on the network.

– Allocation Retention Priority (ARP): This entity is used when allocating
priority to the QoS flow during congestion. The priority level defines the
relative importance of a resource request among other requests.
ARP allows the network to decide whether a new QoS flow should be added or
removed or modified in the ongoing flow according to the operator policy rules.
ARP is also represented in the form of scalar value ranging from 1 to 15, in
which 1 has high priority.

– Reflective QoS Attribute (RQA): This is an optional parameter to indicate
which QoS flow is subjected to Reflective QoS.

– Notification control: This parameter indicates whether SMF will get notified
when GFBR can no longer provide the necessary QoS for a particular QoS flow
or when GBR QoS flow is not able to adapt the QoS parameter according to
the changing network conditions [V1518].

– Flow Bit Rate/ Aggregate Maximum Bit Rate (AMBR): This parame-
ter is used to specify the maximum bit rate supported by QoS flow. For example,
for GBR QoS flow includes two additional parameters they are: Guaranteed
Flow Bit Rate (GFBR) and Maximum Flow Bit Rate (MFBR).
GFBR is used to give a guaranteed QoS characteristic to the QoS flow by
operators while MFBR is used to indicate the highest bit rate that can be
allocated for a QoS flow.



30 2. FIFTH GENERATION MOBILE NETWORKS (5G)

– Maximum Packet Loss Rate: This parameter indicates the maximum rate
of packet loss that can be tolerated in both uplink and downlink direction.
This parameter is only applicable to the GFBR.

Figure 2.7: Content of QoS profile [V1518]

The content of a QoS profile for each service flow has shown in figure 2.7. 3GPP
has achieved the goal to cover most of their QoS-related issues in the 5G network for
example by introducing reflective QoS, limiting packet loss rate and delay among
others. However, there are very few practical studies out there on how well this
solution is perfectly solving the QoS issues and the topic continues to be an open and
unanswered question. To support E2E QoS support in the 5G network, a harmonized
QoS and policy framework is needed for achieving a satisfactory user experience.

Additionally, understanding the gap between how well the QoS will be guaranteed
in the legacy network when accessing services that have E2E QoS support is a
question. One way to mitigate this challenge is by adopting an efficient priority
allocation to the QoS flow. Supportive technologies such as machine learning and
big data analysis for enhancing QoS capabilities in the 5G network are also part of
research.

2.7 Related Work

As mentioned in Section 1.4, this thesis uses data from use-cases that have been
recently studied in the literature. Hence a brief description of the different identified
related works is presented below.

In December 2017 ETSI launched a Zero touch network Service Management
(ZSM) group which aims to accelerate the automation of 5G network [V1.20]. ZSM
group proposed a reference architecture for satisfying the architectural, functional
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and operational requirements for the realization of end to end network and service
automation.

A few research works were also proposed based on policy approaches to achieve
service orchestration in 5G network. Some of this include a proposed dynamic
spectrum slicing algorithm using a non-uniform source sharing agreement in the form
of policy between different slices [GCU+18]. This work aims to provide the dynamic
resource allocation among slices with accordance to the changing network behavior.

Shrivastava et al. [SSB18] propose a similar approach to solve the same dynamic
resource allocation problem. The paper proposed a dynamic policy algorithm which
allows the dynamic resource allocation by mapping the SLA of the service in to the
QoS of the service occurs during slice realization.

Another standard architecture proposed for Network service management and
orchestration is NFV MANO which has been detailed in 2.4.1. Inclusion of Artificial
Intelligence (AI) for network automation has been studied in Experimental Network
Intelligence (ENI) by ETSI [EG18]. This standard document defines how AI can be
efficiently applied in the telecommunication network to support complex network
management challenges such as adapting the network condition by taking necessary
actions in accordance with the changing context, such as environment, resource
demand and varying service requirements. However, an architecture to support ENI
system is still is in progress.

SLA based approach for the network service orchestration was also part of
the reviewed research [TKS+19]. Touloupou et al. proposed an integrated SLA
management framework for the provisioning of network slice life cycle and this allows
the operators to provide better QoE to the users of the slice.

These aforementioned works and other relevant research articles are mentioned
at in their respective sections of this thesis as well.





Chapter3Industrial Use case

Taking a use case driven approach warrants this thesis to validate the proposed
solutions for service orchestration challenges in network slicing by making a testbed
for possible scenario. And then to study how well the current approaches solve the
problem.

Many use cases have already been formulated to support 5G’s goal to provide
heterogeneous services to vertical industries. Hence, given the diversity in the service
requirements for different use cases, it will be a challenge to validate different findings
using a general use case. Covering all such possible needs and requirements of
different services will require significant amount of time and effort, and is likely
beyond the scope of this thesis.

As part of the specialization project in Spring 2020, I had considered manufactur-
ing and health care and accompanying services as two use cases that will be utilizing
the 5G network and its capabilities [Kar20]. Given the aforementioned limitations,
for this thesis I have chosen the manufacturing industry for in depth study in this
thesis.

3.1 Manufacturing industry

3.1.1 Choice of Manufacturing industry as use-case

Manufacturing industry was chosen as an application area because of both the
potential for 5G in the manufacturing industry and the breadth of existing research
on 5G in the manufacturing industry and accompanying challenges. Additionally, in
the manufacturing industry we can also find the applicability of three main service
types proposed by 5G - eMBB, mMTC and URLLC.

For example, we can make a slice for the telephony services for the employees
under the eMBB service type, IoT application for smart manufacturing under mMTC

33



34 3. INDUSTRIAL USE CASE

service type, and finally for handling the emergencies in the manufacturing facility
under URLLC service type. Nevertheless, due to the time limitation, this thesis will
only focus on the eMBB service type for the manufacturing industry.

Additionally, telephony services were considered as my customized service set
because it is a very common service and is easily relatable to any reader of this
thesis. The recent explosion in the number of OTT services such as WhatsApp,
Zoom and Skype and that they also offer similar telephony services at a cheaper rate
compared to the cellular telephony services, makes it an even more interesting field
to study. This brings a tight competition in this service set and how 5G can help
network operators to compete with other OTT service providers will be undoubtedly
an interesting topic of study. The blog post by Ericsson also motivated me to choose
telephony services as my use case [ZYR+18].

3.1.2 About the example company

Consider a manufacturing company named Company A who has an office in Trondheim
and is on its journey to digitalize its business. Some of the identified services for
this company include telephony services, performance and monitoring services and
emergency services. They have approached a Network Slice Provider (NSP) in their
region named Company B to consult how the 5G network slicing can be beneficial in
their case. Since the requested services differ in their requirement and need for a
different QoS treatment, Company B has proposed a solution to use a separate slice
for each service under the category of Network Slice-as-a-Service (NSaaS) [Tov18].

NSaaS is a customized cellular network with all the necessary physical or virtual
network functions to fulfill the SLA made between NSP and tenant (network slice
customer). Additionally, NSaaS also gives the right to slice customers to manage the
slice and customize the communication services.

Scenarios in this case company is explained in Sections 4.1 and 4.2.

3.1.3 Telephony service as a slice

This section covers the telephony service as a slice and their requirements. Telephony
service is referred to as the development and/or operation of a telephone or telephonic
system which are part of a telecommunication system for transmitting voice and
data over long distances with or without the use of wire [GSM18a].

Company B proposed a slice to provide telephony services for the employees of
Company A by considering the prescribed service requirements. From this section
onwards we call the slice a Telephony slice for the easiness to describe its functionalities.
Telephony slice is composed of different other services such as basic voice call, call
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forwarding service, call barring service, SMS, voicemail, real-time content sharing,
and video call services. Telephony slice intends to provide enhanced communication
services to the employees at Company A.

Following terminologies will be used in this section to elaborate the use case
[3GP21b].

– Slice template: A slice template is defined as a description of various capa-
bilities of a slice that is needed to fulfill the requirement of different services
deployed under the slice. The slice template is provided by an NSP and it can
be either a general one or a customized one.

– Network Slice Provider(NSP): They are the one who owns a collection of
such network slice templates and provide different slices.

– Tenant (Network slice customer): The tenant is referred to as the one
who buys the network slice from the network slice provider and makes use of
the slice description as a reference for SLA/contractual agreement with the
network slice provider.

In our case network slice provider (NSP) is referred to as Company B while the
tenant is referred to as Company A. The first step for creating a slice is to make a
slice template for the Telephony slice by mapping the requirement of the slice to the
capabilities of the network. GSM Association (GSMA) [GSM18a] has proposed a
General Slice Template (GST) and Network Slice Type (NEST) to represent tenant’s
service requirements in a common language that is understandable by both NSP and
tenant. A representation of telephony slice in three layer model can be found figure
3.1.

GST is comprised of different general attributes made by NSPs to characterize
any slice and its diverse requirements. NEST is also a template with the attributes
of GST filled by values according to the specific needs of the slice and it can also
be used as an input to create Network Slice Template (NST) defined by 3GPP
[GSM18a]. From the NST template, we can create Network Slice Instances (NSIs)
which comprises of different NFs either physical or virtual needed for the deployment
of the slice.

So, I have adopted the GST template to make NST for analyzing and describing
the needs of the tenant and capabilities of NSP and further to make SLA out of it.
Figure 3.2 illustrates the process of creating NST using GST template. However, as
the scope of this thesis is on service continuity and service orchestration, the slice
instantiation process will not be discussed in detail.
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Figure 3.1: A representation of Telephony slice

A GST or slice blueprint is composed of three main parts [OLTR20], Slice Service
Type (SST), Slice topology, and Slice Attributes. An illustration of this can be found
in figure 3.3.

1. Slice Service Type (SST)
It is a 3GPP parameter that specifies the 5G service category supported by the
slice [vR18]. SST has been assigned the numerical values as follows “SST=1” for
representing eMBB, “SST=22” for uRLLC, “SST=3” for mIoT, and “SST=4”
for V2X. In our case, the telephony slice will come under the eMBB.

2. Slice topology
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Figure 3.2: An illustration of Network slice description, adapted from [GSM18a]

This provides information about how a slice will be realized in the network
from a logical point of view. It will focus on two things:

• Information on the nodes and their functionalities in the network is needed
to establish end-to-end slice capabilities.

• Information on how these nodes will be connected and the connectivity
type used.

Slice topology of the telephony slice includes nodes such as UE, the access
point (gNodeB), the core network (AMF, SMF, UDM, NSSF and UPF), 3rd
party VNF and MEC. Since this thesis does not contain any practical work
involved, details on slice topology will not be studie further.

3. Slice attributes
This is the set of attributes that are defined in GST. Slice attributes are de-
termined based on both the performance and functional level requirements of
the service. For example, functional requirements can be related to the at-
tribute which specifies the functionality provided by the slice while performance
attributes specify Key Performance Indicators (KPI) supported by that slice.
Tables 3.1 and 3.2 summarize the functional and performance attributes of the
telephony slice and it can be considered as a NEST for the Telephony slice. I
have used the same NEST to define SLA between NSP and tenant.

GSMA has classified the status of each attribute into three “attribute presence”[GSM20],
namely,

1. Mandatory – The attribute’s value must be present.
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Figure 3.3: Illustration of a telephony slice template

2. Conditional – The attribute’s value is mandatory if a certain condition exists.

3. Optional – The attribute’s value doesn’t need to be present.

Some attributes used in the table are elaborated in detail below [GSM20]:

• Area of service: This attribute indicates the area in which UE can access
this Telephony slice. I have used the information provided by ISO 3166-phase-2.
Since this slice is for Company A’s Trondheim office, I have selected the region
of Trøndelag as the area of service.

• Isolation: This attribute indicates the degree of isolation that is required by
the slice. More specifically, isolation can be achieved in 3 ways;

◦ fully/partly isolation
◦ physical isolation
◦ logical isolation.

A detailed discussion on this is provided elsewhere [GSM20]. Since Telephony
slice demands a secure slice, tenant/isolation is very important to provide data
integrity.

• Mission Critical Support: This indicates that this slice has priority over
other network slices for control plane and user plane decisions. When a slice
has been assigned mission-critical support, priority can be applied in two forms,

◦ mission-critical capability support (inter-user prioritizations, pre-emption,
local control (dynamic and temporary user prioritization))

◦ mission-critical service support (different priority allocated to services in
a slice)

In certain situations telephony slice demands prioritization over a few other
services. Some examples are;
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Table 3.1: Functional attributes for telephony slice

Functional attributes  Specification  Attribute presence 

Geographically limited services  1880 km2  Mandatory 

Access   Indoor, outdoor coverage expected  NA 

User density   1 user/5m2  NA 

Access restriction 
All employees have access to every service except 

consultants and students. 
Mandatory 

Authorized access  All permanent employees should be authorized  Mandatory 

Prioritization of services 
Prioritizing some services during network traffic congestion 

or according to policies. 
Mandatory 

Area of service 

According to ISO 3166‐phase 2 

Country code = NO 

Region (county) = NO‐50 (trøndelag)  

Conditional 

Isolation (Physical isolation) 

 Process and thread isolation 

 Physical memory allocation 

 Physical network isolation 

Mandatory 

Isolation (Logical isolation) 

 Virtual resource isolation 

 Tenant/service isolation 

Mandatory 

Mission‐critical support (user 

prioritization in a slice) 

 Inter user prioritization 

 Pre‐emtion 

 Local control 

Conditional 

Mission Critical (MC) service 

support (service prioritization in a 

slice) 

 MC audio and video 

 MC interworking 

Mandatory 

User preferred service priority   Supported  Mandatory  

MMTel support (IMS support)   Supported  Mandatory 

Performance monitoring   Active monitoring is needed  Mandatory 
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 Passive monitoring supported for tenant   

Performance prediction 

subscription for tenant 

 Active prediction supported for all services (Request via 

API) 
Optional 

Root cause analysis data 

subscription 
Passive investigation (request via API)  Optional 

Simultaneous use of other 

network slices 
Can be used with any slice that has the same SST value  Mandatory 

Multimedia Priority Service (MPS) 

capability support (MPS=yes) 

 User prioritization 

 Pre‐emption 

Conditional 

Multimedia Priority Service 

support (multimedia service 

priority =yes) 

 MPS for MMTel voice (priority =1) 

 MPS for MMTel video (priority =2) 

 MPS for data 

Conditional 

Supported device velocity 

 Stationary 0 km/h 

 Pedestrians 10 km/h 

 Vehicular 120 km/h 

Conditional 

 

Group communication support  Broadcast/Multicast  Mandatory 

Call forwarding service 
Call forwarding is active when the callee is not available 

and the call route to a different number. 
Mandatory 

Call barring service 
Call barring is active, cannot call someone who has in the 

call barred list. 
Mandatory 

Videocall service  Employees can call each other with video.  Mandatory 

Voicemail service 
Service is activated in case of the callee is not available and 

an announcement will be played. 
Mandatory 

Real‐time screen sharing 
Screen sharing service can be enabled during an ongoing 

voice or video call. 
Mandatory 

Voice call  Employees can use basic voice service  Mandatory 
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Table 3.2: Performance attributes for telephony slice

◦ HD quality voice and video will always have higher priority over other
services

◦ Prioritization of some users over others as there is a hierarchy of different
employees within the tenant. High prioritized employees will have different
privileges to access the service especially when the user is moving.

More on this will be discussed in the SLA section.

• User preferred service priority: This attribute is proposed by this thesis
and refers to the dynamic change in the service prioritization list when user
preference over some services have been registered.
This can improve the QoE of the service in a way to dynamically allocate
the radio resources according to the user preferred service priority list. Most
importantly, this attribute cannot be fully predicted because it usually happens
when the user experiences some degradation in quality of some services and
then decides to terminate other services to save the bandwidth for the most
critical ones.

All other functional attributes are self-explanatory and hence are not explained in
the above list.
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Once the slice template is ready, slice instantiation configuration and activation
will occur under the supervision of the slice manager. The slice instantiation process
and life cycle management of slices are out of the scope of this thesis and is not
further elaborated on.

3.1.4 Service Level Agreement (SLA)

According to International Tele-Communication Union (ITU-T) SLA is defined as
[ITU02]

“a formal agreement between two or more entities that is reached after a negotiating
activity with the scope to assess service characteristics, responsibilities, and priorities
of every part”

The requirements and characteristics of different service types in legacy cellular
networks are almost the same because services are mostly related to basic communi-
cation services such as voice and SMS. Therefore, most SLAs between the service
provider and tenant contain the same metrics and threshold values [HHNS18].

On the other hand, slice-based 5G networks proposed a concept of multi-requirement
tailored services over a common infrastructure. This creates a need for separate
individual SLA solely for each slice which has different combinations of VNFs, metrics,
and performance requirements within the same network [PFFOA+20].

After receiving the requirements of a slice from the tenant, the NSP will offer
a defined level of service in the form of SLA. Here I have created this SLA from
the NEST template (Figure 3.2). The SLA will ensure that it contains all the infor-
mation regarding the contracted services, performance metrics, and their expected
performance level, and it makes sure that both parties have the same understanding
of the requirements.

Since 5G is envisioned to provide an end-to-end (E2E) network slice as a service
to enterprises, the importance of an SLA is very high. An E2E slice process involves
a lot of complexity in terms of the composition of network devices and orchestration
of different services. So, real-time service monitoring is necessary for supporting a
successful SLA.

Consistent real-time monitoring of the network will help to immediately identify
network issues and aids in saving money and troubleshooting time. It is difficult to
predict network behavior in real-time. The trustworthiness towards the SLA will
improve if the operator can provide the status of the quality of the service and check
how much it satisfies the SLA requirement while customers are using the services.
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The level of mobility of the user (assuming that only indoor application is
expected) is considered both while proposing the SLA for the Telephony slice and
while adopting KPI values for the service performance. The value range in the SLA
agreement is taken from different 5G recent test cases in literature [Dat20, ALA+19].
These values will further be used to analyze the need for policy making on the
occasion of any SLA violation. I have defined an SLA template for the Telephony
slice and it is described in Figure 3.4.

The metrics used to measure service performance in SLA are

• Availability: is defined as the proportion of time over a given period in which
the slice is functional. This will depend on the availability of the infrastructure
resources allocated and the services deployed over the slice. 5G has offered to
provide 99.999% of availability.

• Bandwidth (Mbps)1

• E2E latency (ms): this metric shows the time a packet takes to reach its
destination. Since 5G is an end-to-end service providing concept, I have adopted
the metric E2E latency to analyze the delay. That means the latency is the
sum of the delay experienced by the packet when transmitting from the UE to
the destination UE (consists of 5G RAN, 5GC, and transport network).
5G promises ultra-low latency of approximately 1ms when using 5G SA network
while 4G provides 50ms [BILP20]. This extent of mismatch in latency can lead
to serious issues in service continuity.

• Jitter: is defined as the variation in the delay of packets sent and received
between the same set of receiver and sender. This primarily happens due to
packet loss or packets arriving in incorrect order. This is caused by varying
delays faced by different packets due to interference during air transmission.
When the jitter value is high in a voice call, callee experiences a degradation in
call quality.
Experiments [Dat20] suggest that <30 ms jitter value is acceptable and a jitter
value higher than that can impact call quality and lead to packet loss.

• Packet loss: is another metric, which is a very crucial parameter since it rep-
resents the user experience. Packet loss is defined as the number of packets lost
during transmission between sender and receiver. It can be either represented
as a number or a percentage of packets lost. It can be calculated as
Experiments show that [Dat20] packet loss should be <5% to get a decent call
quality and >10% packet loss can significantly impact the call quality.

1These metrics are not explained as those have been used in this thesis in accordance with
commonly understood definitions.
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Figure 3.4: Example SLA for Telephony slice

Packet loss(%) = (No. ofpackets sent)− (No. of packets received)
Total number of packets

× 100

• Security1

• Reliability1
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• Voice quality: this metric is equivalent to the speech quality and it provides
the quality of the voice signal as it may be perceived by the user of the service.

• Video quality: this metric is used to indicate the quality of the video signal.
According to GSMA and 3GPP, EVS codec and H.265 are mandatory for voice
and video communication services over Vo5G [Hua18], and also a new codec
H.266 for voice has been launched recently. So, I have used the latest codec in
the SLA.

In addition to the proposed SLA Table I have made some other rules to the SLA
and they are listed below:

• Employees in Company A are categorized into Gold, Silver and Bronze for
the efficient allocation of the user priority while accessing the service. The
employees under the category of Gold should be given HD2 voice and video
quality no matter from where they are accessing the service within the Trøndelag
region.

• All the employees will be assured HD voice and video quality within the
premises of Company A.

• When the services are accessed from a NSA deployment of 5G or a LTE network,
this SLA will be applicable and it will have higher priority.

• In case user-preferred services are registered during an ongoing session the
radio resources must be allocated accordingly.

• Best effort traffic will be offered when services under Telephony slice are accessed
from the 3G/2G network.

• Real-time screen sharing service will not be supported if the services are
requesting from 3G network.

• Network resources allocated to the Telephony slice will be shared among other
slices serving Company A.

3.2 Scenarios

To analyze and point out the challenges in service assurance according to SLA for
telephony slice is another major aspect in the case analysis. To propose a general
policy that covers all the services under the slice will be a time-consuming task and
may contain a lot of policy rules. So, for practical reasons, I decided to select three

2HD: High Definition



46 3. INDUSTRIAL USE CASE

of the services from the telephony slice service list namely, voice call, video call,
and real-time screen sharing to study the service continuity and service assurance
challenges. Hereinafter, these services will be called composed service set.

The reason for selecting these services is that voice is the basic service and still
the primary source of revenue for mobile operators and enhancement of voice quality
and other features using the 5G capabilities is important to compete with other OTT
services.

Even though the video call service has been offered from the 3G era, it was not
a huge success for network operators in terms of revenue. So, a QoS assured video
call may have a chance to change the revenue out of it. While on the other hand
screen sharing is a new service proposed by 5G network and has a lot of potential to
contribute to the revenue of the network operators.

Additionally, the composed services can also be mapped into the new 5G voice
service proposed by Ericsson [Eri20] called interactive calling and also can be viewed
as an application of Rich Communication Service (RCS) proposed by GSMA [GSM17].
RCS will eliminate the need for different apps for different services which we are using
today like video service, messaging app, content sharing and group chat. Instead,
RCS will bring this all under a single umbrella. Hence this set of services are the
face of enhanced telephony services, selecting the same for identifying the challenges
will be a real contribution to the current 5G deployment development.

By using the same composed service set I have created two scenarios and their
description can be found in the following sections.

Before explaining the scenarios, I have listed some assumptions below for ex-
plaining the slice mobility capabilities for better illustration and these apply to both
considered scenarios:

• Assumption 1: Mostly indoor applications will be expected.

• Assumption 2: It is assumed that the UEs are capable of dual-radio connec-
tivity (UE can transmit/ receive data from multiple access networks).

• Assumption 3: All permanent employees in Company A have access to the
services under the telephony slice (students and consultants excluded).

• Assumption 4: Seamless handover between 5G network.

• Assumption 5: All users in the scenarios are subscribed to the same IMS
services (all UEs belong to the same subscription).
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• Assumption 6: Best effort Service Assurance (SA) will be offered when the
user mobility rate is high.

• Assumption 7: Telephony services over other wireless networks such as WiFi
calling are not supported (handover to WiFi is not supported).

Scenario 1

Scenario 1 will be considered for explaining service assurance and this act as a
reference to the second scenario. For ease of explanation, the scenarios are defined
considering two employees Alice and Bob of Company A.

Consider an employee Alice from Company A at her office and is connected to
the Telephony slice with the expectation of zero mobility in an ongoing video call
session with screen sharing enabled with another employee Bob. Both Alice and Bob
are connected to the same AN at the office and no change in IP address allocated to
the UE and P-CSCF of IMS is expected.

Figure 3.5: An illustration of Alice and Bob3who are employees at Company A. Both
Alice’s and Bob’s UE are authorized and connected to the access point (5G RAN) at their
office to the Telephony slice. Being in the Bronze category, neither Alice nor Bob has any
special privileges given to Gold category employees

Both Alice and Bob come under the Bronze category of users, this will help to
filter them out of the inter-user prioritization list. Illustration of this scenario is
shown in figure 3.6

Scenario 2

This scenario is trying to find out the service continuity and assurance challenges
when different service interaction happens while the user is mobile.

3Images are licensed from Adobe Stock
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Figure 3.6: Illustration of Scenario 1

For this scenario, I have to consider the same employee Alice from Company
A who is traveling and firstly she was attached to 5G RAN (5G SA) at her office
and then moves to 5G public then to LTE network then to 3G/2G network. This
Scenario contains the involvement of legacy networks and will help to understand
the 5G network inter-working with the legacy networks. My scope of work looks into
how the service continuity will be maintained and what factors influence the Quality
of Services. Illustration of this Scenario is shown in figure 3.7

Figure 3.7: Illustration of Scenario 2

Considering these two scenarios as the point of departure, the case study analysis
looks into the possible challenges and problems that may arise in different situations
that these Scenarios can lead to. These are further studied in detail in the following
Chapters.



Chapter4Case study analysis

As mentioned in Section 1.4.2, this chapter will focus on testbed implementation
based on findings from literature where researchers had recently used a similar set
of services in 5G use cases. Unfortunately, I have not found any research work that
uses the same set of services that I had considered for my testbed. This is further
addressed in Chapter 5.

Instead, a few hypothetical situations from both scenarios are taken and mapped
on to recent research dealing with similar situations to analyze the possible outcomes
and thereby answer my research questions. This chapter starts with Scenario 1 and
its different KPI1 values and checks the scope for any SLA violation and does the
same for Scenario 2.

4.1 Scenario 1: Implementation challenges

When considering the first scenario where zero mobility is considered, we can elaborate
the scenario with two employees working at Company A, Alice, and Bob. Both Alice’s
and Bob’s UE are authorized and connected to the access point (5G RAN) at their
office to the Telephony slice. Since they are connected to the slice and zero mobility
is expected, according to the SLA2 they are supposed to get all the benefits of 5G
slice’s E2E service assurance. Additionally, it is also important that they are getting
the service performance level for different KPIs mentioned in the SLA. Being in the
Bronze category we are assuming that both Alice and Bob have no special privileges
to get a user priority and service priority that is assured for the employees in the
gold category.

1Key Performance Indicators
2SLA: Service Level Agreement

49
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4.1.1 Challenges with service orchestration

This section investigates the situations when the service orchestration fails. Even
though the ongoing video session is giving all the required performance levels, the
QoS3 might change due to the state of change of any network infrastructure entity
or monitored network parameters.

Two such examples where QoS might change are:

1. Consider an employee Charlie (Gold category user) of Company A who has
started using a 4K video streaming service simultaneously as there is an ongoing
video session between Alice and Bob. In such a situation according to SLA we
must ensure two things:

a) ensure that the gold category employee is getting the user and service
priority

b) to ensure all the employees in Company A will get HD 4 quality on voice
and video services when the services are accessing within the premises of
company A

However, this both cannot be achieved at the same time due to the lack of radio
resources. Scaling down the resources allocated for ongoing video call sessions
for allocating resources for video streaming can cause service degradation in
the video call. It will be interesting to understand how the network will cope
with this situation.

2. If the service orchestrator decides to scale down the resource allocation for a
particular service to save the resources, what will happen if that service is a
user-preferred one. In our case network has sent a notification to Alice’s UE
that the HD quality of the video call will not available and instructed her to
turned off the video, but she did not do that since it was needed. How will the
system cope with the challenge when user preference and changes made due to
network congestion conflicts with each other?

Other factors that may affect the service assurance can be security violations
and the unavailability of infrastructure entities. Security isolation can be achieved
by allocating dedicated private cloud and this can be maintained as long as there
is no security attack. Unavailability of infrastructure entities-related faults and
error management can be handled by the NFV-MANO framework. However, taking
necessary action when the service is not restored within a certain time interval should
be included in the policy.

3QoS: Quality of Service
4HD: High Defnition
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Figure 4.1: Three sub-scenarios in Scenario 2

According to NFV-MANO5 architecture, service orchestration and network re-
sources allocation are part of the responsibilities of NFVO6, NFVI7, and VIM8. Even
though they can efficiently manage the resource allocation according to priorities
assigned in the SLA and deliver the user desired QoS, the conflicts created by the
above-described situation need the assistance of policy for ensuring the QoE for the
user.

An efficient resource allocation and orchestration are vital for providing a desired
level of QoS. Finding out all the possible service conflict situations that can arise
during service execution especially when executing composed services are very impor-
tant to avoid conflicts. The solution to these challenges will be presented in Chapter
5.

4.2 Scenario 2: Implementation challenges

This section is an elaborated version of Scenario 2 explained in Chapter 3. As
illustrated in Figure 4.1 three sub scenarios of Scenario 2 are considered in this
section, namely,

1. Scenario 2a: Alice moves to 5G public network

2. Scenario 2b: Alice moves to 4G public network

3. Scenario 2c: Alice moves to 3G public network

5MANO: Management and Operation
6NFVO: Network Function Virtualization Orchestrator
7NFVI: NFV Infrastructure
8VIM: Virtualized Infrastructure Manager
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Further, potential challenges relating to mobility and security in all three sub
scenarios are discussed with examples.

4.2.1 Scenario 2a: Alice moves to 5G public network

Alice has started moving and is out of coverage of Telephony slice network and now
she is in the coverage area of SA9 5G network with 5G radio directly connected
to 5G core. This network will be addressed as a 5G public network in the coming
session. Alice is still in the video call session with Bob, and we are assuming that
Bob is at the office. We have assumed that the NSP10 has another SLA for ensuring
service continuity while accessing Telephony slice services from outside the slice
coverage area to ensure service continuity. This section will investigate the scope and
challenges for maintaining the same QoS of the slice while Alice is mobile/moving.

Challenges with mobility management in Scenario 2a

Upon the agreed threshold for the signal strength of the sliced network, the Handover
(HO) request must be initiated by Alice’s UE to maintain the service continuity.
Since she is still connected to a 5G network, there will be a chance for inter-slice
handover in addition to the traditional way of horizontal or vertical handover. Unlike
the other HO mechanisms inter slice HO always need not be an event triggered one
and this HO can happen in two ways [SBJT20]:

1. Network triggered: i.e, according to the changing service requirements,
service degradation or upon policy intervention, or;

2. It can be an UE initiated one.

Figure 4.2: Scenario 2: Alice has started moving out of the telephony slice and is currently
in the coverage of SA 5G network with with 5G radio directly connected to 5G core. Bob is
still in the 5G Telephony Slice

9SA: Standalone
10NSP:Network Slice Provider
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In our scenario, Alice may have two options for proceeding with the handover
process, namely,

1. Inter-slice HO: if other slices are available which can ensure offered QoS in
the SLA, HO request will be sent to the SMF of that slice (inter-slice HO) and
the slice must belong to the same service type (in our case it is eMBB)

2. Horizontal or vertical HO: handover request will be sent to the public 5G
network.

Both options have their own challenges and advantages. The causes that can lead
to inter-slice handover are determined by several factors and they are listed in Table
4.1. Even though the selected slice for HO belongs to the same service type, there is
a chance that it may not satisfy all the requirements specified in SLA since that slice
may serve other services.

As mentioned, a slice is identified in the network using an identifier called S-
NSSAI11, a collection of S-NSSAI forms NSSAI. A user can only trigger an HO to
its subscribed S-NSSAI and a set of subscribed S-NSSAI is referred to as Allowed
NSSAI. This Allowed NSSAI list can contain all the NSSAI that the user can access
including the user subscribed one (default configured NSSAI) and the one allocated
by the NSPs (configured by serving PLMN).

In our scenario, when Alice is moving out of coverage of Telephony slice, according
to 3GPP TS 23.502 [3GP21b] modification of Allowed NSSAI followed by PDU12

session management process will be required since Telephony slice is a geographically
limited one. PDU session management process is comprised of two processes,

1. PDU session release from the current slice

2. Establishment of another PDU session with the target cell. Release of PDU
session with current slice is carried out according to the instructions from AMF,
SMF13, and PCF and this also results in the release of all QoS configuration,
RAN resources, allocated IP address, etc.

After the PDU session release this step is followed by registration process in
which a new AMF14 selection will be carried out and all the user context information
will be transferred to the new AMF. After completing the session registration to

11S-NSSAI:Single-Network Slice Selector Assistance Information
12PDU: Packet Data Unit
13SMF: Session Management Function
14AMF:Access and Mobility Function
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Table 4.1: Causes of inter-slice handover, adapted from [SBJT20]

Main Causes 
Potential Inter-Slice Handover 

Triggers 
Description  HO Initiation Point 

1. Access network condition 

Received signal strength (RSS), Bit 

Error Rate (BER), Noise, 

interference, link capacity 

deterioration in the current slice 

UE initiated/Network initiated 

2. Slice delay 
Due to high end to end delay 

causing degradation of QoS 
UE initiated/Network initiated 

3. Slice bandwidth 

Bandwidth deterioration due to 

various reasons such as high 

traffic load. 

UE initiated/Network initiated 

4. Reliability 

The error rate from a slice might 

increase due to radio link failure 

or node failure. 

UE initiated/Network initiated 

5. Audio/video quality  

Due to the lack of enough 

bandwidth or noise, audio/video 

quality is deteriorating. 

UE initiated/Network initiated 

Service requirements 

QoS requirements for each 

service or combined service in the 

SLA doesn’t meet 

Telephony slice doesn’t meet the 

desired QoS for services in terms 

of jitter, packet loss, availability, 

latency, etc. 

UE initiated/Network initiated 

1. Slice stress/load 

Due to the overload traffic on 

Telephony slice  for ensuring 

service assurance inter-slice 

handover will be triggered. 

UE initiated 

2. Subscription policies 

Since the Telephony slice is a 

geographically limited one, once 

the user is out of that region an 

inter-slice HO will be triggered. 

UE initiated 

3. Pricing/billing 

Telephony Slices may discontinue 

its services to a user if a user runs 

out of its available credit. 

Network triggered 

4. Upon user priority  

If one employee under the gold 

category requested service and 

due to lack of adequate resources 

in the slice HO to another slice 

will be triggered to ensure service 

assurance. 

Network triggered 

Slice policies 

Policies regarding user 

preference will be applicable 

here. 

Network triggered 

Degradation of QoS  

Degradation of QoS such as 

audio/ video 

quality, unavailability of screen 

sharing can cause HO. 

UE initiated/ network triggered 

Security isolation 
For getting a proper security 

assurance  
Network triggered 

Horizontal HO 

When Alice is moving into new 

subnet may cause her to move 

out of coverage of Telephony 

slice,  this can lead to inter-slice 

HO 

UE initiated 

Vertical HO 

When the Alice is moving from 

one access technogy to other, for 

example from 5G to 4G, an inter 

slice HO can be triggered 

UE initiated 

User preferences 

Intra/inter Technology HO 

Slice-specific Condition 

Tenant’s preferences 
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the target AMF, the UE will receive the allowed NSSAI for this access-type from
AMF by consulting with PCF15. A detailed signal flow for this HO process can be
found in [3GP21b]. Policy intervention has a crucial role in selecting an appropriate
slice for HO, for example, some slices may be expensive, even though it satisfies all
the QoS requirements of Telephony slice. HO to the expensive slice can cause extra
pay to the employees, at the same time this extra money will not be a problem for
employees in the gold category. So, a clear distinction for selecting an appropriate
slice is necessary.

One another example is the rate of isolation provided by the slice. If the slice is
not providing efficient security isolation specified in the SLA, HO to that slice must
be avoided.

Inter-slice mobility to ensure service assurance and service continuity is challenging
due to the complexity brought about by different slice requirements and diversity
in the rate of slice isolation. However, very little research is going on this matter
and the ones identified are based on V2X16 communication due to the nature of
stringent latency requirements [MNT19] [ZLC+17]. This thesis hypotheses that this
challenges in inter-slice mobility can be solved thorough a study and research on
every service type of slice (eMBB, URLLC, mMTC) and a general Policy algorithm
for the inter-slice mobility management. In the following sections I delve into the
details of such a general policy algorithm.

Mobility management in Scenario 2a

One of the main features of the 5G network is “network densification” which is to
enlarge the cellular coverage and/or augment their cellular capacity by adding more
small cells into the network [ETS15]. Even though network densification serves the
purpose it also demands the network to perform HO more frequently to ensure service
continuity [HQ20]. As this is the case, more efficient HO processes are needed to
attain the full benefit of the 5G network to ensure the desired QoS offered by the
network. Some of the techniques for maintaining better service continuity between
5GS are:

1. to apply make-before-break connectivity where the UE set up the connection
with the targeted cell before losing connection from the serving cell [SGJ+18]

2. Synchronized handover mechanism

An earlier 5G network trial test as part of RAPID 5G PROJECT (intended at
delivering broadband 5G services within 60 GHz band in a user dense area) shows

15PCF: Policy and Charging function
16V2X: Vehicle to everything
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that most of the 5G promised KPI values can be achieved by using an efficient
handover procedure named as a make-before-break mechanism and an optimized
RSSI threshold level [SGJ+18]. These promised KPI values are similar to the ones
we have in our SLA, which means KPI values in the SLA can be assured to the user
when the user is accessing telephony services from the 5G public network.

Further, 3GPP release 16 [3GP21d] has been specified as an improved handover
procedure known as enhanced make-before-break handover or Dual active protocol
stack solution (DAPS) to reduce handover interruption time. DAPS reduces inter-
ruption during handover close to zero ms, by utilizing both radio resources from
source and target cell while establishing the target cell radio link. DAPS also allows
the reception of user data from source and target cell simultaneously.

A conditional handover procedure has also been specified as part of Release 16
to improve handover robustness [3GP21d] . At conditional handover, the handover
request is transmitted with a triggering condition in advance to avoid poor cell-edge
radio conditions and this request may include more than one potential target cell.
This handover mechanism helps to achieve a more reliable handover process by
proceeding with the HO only after all the configuration set up is completed in the
source gNB [NHK20].

However, since the user is mobile, several factors can pose challenges in maintaining
QoS of the services while the handover process occurs. Some of these factors are:

• User location to the base station antenna

• Traffic load at the moment

• Physical barriers related to the network densification technique including the
difficulty to penetrate a high-frequency signal through walls

• Other competing signals such as OTT17 signal

• Existing weather conditions

To ensure better service continuity intelligent real-time monitoring and analysis of
the network is necessary. Xie et al. [XZG+18] state that the need for intelligent
monitoring in a 5G network is to improve the accuracy of analytical data that is
required to achieve a fully automated network and to minimize monitoring cost.
Analytics by Artificial Intelligence (AI) and machine learning (ML) in networking is
a hot research area [KFMJM18] and also ETSI Experiential Networked Intelligence

17OTT: Over The Top
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(ENI) WorkGroup (WG) recommends applying ML and AI in SA18 network for a
better service assurance [EG18]. According to ETSI [EG18], the ENI system delivers
enhanced customer experience by real-time monitoring which allows operators to
understand the real-time status of their network at the moment and to monitor
whether the network is providing desired QoS and apply reconfiguration if necessary.

The ENI system automatically collects network status and associated metrics,
faults, and errors, and then uses AI and ML to ensure that network performance
and quality of service are met. Because of the nature of user and expected mobility
rate, our scenario also demands an ENI system for getting better service assurance.
So, getting accurate real time network parameters and need for an on-demand
network adaptation according to changing contextual information also underlines
the importance of necessary policy management to avoid any conflicts.

Security challenges in Scenario 2a

Security threat poses an important challenge in accessing telephony slice services
from the 5G public network. You [You20] discusses the security vulnerabilities related
to the SIP19/RTP protocol and misuse of IP-sec encryption on IMS-5G20 interfaces.
The SIP protocol has been already facing security issues due to the textual message
format. Since the SIP header and its values are exchanged between interfaces as in
plaintext, it is possible for the attacker to manipulate several header values and it
can lead to a negative impact on the QoE21 of the user. This can also affect the
authorization to the network as well.

Another possible attack is on Real-time Transport Protocol (RTP), RTP is a
data transmission protocol used in VoIP. Traffic of RTP protocol can be reproduced
and the attacker can have access to see whole packets that are exchanged between
terminals. It is even possible to have an audio playback of the call and it is a security
threat while using VoIP22 service.

A third identified threat is related to the 3GPP standardized encryption algorithm
and IP Security (IPSec), choice of selecting IPSec will depend on the manufacturer or
carrier. 3GPP has made it mandatory to use IPSec on Z interface (between IMS and
other network domain entities) but leaves it to the operator to choose IPSec on Gm
interface (between UE and P-CSCF). So, if the UE is connected to another network
other than the sliced network and has an operator policy that does not require use
of IPSec, then the data will not be encrypted, and it poses a serious security threat.

18SA: Standalone
19SIP: Session Initiation Protocol
20IMS: IP Multimedia Subsystem
21QoE: Quality of Experience
22VoIP: Voice over IP
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Figure 4.3: Scenario 2b: Alice moves to 4G public network

Earlier research proposed a handover authentication and key management protocol
for eliminating replay and de-synchronization attacks in the 5G network[HQ20].
The authors also claim that there is a lack of forwarding secrecy in 5G. This can
potentially be mitigated with the aid of security-related policies in 5G.

4.2.2 Scenario 2b: Alice moves to 4G public network

As illustrated in Figure 4.3 Alice has moved out of the 5G public network coverage
and according to the signal strength threshold, UE has requested HO to the 4G/L-
TE/Evolved Packet System (EPS) network. Hereinafter in this report, 4G or LTE or
EPS will be used interchangeably.

In this situation three types of HO can take place:

1. LTE Slice (DCN): If Alice is connected to another 5G slice, HO to an LTE
slice can be initiated.

2. LTE Network: If Alice is connected to another 5G slice, HO to an LTE
network can be initiated.

3. LTE Network (from 5G Public): If Alice is connected to the 5G public
network, HO to LTE network can be initiated.

LTE Slice

For the first case, Alice’s UE is connected to a sliced network and when the signal
strength threshold is approached, HO will be triggered to EPS23. The process
of interworking between slicing and EPS will be achieved via one of the EPS’s
features called Dedicated Core Network (DCN) [3GP21a]. DCN feature enables an

23EPS: Evolved Packet System
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operator to deploy multiple DCN within the PLMN and each of them consists of
one or more Core Network (CN) node. DCN can be considered as the first form of
slicing in EPS and is also dedicated to serving a specific type of users with specific
characteristics or functions, it provides isolation among users or services. DCN can
contain multiple Mobility Management Entity (MME)/ Serving GPRS Support Node
(SGSN)/ Serving Gateway (SGW), PDN Gateway (PDN GW), and PCRF to meet
the specific requirements of services.

The selection of DCN in EPS is determined by an optional subscription information
parameter called UE usage type, a value assigned to this parameter is configured
by the operator and it will be stored in the HSS along with other subscription data.
During HO serving network’s gNB can select the DCN based on the UE Usage Type
value configured by the operator and it is usually bound with the operator’s policy.

In our case, a policy rule regarding the selection of appropriate DCN via NSP
configured DCN-ID can help to provide service assurance and continuity when the
services are accessed from the LTE network. Detailed interworking between sliced
network and EPS can be found in other research works [vR18].

LTE Network (from 5G slice)

For the second case when Alice’s UE is connected to the sliced network and HO to
EPS is triggered, it also follows the same handover process described above. However,
in this case, we assume that there is no available DCN. So the ongoing services will
not get assured QoS due to a lack of dedicated network resources. And further, it
follows the same HO process that applies to the interworking between 5G public
networks and EPS.

LTE Network (from 5G Public)

For the third case where Alice’s UE is connected to the 5G public network, HO
is triggered to the EPS. Handover from 5G to 4G is supported through combo-
nodes or combo-gateways (Combo-GW), which provide both 5G core network and
EPC functionality [AM20]. Since Alice is connected to the same IMS core network,
combined SMF (PGW-C+SMF) or Packet Data Network Gateway (PGW-U+UPF)
provides IP address continuity during the handover between 5G and 4G network
[3GP21b].

The HO process in this case will be as follows:

• When the signal strength is approaching the threshold mentioned in the policy,
the handover decision is made by the gNB and notifies this to AMF by consulting
with PCF.
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• The AMF then informs the MME about the handover request, which triggers
the setup of a 4G bearer for the IMS Signaling traffic for continuing the service
and to set up a dedicated bearer for voice and video media.

• Further this can also allocate the required 4G radio resources upon handover
request. Once this is completed, the AMF sends a handover command to gNB
which triggers the UE to move from 5G to 4G radio.

• The handover process will be completed when UE sends a confirmation on
handover completion to the eNB and this is passed to the MME.

• The MME then starts to complete the bearer setup, by using a bearer modifica-
tion request sent towards the PGW-C+SMF. This step completes the video call
handover process and all IMS signaling, and voice traffic is afterward carried
over 4G radio and core.

However, according to 3GPP, Mobility between 5GC24 to EPC does not guarantee
that all active PDU Session(s) can be transferred to the EPC [3GP21a]. This means
that only QoS supported by the EPC will be transferred to the EPC. For example,
notification control feature of 5G QoS will not be transferred. This may affect the
service quality. If the handover process is not successful or if it fails to complete due
to various reasons a policy rule can be considered since this situation is violating the
SLA. If the SLA violation for a particular service or combined services is not restored
in a certain time interval or the handover interruption time exceeds a certain time a
policy rule will be needed to give necessary compensation to the users of the slice.

Another scenario can arise when Alice turns off any of the sessions for example
video/voice/content sharing. When any one of this action is carried out, this will
then notify the MME and which will then allocate radio resources to the services
accordingly. Before the session transfer, MME requests from ATCF25 the codec
choice that is to be used on the target RAN26 [3GP21b]. Codec negotiation may or
may not result in a degradation in the quality of audio and video. The same quality
of audio and video may not be assured in the LTE network and also E2E latency
is also different in LTE. 4G test cases [CTML16, O’D] show that the KPI values
assured in the SLA have a variation of about double the KPI value in LTE. This
indicates that guaranteed QoS in LTE will be poorer when compared to the 5GS.

4.2.3 Scenario 2c: Alice moves to 3G public network

In this scenario, Alice who is in the coverage area of the 4G network is in an ongoing
video call session with Bob who is connected to the 5G Telephony slice. When Alice

245GC: 5G Core network
25ATCF: Access Transfer Control Function
26RAN: Radio Access Network
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moves from LTE coverage to legacy 3G network coverage, the ongoing video session
transfer from a PS27 domain to CS28 domain is realized via video Single Radio Voice
Call Connectivity (vSRVCC) [23.16]. To support service continuity in both CS and
PS domains both originated and terminated IMS sessions must be anchored in a
Service Centralization and Continuity Application Server (SCC AS) in the IMS.

Figure 4.4: Scenario 2c: Alice moves to 3G public network

The SCC AS is also responsible for generating charging information for all session
transfers for an IMS session for billing and charging. SCC AS is inserted into each
session using Initial Filter Criteria (iFC) [ZD05]. For using SRVCC29 between CS
and PS domain (in our scenario 4G to 3G), it must be supported by UE, eNB, MME,
PGW, P-CSCF, ATCF in the LTE network and MSC30 server in the VPLMN, SCC
AS, and HSS in HPLMN [ZD05].

Steps under go in the HO from LTE to 3G as follows [23.16]:

1. The handover process is triggered from MME when UE31 is approaching the
edge of the 4G network. When the configured signal strength threshold is
exceeded, and MME will receives the handover request from eNB.

2. The MME will trigger the vSRVCC procedure with MSC server enhanced for
vSRVCC via the Sv reference point with vSRVCC related information.

3. MSC server further interacts with the IMS and initiates the session transfer
procedure to IMS along with the CS handover procedure to the target cell.

4. The MSC server that is enhanced for vSRVCC32 sends a PS to CS HO response
to the MME with all the necessary HO command information needed for the
UE to access the UTRAN.

27PS: Packet Switched
28CS: Circuit Switched
29SRVCC: Single Radio Voice Call Connectivity
30MSC: Mobile switching center
31UE: User Equipment
32vSRVCC: video SIngle Voice Call Connectivity
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5. If the SCC AS indicates that the ongoing session is with video, then the MSC
server requests for radio resources for the BS30 bearer to support video and
further proceeds with the vSRVCC procedure.

6. The UE receives the HO command with the BS30 bearer. This step completes
the HO process after NodeB sends HO complete message to the UE.

If due to some reason, for example, if the current RAN type does not support
video due to lack of resources or the user turned off the video, then video media
cannot be supported in the CS network for the ongoing video session. In that case,
the MSC server can set the port to zero in the "m=" line for the video media in the
SDP33 offer of the SIP INVITE request. At the same time, MSC server will inform
the SCC AS that the video media is deleted and only the audio media of the speech
and video session will be transferred to CS.

When the session is transferred to the 3G network, the real-time content sharing
will not be available and the user will be notified about this, but voice and video
calls will be continued if there are adequate resources available. In the case of screen
sharing, it is a new feature of 5G, there is no evidence in the research that this new
feature will also be available in the 3G network.

Regarding the QoS management in the 3G network [ZG15], UTRAN services are
categorized into four;

1. Interactive service

2. Conversational service

3. Streaming

4. Background service.

Each of the service provide different functions and their requirements are also
different. Resource utilization is also based on these different service types and their
priority (user/service type can be prioritized). By using efficient resource scheduling
algorithms 3G network can provide guaranteed QoS to high priority users.

In a 3G network, the Radio Network Controller (RNC) has responsibility for
efficient resource allocation according to the service type. Three main parameters of
3G QoS are ARP34, Scheduling Priority Indication (SPI), Traffic Handling Priority
(THP). It is evident that when comparing to the 5G QoS and 4G QoS parameters

33SDP:Session description protocol
34ARP: Allocation Retension Priority
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3G QoS seriously lack many of these parameters, and this will pose an impact on the
assured QoS when Telephony slice services are accessed from the 3G network. There
is little research on this field to provide necessary test results on the impact on 5G
services when accessing from the 3G network.

4.2.4 Summary of Chapter 4

This Chapter presented and discussed in detail the various sub-scenarios that can
occur for both Alice and Bob. A set of different cases that can occur under both
Scenario 1 and Scenario 2 were identified and their possible implications, challenges
and impact were discussed. These are further taken as learning points in formulating
the Policy Engine for service orchestration in the next Chapter.





Chapter5Policy Engine for service
orchestration

This chapter discusses how a policy management approach is suitable for service
orchestration and can ensure service continuity and service assurance in 5G network.
As a measure to mitigate the challenges identified in Chapter 4, the following sections
map a set of policy rules that are potentially applicable to both Scenarios 1 and 2.
State of the art of policy management is discussed, and this chapter ends with a
proposal for a policy engine framework for the use case explained in Chapter 3.

5.1 SLA and Policy Based Management

Earlier in this thesis I had presented an SLA for telephony slice with all necessary
KPIs to ensure the tenant’s desired QoS level. In this chapter we go into further
detail on SLA and Policy based management of network to guarantee the desired
QoS. This chapter further finds out the service interaction challenges in the network
management and propose a future work scope for reducing policy conflicts.

Effective and efficient network planning and management is necessary to deal
with the constantly increasing number of mobile users and bandwidth-intensive
services. With the emergence of different set of new and yet unforeseen services,
users and applications, novel and less predictable mobile traffic patterns are also
expected to arise with 5G deployment [HB15] . 3GPP release 16 proposed a Zero
-touch-network and Service Management (ZSM) to automate network management
and service delivery as a solution to the aforementioned problems [V1.20].

Due to the complexity of 5G and emerging services, 5G demands a highly
automated network management to provide high performance, robustness, reliability
and to ensure self-healing properties of a network. The ongoing research in the field
has proposed a few comprehensive automation solution for 5G network management
and policy-based network management is one of them [MAPS19].

Policy-Based Network Management (PBM) is where the network management

65
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is accomplished based on policy. Actuation Framework [MAPS19] and SDN1 based
management [HL12] are two examples of proposed PBM frameworks that uses the
automation capabilities of 5G network for 5G slicing. For this thesis, I have adopted
an SLA-driven policy management to describe my use case.

A policy is the combination of rules and services where rules define the criteria
for resource access and usage and how these rules can be utilized to give better QoS
and QoE to the user. A policy can be described as an aggregation of policy rules
and each policy rule is composed of a set of conditions and a corresponding set of
actions [V1.20]. The condition defines when the policy rule is applicable, and when
it can get triggered on a particular event. Once a policy rule is activated when a
condition is met, one or more actions contained by that policy rule may be executed.

5.2 ECA logic for network management

Two paradigms have been considered for describing the policy engine for the use case
telephony services. They are:

1. Event-Condition-Action paradigm (ECA) (policy rules are composed of set of
events, conditions and actions)

2. Condition-Action paradigm (policy rules are composed of a set of conditions
and actions)

A few of the proposed policy languages for network management based on these
paradigms are [HL12]:

• Policy Framework Definition Language (PFDL) - based on condition-action
paradigm

• Policy Description Language (PDL) - based on Event Condition Action (ECA)

• Ponder - based on Event Condition Action (ECA)

ECA2 policy enables actions to be automatically triggered based on the certain
Event-Condition pair. Source of event that triggers the actions is fetched from
different YANG data stores by subscribing to the continuous data store updates, this
eliminates the need for periodic poll for the status of network parameters. YANG-
Push mechanism is used to choose which network parameters are of interest and to

1SDN: Software Defined Network
2Event-Condition-Action - a language used to express complex events and actions based on one

or more conditions [Din10]
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get update on their state in changing network environment, thus providing a better
view of network and its behavior for ensuring desired QoS for the network services
[Bou19].

ECA also allows to directly translate some of the interested KPIs in SLA to
filter in the YANG push subscription. When an event is activated, both network
management and network devices check for the conditions that triggered an activated
event, once the condition is satisfied, the ECA policy rule will be executed [Bou19].
Network management may rely upon one or multiple policies to ensure that all the
possible events are encountered and make sure policies are enforced correctly, thus
reducing the possibility of policy conflict and ensuring that the expected behavior is
observed.

The suitability of ECA paradigm to design reactive systems and its ability to
express complex actions and events and a declarative semantics makes it suitable
for analysis [PPW06]. ECA has been chosen as a policy language for the use case
in this thesis. There are several advantages in using ECA rules to implement an
application’s reactive functionality, rather than encoding it in application code. Some
of these advantages are enhancing the modularity, maintainability, and extensibility
of application [PPW06]. Hereinafter we call ECA paradigm for our scenario as Policy
engine.

For the future scope of this thesis, proposed policy engine can be easily translated
to any of the languages that is based on ECA. Moreover, policy engine evaluation
using simulation or any other technique is out of scope of this thesis. So, ECA
provides a better illustration of policy rules in a user centric way.

5.3 Architecture Concept of ECA policy

ECA Condition is evaluated as a TRUE or FALSE logical expression [V1.20]. The
condition is specified as a hierarchy of comparisons and logical combinations of
events, this allows for configuring logical hierarchies. In this thesis I have adopted a
simple if and else condition check describing in natural language to map the correct
event-condition pair of my scenarios. One example such of ECA policy execution is
described below.
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Algorithm 5.1 ECA policy algorithm
Result: Trigger policy rules
initialization;
Event A occurred:
Condition A;
Condition B;
if condition A then

Execute Action A
else

Execute Action B
end

Events

For the proposed policy engine of our scenarios, I have categorized the events in to
two;

1. Internal events: are triggered when network preference over some changing
network parameters is registered, such events can be a changing bandwidth,
packet loss, jitter, fault etc. These parameters will be customized for each slice
by NSP3 and in our case these parameters are same as the KPIs specified in
the SLA. This internal event can be received from the Network Data Analytics
Function (NWDAF) in 5G network or from different SDN controllers or from
Service Exposure Capability Function (SCEF) (EPS entity of the 3GPP network
system for monitoring) and other operator configured monitoring system.

2. External events: are triggered when user preference is registered over certain
network parameters or services. Such events can happen when a user prefer
some services over other (eg. On an ongoing session of video call with audio,
user turned off the video). User preferred events can also trigger same actions
as triggered by network preferred events. External events are registered via
Graphical User Interface (GUI) of the UE in which user is notified by the
options via notification message or via specific icons on UE.

Table 5.1 summarizes the event attributes used in this policy engine and these are
the main attributes specified in the SLA.

Table 5.1: A summary of internal and external events in the Policy Engine

Internal Events External events

3NSP: Network Service Provider
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BandwidthValue UserVideoOFF
JitterValue UserVideoON
PacketlossValue UserAudioOFF
LatencyValue UserAudioON
HORequest & HORequestFailed ScreenShareOFF
AudioQuality & VideoQuality (5G
or 3G) ScreenShareON

Composition of these internal and external events are represented by logical
operations [LLL07]. These logical operations are as follows:

• Conjunction (Event A & Event B & Event C): This refers to the composite
event of internal and external event of type “AND” has more than one sub
event. All the sub events must be true within a specific time interval to trigger
an action.

• Disjunction (Event A | Event B| Event C): This refers to the composite event
of internal and external event of type “OR” has more than one sub event. In
this case any one of the sub events must be true within a specific time interval
to trigger an action.

• Sequence (Event A, Event B, Event C): This refers to the composite events of
internal and external of type “SEQ” has more than one event. In this case all
the sub events must be occur sequentially to trigger an action.

• Negation (! Event A): This refers to the composite events of internal and
external of type “NOT” has only one event.

Condition

The condition part of ECA policy is a statement that must be executed when the
condition is true. In this thesis, “condition” is represented using a simple if and
else statement in natural language. Condition statement contains certain network
parameter values and is compared with the threshold for that value as described in
SLA.

Most of the conditions in proposed ECA policy engine contain same event at-
tributes as mentioned in Tabel 5.1. In addition to the above mentioned logical
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expressions (conjunction, disjunction etc.) there are a few additional ones such as
“greater than (>)”, “less than (<)”, “greater than or equal to (>=)” and “less than
or equal to (<=)" that are also used to represent composed conditions.

Actions/Policy rules

The action part of the ECA policy engine is the instruction set which contains
pre-defined set of rules that must be executed when a condition is triggered by
internal or external events. Composition of different actions are expressed using
the same logical expression used for the events, such as conjunction, disjunction,
sequence, and negation.

In the action set (policy rule), dynamically allocated resources refers to scaling
down or up of radio resources by considering the network environment condition such
as time of the day, network load, fault etc. This resource scheduling algorithms can
be facilitated by automated network monitoring or by use of Artificial Intelligence
(AI) and Machine Learning (ML) techniques. We are assuming that an efficient
resource scheduling scheme has been adopted for this network, further discussion on
the details of this out of scope of this thesis.

Whenever an event is registered, its value (Current_Value) will be compared
with the previously registered value (Previous_Value) of the same event to check the
credibility of the events. This helps to reduce the network overhead by not taking
all events for consideration. If any condition is triggered on by the same event the
corresponding action will be executed.

Table 5.2 summarizes the possible Event-Condition-Action pair of possible events
of both Scenario 1 and Scenario 2.

A few of the terminologies used in Table 5.2 are explained below:

RLF recovery procedure: Since Scenario 2 considers a highly mobile user, it
is very important to ensure the service continuity by triggering a HO request at the
right time. If the HO request is sent too early or too late, it can affect the QoE of
the service and can also lead to a temporary link disconnection, called Radio Link
Failure (RLF). This is triggered by UE when a RLF is detected, in that case UE will
select another cell and attempt RRC re-establishment procedure with the selected
cell.

Mean Opinion Score (MOS): MOS is defined as “The value on a predefined
scale that a subject assign to his opinion of the performance of the telephone
transmission system used either for conversation or for listening to spoken material”
[IT16]. Audio quality analysis in the VoLTE call is done by measuring the statistical
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and distribution information for Uplink and Downlink MOS.

MOS Call Quality (MOS CQ): Metric used to evaluate the audio quality
over a conversational speech and it is represented as single number typically on a
scale of 1-5, in which 1 is bad and 5 is best.

MOS Video Quality (MOS VQ): another metric used to evaluate the video
quality over a conversational video service [IT16]. It uses the same scale as MOS
CQ.
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5.4 General policies

This section presents some general policies that is applicable to the scenarios under
telephony use case. This includes the general policy rules and threshold needed to
ensure the QoE of the service.

1. Service unavailability, reliability and connectivity related issues due to server
failure, maintenance of infrastructure, power failure, software or hardware
upgrade in the network will be considered as a failure from NSP side except
downtime caused by natural disasters. In case of such situations necessary
penalty can be applied according to the severity of the problem.

2. If the audio quality is distorted due to high noise or Signal Noise Ratio (SNR),
a root cause analysis to find out the origin of noise will be initiated.

3. High priority will be given to minimize Speech Path Delay (SPD) to those who
are subscribed to the slice. A threshold for SPD will be less than 100 ms. In
case threshold is not met by the service root cause analysis will be performed.

4. Call set up time threshold will be <2 ms in sliced network, in LTE it is >2 ms
and in legacy network it is 5 ms. These thresholds must be taken care during
session set-up to ensure the QoE of the service.

5. When the services are handed over to the other IP network, it is mandatory to
use IPsec in Gm interface for ensuring the security.

6. An adaptive threshold mechanism for checking signal strength should be used
for making handover decision for maintaining the quality of service.

7. In case of call drop due to network error, and if the service is not restored
within X time, penalty can be applied. Penalty will be decided according to
the severity of the problem.

8. If the service operation behaves well for a sufficiently long period without failure,
then monitoring frequency will be dynamically reduced to save resources.

9. If KPI of the service is not met, due to the unavailability of infrastructure
components, penalty can be applied.

10. Maintaining HD quality for voice call and video call has priority in every
composed service which includes voice or video call service. If user preferences
over voice call or video call have been registered, this priority will change
accordingly.
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5.5 Service interaction challenges

This section focuses on the possible service interaction challenges that can happen
during the execution of the scenarios. Given the policy-based management approach
of this thesis, it is very important to design the policy engine so as to reduce policy
conflicts as much as possible. Nevertheless, some of the identified policy conflict
situations will be elaborated in this section and possible interventions in such conflict
situations are also put forward. These possible interventions can be further studied
in depth as a future work of this thesis and is not tested or evaluated in depth beyond
what is presented in the following paragraphs.

After defining and registering ECA policy rules, the pre-defined rules in the policy
will be executed whenever a corresponding event is activated. However, due to the
heterogeneous nature of network and services, policy rules can conflict with each
other. Therefore, a key challenge in a policy-based management system is to detect
and eliminate the possibility of such policy conflicts. These conflicts occurs when one
or a group of event-condition pair triggers a conflicting policy rule/actions and that
situation leads the system to a state in which it cannot decide which action should
be executed.

5.5.1 Examples of possible policy conflicts

Example 1: User preferred events

Consider the following sequence of events in Scenario 2:

1. During an ongoing video session with screen sharing enabled, Alice has turned
ON the video service

2. Eventually due to the bandwidth scarcity, policy rule has been triggered and
video was turned OFF by the network.

3. Later a post-event happened leading to a bandwidth improvement in another
cell

4. However, in accordance with the policy rule HO request was already initiated
while at the same time a user preference over video service event was also
registered, meaning video was turned off by Alice.

As seen, even though the session had video preference, the policy management could
not guarantee the QoS during the session and failed to apply improvement in QoS4

before Alice turned off the video. This is a clear conflict where user preferred events
4QoS: Quality of Service
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did not get the priority and it affected the QoE5 of the service. In this case if the
network could have predicted the post events and notified the user about bandwidth
improvement earlier or may be within a particular time frame, this conflict could
have been avoided.

Example 2: Additional SLAs

The proposed SLA6 in this thesis is applicable only for composed services under the
telephony use case, however there can also be separate SLAs for each service from
the same service provider or different operator. Sometimes the policy rules for the
composed services can be in conflict with the policy rules for the individual services.
Consider the same Scenario 2, suppose there are two additional SLAs;

1. For voice call quality saying that no matter where you are in the network you
are guaranteed a HD quality voice, and;

2. Another SLA saying that wherever you are in the network you are guaranteed
that you can enable real time screen sharing anytime.

Thus in our scenario, with the ongoing session, an event had registered that as per
the SLA for composed services and policy rules the bandwidth was deteriorating.
Thus the video and audio gets turned off, and the bandwidth gets reassigned solely
for screen sharing. This situation can also lead to a conflict as QoS guaranteed as
per SLA for voice call cannot be delivered. This is because the service in accordance
with composed service SLA is only allowing screen sharing and no audio or video.

These two aforementioned situations are possible occasions where conflicts can
arise in policy management. Mitigation of such conflicts calls for a highly automated
and predictive network environment. This should be investigated in depth as a future
work of this thesis.

5.6 Implementation of Policy Engine

This section discusses how the implementation of the policy engine presented above.
A key point in service orchestration or any other network management is to efficiently
sense any change in the state of network behavior or any change in user preferences
for taking necessary action at right time. It is also important to carefully identify
and configure the network parameters accordingly to ensure the QoE. Further, given
the increasing relevance of APIs7 and GUI8, user preferences over any services

5QoE: Quality of Experience
6SLA: Service Level Agreement
7API: Application Programming Interface
8GUI: Graphical User Interface
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demands more importance than ever before. So, the event categories I have chosen
for this policy engine have a strong potential and can eventually contribute to further
development of policy-based management of the 5G network.

5.6.1 Policy management proposed by 3GPP

To set the relevant context for the reader a brief presentation of the State of the
art of policy management framework as proposed by 3GPP is discussed here. This
policy and charging control framework has policy controls for [3GP20c]:

• Session management: for the ongoing session management of a service flow

• Access and mobility management: for necessary policy interventions during
access and mobility management of a service flow

This framework is also used to explain the implementation of the policy engine
proposed in this thesis. Further, 3GPP has categorized this framework into two
based on how it is represented in the network, namely:

1. Service-based representation framework

2. Reference point representation framework

The service-based representation of policy framework has been adopted for this
thesis. It enables the network functions to share their services with other authorized
network functions through service interfaces. The reference architecture of policy
and charging control framework (PCF) proposed by 3GPP is shown in Figure 5.1
[3GP20c].

PCF can be considered as the main network function that has responsibilities
of policy management in the network. The framework provides authorized QoS for
each service data flow and also the session management for services by applying
appropriate policy and charging control for the service data flow. Inside PCF, the
policy rules are stored in a database and the management of policy rules is carried
out via a Policy and Charging Control rule (PCC). PCC helps the SMF to enforce
the authorized QoS control for each specific service flow. PCC is comprised of two
rules:

1. Dynamic rules: rules are created on-demand and it is provisioned by PCF to
SMF

2. Pre-defined rules: are pre-configured on SMF
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Figure 5.1: An illustration of Policy and charging control framework [3GP20c]

The proposed policy rules for our scenario can be considered as pre-defined rules since
our policy rules are only triggered when the events from the SMF/NWDAF/AMF
matches with the events in our Policy Engine.

Event handling for triggering policy rule in 5GS is carried out via NWDAF, it is
in charge of monitoring usage of of network resources per user and session. NWDAF
will provide the network status analytics of specific KPIs subscribed by PCF both
for a slice or a user or session-based. PCF shall be able to collect slice specific
network status analytic (NSA) information directly from NWDAF by subscribing to
the notification on network status analytics of KPIs applicable to that slice.

SMF will notify the PCF when any network monitoring parameter exceeds the
threshold as part of session management. PCF interacts with AF via Rx interface
for ensuring interconnection with IMS network. This is so that PCF can report to
the AF if any service flow no longer gets the guaranteed QoS in the SLA. Moreover,
PCF accepts input from SMF, AMF, CHF, NWDAF, UDR and AF to make policy
decisions in accordance with the policy rules.

The different steps in policy execution in 5G network can be summarized as:

• During PDU session establishment, PCF discovery and selection is carried out
by AMF and SMF and its procedure can be found in TS 23.501 [3GP19].

• The NWDAF will notify the PCF in case of any event has registered which
needs a further policy enforcement. The PCF can set the event filter as “
telephony slice instance” to get only notified by the events relevant to the
subscribed QoS parameters of services under telephony slice.
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• The SMF and AMF also interact with PCF in case of violation in any of the
configured parameters of the QoS during slice runtime. Policy rules related to
session and mobility management are requested from SMF and AMF.

• Before enforcing the policy rule PCF will interact with CHF for getting infor-
mation about the subscriber spending limitation.

NFV MANO architecture is also responsible for policy management in 5G slicing,
it orchestrates the management of network resources according to the policy rule.
Moreover, it has the responsibility for the management of policies, which means it
will get involved when there is a need to modify the policies, deleting any policies,
transferring policies, and activating new policies. During HO to other networks
such as 4G or 3G these policy rules and QoS requirements will be exchanged with
respective network entities.

5.7 Proposed policy framework

This section summarizes the details about the proposed policy framework for service
orchestration of 5G slicing that has been presented so far. As established in this
thesis, my research identified that a comprehensive solution for service orchestration
for slicing and a clearly stated policy management of service orchestration is missing
in the most common standard body of documentation available. For example, the
different components that can promote an efficient service orchestration in NFV
MANO architecture could not be found in the reviewed literature. Further, PCF9 by
3GPP also lack information about how to efficiently manage the notification received
from NWDAF.

In this section I further the ongoing discussion and propose a policy framework for
service orchestration in a way to solve all the challenges this thesis has identified so
far. As presented in detail above, the case study in this thesis had taken a slice with
expected mobility of users and studied it’s inter working with legacy network. Hence,
this policy framework will be more suitable for a slice with the similar characteristics
(high mobility users). This framework can be either implemented as part of a three
layer model of slicing presented in Figure 2.3 or in NFV MANO architecture.

5.7.1 Architecture of the Policy Framework

Figure 5.2 presents the architecture of the proposed policy framework. The major
architectural components of the framework are:

9PCF - Policy and Charging Framework
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• Service Orchestrator Layer: As the name indicate this layer is responsible
for control and management of all the services under a slice. Further it is
composed of three subcomponents such as: SLA management, Policy manage-
ment and multiple operator management. I have selected these three since I
found these have an important role to perform in the mobility management
and service assurance as explained in this thesis. Each management component
is composed of another four entities and they are shown in Figure 5.3.

◦ SLA/Policy/Multiple operator Database: This entity is acting as a
central repository for storing slice specific SLA/policy/name of supported
multiple operators. A policy repository will contain all the policy rules
triggered when any SLA violation is met or any network parameter thresh-
old has passed over. Multiple operator repository will contain the name
of operator domain which have contract with the NSP to assist when the
user is mobile (interacting with legacy networks).

◦ Evaluator: This entity is responsible for make sure the events registered
from monitoring tools are valid by mapping the events with triggering
actions in the database.

◦ Monitoring tools/function: This receives all the real-time monitored
performance data from the other two layer.

◦ Decision point: This entity is responsible for mapping corresponding
action (policy rule) from database to the registered events.

• Slice orchestrator layer: This layer is responsible for control and manage-
ment of network slice lifecycle management. Service orchestrator layer needs
an interface with the slice orchestrator to allocate sufficient radio resources
according to the input from policy decision point.

• Infrastructure layer: This layer can be related to as resource layer of network
slicing. Upon the instruction from slice orchestrator, this layer allocate necessary
VNF to the slice.

5.7.2 Policy Framework Workflow

This section will describe how the workflow of this framework will look based on our
scenario. The critical aim of this framework is to monitor if any SLA violation that
can affect the QoS and user satisfaction of a service occurs. Further, the following
assumptions are made:

1. the telephony slice is created

2. all SLA requirements are translated to the network parameter
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Figure 5.2: Architecture of the Policy Framework

3. virtual or physical resources necessary to support the slice requirements are
allocated.

As shown in Figure 5.3 it is the responsibility of SLA/Policy/Multiple operator’s
management entity to constantly check the validity of the events it receives from the
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Figure 5.3: An illustration of four entities in each management component

monitoring function of slice orchestration layer. Further, with the help of Evaluator,
it then compares these events with events identified from corresponding database and
execute the correct policy action. Meanwhile multiple operator management entity
will assist in the process of providing service continuity if the service is accessed
from outside the boundary of a slice. This entity can assure the authorized access
to the other network slices and HO to other network by the support of multiple
operator. management Upon the right policy enforcement, scaling down or up of the
infrastructure resources will be carried out with the help of slice manager.

This can be illustrated using a real example, lets consider that the bandwidth of a
service is deteriorating and the UE is connected to the 5G public network. NWDAF
in the Infrastructure layer will notify this to the monitoring function in the slice
orchestration layer. Hereafter this event of deteriorating bandwidth will be compared
with the threshold specified in the SLA and if it violates any SLA rule this will be
forwarded to the policy management entity. Policy management entity will trigger
the corresponding policy rule and this process will be assisted with multiple operator
management. If the policy rule states the need of an additional resource from other
operator domain, this will be decided by multiple operator management.
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5.8 Summary of Chapter 5

This chapter summarizes the suitability of using policy based management for service
orchestration. It also gives an overview of how the service orchestration challenges
identified in Chapter 4 can potentially be solved using policy intervention.

Finally this chapter also proposes a policy framework for orchestrating services
involving user mobility.





Chapter6Discussion

This thesis had taken a use case-driven approach to solve the research questions that
were formulated in Section 1.3. As established through the preceding Chapters of this
thesis, we all know that the potential of 5G is very vast and research is still ongoing
to unfold more use cases to utilize the capabilities of the 5G network. Proposing a
general solution that applies to all the use cases to answer my research questions
is very challenging since the field of 5G is still developing and standardization of
several things associated with 5G networks has not yet been achieved.

In my specialization project that was carried out as precursor to this thesis, I had
considered only two use cases along with several possible services within each use
case. Nevertheless, the complexity of analyzing all these associated services was both
demanding and challenging due to several reasons identified earlier in this thesis.
Hence, this demanded a narrowing down of the initially conceived scope.

The main challenge I faced was the abundance of research material on this topic
which often lacked coherence with each other and presented varying approaches to
the identified challenges. It is always challenging to have a clear orientation in a
dynamically evolving field of research that lacks standardization or established frames
of reference for different challenges. Nevertheless, the depth and diversity of research
material available has also contributed to bringing in new ideas to the case study
research carried out in the thesis.

6.1 Revisiting the research questions

For reasons elaborated earlier in the thesis, it was judicial to take a literature review-
based approach to the case study and the empirical findings that followed gives
sufficient basis for answering the research questions presented in Section 1.3.

My findings and answers to the formulated research questions are as follows.

87
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RQ1 How can the request and access to common and customized services
across 5G and other networks be realized?

For reasons outlined in Section 3.1.1, telephony services in the manufacturing industry
was chosen as the use-case for this thesis. The process to request and access this
telephony service was researched, analyzed and discussed in detail in Chapters 4 and
5.

Requesting and accessing services across 5G and other networks require multiple
factors to be in place. Which involves among others, access to slices, inter-operability
between slices and legacy networks, inter-operability between different components
and streamlined handover processes.

This is explained in detail in the thesis with the help of two hypothetical scenarios
(Sections 4.1 and 4.2). A number of possible situations of different HO processes were
studied and presented in detail. From the discussion that followed, it was evident
that the existing standards and procedures for 5G Network Slicing is not able to
streamline the request and access of different services to 5G. Further, these can also
pose several practical challenges while being implemented.

Additionally, different procedures for accessing and maintaining the service conti-
nuity have been illustrated in Chapter 4. The detailed description on the realization
of the handover (HO) process and associated network components are also presented
in the same Chapter.

Even though manufacturing industrial application was taken as an example in
this thesis, the applicability of the findings presented in preceding chapters can be
extended to other industries with similar challenges.

RQ2 What are the current challenges in this process?

A number of potential challenges likely to be encountered while requesting and
accessing 5G networks were identified in this thesis. These are summarized as follows:

1. Choosing appropriate HO mechanism: A frequent handover will be
needed for assuring service quality when the services are accessed from 5G
network because of the network densification feature in the 5G network. 3GPP
has proposed two main handover mechanisms for achieving zero handover fail-
ure rate. The dynamic selection of appropriate HO mechanism will be required
to ensure desired QoS level specified in the SLA. This selection of appropriate
HO mechanism is a challenge.
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2. Slice selection during inter-slice HO: The condition proposed by 3GPP
for inter-slice handover is that both the source and target slice should serve
the same service type. However, the research in this thesis has shown that
inter-slice handover should also consider other factors in addition to the ones
identified by 3GPP, namely, price for the services, isolation, dedicated/shared
resources between other slice are also must consider.

3. Security threat under HO: HO to the public 5G network or any other slice
possesses a serious security threat to the information exchanged between two
terminals.

4. Performance monitoring and real-time notification: There is a clear
need for highly efficient performance monitoring analysis tools and real-time
event notification to the SMF1. Both these are found to be challenging in the
current situation and needs further development.
Additionally, performance monitoring in legacy networks still use physical
components and can pose challenges while interacting with SDN controllers in
5G network. Existing literature on this topic was found to be lacking.

5. QoS parameter mismatch: The mismatch between QoS parameters of the
different network may lead to the network guaranteeing the same QoS when
the services are being accessed from another network. For example, 5G QoS
parameter “notification control” is not supported by the 4G QoS parameter.
During HO, only QoS parameter supported by the target cell will be transferred.

6. Service Continuity in Legacy networks: Based on the literature reviewed
some enhanced services such as real-time screen sharing offered by 5G may not
be supported by the legacy network. In that case continuity of these services
will not be met.

7. Inter-operabilty between network providers: In certain use cases, there
will be a need for inter-operability between network providers, as in Scenario
2 with a highly mobile user. For the sake of simplicity, this thesis has only
considered the NSP2 by assuming that this use case is happening inside a single
domain.
But in a real scenario, there will be different type of network providers such as
network infrastructure operator, mobile virtual network operator and other do-
main network operators. Literature on how an agreement between appropriate
providers will be reached to ensure service assurance was found to be lacking.

8. Interoperability with legacy networks: As the 5G technology stands
today, a complete roll out of 5G technology across the globe is not realistic in

1SMF: Session Management Function
2NSP: Network Slice Provider
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the near future. Thus it can be assumed that legacy networks will continue to be
the primary technology during this period. This also warrants inter-operability
with the legacy network for ensuring service continuity. This variation in
service quality between 5G and legacy networks can pose challenges to network
providers.

9. Lack of field tests: The number of field tests on inter-operability between
5G and legacy network is very limited, the literature reviewed in this thesis
primarily focuses on PS network. For reasons identified in the preceding point,
neglecting legacy networks can pose practical challenges while rolling out 5G
at a larger scale.

10. Identifying and customizing network parameters: Identifying and cus-
tomizing specific network parameters to monitor for getting real-time perfor-
mance data according to each service set is important. Previously in the legacy
network, SLA for provisioning of QoS mainly contains the same type of network
parameters (KPI3), and the need for customizability was less. But now for the
enhanced services and the different combination these services clearly demands
customized network parameters (KPIs).

11. Service conflicts:During the service orchestration of composed services, I
have identified the chances of possible service conflicts when the network has
to ensure that the services are delivered in accordance with both the SLA for
the composed services and the SLA for specific services.

12. Inter-operability between different network components: This can be
a challenge when considering use cases in which mobility of the user is involved.
For example, 5G network contains SDN controllers which brings scalability and
flexibility to the 5G network while at the same time the legacy networks are
still composed of physical components. Even though an upgrade from physical
to virtual components is possible, this can take considerable time leading to
mismatch in the service quality.

13. Vulnerability of network virtualization: 5G aims to fully automatize
network through their the concept of ZSM4 [V1.20] and this automation is
also applicable to the orchestration and management techniques which in turn
makes it fully virtualized. Vulnerabilities of SDN and other virtualization
techniques in terms of their performance, reliability, security, etc. is a persistent
challenge and should addressed through additional research.

14. Global monitoring for ensuring QoS: Effective and efficient real-time
performance monitoring will need a global view of each network resource.

3KPI: Key Performance Indicator
4ZSM: Zero-touch-network and Service Management
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The status of each network resource and centralized control and management
of this are very crucial for maintaining desired QoS of service flow. Service
orchestration can only be achieved when we can ensure that the services we
are getting has necessary QoS assurance in each layer. Even though this may
be possible for 5G, there is no such global monitoring for legacy networks.

RQ3 What potential measures can mitigate these challenges to ensure the
resolution of service conflicts?

The primary contribution of this thesis is a Policy Engine that proposes a set of policy
rules for mitigating the challenges mentioned in reply to Research Question 1 and 2.
The research in this thesis work establishes that most of the service orchestration
challenges can be solved through policy-based management and most importantly
give better performance and ensure high QoS. The discussion also follows that the
policy-based management of services must be assisted with techniques such as AI5
and ML6. I have used the ECA7 policy paradigm to describe my policy rules in
Chapter 5.

To support service orchestration for the scenarios considered in this thesis, three
policy algorithms have been proposed based on the policy engine presented in Table
5.2, namely:

1. Mobility management: In the mobility management policy algorithm, I
have considered all possible HO8 scenarios that can arise during the execution
of Scenario 2 and accompanying challenges relating to the inter-slice HO and
traditional HO. The research presented in this thesis establishes that inter-slice
HO needs much more care since choosing an optimal target slice for HO can
be influenced by different factors based on the requirements of the source slice.
The algorithm also covers most of the factors that can affect the quality of
services that were chosen for the Scenarios presented in this thesis. Further,
HO to the public network such as 5G, 4G, and 3G is also covered in this policy
algorithm.

2. User Preference management: For the user preference management policy
algorithm, the focus was on changing the priority assigned to the services after
registration of user preference to ensure the best QoE to the user.

5AI: Artificial Intelligence
6ML: Machine Learning
7ECA: Event Condition Action
8HO: Handover
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3. QoS management: For the QoS management policy algorithm, the focus was
to provide QoS treatment to the composed service set specified in the SLA at
all times. This thesis also identified that QoS and QoE can be largely impacted
without adequate policy support.

These algorithms are presented in the AppendixA of this thesis.

The proposed policy rules addresses most of the identified challenges. Nevertheless,
some of the identified challenges presented in Chapters 4 and 5 will need additional
studies and research. This can be part of the future work based on this thesis. As
mentioned earlier, this thesis had considered a static policy approach. However, for
further improvement of service orchestration in the 5G network enforcing dynamic
policies can also be considered. One way to create dynamic policy rules is to use
technologies such as Big Data Analytics and Robotic Process Automation (RPA)
for preparing the network in advance to cope with any change in network behavior
[ZYR+18].

RQ4 How can these potential solutions be applied to several services dur-
ing service orchestration?

The policy framework for service orchestration proposed in this thesis (Section
5.7.1 )can potentially facilitate the application of the above proposed solutions.
The framework is composed of three components in the Service Orchestrator Layer
(Figure 5.2) that are important in the service orchestration for the discussed scenarios.
They are namely, SLA management, policy management and multiple-operator
management.

Inter-working of these three components can facilitate the service orchestration
during the interaction of several services. This proposed framework can contribute to
the faster-growing 5G deployment all over the world through streamlined approach
to service orchestration. Even though this thesis had considered only one use-case,
the preceding Chapters discusses the different service interactions in the selected
use-case in detail. Hence, the findings from this use case can be applied to other
use-cases as well.

6.2 Contributions of this thesis

The contributions of this thesis to the field of 5G Service Orchestration are trifold:

1. This thesis studies, analyses and presents the nuances of 5G service orchestration
for a telephony slice in a detailed manner. Such an approach is not common in
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the identified literature. This relatively novel approach gives the reader and
researchers in this topic an holistic picture of slice creation and execution with
the help of concrete examples.

2. The second contribution of this thesis is mapping of the policy rules that
are needed to support Quality of the Services during a slice execution. The
thesis also proposes Policy Based Management as a possible solution to Service
Orchestration challenges.

3. Thirdly, the thesis has formulated a policy framework with a set of components
that are identified to be crucial to support service orchestration while 5G
enhanced services are accessed from other networks such as 4G, 3G and 2G.

6.3 Implications of this thesis

Further, this thesis is primarily targeted at two set of readers, researchers working on
5G service orchestration and industrial actors looking to realize the benefits offered
by 5G Network slicing. Hence, it is imperative to outline the implications of the
findings of this thesis for these two reader groups. These are:

• Researchers: The overall literature discussed in this thesis contributes to the
ongoing scientific discourse on the topic. Additionally, this thesis also identifies
certain practical challenges that still impede development and testing of use
case and network slices within a research setting (Section 6.5). The experiences
presented in this thesis can be used as a point of departure while designing
testbeds in similar research projects.

• Industrial actors: This thesis has mapped the requirements for the telephony
slice from the vertical industries and presented it as a template (Tables 3.1 and
3.2). This template can be used as a reference while designing telephony slice
for other industries.

6.4 Future work

A few areas for potential future work based on this thesis are identified below.

1. Policy language that supports the ECA paradigm: One of the next
steps for the continuation of this thesis of course will be to map the policy rules
into any policy language that supports the ECA paradigm. One of the possible
policy languages that can be considered is Ponder 2. Once the mapping to any
policy language is done, a practical implementation of this policy framework
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can be tested with the same composed services and with an adequate amount
of data to analyze the behavior of the network using any simulation tool.
Such a study can better answer questions on the efficiency, time required to
enforce the policy and mapping of the correct policy among others. Results
from such a study can also shed more light on possible policy conflicts that
were not identified in this thesis due to time and resource limitations.

2. Field Study: The enhancement suggested in this thesis is based on a hy-
pothetical situation and potential interaction challenges associtated with the
situations. Moreover, the KPI values in SLA can also change while implement-
ing the policy rule. This can also be another area of future work. Analyzing
the network behavior with a different threshold can also be interesting.

3. Investigate different use-cases: One or two students can also work on the
service orchestration challenges between different use cases. A suggestion on
that will be to analyze two use cases that come under different service types
such as eMBB and URLLC. This makes the scenarios much more complex and
needs more time to investigate. So, this work should be carried out with two
or three students.

6.5 Practical experimentation and lessons learned

Though the findings presented in this thesis were based on a use-case driven approach,
the initial plan was to develop a test-bed and test these use cases in a 5G network lab.
However, this practical experimentation was not realized due to a few limitations.
These limitations and lessons learned are summarized below for the readers of this
thesis interested in taking this research further.

– Lack of API: At the time of this thesis work, availability of Application
Programming Interface (API) for customizing the scenarios considered in this
thesis using the infrastructure of a commercial 5G network operator was limited.
This made it difficult to develop a test-bed and collect data through simulations
in a 5G network lab. Availability and access to such resources should be ensured
by researchers planning to work on these topics.

– Remote test-bed is time consuming: Additionally, two commercial testing
tools were considered for developing remote test-beds. But initial dialog with
one of these tool providers showed that using these tools will be both time
consuming and beyond the time scope of such a master thesis.
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– Resource challenges while using Oper Source: Kamailio IMS9 and
Open5GCore10 were considered for developing 5G testbeds. However this
required either both a physical 5G handset and 5G SIM or a 5G-enabled
softphone. While the former was expensive and very early in its roll-out in
Fall 2020, the softphone was not yet available. Additionally, finding the right
guidelines for using this was also challenging. Discussions in different channels
on Discord and guidelines on www.open5gs.org can be an inspiration for a few.

These were some of the major challenges that impeded the practical experimenta-
tion in this thesis. Additionally, as mentioned earlier, this research field is still quite
nascent and any research is both time and resource intensive. Hence it is advised
that students planning to a right a master thesis on this topic set aside additional
time for these experiments and explore the possibility to collaborate for addressing
the resource challenge.

6.6 Conclusion

5G network will suffer from complex network management challenges due to the
assurance of guaranteed QoS for a variety of network services. Further, diversity
and heterogeneity of underlying infrastructure will aggravate the situation. One of
the major findings of this thesis is that only a fully automated 5G network can be
utilized in all capabilities of the 5G network.

This thesis shows that policy-based management will have an important role in the
automated network framework of 5G, particularly for orchestrating tailored services.
Detection of any events that affect the performance and quality of the services and
taking appropriate actions to solve the problem in a very short time demands highly
efficient infrastructure components and optimization techniques. These are presented
and discussed in this thesis. Additionally, this thesis also concludes the need for
more research and field test cases on 5G service orchestration and its inter-operabi
lity with legacy networks.

To summarize, this research work aims at contributing to the ongoing 5G research
through a set of concrete examples and solutions on 5G service orchestration.

9An Open Source IMS core proposed by Fraunhofer FOKUS in 2006. It provides an open source
implementation of CSCF and lightweight HSS

10An open source standard based implementation of a 5G core network that is suitable for
creating a 5G testbed

https://discord.com/channels/463334787537567775
www.open5gs.org
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AppendixAAppendix A

A.1 Policy algorithm for mobility management

Algorithm A.1 Policy algorithm for mobility management
Result: To Provide service continuity
initialization;
Get signal strength change event;
if Current_SignalStrength < SignalStrength_Threshold then

Search for target cell;
if target cell is a slice then
if target_slice_ServiceType ≡ source_slice_SliceType then

if target_slice_QoS_parameters ≡ source_slice_QoS_parameters
then
if target_slice_charging ≡ source_slice_charging then

if target_slice_Security ≡ source_slice_Security then
Trigger HO to target_slice

else
Check another target cell in 5G public network;
Check another target cell in 4G/3G public network;

end
end

end
end

end
if target cell is in 5G public network then

if target_cell_QoS_parameters ≡ source_cell_QoS_parameters then
trigger HO to 5G network

else
HO failed

end
end

end
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Algorithm A.2 Policy algorithm for mobility management - Part 2
if target cell is in 4G public network then

if target_cell_QoS_parameters ≡ source_cell_QoS_parameters then
if DCN_Available then

trigger HO to DCN
else

trigger HO to 4G public network
end

end
if 4G network is not available then

search for other target cell;
else

HO failed;
end

end
if target cell is in 3G public network then

if target_cell_QoS_parameters ≡ source_cell_QoS_parameters then
trigger HO to 3G network & notify the use about un-supported services

else
HO failed;

end
end

A.2 Policy algorithm for user preference management

Algorithm A.3 User preference management
Result: Trigger policy rules related to user preference
initialization;
Get notification through GUI of UE;
if UserV ideoOFF‖UserAudioOFF‖ScreenSharingOFF then
if QoS of other services are met then

change priority of the services
else

trigger HO to assure desired QoS;
end

end





A.3 Policy algorithm for user preference management

Algorithm A.4 QoS management
Result: Trigger policy rules related to KPI parametrer changes;
initialization;
Get internal event change on KPI parameters;
if Current_BandWidthV alue < previous_BandWidthV alue then

scale up or down radio resources on same cell;
else

trigger HO to assure desired QoS;
end
if Current_packetLoss > Previous_PacketLoss then

Restoration of lost packet will be triggered;
else

Root cause analysis for packet loss will be triggered
end
if Current_LatencyV alue > Previous_LatencyV alue then

trigger HO to assure desired LatencyValue apply priority if applicable to either
user or service or both

else
Root cause analysis for change in LatencyValue will be triggered;

end
if Current_JitterV alue > Previous_JitterV alue then

trigger HO to assure desired JitterValue;
apply priority if applicable to either user or service or both;

else
Root cause analysis for change in JitterValue will be triggered;

end
if Current_V ideoQuality_5G < previousV ideoQuality_5G then

trigger dynamic resource allocation;
else

send notification to UE about service unavailability
end
if Current_AudioQuality_5G < previous_AudioQuality_5G then

trigger dynamic resource allocation within 5G network;
else

trigger HO to other network for service assurance;
end
if Current_V ideoQuality_3G < PreviousV ideoQuality_3G then

trigger dynamic resource allocation within 3G network
else

trigger HO to other network for service assurance
end
if Current_AudioQuality_3G < Previous_AudioQuality_3G then

trigger dynamic resource allocation within 3G network;
else

trigger HO to other network for service assurance
end
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