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Abstract

This thesis investigates the use of electrical brain signals captured in Electroen-
cephalography (EEG) as a parameter for a biometric system. The captured brain
signals are utilized to create a Subject Identification system for real-time classifica-
tion. The system was designed by analyzing two types of classification techniques
offline: Machine Learning (ML) and Deep Learning (DL). To reduce the compu-
tational complexity in real-time classification, channel reduction, and dimension
reduction was also studied. The methods were examined on two different neuro-
paradigms: resting-state and event-related potential (ERP).

In order to use ML as a classification technique, the EEG signals were first de-
composed to obtain meaningful physical signals using Empirical Mode Decompo-
sition (EMD), Discrete Wavelet Transform (DWT), and frequency bands. Various
features (energy, fractal, statistical, and HHT-based) were then extracted from the
signals and used as input on five different ML algorithms to create classification
models. The models were utilized to identify unique patterns in EEG-signals to
identify subjects. Principle Component Analysis (PCA) was used as a method
for dimension reduction. The Principle Components (PCs) found using PCA were
also used as input to the ML algorithms. Before any classification, the EEG-signals
were pre-processed to improve the Signal-to-Noise ratio (SNR).

The highest accuracy of 1.00 was obtained using ML as a classification technique
with DWT using mother wavelet Symlet 7 (Sym7) as a basis to extract energy fea-
tures and the k-Nearest Neighbors (k-NN) classification algorithm on pre-processed
EEG-signals without channel reduction. The second classification technique used
raw EEG-signals as input to a Convolutional Neural Network (CNN), resulting
in its highest accuracy of 0.95 when using EEG-signals without channel reduction.
Both classification techniques used resting-state as neuro-paradigm when achieving
their highest accuracy.

A simulated EEG-based Subject Identification system was then created based
on results from offline-classification. The system was created using DWT with
mother wavelet Sym7 to extract statistical features and Naive Bayes (NB) as the
classification algorithm. The system was tested on pre-processed EEG-data con-
taining five channels from the resting-state neuro-paradigm. A True Acceptance
Rate (TAR) of 0.93 was achieved using 40 subjects. The obtained results show
that the use of DWT and statistical features with the NB classifier is suitable for
developing an EEG-based Subject Identification system when using resting-state as
neuro-paradigm. This also encourages further research on utilizing electrical brain
signals as a biometric.



Abstrakt - Norwegian

Denne masteroppgaven undersøker bruken av elektriske hjernesignaler fanget i
elektroencefalografi (EEG) som parameter for et biometrisk system. De fangede
hjernesignalene brukes til å lage et person-identifikasjonssystem for sanntids klas-
sifisering. Systemet ble designet ved å analysere to typer klassifiseringsteknikker
offline: maskinlæring (ML) og dyp læring (DL). For å redusere beregningskomplek-
siteten i sanntids klassifisering, ble kanalreduksjon og dimensjonsreduksjon ogs̊a
studert. Metodene ble undersøkt p̊a to forskjellige neuro-paradigmer: hviletilstand
og hendelsesrelatert potensial (ERP).

For å bruke ML som klassifiseringsteknikk ble EEG-signalene først dekompon-
ert for å oppn̊a meningsfulle fysiske signaler ved bruk av Empirical Mode De-
composition (EMD), Discrete Wavelet Transform (DWT) og frekvensb̊and. Ulike
egenskaper (energi, fraktal, statistisk og HHT-basert) ble deretter trukket ut fra
signalene og brukt som inndata p̊a fem forskjellige ML-algoritmer for å lage klassifis-
eringsmodeller. Modellene ble brukt til å identifisere unike mønstre i EEG-signaler
for å identifisere personer. Prinsipal komponent analyse (PCA) ble brukt som
metode for dimensjonsreduksjon. Prinsipal komponentene (PC) som ble funnet
ved bruk av PCA, ble ogs̊a brukt som inndata til ML-algoritmene. Før klassifis-
ering ble EEG-signalene forbehandlet for å forbedre signal-til-støy-forholdet (SNR).

Den høyeste nøyaktighet p̊a 1.00 ble oppn̊add ved bruk av ML som klassifiser-
ingsteknikk med DWT ved bruk av mor-wavelet Symlet 7 (Sym7) som grunnlag for
å trekke ut energiegenskaper og k-nærmeste naboer (k-NN) som klassifiseringsal-
goritme p̊a forbehandlet EEG-signaler uten kanalreduksjon. Den andre klassifis-
eringsteknikken brukte r̊a EEG-signaler som inndata til et Convolutional Neural
Network (CNN), som resulterte i den høyeste nøyaktighet p̊a 0.95 ved bruk av
EEG-opptak uten kanalreduksjon. Begge klassifiseringsteknikkene brukte hviletil-
stand som nevroparadigme n̊ar de oppn̊adde sin høyeste nøyaktighet.

Et simulert EEG-basert person-identifikasjonssystem ble deretter opprettet basert
p̊a resultater fra offline-klassifisering. Systemet ble opprettet ved å bruke DWT
med mor-wavelet Sym7 for å trekke ut statistiske egenskaper og Naive Bayes (NB)
som klassifiseringsalgoritme. Systemet ble testet p̊a forbehandlet EEG-data som
inneholdt fem kanaler fra hviletilstandens neuro-paradigmen. En True Acceptance
Rate (TAR) p̊a 0.93 ble oppn̊add ved bruk av 40 forsøkspersoner. De oppn̊adde
resultatene viser at bruk av DWT og statistiske funksjoner med NB-klassifiseringen
er egnet for å utvikle et EEG-basert person-identifikasjonssystem n̊ar man bruker
hviletilstand som nevroparadigme. Dette oppmuntrer ogs̊a til videre forskning p̊a
bruk av elektriske hjernesignaler som biometri.
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Chapter 1

Introduction

Since the early days’ of communication, securing information has been an essential
part of human existence. Early examples of securing data can be seen in Ancient
Egypt who developed encryption using hieroglyphics, and Julius Caesar from An-
cient Rome being the first person to use encryption for military purposes [1]. The
shape of our modern world today has been formed by security. A prime example
of this was breaking the German Enigma Machine, which was employed to encrypt
the warfare data during the second world war. It was successfully decrypted by
Alan Turning, striking as an example of creating and using secured information [2].
Security has again evolved into IT-security which comprises of technologies, pro-
cesses, and controls designed to protect systems, networks, and data from attacks
[3].

In civilian and government applications, establishing an individual’s identity is
of the highest importance, and errors in recognition can undermine the system’s
integrity. Some examples of such applications are access to bank safes, airport
security, and international border control. Traditional methods for validating an
individual’s identity are using a combination of token-based methods (e.g., keys
and ID-cards) and knowledge-based methods (e.g., passwords and PINs). How-
ever, traditional methods are vulnerable as they can be stolen by an imposter and
not reliable when used in large-scale applications like border control [4]. In today’s
complex societies, accurate identification is becoming extremely important at the
same rate as the problem of identifying a person is becoming more complicated, as
the traditional methods are vulnerable for imposters and spoofing [5].

Biometrics is a method for identification based on a person’s physiological (e.g.,
face, fingerprints) or behavioral characteristics (e.g., signature, voice). The tradi-
tional methods mentioned earlier utilizes ”something that you possess ”(e.g., ID-
card) or ”something that you remember ”(e.g., password). The key to biometrics
is that it represents a component of ”something that you are,” it cannot be mis-
placed or forgotten [5]. Conventional biometrics today, such as fingerprint, DNA,
face, voice, and iris, has been widely adopted in real-life applications for identifica-
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tion [6, 4]. Replacing traditional identification methods with biometrics is therefore
introduced.

Biometrics may seem more secure than traditional tokens as they represent the
user itself; however, biometrics do have their weaknesses. For instance, fingerprints
can be faked through a variety of materials or by printing a 2D picture of the
fingerprint, and DNA can be stolen from surfaces touched by the target subject
[4]. Biometrics such as the face, fingerprints, and iris are noncancelable, meaning
once stolen, they cannot be replaced - the user cannot change their face or grow a
new finger. For a biometric to be more secure, it has to meet two criteria: be more
difficult to steal and be cancelable. A biometric trait that fulfills these criteria
are electric brain signals, which can be measured from the scalp using a technique
known as EEG. [7].

Studies have shown that genetic and non-genetic factors can influence brain
activity. It has also been demonstrated high individuality of EEG-signals among
different people [8]. Thus, brain signals acquired using EEG have the potential to be
used as a biometric, as the signals could be unique for each individual. Compared
to other conventional biometrics, EEG has several unique advantages:

1. The user must be alive to produce EEG signals, as the lack of brain signals
is an indication of brain death. Meanwhile, fingerprints, DNA, and face can
be preserved even after people die [9].

2. The electrical brain activity is measured in voltage and needs to be measured
with a short distance to the brain, making brain biometrics meet the criteria
of being more challenging to steal.

3. EEG-signals are cancelable, as stolen or corrupted data can be replaced by
new and different EEG-signals generated from another brain activity [7].

4. EEG can be used to detect and classify the level of stress, and associate
it with the subject. This may protect the subject from being forced, as
stress invalids the EEG-signals [7]. Additional layers for protection, such as
detecting resting-state and the sex of the subject, can easily be added using
EEG [10].

An EEG-based biometric system consists of two parts: the data acquisition
part and the decision part. Data acquisition is the first part consisting of recording
EEG-signals while the subject engages with a protocol, such as visual stimulation
or resting-state. The second part is the decision part, where the acquired data is
first pre-processed for increasing the Signal-to-Noise ratio (SNR) as EEG-signals
recorded from the scalp are prone to noise. The next step consists of obtaining
characteristic features of EEG signals with feature extraction. A model is then
created using a classification technique and trained to classify the different sets of
features. The trained model is then used to identify the subject by entering new
EEG-signals.
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The utilization of EEG as a biometric for identifying a subject is of interest. In
the time being, adopting EEG in real-life applications is still not possible. There
are seven factors in biometrics: universality, permanence, collectability, unique-
ness, acceptability, acceptability, and circumvention [5, 4]. These factors are used
to evaluate how reasonable a biometric is for use. Prior research has demonstrated
universality, permanence, and uniqueness using brain biometrics. Despite the ad-
vantages of using EEG as a biometric compared to traditional biometrics, more
research is necessary. Research is needed to improve the collectability, acceptabil-
ity, and performance in EEG-based biometrics [11].

1.1 Problem description
This work investigates ML algorithms and DL as classification techniques for cre-
ating an EEG-based subject identification system. When testing ML as a tech-
nique for classification, signal analysis methods are applied for getting meaningful
physical signals from EEG signals, and features are extracted from the signals for
classification. A variety of features and classification algorithms are explored when
using ML as a classification technique.

The task includes choosing a protocol by comparing previous research and by
testing different neuro-paradigms on each classification technique. The classifica-
tion accuracy when applying dimension reduction and reducing the number of EEG
recordings channels is also investigated.

A simulated subject identification system with real-time classification is then
implemented using one of the mentioned classification techniques. Real-time classi-
fication refers to the ability to give a rapid response when performing a classification
to a user, which is required for any practical application.

The problem is approached by examining a variety of methods offline in search
of the optimal method for real-time classification. The classification techniques
are explored on two different datasets containing two types of neuro-paradigms:
resting-state and cognitive task.

The simulated subject identification system for real-time classification is created
as a part of a more extensive EEG-based biometric system containing an identi-
fication layer and authentification layer. This thesis focuses on the identification
layer. The work on the authentication layer is presented in [12].

1.1.1 Limitations
Using a suitable dataset is essential for evaluating classification techniques. Due to
COVID-19, it was not possible to create a dataset with a desired neuro-paradigm
and test in a real scenario. Thus, already existing EEG datasets are utilized for
analyzing different techniques in this work. This will affect the outcome from
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different classification techniques as datasets used in this work are obtained from
other experiments. When testing the application in real-time, the pre-existing
datasets were used.

1.1.2 Research Questions
1. Can a generalized ML classification model be created for the same type of

neuro-paradigm recorded from different protocols?

2. Is DL a suitable classification technique when using a reduced number of
channels?

1.1.3 Motivation
Several organizations are using automated subject identification systems to improve
customer satisfaction, secure critical resources, and enhance operating efficiency.
Reliable biometric identification systems are used to serving these requests. Con-
ventional biometrics are easy to use but cannot be reset once compromised. EEG
signals can be reset like a password or an ID card, giving the possibility to be used
as a biometric. This work motivates for designing reliable real-time EEG-based
biometric systems for subject identification, and utilize electric brain signals as a
secure biometric. EEG-based biometric systems hold the potential to be used in
scenarios demanding high-security levels, such as financial agencies and defense
systems.

1.2 Report structure
This report consists of seven chapters providing a comprehensive overview of knowl-
edge to analyze electrical brain signals and design an EEG-based biometric system
for subject identification. An overview of relevant background is presented in Ch.2.
Related work in subject identification using EEG-signals is presented in Ch.3. Ch.4
outlines the methods used in offline classification. The implementation for real-
time classification is described Ch.5. In Ch.6, the results obtained from offline and
real-time classification, and the final system created, are presented and discussed.
Ch.7, concludes and recommends future work for creating an EEG-based subject
identification system.
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Background

This chapter provides relevant background knowledge about EEG, the brain’s under-
lying process, and biometric systems. Methods for extracting relevant information
from EEG-signals and the two classification techniques used in this work are also
described in this chapter. 1

2.1 Electroencephalography
EEG is a technique for measuring the brain’s electrical activity through different
channels. Each channel represents an electrode placed on the scalp. EEG is of rel-
atively low cost, accessible and can easily be managed without special lab setups.
This technique provides the ability to analyze brain activity in real-time [14].

The electrodes’ placement is specified by the 10-20 electrode placement system
devised by the International Federation of Societies for EEG, as shown in fig. 2.1.
The system is based on the relationship between an electrode’s location and the
underlying area of the cerebral cortex [15].

EEG is practiced in hospitals to evaluate several types of neurological diseases,
such as epilepsy, tumors, depression, and trauma problems. EEG has also been used
for monitoring patients with sleep disorders, and monitor blood flow in the brain
during surgical procedures [16, 15]. A computer can translate recorded EEG-signals
during a specific cognitive state into desired commands for an external device or
the computer itself. Such an application enables people with sensory and motor
disabilities to directly control devices and computers via their thoughts, known as
Brain-Computer Interface (BCI) [17].

1This chapter is an updated version of the background and theory presented in the authors’
work described in [13].
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One disadvantage of using EEG is the challenge of extracting meaningful in-
formation in the time-domain. Raw EEG-signals are nonlinear and non-stationary
by nature. The signals are of small amplitudes since they travel through the scalp,
skull, skin, and many other layers. EEG-signals acquired non-invasive are, there-
fore, prone to background noise and artifacts occurring both internally and exter-
nally [18]. Regularly occurring artifacts contaminating recorded EEG-signals are
muscle movement, blinking, face movements, and external noise like the electrical
noise from powerlines.

Figure 2.1: Electrode placement according to the international 10-20 system. Left image
lateral view, right image top view [19].

2.1.1 How the brain processes information

The neurons (nerve cells) in the brain are what receive, process, and transmit in-
formation through electrical and chemical signals. A neuron is built up of a cell
body, an axon and several dendrites that branch out of the cell body. The neurons
are connected to other neurons by synapses, where neurons receive a potential that
produces a movement of ions through the membrane, which creates a current that
propagates in the head [20].

The outer portion of the bran is called the cerebral cortex containing about 1010

neurons and are strongly interconnected. The processing of information mostly
happens in the cerebral cortex. The electrical potential that is measured on the
scalp is believed to be generated by the cortex [21]. Current generated by a single
neuron is undetectable, a collection of neurons is needed to produce time-dependent
electric fields that are measurable using EEG electrodes. Hence, EEG is the mea-
sure of the electric potential difference between a reference electrode and a point
on the scalp.
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2.1.2 Brain frequency bands
Raw EEG data can reveal neural oscillations, which are always a mixture of un-
derlying base frequencies. These base frequencies reflect the different states of the
brain that varies depending on individual factors, stimulus properties, and internal
states. Brain waves are therefore characterized into the following frequency bands
from low to high frequencies: delta, theta, alpha, beta, and gamma bands [22].
The different frequency bands extracted from an EEG-signal is shown in fig. 2.2.
These waves are referred to as the frequency bands of the brain. Depending on
the brain activity, frequency bands to the specific cognitive process will be active
[23]. Frequency bands correlated with their associated mental state is presented in
table 2.1.

Brain rhythms Frequency [Hz] Description

Delta 0.5 - 4.0 Deep sleep
Theta 4.0 - 8.0 Memory demands
Alpha 8.0 - 14.0 Awake, relaxed
Beta 14.0 - 30.0 Alertness and focused attention

Gamma > 30.0 Deep focus

Table 2.1: Brain frequency bands and their respective frequency range [22].
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Figure 2.2: Brain frequency bands extracted from an EEG signal.
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2.1.3 Event-related potentials
An event-related potential (ERP) is a scalp-recorded voltage fluctuation that is
time-locked to an externally defined event [7]. The ERPs are of small voltages
and are used to evaluate brain functions and respond to stimuli. A stimulus pre-
sented to a subject generates detectable, but time-delayed waves in EEG-signals
and indicates how the stimuli are processed according to latency and amplitude [24].

The P3 wave is an essential component in research in the field of ERP. The
popular wave pattern P300 occurs approximately 300ms. after a stimulus is pre-
sented, and appears as a series of positive and negative voltage fluctuations in
EEG signals [25]. Various paradigms have been used to elicit P300, with the ”odd-
ball” paradigm being the most utilized - different stimuli are presented in a series
such that one of them occurs relatively infrequently - the oddball. Reduced ampli-
tude in P300 waves can be seen as an indicator of alcohol and drug dependence [24].

2.1.4 Visual evoked potentials
Visual Evoked Potentials (VEPs) are derived from the brain’s response to visual
stimulation by reflecting the visual information processing mechanism in the brain
[26].

2.2 Neuro-paradigms
The brain can be studied by triggering different simulations created by present-
ing a neuro-paradigm, such as ERP and VEP. ML can be utilized to reveal the
recorded EEG-signals containing different patterns obtained by exposing a subject
to different neuro-paradigms.

EEG data is collected while the subject rests with their eyes open or closed, or
engages in any cognitive task. The acquired EEG data will be different depending
on brain activity. It is, therefore, essential to define protocols with neuro-paradigms
that will yield brain frequencies of interest. Protocols utilized in EEG-based bio-
metric systems are categorized into two types: resting states and cognitive tasks.

Resting-state paradigm is simple, as the EEG is acquired while the participant
is rested during data collection and not performing any particular task. The data
can be collected continuously [7].

Cognitive protocols are more complex as the participant engages in some specific
tasks while the EEG is acquired. There are many various types of tasks the partic-
ipant can do and may involve specialized procedures. Participants can engage in
mental tasks such as imagining body movements or mathematical operations [27].
EEG can also be acquired while participants are externally stimulated and capture
the non-volitional response from the participants. The EEG signals obtained using
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a cognitive protocol typically do not rely on the raw EEG time series but on the
time-locked ERPs [7]. Other types of stimulation-evoked brain responses used in
cognitive protocols are VEP. VEPs are limited to the brain’s visual cortex activ-
ities. Hence, careful experimental design is required to lower the impact of other
brain activities [7].

An advantage of using ERPs over EEG is that EEG-signals are rather unspecific:
the state of the participants’ brain is unknown, and there is no way to know what
the participant is thinking. In contrast, ERPs represents the brain’s response to a
specific stimulation that is time-locked. This is an advantage in biometric because
the results from users are likely to be individuating. A disadvantage of using ERP
is that the protocol for acquiring EEG data can be more complex depending on the
application. EEG acquired during resting-state requires no stimulation, whereas
ERPs can only be acquired while the subject is stimulated in a specific and well-
controlled manner [7].

2.3 Biometrics
Biometrics is the technical term for the identification of individuals based on their
biological or behavioral characteristics. Any human physiological or behavioral
characteristics can be a biometric characteristic as long as the following properties
from [28] and [5] are held:

• Universality: the characteristic should exist in every individual.

• Uniqueness: no other individuals can be equal in terms of the characteristic.

• Permanence: the characteristic should be invariant (to the matching crite-
rion) over a period of time.

• Collectable: the characteristic can be measured quantitatively.

In terms of practical utilization of a biometric system, other essential requirements
need to be considered as well, such as:

• Performance: the achievable identification accuracy and speed, the require-
ment for resources to achieve an acceptable accuracy and speed, and working
or environmental factors that affect the identification accuracy and speed.

• Acceptability: to what extent are people willing to accept the use of particular
biometric characteristic.

• Circumvention: how easily the system can be fooled by spoofing or fraudulent
techniques.
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2.4 Biometric System
A biometric system is a pattern recognition system consisting of acquiring biometric
data from an individual, extract a feature set from the acquired data, and compare
the extracted feature set against a template set stored in the database [4]. Biometric
systems are designed using four main modules as shown in fig. 2.3 [7]:

1. A sensor module capturing the raw biometric data from an individual.

2. A feature extraction module that processes the acquired biometric data to
extract a set of features.

3. A matcher module that compares the extracted features during recognition
and compares against the stored templates in the database to generate match-
ing scores.

4. A decision making module where user’s identity is established (identified) or
confirmed (verified) based on matching score.

A biometric system may operate in either identification mode or verification mode
depending on the application’s context:

• Identification mode: the security process of identifying and labeling an in-
dividual’s identity by searching against a biometric database, to find the
distinctive biometric characteristics attribute to a single individual [29]. A
one-to-many comparison is conducted by the system to establish an individ-
ual’s identity without the subject having to claim an identity (e.g., ”Whose
biometric data is this?”) [30].

• Verification mode: the security process that verifies an individual’s identity by
comparing biometric data capture against stored, confirmed authentic data
in the database [29]. This is a one-to-one comparison to determine whether
the claim is true or not (e.g., ”Does this biometric data belong to Subject 1?”)
[30].

This work focuses on the identification mode of an EEG-based biometric system.

Sensor Feature extraction Matching

Template	storing

Pre-processing

Database

Decision

Figure 2.3: Main modules of a biometric system
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2.4.1 Brain Biometric Recognition System
Brain biometric systems contain two parts: data acquisition and decision. This
applies for both verification and identification applications [7]:

• Data acquisition stage: while the user engages with some protocol, EEG
sensors capture electrical brain activity. Data are then transferred for digiti-
zation, and the decision-making stage begins.

• Decision-making stage: The collected EEG data are normally contaminated
with different kinds of noise, and EEG data have a low SNR. Therefore, the
first step is often pre-processing signals to enhance signal quality. Features
are then extracted from the signal.

Biometric computation is performed when the feature set has been determined.
The biometric computation may be a statistical analysis or complex ML approaches.
When authentication is performed, the output will be binary acceptance or rejec-
tion. When identification is performed, the output will be the identity label of the
user.

Channel Selection and Dimensionality Reduction

Channel selection and dimensionality reduction are often adopted to reduce the
computational complexity and dimensionality of EEG data, which normally are
large-dimensional [31]. Channel selection also has an additional trait of improving
the portability when predicting.

Large data content can contain irrelevant and redundant information, which
may degrade the performance of learning algorithms [32]. Moreover, it could result
in challenging computational complexity for real-time recognition. Thus, select-
ing the most relevant data by using features containing most of the information
compressed into a lower dimension or using more effective channels are possible
solutions [7].

The placement of electrodes on the most effective brain region given a protocol
is an effective way to use fewer channels for recording data. However, the selected
channels could be unstable or low signal quality due to noise or movement. Adding
more channels can, in those cases, provide more reliable and robust data collection
[7].
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2.5 Signal Analysis Methods

Raw EEG-signals are nonlinear and non-stationary of nature, as mentioned in sec-
tion 2.1, with added noise and artifacts. Signal analysis is therefore applied to
EEG-signals to extract relevant information contained within the signals. Results
obtained from the signal analysis will depend on the signal analysis method uti-
lized, the experiment, and the signal characteristics. Hence, several methods are
explored.

In biomedical signal processing, such as EEG-signal processing, time-frequency
analysis of non-stationary time series data is quite popular. Due to the non-
stationary properties of EEG-signals, high resolution in both time and frequency
is of interest. This way, any abrupt changes in frequency values for any signal
component can be captured in a particular temporal window [33].

EEG has a bandwidth of around 0.5-120.0 Hz, and most of the time, the fre-
quencies of interest are < 30 Hz. Common artifacts such as motion and ocular
artifacts appear in the lower frequency region (< 10 Hz) [33]. Thus, high-frequency
resolution in the lower frequency region is required.

2.5.1 Fast Fourier Transform

The Fourier Transform (FT) transforms a signal from the time domain to the fre-
quency domain. The signal is represented by sine and cosine functions of unlimited
duration. The hidden information in the time domain can be extracted in the fre-
quency domain and analyzed. The Discrete Fourier Transform (DFT) is used when
dealing with a finite sequence of equally spaced sampled signals, such as EEG, with
the formula defined in Eq. 2.1:

Xk =
N−1∑
n=0

xn · e−
i2π
N kn (2.1)

where N is the number of complex number xn := x0, x1...xN−1 transformed into
an another sequence of complex number Xn := X0, X1...XN−1. The computational
cost of DFT is O(N2) where N is the data size. The Fast Fourier Transform (FFT)
is therefore used to compute all DFT coefficient as a ”block” with a computational
cost proportional to O(Nlog2N) [34].

The frequency spectrum obtained using the FFT can be used to distinguish the
frequency content of components in EEG signals. However, the time information
of the signal of what time the specific frequencies appear or disappear will be lost
in the frequencies spectrum [35].
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2.5.2 Discrete Wavelet Transform
Wavelet transform (WT) replaces the sine and cosine functions of FT by transla-
tions and dilations of a window function called wavelet. Wavelet is a wave of infinite
duration and finite energy correlated with a signal to obtain wavelet coefficients.
Wavelets are created from a reference wavelet called the mother wavelet, whose
coefficients are evaluated for the entire range of translation and dilation factors
[36].

The coefficients are evaluated at all instances of time by shifting the mother
wavelet continuously along the time scale. The wavelet will then be dilated or
scaled to different width and normalized for containing the same amount of energy
as the mother wavelet. This process is repeated for the entire signal [36].

Short-time wavelets extract information from high-frequency components in a
signal. In contrast, information from low-frequency components is extracted using
long-time wavelets. Hence, WT provides well-defined frequency and time resolu-
tion for both low and high frequencies. This technique makes WT suitable for
analyzing irregular data patterns, such as EEG [37].

There are several methods based on wavelet theory, one of them being the
Continuous Wavelet Transform (CWT). The computation for obtaining the CWT
coefficient of a signal x(t) with a given mother wavelet Ψ is shown in eq. (2.2)

CWT (a, b) =
∫ ∞
−∞

x(t) 1√
|a|

Ψ( t− b
a

)dt (2.2)

where a and b are the scaling and shifting parameters, respectively. The calcula-
tion of wavelet coefficients on every scale is a computational process and expensive
task, which is not suitable for real-time signal analysis. Selecting the scales and
shifts based on the power of two will make it much more efficient. This analysis is
obtained from DWT defined as

DWT (j, k) = 1√
|2j |

∫ ∞
−∞

x(t)Ψ( t− 2jk
2j )dt (2.3)

where 2j and 2jk replaces a and b, respectively. DWT provides sufficient in-
formation of the original signal with a significant reduction in computation time
by passing the signal through a series of low-pass and high-pass filter pairs, as
illustrated in fig. 2.4.

The first step in DWT is to pass the signal through a low and high-pass filter
with the cut-off frequency being the 1/4 of the sampling frequency. According to
the Nyquist rule, the output signal holding half frequency bandwidth of the original
signal can be downsampled by two [38]. Hence, the frequency resolution is dou-
bled through filtering, and the time resolution is halved through down-sampling at
each step [39]. The outputs from the low and high-pass filters are referred to as
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Figure 2.4: Decomposition of an EEG signal using DWT with level 3 decomposition

approximation (A1) and detail (D1) coefficients of the first level, respectively [40].
This step is repeated for the first level approximation and detail coefficient to get
the second level coefficients. The process of decomposing EEG-signals results in
various frequency bands.

Two parameters must be pre-defined when using DWT: the decomposition level
and a mother wavelet. The decomposition of the signal continues until a pre-defined
level is reached. The brain frequency bands mentioned in section 2.1.2 can be
retained in the wavelet coefficient by defining a suitable decomposition level. The
main concept of WT is the similarity of a signal and the selected mother wavelet.
Therefore, selecting an appropriate mother wavelet is crucial for analyzing the
signals as it will affect the outcome. Finding a mother wavelet resembling EEG-
signals’ complexity is rather difficult based on visual since EEG-signals do not have
a defined signal pattern. An appropriate mother wavelet must be found based on
experiments.

2.5.3 Empirical Mode Decomposition
The EMD is an adaptive and data-driven method for decomposing nonlinear, non-
stationary, and stochastic processes, such as EEG-signals. This method decom-
poses a signal into a sum of band-limited functions called Intrinsic Mode Functions
(IMFs) without leaving the time domain with defined instantaneous frequencies
[41]. Two basic conditions need to be satisfied to be an IMF [42]:

• Condition 1: The number of extrema must be equal, or at most differ by one
to the number of zero-crossings.

• Condition 2: At any point, the mean value of the upper and lower envelopes
defined by the local maxima and minima must be zero.

The decomposing of signals into IMFs is what makes EMD a data-driven method
and does not depend on any a priori defined basis system like DWT. IMFs are
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extracted through a process called Sifting, which removes riding waves and make the
wave-profile more symmetric [42] [43]. The sifting process outputs IMFs through
an iterative procedure. The flow of the EMD algorithm for generating IMFs is as
described in table 2.2.

Input: data sequence x[t]

1. Identify all the local extrema in the signal.

2. Compute lower and upper envelopes from interpolations between extrema;
elower(t), eupper(t)

3. Calculate the local mean value with the lower and upper envelopes; m1,1(t) =
0.5(elower(t) + eupper(t))

4. Subtract the mean value from the signal; h1,1(t) = x(t)−m1,1(t)

5. Determine if the extracted signal is an IMF with the given conditions of an IMF
(Condition 1 and condition 2)

6. Repeat step 1 - 4 until an IMF is obtained; c1(t) = h1,k(t)

7. Subtract the obtained IMF from the original signal; x2(t) = x(t)− c1(t)

8. Repeat steps 1- 6 until there are no more IMFs to extract. The last component
extracted as an IMF is called residual.

Table 2.2: The sifting process in EMD algorithm to generate IMFs.

Once the decomposition of IMFs is finished, the original signal can be recon-
structed as

x(t) =
n∑
i=1

ci(t) + rn(t) (2.4)

A visualization of the sifting process is shown in fig. 2.5. The upper plot il-
lustrates step 1. The middle plot illustrates step 2 - computing upper and lower
envelopes after identifying all the local extrema in the signal. The lower plot illus-
trates the original signal in blue, the averages signal with zero mean in green, and
the residual in orange. IMFs extracted from an EEG signal is shown in fig. 2.6

Limitations with EMD

EMD is a data-driven method, meaning IMFs can only be extracted when the sig-
nal to be decomposed fulfills the two conditions mentioned in section 2.5.3.

The spline interpolation in the sifting process is an approximation. This ap-
proximation leads to a minor deviation from the real mean envelope. End effects
occurring nearing the end of a signal are difficulty with EMD and can cause the
spline interpolation to produce large swings. A solution for the end effect is pre-
sented in [42].
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Figure 2.5: Illustration of the shifting process and the spline functions.

Another limitation with EMD is the occurrence of the mode mixing problem
during the sifting process. The mode mixing problem occurs when the signal con-
tains intermittency, which can make the IMFs lose their physical meaning. Signal
affected by noise can also be the cause of mode mixing, as it can be detected as
another kind of intermittency. A solution to this is not focused on this thesis, a
method for removing the mode mixing problem is proposed in [44].

Ensemble mode decomposition (EEMD) is a further development of EMD. The
EEMD is a more robust method developed since EMD is sensitive to noise, which
leads to mode mixing complications. The EEMD defines optimal IMFs compo-
nents as a means of an ensemble of trials. In each trial, the random noise of
finite-amplitude is added to the signal, and EMD is then applied to the new signal.
They are thus providing a noise-assisted data analysis. An overall mean is calcu-
lated when all trials are finished to obtain the true result [45]. The computational
complexity of EEMD is quite heavy due to the ensemble number of trials, which
makes is not suitable for real-time applications. As the theory behind EMD is still
not complete, it is difficult to predict robustness in EEG recordings and should be
taken into consideration [33].
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Figure 2.6: Extracted IMFs and residual using EMD on an EEG signal.

2.5.4 Hilbert-Huang Transform
When analyzing nonlinear systems such as brain activity, a proper definition of
instantaneous frequency is necessary. Recorded EEG data contains multiple fre-
quencies existing at the same time, which makes instantaneous frequency necessary.
One method for achieving this is by the utilization of Hilbert Transform (HT).

Hilbert Transform

The HT generates an analytic signal z(t) by adding the original signal x(t) with
the imaginary part of the transformed signal y(t) = H{x(t)} as shown in eq. (2.5)

z(t) = x(t) + i · y(t) = a(t)eiφ(t) (2.5)

where
a(t) =

√
x2(t) + y2(t) (2.6)

φ(t) = arctan
(
y(t)
x(t)

)
(2.7)

ω(t) = dφ(t)
dt

(2.8)

represents the instantaneous amplitude, the instantaneous phase, and the in-
stantaneous frequency of the signal, respectively [43]. The purpose of utilizing HT
is to obtain local meaningful instantaneous frequencies [42].
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Hilbert-Huang Transform

An IMF obtained through EMD represents one of many oscillatory modes in a
nonlinear and non-stationary signal, which can be both amplitude and frequency
modulated. The obtained IMFs does not represent any good physical interpreta-
tion of data on their own and need further analysis.

Taking the HT of a real-valued IMF results in an analytic signal that can be
used to extract instantaneous frequency as a function of time. Since the extracted
IMFs are obtained from local properties (due to the two conditions for being an
IMF), the instantaneous frequency will provide meaningful information about the
complex signal. Any event can be localized in both time and frequency axis. The
combination of utilizing IMFs from EMD and HT is known as the Hilbert-Huang
Transform (HHT) [42].

2.6 Feature Extraction
Feature extraction aims to reduce the number of features in a dataset by creating
a new set of features from the existing ones (and then discarding the original fea-
tures). This can result in improvements in accuracy, overfitting risk reduction, and
increase the explainability of a model [46].

A feature represents an individual measurable property of processing being
observed [47]. Recorded EEG data contains various features that can be utilized
for representing the signals. Classification by using ML learning algorithms can
be performed on EEG data by utilizing a set of features. The search for a limited
amount of features representing the signal with certainty is a necessary reduction
of computation. By understanding the data, the computational requirement can
be reduced, remove irrelevant or redundant variables, and improve the predictor
performance.

2.6.1 Energy Features
Energy features extract the amplitude and frequency information from the EEG
data. The instantaneous energy produces information about the signal amplitude
and is defined as 2.9

f = log10

(
1
N

N∑
i=1

(S(i))2

)
(2.9)

where S(i) is the coefficient of a signal at position i and N is the length of the
signal [48]. The Teager energy describes variations in the signal frequency and is
obtained with

f = log10

(
1
N

N−1∑
i=1

∣∣(S(i))2 − S(i− 1) · S(i+ 1)
∣∣) (2.10)
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2.6.2 Fractal Features
The fractal dimension describes how the measure of the length of a curve changes
depending on a scale k used as a unit of measurement. A complex index provides
the description. Fractal dimension is suitable for signals exhibiting non-stationary
and transient characteristics, such as EEG [49]. The Petrosian fractal dimensions
(PFD) and Higuchi fractal dimension (HFD) are two types of fractal dimensions.

The PFD provides a fast computation of the fractal dimension of a signal by
translating the series into a binary sequence. The binary sequence is built by
assigning a ’1’ for every difference between consecutive samples in the time series
that exceeds a standard deviation magnitude, and a ’0’ otherwise [50]. The fractal
dimension is computed as shown in eq. (2.11)

FDPetrosian = log10n

log10n+ log10

(
n

n+0.4N∆

) (2.11)

where N∆ is the number of sign changes in the binary sequence, and n is the length
of the sequence.

The HFD algorithm calculates the fractal dimension directly from the time
series by approximating the mean length of the curve using segments of k samples
and estimates the dimension of a time-varying signal directly in the time domain.
This results in reduction in running time [51] [52]. The N -sampled data sequence
X(1), X(2), ..., X(N) is divided into new time series that are subsets of k samples
and are constructed as follows:

Xm
k : X(m), X(m+ k), X(m+ 2k), ...,

(
X

(
m+ N −m

k

)
k

)
(2.12)

where m = 1, 2, ..., k is the initial time and k = 1, ..., kmax is the interval time with
kmax being a constant parameter. In this project kmax = 10 was used. The length
Lm(k) is then calculated for each subset Xm

k as:

Lm(k) = 1
k

N−m
k∑
i=1
|x(m+ ik)− x(m+ (i− 1)k)|

(N − 1
N−m
k

)
(2.13)

The mean value array for the overall signal is then calculated:

Lk = 1
k

1∑
m=1

Lm(k) (2.14)

The HFD is estimated using the array of mean values Lk by calculating the least
square slope of the trajectory:

FDHiguchi = ln(Lk)
ln( 1

k )
(2.15)
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2.6.3 Statistical Features
Statistical features can be utilized as features for describing EEG data. Table 2.3
describes the statistical features used in this work.

Features Description

Maximum,
Minimum

Highest and lowest potential in a time series

Mean,
median

Central tendency,
middle score for a set of data arranged in order of magnitude

Variance,
standard deviation

Dispersion around the mean

Table 2.3: Statistical features used in this work.

2.6.4 HHT-based Features
Features computed based on HHT are the marginal frequency and the mean instan-
taneous amplitude. The former is computed by taking the sum of the instantaneous
frequencies from each obtained IMF. The latter is obtained by computing the mean
for each IMF. These features are recreated from [53].

2.7 Dimension Reduction
Reducing the dimension for a high-density recorded EEG-signal can reduce the
computational complexity when creating a classification model. One method to do
so is by using PCA.

2.7.1 Principal Component Analysis
PCA is a statistical technique that reduces the dimensionality of a dataset while
preserving as much variability as possible. It reduces the dimensionality of the
variable space by representing it with new variables called Principal Components
(PCs) that are linear functions of those in the original dataset. The new variables
are independent of one another and are calculated, such that the first one explains
the highest amount of variability in the system, the second next highest, and so on
[33, 54, 55].

PCA highlights specific features of data and reduces the dimension. This is
usually a difficult task to identify in the unfiltered spatial data as weights combi-
nations of all EEG channels create the new components. One limitation of PCA
utilization is that it fails to separate or identify similar or ocular artifacts from EEG
when amplitudes are comparable since PCA depends on the higher-order statistical
property [33].
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2.8 Multi-class classification
According to [56], ML is a computer’s ability to adapt to new circumstances and to
detect and extrapolate patterns. Computers can learn from experience using one
of two types of learning techniques:

• Unsupervised learning: detect hidden patterns from input data.

• Supervised learning: use known input and output for training a model to
predict future outputs.

2.8.1 Machine Learning
A feature vector created by extracted features and their assigned target labels is
used as training parameters for training a model. The model is trained to generate
reasonable predictions as a response to new features. This way of training models
is known as supervised learning.

A model is trained to predict when new inputs are given with classification algo-
rithms. The unknown target function y = f(x) represents the correct predictions,
and the hypothesis function h(x) approximates the unknown target function. The
goal of the learning process is to find the hypothesis function that best approxi-
mates the unknown target function [56].

Obtaining a hypothesis functions that fit the future data best is of interest.
The approximation of a hypothesis function must be tested with unseen data to
validate its performance. One method for estimating a trained model’s accuracy is
by using a method called k-fold cross validation. This method first splits the data
into k equal subsets and then into training data and test data. Then k rounds of
learning rounds are performed. For each round, 1

k of the data is used for testing
and the remaining for training. The average test score from the k rounds gives
a better estimate than a single classifier accuracy score. Most used k values for
cross-validation are k = 5 and k = 10, as they are enough for obtaining estimates
statistically likely to be accurate.

In this work, five different ML classification algorithms are utilized for finding
the best training model. Descriptions of the classification algorithms used in this
work are described below.

Support Vector Machine

A Support Vector Machine (SVM) uses hyperplanes to separate classes of data
by maximizing the margins, which are the distance between the nearest training
points from different classes [7]. The hyperplane is defined by vectors called sup-
port vectors. SVM has an advantage of transforming to higher-dimensional space
for easier separation of nonlinear data using kernel trick and is therefore flexible to
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represent complex functions [56]. Of the kernels, the linear kernel is computation-
ally efficient. In some cases, it is impossible for the linear hyperplane to separate
classes. Therefore, nonlinear decision boundaries are introduced to map data to
another space to make them more separable, which increases the classifier’s com-
plexity. Examples of nonlinear kernels used are the Radial Basis Function (RBF),
sigmoid and polynomial [7].

k-nearest neighbors

The k-NN algorithm does not attempt to construct a general internal model; it
stores instances of the training data, so no learning is required. The k-most similar
data points to a new data point from the training dataset are localized. A prediction
is then obtained by majority voting applied over the k-nearest data points [57]. The
learning is based on the k nearest neighbors, where k is an integer value that must be
specified by the user. The optimal choice of the value k is highly data-dependent:
in general, a large k suppresses the effect of noise but makes the classification
boundaries less distinct [58]. The best k-value for the given data can be found by
algorithm tuning. The computational complexity of this algorithm increases with
the size of the training dataset.

Decision Tree

A Decision Tree (DT) is a non-parametric classifier that predicts the value of the
target variable by learning simple decision rules inferred from the data features.
DT learning is a heuristic, non-backtracking, one-step lookahead search through
the space of all possible decision trees [59]. DT has a structure with each internal
node denoting a test on an attribute, each branch representing an outcome of the
test, and leaf nodes representing classes or class distribution [60]. The deeper the
tree, the more complex decision rules, and the fitter the model. The navigation
to the different nodes is test-based, and the output is predicted once the leaf node
is reached. The cost of using the tree is logarithmic in the number of data points
used to train the tree. A disadvantage of DT is that over-complex trees that do
not generalize the data well can be created, called overfitting [61].

Random Forest

The Random Forest (RF) is an ensemble learning algorithm, meaning it generates
classifiers and aggregates their results. It consists of several DTs, each giving a
prediction, and the class with most votes become the models’ prediction. This is a
more robust method compared to DT, as this concept protects each of the classifiers
from their own individual errors. In an RF, each node is split using the best of a
subset of predictors randomly chosen at that node. RF has shown to outperform
SVM and k-NN and is robust against overfitting. This is also a user-friendly as
it only has two parameters (the number of trees in the forest and the number of
variables in the random subset at each node) and is not very sensitive to their
values. [62]
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Naive Bayes

NB is a probabilistic classifier based on Bayes’ Theorem. The simple form of the
calculation for Bayes Theorem is as follows:

P (A|B) = P (B|A)P (A)
P (B) (2.16)

where P (A|B) is the probability of interest. The Bayes Theorem assumes that
each input variable depends on all other variables, which causes complexity in the
calculation. A direct application of the Bayes Theorem becomes intractable as the
number of features increases [63].

Removing the assumption of dependency and considering each input variable
as independent from each other dramatically simplifies the calculation. The mo-
tivation for this concept is the simplification of computation, hence called naive
[60]. The fast computing when making decisions is an advantage of NB, and not
requiring large amounts of data before learning can begin [64].

2.8.2 Deep Learning
Conventional ML techniques have a limitation of not having the ability to process
raw data. The construction of ML systems requires careful engineering and reason-
able domain expertise to design a feature extractor that transforms the raw data
into a feature vector used as input to a classifier. Using a robust automatic clas-
sification of EEG-signals can be an essential step in making EEG more practical
in applications and less reliant on human design. Hence, DL is investigated as an
additional classification technique in this work [65].

DL is a subset of ML where algorithms inspired by the human brain called
Neural Networks (NN) are utilized to learn from a large amount of data. Its called
’deep learning’ because of various deep layers in the NN that enable learning [66].
DL has achieved state-of-the-art performance in computer vision and speech recog-
nition, especially with the use of the common deep NN architecture called CNN.
It is designed for processing data arranged in sequential arrays of one or more di-
mensions [67].

Representation learning is a set of methods allowing machines to work with raw
data and automatically discover the representations needed for classification. DL
methods are representation learning methods containing multiple levels of repre-
sentation. They are obtained by composing nonlinear modules that transform the
representation at one level, into a representation at a higher level. The first level
transforms the raw input into a slightly more abstract level. Complex functions,
such as EEG, can be learned by obtaining enough of such transformations [67].

For classification tasks, higher layers of representation amplify the input fea-
tures that are important and suppress irrelevant variations. These layers of features
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are learned from data using general-purpose learning procedures, not layers of fea-
tures designed by human engineers. This is the key aspect of DL. [67].

The objective of NN is to create a model that performs well both on training
data and unseen data on which the model will be used to make predictions. The
ability to perform well on unseen input data is called generalization. The models’
ability to generalize to new data can be estimated using methods like the train-
test-split.

Loss is a metric for how a NN learns - by adjusting weights and biases in a
manner that reduces the loss. It is of interest to minimize the loss value. In
classification, classes are predicted based on probability. Hence loss is also based
on probability. The NN minimizes the likelihood of assigning a low probability to
the actual class.

Limitations of utilizing deep learning with EEG data

The amount of available EEG data for training compared to image classification is
very limited. The collection of EEG data is both time-consuming and physically
demanding for the subject performing the experiment. The computational power
allows for a classification of EEG data without the need for feature extraction.
However, it may not obtain convinced results as the limitation of a small amount
of training data [68].

The computation complexity may be much higher using DL than traditional
ML, caused by achieving the necessary layers needed for the classification. This
is a disadvantage for using DL in real-time applications as more time is needed to
train models and may impact the user experience.

When using DL with CNN, interpreting the importance of the features used for
classification will be difficult as CNN executes end-to-end learning. The analysis
of features used on most traditional ML algorithms is possible but is difficult or
impossible with NN. A confusion matrix can be used to assess the performance in
greater detail. The accuracy and loss of both training and test sets can also be
plotted for each epoch (training rounds) to assess NN’s convergence.



Chapter 3

State-of-the-art

Various types of techniques have been carried out to analyze EEG-signals. This
chapter gives a summary of the most relevant related work for subject identification
using EEG. Most of the related work are offline classification, and two with real-
time performance. A summary of state-of-the-art research is presented in table 3.1.

3.1 Classification with feature extraction
Subject identification based on imagined speech as neuro-paradigm was executed
in [69]. The EEG-signals were decomposed using EMD, and the most relevant
IMFs were selected using the Minkowski distance for each channel. Four features
were then computed for each IMF: instantaneous and Teager energy, and HFD,
and PFD. The dataset contained 20 subjects imagining 30 repetitions of five words
in Spanish in resting-state. The classifiers’ RF, SVM, NB, and k-NN were used to
compare performance. The 10-fold cross-validation validation gave an accuracy of
up to 0.92 using the linear SVM.

An identity authentication system using ERPs as a base was executed in [70].
The dataset consisted of 26 subjects giving a feedback-related response of a P300-
speller. Also, in this work, EMD was utilized with Minkowski distance for extract-
ing the most relevant IMFs from each channel. The accuracy index was computed
using SVM for classification and the 10-fold cross-validation. A greedy algorithm
was used for reducing or increasing the number of channels. The accuracy obtained
using nine channels was 0.97 for classifying 24 subjects; the accuracy decreased to
0.91 when only five channels were used.

A study of feature extraction and classification methods were executed in [71].
Three different classification algorithms SVM, k-NN, and NB were employed with
two different feature extraction methods EMD and DWT. The aim of the study
was subject identification using low-density EEG-signals of resting-state data. A
greedy algorithm was used for reducing the number of channels with a minimum
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loss of accuracy. The dataset contained recording from 27 subjects using one set
with 14 channels and four subsets (8, 4, 2, and 1 channel). EMD showed to be
more robust as a technique for feature extraction during resting-state, especially
for a low number of channels. The study also showed that linear SVM gives a
higher accuracy rate when using high-density EEG-recordings, while Gaussian NB
is better for low-density EEG-recordings.

In [72], a four-objective optimisation method for optimal EEG channels selec-
tion for detecting intruder as well as identifying subjects was presented. Two IMFs
from each channel were extracted using EMD, and two energy features were com-
puted on each IMF. The features were used as input for one-class/multi-class SVM.
The method was tested on ERP data collected using 56 channels on 26 subjects.
The best result obtained was 0.98 for subject identification, with TAR of 0.96 and
True Rejection Rate (TRR) 0.93 using seven EEG channels found using the non-
dominated sorting genetic algorithm (NSGA)-III in a subset of subjects manually
created.

Feature extraction based on HHT for biometric identification with EEG was
performed in [73]. Features computed after taking the HHT of IMFs were instan-
taneous frequency and instantaneous amplitude. The system was tested on two
datasets with different protocols and a single recording channel. The first dataset
containing 122 subjects with EEG acquired while users were viewing a series of
pictures, and the second dataset contained 109 subjects performing motor and
imagery tasks. The instantaneous amplitude-based features were classified using
the Linear Discriminant Analysis (LDA) -based classifier. For the instantaneous
frequency-based features, the k-NN (3-NN) was used as this gave the best results.
The average accuracies obtained from the two datasets using only a single elec-
trode were 0.96 and 0.99, respectively. However, this method must be tested on
other paradigms for validation. The first dataset contained only one session, while
the second dataset had three sessions separately collected by only a few minutes.
An ideal dataset for testing this method is with multiple sessions with intervals of
several days to establish stability. In this work, lower frequency bands’ utilization
seemed to yield better biometric performance for both datasets.

A method for subject identification based on VEP signals and NN was proposed
in [74]. A backpropagation NN with a single hidden layer was trained to identify
subjects using the gamma frequency band (30-35 Hz) with the spectral power ratio
of VEP signals. The dataset included 20 individuals recorded with 61 electrodes.
A zero-phase Butterworth digital filter and Parseval’s time-frequency equivalence
theorem were used to compute the spectral-power ratio of the gamma-band. The
NN classification gave an average accuracy of 0.99 across 400 test VEP patterns
using a 10-fold cross-validation scheme.
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3.1.1 Real-time classification
In [75], the classification of imagined-speech neuro-paradigm was performed in-
tended for real-time classification. DWT with Biorthogonal 2.2 (Bior2.2) as a
mother wavelet was used to compute the instantaneous and Teager energy distri-
bution for feature extraction. The Common Average Reference (CAR) was utilized
for increasing SNR. For classification, RF classier was implemented with 10-folds
cross-validation. The subject identification experiment was conducted on a dataset
containing 27 subjects, which imagined 33 repetitions of 5 words in Spanish and
obtained an accuracy of 0.98 for subject identification.

A real-time, EEG-based individual identification interface was presented in [76].
The system collected EEG-signals through a mono-polar singe channel in real-time
using a mobile EEG device. The interface was evaluated using an experiment
involving 20 subjects in resting-state with eyes closed. From the one minute EEG
recordings, 27 features in theta (4-7 Hz), alpha (8-13 Hz), and beta (14-30 Hz)
bands were extracted as inputs to the classification module. The extracted features
were three statistical features (mean absolute amplitude, absolute amplitude, mean
square, and variance), Hjorth parameters (activity, mobility, complexity) [77], and
three parameters from each frequency bands (max power, center frequency, sum
power). The k-NN was utilized for real-time classification. The system gave an
accuracy of 1.0 when the system was tested on less than four of 20 subjects and
slowly decreased as the number of subjects increased. The accuracy stabilized
around 0.7 as the subject capacity increased from 12 to 20.

3.2 Noise reduction and Artifact Correction
Raw EEG-signals usually consist of electrical artifacts, as mentioned in section 2.1.
Hence, pre-processing EEG data is crucial for removing or reducing artifacts and
noise to improve SNR. The most common of these are the 50 Hz or 60 Hz powerline
noise from nearby electronics and muscular artifacts obtained from the movements
of the face and eyes.

3.2.1 Artifact Correction: Filtering
Applying filter on raw EEG data is one method for improving SNR. Powerline noise
caused by AC power supply can be suppressed by applying a notch filter (bandstop
filter) with a narrow stopband at 50 Hz or 60 Hz depending on the AC frequency
[7]. The same effect can be achieved by using high or low-pass filtering depending
on what frequencies are of interest for the specific experiment.

As mentioned in section 2.1.2, different brain frequency bands can be reflected
in EEG data depending on what tasks are executed by a subject. Therefore, by
preserving the most meaningful frequency, the SNR can be improved by filtering
out the unnecessary brain frequency bands for the given experiment. Various fil-
ters can be utilized to keep the most relevant information (e.g., low-pass filters,
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band-pass filters) within a specific frequency range. One popular filter for EEG
pre-processing is the Butterworth filter because of its flat magnitude in the band-
pass [78] [7].

3.2.2 Artifact Correction: Principal Component Analysis
The first few PCs computed by PCA represent most information of the original
data. Hence, PCA can be implemented to remove noise by ignoring less important
components, in our case number of channels, and reconstruct the input signal using
the first few components. This results in increasing of SNR [7] [79]. In [80], PCA
was utilized as a pre-processing step for noise reduction and as a feature extraction
in [81] [27].

3.3 Deep Learning
The ability to automatically extract relevant features for classification with DL
encourages the use of NN in EEG tasks.

CNN was used to automatically extract features and EEG data, and con-
duct classification for individual identification in [82]. This method was tested
on resting-state neuro-paradigm with subjects having their eyes open and closed.
The CNN-based identification system yield a high degree accuracy of 0.88 for 10-
class classification. Additionally, the inter-personal difference was found using the
low-frequency band (0-2 Hz), and obtained results that showed temporal portions
at 200 ms. could be used to individualize subjects.

Another paper [83] used CNN for detecting P300 waves in the time domain for
BCI. Without any channel selection, the best results obtained for a multi-classifier
was a recognition rate of 0.95.
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Source
No.
Chs.

No.
Subj.

Nauro-
paradigm

Pre-
processing

Artifact
removal

Feature
extraction

method
Features Classification Acc.

[69] 14 20 Resting No - EMD
Energy,
fractal

RF, NB,
SVM, k-NN

0.92

[70] 14, 9 26 ERP no no EMD
Energy,
fractal

EMD 0.97

[71]
14,

8, 4,
2, 1

27 Resting DWT -
EMD,
DWT

Energy,
fractal

SVM,
k-NN,

NB
0.91

[73] 1
122/
109

ERP no no EMD
Energy,
fractal

EMD 0.97

[74] 61 26 ERP no no EMD
Energy,
fractal

EMD 0.97

[75] 14 27 Resting CAR no DWT Energy RF 0.98

[76] 1 20 Resting
WT,

FFT-filter
yes

Theta,
Alpha,
Beta

Statistical,
Hjort,

power spec.,
max power,

center frequency
sum power

k-NN 0.7

[71] 56 26 ERP CAR - EMD Energy
one-class

multi-class SVM
0.98

[82] 64 10 Resting normalizing - - - CNN 0.88
[83] 64 2 ERP normalizing - - - CNN 0.95

Table 3.1: Summary of state-of-the-art work.
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Chapter 4

Materials and Methods

The following chapter explains the materials and methods used for classifying EEG-
signals produced by different neuro-paradigms. The two classification techniques
utilized are ML with feature extraction described in section 4.6.1 containing three
elements: preprocessing, feature extraction, and classification, and DL described in
section 4.6.2 using raw-EEG signals. The methods used for dimension reduction
and channel selection are described in section 4.5 and section 4.7, respectively.

4.1 Datasets
In this work, two datasets containing different neuro-paradigms were used for com-
paring the different classification techniques - both containing subjects in resting-
state and executing cognitive tasks.

4.1.1 P300-speller dataset
A dataset from the BCI Challenge, proposed by IEEE Neural Engineering Con-
ference [84] were utilized. The dataset contains EEG data from subjects trying
to spell words by paying attention to visual stimuli, known as the ”P300-Speller”
paradigm. The P300-Speller paradigm uses both EEG and P300-responses to se-
lect items displayed on a screen.

The data was recorded from an experiment where each subject was presented
numbers and letters to spell words. For selecting a letter of a word, items in a
group were flashed on a screen in random order. A letter would then be selected
by an online algorithm, which could be either correct or wrong. The subject’s
feedback response will be a positive or negative feedback-related response of the
P300-speller system, lasting for 1.3 sec. The recorded EEG-signals are ERPs from
positive or negative feedback-related responses of the selected letter. The protocol
design using the P300-speller is presented in fig. 4.1.
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Figure 4.1: Protocol design using P300-speller for recording positive or negative feedback
related response [70].

This dataset also contains EEG-signals from subjects at rest lasting for 2.5 −
4 sec. before the selected letter is displayed to subjects, as shown in fig. 4.1. The
ERP data containing positive and negative-feedback responses, and the resting-
state before the letter chosen by the online algorithm from this dataset are utilized
as neuro-paradigms in this work.

The experiment was conducted on 26 subjects (13 male, range 10 − 37, the
mean age of 28.8 ± 5.4 (SD)) with normal or corrected-to-normal vision. EEG
data were recorded using 56 passive Ag/AgCl EEG sensors following the extended
10− 20 system. Each subject participated in five sessions, with each containing 60
instances with a sampling rate of 200Hz.

4.1.2 Spatial Attention dataset
The second dataset used in the preparation of this work were obtained from the
Network - BMI Brain Database Project database (https://bicr.atr.jp/dbi/
download/). The Network-BMI Brain Database is the result of co-investigators’
efforts from the ATR Cognitive Mechanisms Laboratories, Kyoto, Japan. The data
was presented at [85, 86].

When collecting this dataset, the subjects were executing spatial attention tasks
in which the subjects attended to the right or left following instructions given by the
visual stimuli. Each recorded instance consists of two epochs: Attention (8 sec.).
and Control (4 sec.). Between each epoch, there are short rest-epochs (6− 10 sec).
The protocol for spatial attention tasks with rest-epoch is shown in fig. 4.2. This
rest-epoch was chosen as the second resting-state neuro-paradigm.

The experiment was conducted on 40 subjects between the ages of 20−40 (mean:
24.6, SD 6.4) with normal or corrected-to-normal vision. The EEG was recorded
at a sampling rate of 256 Hz using 64 electrodes referenced to the common mode
sense (CMS) active electrode. The EEG channels were placed to cover the whole
head on all subjects. Each subject executed one experiment, where each experiment
consists of eight sessions, and each session consists of 25 instances.

https://bicr.atr.jp/dbi/download/
https://bicr.atr.jp/dbi/download/
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Figure 4.2: Timeline of the Spatial Attention experimental. One instance consisting of
3 epochs: Rest, Control and Attention [85].

Summary of datasets

A summary of the datasets and neuro-paradigms utilized in this work is presented
in table 4.1. The different datasets will be referred to as the name given in the table.
The resting-state data from Dataset 1 and Dataset 2 are arranged into 2 sec. long
epochs for the possibility to compare results from the same type of neuro-paradigm
acquired from different experiments.

Dataset Neuo-paradigm Subjects Sessions Instances Channels Epoch length

Dataset 1:
P300-speller

ERP 26 5 60 56 1.3 sec.

Dataset 1:
P300-speller

Resting-state 26 5 60 56 2 sec.

Dataset 2:
Spatial Attention

Resting-state 40 8 25 68 2 sec.

Table 4.1: Summary of datasets and neuro-paradigms used in this work.

4.2 Pre-processing
The aim of pre-processing EEG-signals is to improve the SNR. The most relevant
information in the raw signals can be obtained by removing or suppressing noise
caused by subjects, environment, or electrodes. Analyzing the frequency content
of a signal can indicate noise contaminating the signal. Hence, FFT is applied to
each neuro-paradigm utilized in this work to analyze the frequency content.

4.2.1 Frequency spectrum of Dataset 1
The frequency spectrum of ERP data and resting-state data from Dataset 1 using
raw EEG-signals are shown in fig. 4.3. The EEG-signals are affected by powerline
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noise visible at 50 Hz, and 78 Hz with a high-frequency response for ERP and
resting-state data. In the experiment where the P300-speller dataset was recorded,
a band-pass filter from 1.0− 20.0 Hz was used for processing the signals to extract
the relevant brain activities from the low-frequency area. Hence, an Infinite impulse
response (IIR) Butterworth band-pass filter with 1.0 − 20.0 Hz of order six was
applied to the raw EEG-signals as a pre-processing step. This filter was used
because of its maximally flat magnitude in the band-pass [7].

(a) ERP data (b) Resting-state data

Figure 4.3: Frequency spectrum of raw EEG signals from Dataset 1.

4.2.2 Frequency spectrum of Dataset 2

Fig 4.4 shows the frequency spectrum obtained by taking the FFT of the raw
resting-state data from Dataset 2. High-frequency values at 0 Hz caused by offsets
in the EEG-signals are visible. There are also visible peaks at 60 Hz caused by the
powerline noise. In the experiment where the dataset was recorded, a band-pass
filter from 0.5 − 40.0 Hz was applied to the EEG data to preserve the necessary
frequency activity. Hence, The IIR Butterworth band-pass filter with 0.5 − 40.0
Hz of order six was applied as a pre-processing step for Dataset 2.

Figure 4.4: Frequency spectrum of raw resting-state data from Dataset 2.
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4.2.3 Overview of pre-processing methods
As mentioned in section 3.2, the are numerous ways to pre-processed raw EEG
data. As most brain activity exists in the low-frequency range of EEG data, an
increase in SNR can be achieved by removing high-frequency components. The sig-
nal analysis methods EMD and DWT can improve the SNR by removing the first
IMF from EMD or the first coefficient from DWT, as they contain high-frequency
mode of a signal. However, depending on the experiment, these components can
hold on useful information that can affect the result [87].

There are no defined solutions for this process, as this depends on many fac-
tors. Thus, a combination of methods with pre-processing as well as methods
without pre-processing, was explored. Regardless, pre-processing is a crucial step
for achieving high-quality data. An advanced review of this is out of the scope for
this work.

An overview of pre-processing steps used on the methods in this work is pre-
sented in fig. 4.5. When using DWT, the first coefficient D1 was removed before any
feature extraction to remove high-frequency components from the EEG-signals. Af-
ter band-pass filtering, ERP data, and resting-state data from Dataset 1 contained
EEG-signals with a frequency range of 1.0 − 20.0Hz. Hence, only the frequency
bands theta, alpha, and beta were included for ERP data and resting-state data
from Dataset 1 after pre-processing.

Raw EEG data

DWT: 
remove first coefficient

IIR
 band-pass filter

Frequency bands

EMD

PCA Principle Components

Feature extraction

Figure 4.5: Pre-processing steps used on each dataset. For Dataset 1, IIR band-pass
filter 1.0 − 20.0 Hz was applied, and for Dataset 2 an IIR band-pass filter 0.5 − 40 Hz.
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4.3 Decomposition of EEG signals
Two signal analysis methods and filters were utilized for decomposing EEG-signals
before any feature extractions: EMD, DWT and, IIR Butterworth band-pass and
high-pass filters for extracting brain frequency bands. The effect of employing
signal decomposition as a basis for feature extraction will be examined on all neuro-
paradigms.

4.3.1 Decomposition with Empirical Mode Decomposition
EMD was applied to each neuro-paradigm data for extracting IMFs from the EEG-
signals using a cubic spline function for interpolation. This method was based on
experiments from [69, 70, 71].

EMD produces a different number of IMFs depending on the signal content.
When training and validating a model using features, it is important to use an
equal number of IMFs from each instance when extracting features from IMFs.
The most relevant IMFs were therefore chosen using the Minkowski distance as
proposed in [88]. For all three neuro-paradigms, the first two IMFs were chosen as
this was the minimum number of relevant IMFs in all channels between all subjects.
An illustration of decomposing an EEG-signal with n channels using EMD is shown
in fig. 4.6.

EMDChannel	1

Channel	2

Channel	n

EMD

EMD

IMF	1

IMF	2

IMF	1

IMF	2

IMF	1

IMF	2

.

.

.

.

.

.

Figure 4.6: EMD applied as a signal decomposition method on n EEG channels.

4.3.2 Decomposition with Discrete Wavelet Transform
DWT was applied to obtain multi-resolution decompositions of EEG-signals. The
selection of a suitable mother wavelet is crucial for analyzing the signal using DWT,
as it will affect the outcome. Based on related work in [89, 75, 71], the wavelets
Biorthogonal 2.2 (Bior 2.2), Biorthogonal 4.4 (Bior 4.4), Symlets 7 (Sym7) and
Symlets 9 (Sym9) were tested as mother wavelets for decomposing EEG-signals.
The number on the wavelets represents the order of each wavelet. For Biorthogonal
wavelets, the first order is for reconstruction and the second for decomposition.
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The wavelet resulting in the highest validation accuracy was chosen as a mother
wavelet for the specific neuro-paradigm. An illustration of decomposing an EEG
signal using DWT is shown in fig. 4.7.

DWTChannel	1

Bior	2.2

cA5, cD5, cD4, cD3, cD2, cD1

DWTChannel	2

Bior	2.2

cA5, cD5, cD4, cD3, cD2, cD1

DWTChannel	n

Bior	2.2

cA5, cD5, cD4, cD3, cD2, cD1

.

.

.

.

.

.

Figure 4.7: DWT with wavelet Bior 2.2 and five levels of decomposition applied as signal
decomposition method on n EEG channels.

For all three neuro-paradigms, DWT with five-level decomposition was applied
on each EEG channel. The level of decomposition was chosen to resembling the
brain frequency bands from section 2.1.2. The frequency bands obtained from each
dataset is presented in table 4.2 and table 4.3.

Decomposition
Levels

Frequency
Bands

Decomposed
Signals

EEG Band covered

1 50 - 100 Hz cD1 Higher Gamma and noise
2 25 - 100 Hz cD2 Gamma
3 12.5 - 25 Hz cD3 Beta
4 6 - 12 Hz cD4 Alpha
5 3 - 6 Hz cD5 Theta
5 0.5 - 3 Hz cA5 Delta

Table 4.2: Frequency bands created using DWT with five levels on Dataset 1.

Decomposition
Levels

Frequency
Bands

Decomposed
Signals

EEG Band covered

1 64 - 128 Hz cD1 Higher Gamma and noise
2 32 - 64 Hz cD2 Gamma
3 16 - 32 Hz cD3 Beta
4 8 - 16 Hz cD4 Alpha (8-14) Hz and Beta (14 - 30)
5 4 - 8 Hz cD5 Theta
5 0.5 - 4 Hz cA5 Delta

Table 4.3: Frequency bands created using DWT with five levels on Dataset 2.
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4.3.3 Decomposition with frequency bands
With this method, four IIR Butterworth band-pass filters and one high-pass filter
were applied on each channel to extract brain frequency bands. Each channel
was decomposed into frequency bands: delta, theta, alpha, beta, and gamma with
their corresponding frequencies described in table 2.1. An illustration of signal
decomposition using frequency bands is illustrated in fig. 4.8.

DeltaBandpass	filter:	0.5	Hz	-	4.0	Hz

Channel	n

Highpass	filter	>	30	Hz

Theta

Alpha

Beta

Gamma

Bandpass	filter:	4.0	Hz	-	8.0	Hz

Bandpass	filter:	8.0	Hz	-	14.0	Hz

Bandpass	filter:	14.0	Hz	-	30.0	Hz

Figure 4.8: Decomposing each EEG channel into frequency bands.

4.4 Feature extraction
Once the EEG-signals were decomposed, features were extracted. The features
presented in table 4.4 were extracted from all three neuro-paradigms.

Feature type Extracted features

Energy instantaneous energy and teager energy
Fractal petrosian and higuchi fractal dimension
HHT-based marginal frequency, mean instantaneous amplitude
Statistical min, max, mean, median, variance, standard deviation

Table 4.4: Features extracted from Dataset 1 and Dataset 2.

The behavior of feature combinations on the different neuro-paradigms is of inter-
est. Table 4.5 shows the different feature sets used in this work.

Feature sets 1 2 3 4 5 6

Feature
types

energy statistical HHT-based
energy,
fractal

energy,
fractal,

statistical

energy, fractal
statistical,
HHT-based

Table 4.5: Features sets used after decomposition.
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4.5 Dimension Reduction
PCA minimizes the number of variables used to explain the maximum variance for
a given dataset. PCs obtained from applying PCA on each epoch were used to
create a feature vector. The feature vector was then utilized as input to the ML
algorithms for creating classification models.

The number of PCs obtained is based on the cumulative variance in a dataset.
PCA allows us to observe the trade-offs between the number of PCs utilized and
the total variance explained by the data. For instance, fig. 4.9 presents the fraction
of variance explained by each PC using ERP data from Dataset 1. A threshold
at 95% is marked to show how many PCs are needed to preserve 95% of the total
variance in the dataset.
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Figure 4.9: Cumulative explained variance for all epochs using ERP data from Dataset
1. The red line marks 0.95 of the total variance.

The number of PCs obtained varies on each epoch individually. To create
feature vectors of equal length, an equal number of PCs must be extracted from
all epochs. The smallest number possible was chosen considering efficiency and
performance. For all three neuro-paradigms, the two first PCs were enough for
retaining 95% of the variance representing the original data. ERP data using 56
channels with 2 PCs gave a feature vector of length: channel × nPC = 56 × 2 =
112. Figure fig. 4.10 illustrate the process of using PCA as a dimension reduction
technique with classification.

ML	algorithm

Epoch	1 PCA

1PC

nPC

Feature	vector

Epoch	n PCA

1PC

nPC

Feature	vector

Figure 4.10: PCA applied on epochs for obtaining PCs to create feature vectors.
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4.6 Classification
Two different techniques were utilized in the classification part as illustrated in
fig. 4.11. The first classification technique uses feature extraction and ML classi-
fication algorithms explained in section 4.6.1, while the second technique uses DL
to classify raw EEG-signals as explained in section 2.8.1.

Raw EEG signals

Classify subject

Signal decomposition

Dimension reduction

Feature extraction
Deep learning

M achine learning

Figure 4.11: Flowchart of classification techniques used in this work.

4.6.1 Classification using feature sets
An overview of the signal decomposition methods, features, and classification used
on each neuro-paradigm for obtaining accuracy is described in four steps (far left
branch in fig. 4.11):

1. Decompose the individual EEG-signals

EEG-signals were decomposed using EMD (two IMFs), DWT (five frequency
bands), and IIR Butterworth filters (five brain frequency bands) separately. The
EMD algorithm utilized in this work is from the PyEMD package [90]. The DWT
algorithm is from the PyWavelet package [91], a free Open Source software. The
IIR Butterworth band-pass and high-pass filters used in this work were created
using the open-source Python Scipy Signal processing package [92].
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2. Create an array of features for each decomposition

For each decomposed signal, feature sets presented in table 4.5 were computed, and
an array of features for each channel in an EEG-signal was created. This process
was performed on each neuro-paradigm using EMD, DWT, and frequency bands
as a basis for feature extraction.

3. Clasify the feature vectors and obtain accuracy for each classefier

The obtained arrays of features from each channel were then concatenated to obtain
a single feature vector per instance. The created feature vectors were used as input
to the classifiers. Figure 4.12 shows an illustration for obtaining a feature vector
from an instance using EMD as a basis for feature extraction. The feature vector’s
size varied depending on what features were extracted and the method used for
decomposing the signals. E.g., an instance containing five channels with EMD as
basis function for extracting statistical features would result in a feature vector of
size 60 (channels× IMFs× features = 5× 2× 6 = 60).

Channel	n

Feature	set	1,	2	or	3IMF	1

IMF	2

IMF1 

IMF2

Decomposition
(EMD)Channel	1

Decomposition
(EMD)

Feature	set	1,	2	or	3

Feature	set	1,	2	or	3

Feature	set	1,	2	or	3

Feacture	vector

.
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.

.

.
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Figure 4.12: Illustration of creating a feature vector for an instance using EMD as basis
for extracting features. Feature extracted from each EEG channel is concatenated to
create one feature vector.

4. Select classifier model with the highest accuracy

Supervised ML models were created using the 5-fold cross-validation for obtaining
the model accuracy. The ML algorithms used for creating models were: DT, RF, k-
NN, SVM, and NB. The best parameter for each classifier was found by repeating
experiments using different parameters and select the classifier with the highest
accuracy. The set of parameters used for each classifier was based on work in [13]:

1. RF: depths = [2, 3, 4, 5, 6]

2. k-NN: neighbors = [2, 3, 4, 5, 6, 7, 8, 9, 10]

3. SVM: kernels = [linear, radial basis function (RBF), sigmoid polynomial]
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The classifications algorithms used in this work are from Scikit-learn [93], an open-
source machine learning library in Python containing several built-in classification
algorithms. The GaussionNB from the Sckit-learn library was used for getting the
NB classifier with its default parameters.

4.6.2 Classification using deep learning
The second classification technique (right branch in fig. 4.11) uses raw EEG-signals
(voltage) as input for a CNN. The CNN architecture implemented in this work was
based on a public architecture called EEGNet [94]. The model was designed for
classifying raw EEG data. EEGNet was made with the goals of i) be applied across
several different BCI paradigms, ii) be trained with minimal data, and iii) produce
neurophysiologically interpretable features. Figure 4.13 visualizes the EEGNet ar-
chitecture and shows the four main sections after input.

The first sections (Conv2D) executes a convolution with several temporal fil-
ters, within each channel, with a size of half the sampling rate. The convolutions
result in a series of signals bandpass-filtered of different sizes.

Figure 4.13: Illustration of EEGNet architecture [94].

The second section (DepthwiseConv2D) uses the previous layer’s output to per-
form a depth-wise convolution, which results in frequency-specific spatial features
by extracting spatial features (between channels) from each temporal filter. This
step allows for extracting meaningful features from EEG-signals. Depth-wise con-
volution reduces the number of trainable parameters to fit.

The third section (SeparableConv2D) is a combination of depth-wise convolu-
tion, followed by a point-wise convolution. This step summarizes and combines the
output from the previous layer in a meaningful way. The benefits of using separable
convolutions are reducing the number of parameters to fit and optimally merging
the outputs.
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The last section is the final classification by a softmax layer. This CNN ar-
chitecture allows extracting essential features from raw EEG-signals while limiting
the number of interest parameters.

4.7 Channel Reduction
Using a large number of channels in EEG recordings in real-time classification will
make the system computationally expensive. In [70], it was found that a sub-
set of five channels was enough for giving a high accuracy rate comparable with
the accuracy obtained using all channels. In this work, five channels from each
neuro-paradigm were selected for testing the classification techniques with a re-
duced number of channels.

The channels were chosen based on work in [95], where five channels were chosen
for EEG Seizure Detection. The channel with the lowest standard deviation (SD)
was first selected with the idea of low SD when seizures are detected and high SD
when noise and muscular artifacts are present in EEG-signals. The remaining four
channels were then selected based on the similarity of the first selected channel.
The mutual information (MI) was used as a quantitative measure for finding the
similarity of two random variables and were applied for finding the interdependent
channels with the first selected channel. The four remaining channels selected re-
sulted in higher MI than the first channel.

The main reason for using fewer channels is to reduce the computational com-
plexity for real-time classification using low-density EEG recording. However,
channel selection can also provide channels that contain more information for the
neuro-paradigm used.
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Chapter 5

Experiment design and
implementation

This chapter explains the implementation of a simulated subject identification sys-
tem for real-time classification. The server and database used in this work are part
of the EEG-based biometric system containing both identification and authentifica-
tion layer as described in chapter 1.

5.1 Server API for EEG-based Biometric System
To use the biometric system in real-time, a Representational State Transfer (REST)
Application Programming Interface (API) was created using Django with Python
3.7. Django is a free and open-source high-level Python web framework for building
Web Applications, and it is a popular server-side web framework [96].

The REST API created with Django contains five apps with different func-
tionalities: commonApp, subject, data, identification, and authentication. For the
identification layer, all the apps except for authentication were utilized.

5.1.1 Server-side endpoints
All requests sent to the server for handling the data were made using the HTTP
POST method. The POST method is used for sending data to the server to create
or update the server resource. POST requests have no restrictions on the data
length, which is important for sending recorded EEG-signals to the server for fur-
ther processing. All requests sent to the server will modify the server resource,
making the HTTP POST method a suitable HTTP method for sending requests
to all the endpoints.
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The four endpoints used for the identification part of the system is presented
in table 5.1. The first endpoint eeg/subject/add saves the subject information in
the system. The second endpoint eeg/data/save stores the recorded EEG-signals
in the database. The third endpoint eeg/identification/training trains a classifi-
cation model and stores the trained model in the database. The last endpoint
eeg/identification/identity is used to predict the identity of the user. The API doc-
umentation of all endpoints, including authentification, created for the biometric
system is presented in chapter C.

URL HTTP method Data

eeg/subject/add POST application id, name

eeg/data/save POST application id, feature type, data = {data, target}

eeg/identification/training POST application, feature type, classifier

eeg/identification/identify POST application id, instance

Table 5.1: Endpoints used for identification layer of the biometric system.

5.1.2 Database Design

The models created per task and experiments must be stored in a database when
using the system in real-time. A database was created using MySQL, an open-
source relational database management system. The database consists of several
tables made up of columns (fields) and rows (records). The database is primarily
responsible for storing information organized in tables and their relationship with
each other.

The database was created for storing subject information, EEG data from sub-
jects, and the trained models used for identification and authentication. The tables
used for creating the database are described with an Entity-Relation diagram show-
ing the relations between the different tables in fig. 5.1. The tables relevant to the
identification layer are described below.

applications

The applications table gives the possibility to create multiple applications that
can be used for different purposes. The application can represent the name of
an organization using the system or create separate environments for testing and
production. The application table must be defined before identification can start
as the other tables created will be connected to the application table. The other
tables in the database hold a Foreign Key (FK) referencing the application tables
Primary Key (PK).
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subjects

The subject’s name is stored in the subjects table. The table is connected to the
application table with an FK representing the application id. More variables like
age and sex of the subject can be added if needed.

instances

Recorded EEG-signals need to be stored when adding a new subject to the system.
To ensure the given EEG-signals are not stored in the database without an owner,
the instances table has an FK representing the PK in the subject table equaling
the subject id. This table stores recorded raw EEG-signals and features extracted
from the signals when adding a new subject to the system. The stored data is then
used for training a model.

catalogs

The catalogs table stores trained models to be used when predicting a subject.
When predicting a subject, the last trained model stored in the table is used. The
catalogs table is connected to the application table with an FK representing the
application id.

authcatalogs

PK id bigint

name varchar(100)

model longtext(4294967295)

feature_type longtext(4294967295)

subject_id int

FK application_id bigint

authcatalogs

catalogs

PK id bigint

model longtext(4294967295)

feature_type longtext(4294967295)

FK application_id bigint

catalogs

applications

PK id bigint

name varchar(100)

no_channels int

additional_info longtext(4294967295)

applicationsinstances

PK id bigint

raw_data longtext(4294967295)

features longtext(4294967295)

feature_type longtext(4294967295)

FK subject_id bigint

instances

subjects

PK id bigint

name varchar(100)

FK app_id bigint

subjects

Figure 5.1: Entity-Relation Diagram of database used in EEG-based Biometric System.

5.2 Simulated Subject Identification System
The simulated system was created based on results obtained from the methods
presented in chapter 5 in offline-classification—the classification technique most
suitable for the real-time classification was used for creating the system. The final
implementation is presented in section 6.4, after discussion of offline classification.
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Chapter 6

Results and Discussion

The following chapter presents results obtained from offline and real-time classi-
fication. The first part of this chapter presents results obtained from an offline
classification using methods described in chapter 5. The second part presents re-
sults from the simulated real-time experiment created using the best classification
technique from offline-results. Discussion of offline and real-time classification is
presented in section 6.3 and section 6.5, respectively.

6.1 Offline classification using machine learning
Finding an optimal combination of methods for creating an ML classification model
with high accuracy and performance is of interest. The following experiments are
proposed:

1. Classification using all methods separately on each neuro-paradigm with
EEG-recordings containing all channels.

2. Classification using all methods separately on each neuro-paradigm with
EEG-recording containing five channels.

The experiments aim to investigate which classification algorithms with given
features and signal decomposition or dimension reduction, results in the highest
accuracy for low- and high-density EEG-recordings on different neuro-paradigms.
The experiments also address the first research question presented in chapter 1, by
testing the same methods on different datasets containing the same type of neuro-
paradigm. All the experiments in this section followed the procedures described in
section 4.6.1 and section 4.5.

The created classification models were trained using EEG data from session
1, using five instances per subject. The trained model with the highest accuracy
was then validated on unseen EEG data from session 2. This was applied for each
neuro-paradigm data. This setup of only using one session for training with few
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instances was done to resemble a real-world application. Training the ML models
with multiple sessions is ideal for creating a robust classification model. However,
in real-life, this will be an exhausting process for the subject to be identified. The
presented validation accuracy was obtained using the 5-fold cross-validation. Each
dataset has balanced classes making accuracy a suitable metric for assessing the
performance.

The results presented in this section contain validation accuracy from all three
signal decomposition methods (EMD, DWT, frequency bands) and dimension re-
duction (PCA) with and without pre-processing. The feature set resulting in the
highest validation accuracy for the specific method is presented. For PCA, the
number of PCs used is presented.

The different methods with their best feature sets are compared to determine
the most suitable combination of methods for the given neuro-paradigm, based on
performance and validating accuracy. The performance of the different methods
with their feature set is observed by testing them on different amounts of subjects.
Each model was created using 20 %, 40 %, 60 %, 80 % and 100 % of the subjects from
each dataset.

6.1.1 Machine learning classification using all channels
The neuro-paradigms described in table 4.1 were tested using all channels from each
EEG recording to observe the performance of using high-density EEG recordings.

Results from using ERP data from Dataset 1

The validation accuracies obtained using ERP data from Dataset 1 are presented
in table 6.1, and the performance of each method is presented as graphical line
plots in fig. 6.1. Using raw EEG data, PCA with 2 PCs gave high accuracy when
using few subjects but rapidly decayed in accuracy when the number of subjects in-
creased. When using the complete dataset (100%), the highest validation accuracy
of 0.74 was obtained using frequency bands with energy features and EMD with
energy and statistical features on raw EEG data. Frequency bands show higher
average accuracy than EMD, which results in frequency bands having better overall
performance than EMD. Of all the methods, DWT with mother wavelet Sym7 and
statistical features using raw EEG data had the most stable performance, but lower
average validation accuracy than frequency bands. For all the methods, higher vali-
dation accuracy was obtained with raw EEG compared to using pre-processed EEG
data.

The ML algorithms used for creating classification models and obtaining vali-
dation accuracy varies for each method used and the number of subjects, as shown
in, table 6.1. The performance of all five classifiers (RF, DT, k-NN, SVM, and
NB) used with frequency bands and energy features on raw EEG data is presented
in fig. 6.2. For all classifiers, the accuracy performance varies as the number of
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subjects increases. DT has an oscillating performance, while k-NN decreases in
accuracy with no stable performance as the number of subjects increases. The
performance of each classifier used depends on the method and features used for
training the models. Testing all features and methods with different classifiers is
necessary to obtain the highest validation accuracy possible and is performed on
all experiments in this section.

Data Method Features
Number of subjects in percentage (Total: 26 subjects)

20 % 40 % 60 % 80 % 100 %

Raw

EMD
Energy, Fractal

Statistical
2-NN:
0.800

RF-5:
0.880

2-NN:
0.750

2-NN:
0.705

RF-5:
0.739

DWT
Sym 7

Statistical
RF-2:
0.800

RF-2:
0.700

RF-2:
0.675

RF-4:
0.648

RF-4:
0.654

frequency bands
Energy,
Fractal

RF-2:
0.880

RF-5:
0.880

RF-5:
0.825

RF-4:
0.708

RF-6:
0.739

PCA 2 PC
RF-2:
1.000

RF-2:
0.940

RF-4:
0.850

RF-2:
0.676

RF-4:
0.584

Pre-
processed

EMD Energy
linear SVM:

0.760
linear SVM:

0.520
linear SVM:

0.538
linear SVM:

0.476
RF-5:
0.5077

DWT
Sym 7

Statistical
RF-2:
0.760

RF-2:
0.620

RF-3:
0.613

RF-5:
0.610

Rf-5:
0.654

frequency bands
Energy,
Fractal

7-NN:
0.680

linear SVM:
0.680

RF-6:
0.625

RF-5:
0.467

RF-6:
0.423

PCA 1 PC
linear SVM:

0.880
linear SVM:

0.844
linear SVM:

0.713
linear SVM:

0.629
linear SVM:

0.533

Table 6.1: Validation of ERP data from Dataset 1 using raw and processed EEG-signals
containing 56 channels. Models were trained using session 1 and validated on session 2.
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Figure 6.1: The evolution of validation accuracy of ERP data from Dataset 1 using
raw and processed with EEG-signals containing 56 channels. Models were trained using
session 1 and validated using session 2.
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Figure 6.2: The evolution of accuracy obtained using ML algorithms (RF, DT, k-NN,
linear SVM, and NB) with frequency bands as a basis for extracting energy features using
ERP data from Dataset 1.

Results from using resting-state data from Dataset 1

The results from using resting-state data from Dataset 1 is presented in table 6.2
and plots of the performances in fig. 6.3. PCA with 2 PCs on raw EEG data
resulted in high validation accuracy when less than 60% of the dataset was used
and decreased in accuracy as the number of subjects increased. When testing the
full dataset (100%), the highest validation accuracy of 0.74 was obtained using
frequency bands with energy features on raw EEG data. Frequency bands had
a stable validation accuracy of 0.84 when 60% of the dataset was tested. The
performance of EMD with statistical features on raw EEG data became more stable
as the number of subjects increased, but with an overall validation accuracy lower
than frequency bands. DWT using mother wavelet Bior2.2 with energy features
on raw EEG data resulted in the lowest average validation accuracy for this neuro-
paradigm. When 20% of the dataset was used, pre-processed EEG data resulted in
higher validation accuracy for EMD, frequency bands, and DWT than using raw
EEG data. When a higher percentage of the dataset was used, better accuracy was
achieved using raw EEG data. Overall higher performance was obtained using raw
EEG data for all the methods.

Results from using resting-state data from Dataset 2

Results from using the resting-state data from Dataset 2 dataset is presented in
table 6.3 and plots of the performance in fig. 6.4. DWT using mother wavelet
Bior2.2 and energy features, and PCA with 2 PCs on raw EEG data gave high
validation accuracy when less than 80% of the dataset was used. As the number of
subjects increased, the DWT performance remained stable, while PCA decreased in
accuracy when the full dataset (100%) was tested. EMD and frequency bands with
energy features had the same performance and validation accuracy when tested on
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60% of the dataset on raw EEG data, and decreased in accuracy as the number
of subjects increased. The highest validation accuracy of 1.00 was obtained using
DWT with mother wavelet Sym7 and energy features on pre-processed EEG data.
For the other methods, higher validation accuracy was obtained using raw EEG
data compared to pre-processed EEG data.

Data Method Features
Number of subjects in percentage (Total: 26 subjects)

20 % 40 % 60 % 80 % 100 %

Raw

EMD Statistical
RF-2:
0.520

2-NN:
0.800

2-NN:
0.750

2-NN:
0.714

linear SVM:
0.7154

DWT
Bior 2.2
Energy

RF-2:
0.600

2-NN:
0.740

2-NN:
0.738

linear SVM:
0.6571

linear SVM:
0.577

frequency bands
Energy,
Fractal

4-NN:
0.840

RF-4:
0.838

RF-5:
0.838

RF-5:
0.752

RF-6:
0.739

PCA 2 PC
RF-2:
1.000

RF-2:
0.960

RF-2:
0.838

RF-4:
0.752

RF-3:
0.672

Pre-
processed

EMD
Energy,
Fractal

linear SVM:
0.960

linear SVM:
0.700

linear SVM:
0.713

linear SVM:
0.619

RF-5:
0.508

DWT
Bior 2.2
Energy

RF-2:
0.680

RF-2:
0.740

RF-5:
0.638

linear SVM:
0.6381

linear SVM:
0.577

frequency bands Statistical
linear SVM:

1.000
linear SVM:

0.755
linear SVM:

0.775
linear SVM:

0.667
linear SVM:

0.592

PCA 2 PC
4-NN:
0.960

linear SVM:
0.689

linear SVM:
0.838

linear SVM:
0.752

RF-5:
0.492

Table 6.2: Validation of resting-state data from Dataset 1 using raw and processed
EEG-signals containing 56 channels. Models were trained using session 1 and validated
using session 2.
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Figure 6.3: The evolution of validation accuracy of resting-state data from Dataset 1
using raw and processed EEG-signals containing 56 channels. Models were trained using
session 1 and validated using session 2.
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Data Method Features
Number of subjects in percentage (Total: 40 subjects)

20 % 40 % 60 % 80 % 100 %

Raw

EMD
Energy,
Fractal

RF-2:
0.8000

linear SVM:
0.825

linear SVM:
0.738

linear SVM:
0.575

linear SVM:
0.565

DWT
Bior 2.2
Energy

RF-2:
0.875

RF-2:
0.888

linear SVM:
0.992

linear SVM:
0.975

linear SVM:
0.980

frequency bands
Energy,
Fractal

RF-2:
0.825

linear SVM:
0.813

linear SVM:
0.742

linear SVM:
0.688

linear SVM:
0.665

PCA 2 PC
linear SVM:

1.000
2-NN:
0.938

2-NN:
0.917

2-NN:
0.906

RF-5:
0.672

Pre-
processed

EMD
Energy,
Fractal

linear SVM:
0.750

linear SVM:
0.738

linear SVM:
0.600

linear SVM:
0.575

linear SVM:
0.575

DWT
Sym 7
Energy

RF-2:
1.000

RF-2:
0.988

2-NN:
0.992

2-NN:
0.994

2-NN:
0.995

frequency bands
Energy,
Fractal

RF-3:
0.825

linear SVM:
0.788

linear SVM:
0.675

linear SVM:
0.638

linear SVM:
0.615

PCA 1 PC
linear SVM:

0.675
RF-4:
0.463

linear SVM:
0.508

linear SVM:
0.475

linear SVM:
0.475

Table 6.3: Validation of resting-state data from Dataset 2 using raw and processed
EEG-signals containing 56 channels. Models were trained using session 1 and validated
using session 2.
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Figure 6.4: The evolution of validation accuracy of resting-state data from Dataset 2
using raw and processed with EEG-signals containing 68 channels. Models were trained
using session 1 and validated using session 2.

6.1.2 Machine learning classification with channel reduction
The methods from chapter 5 were tested using EEG-recordings containing five
channels on each neuro-paradigm. The channels were found using the method
described in section 4.7 and are presented in table 6.4.



Results and Discussion 55

Dataset Neuro-paradigm Channels

Dataset 1:
P300-speller

ERP [1, 31, 32, 33, 42]

Dataset 1:
P300-speller

Resting-state [1, 31, 32, 33, 42]

Dataset 2:
Spatial Attention

Resting-state [1, 21, 37, 38, 39]

Table 6.4: The five channels selected for each neuro-paradigm.

Results from using ERP data from Dataset 1

The results from using ERP data from Dataset 1 are presented in table 6.5 and as
a graphical line plot in fig. 6.5. The validation accuracy decreased for all methods
when 40% of the dataset was used and then stabilized as the number of subjects
increased. This was the case when using both raw and pre-processed EEG data.
When testing the complete dataset (100%), the highest validation accuracy of 0.42
was obtained using frequency bands with energy features on raw EEG data. DWT
using mother wavelet Bior4.4 with statistical features gave higher validation ac-
curacy using pre-processed EEG data compared to raw EEG data. The rest of
the methods resulted in lower validation accuracy when using pre-processing EEG
data.

Results from using resting-state data from Dataset 1

The validation accuracy for resting-state data from Dataset 1 is presented in ta-
ble 6.6 and plots of the performance in fig. 6.6. The highest validation accuracy
of 0.64 was obtained using DWT with mother wavelet Bior2.2 and energy features
on pre-processed EEG data, with volatile performance. The second highest vali-
dation accuracy 0.48 was obtained using frequency bands with energy features on
raw EEG data. EMD using all feature types on raw EEG data gave the most
stable performance compared to all the methods, but with lower average validation
accuracy than frequency bands. The performance of EMD was better using pre-
processed EEG data when less than 60% of the dataset was tested but changed as
the number of subjects increased. For the rest of the methods, better results were
obtained with raw EEG data than pre-processed EEG data.

Results from using resting-state data from Dataset 2

The results obtained from resting-state data from Dataset 2 is presented in table 6.7
and plots of performance in fig. 6.7. DWT with mother wavelet Sym7 and statistical
features, and PCA with 2 PCs applied on raw EEG data resulted in high validation
accuracy as the number of subjects increased. When testing the full dataset (100%),
the highest validation accuracy 0.97 was obtained using DWT, on both raw and
pre-processed EEG data. DWT resulted in identical validation accuracy on all sizes
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of the dataset when used on raw and pre-processed EEG data. EMD and frequency
bands resulted in less stable and lower validation accuracy for this neuro-paradigm.
For other methods than DWT, pre-processed EEG data resulted in lower validation
accuracy compared to raw EEG data.

Data Method Features
Number of subjects in percentage (Total: 26 subjects)

20 % 40 % 60 % 80 % 100 %

Raw

EMD Statistical
3-NN:
0.6400

linear SVM:
0.340

linear SVM:
0.363

linear SVM:
0.381

linear SVM:
0.339

DWT
Bior 4.4

Statistical
RF-2:
0.720

RF-3:
0.540

RF-4:
0.388

RF-5:
0.438

RF-5:
0.400

frequency bands
Energy,
Fractal

linear SVM:
0.6400

RF-4:
0.520

RF-4:
0.563

RF-5:
0.419

RF-6:
0.415

PCA 2 PC
RF-2:
0.800

linear SVM:
0.600

RF-4:
0.313

linear SVM:
0.314

linear SVM:
0.264

Pre-
processed

EMD Statistical
RF-5:
0.600

RF-5:
0.280

RF-3:
0.275

RF-2:
0.219

RF 3:
0.177

DWT
Bior 4.4

Statistical
RF-2:
0.720

RF-5:
0.680

RF-4:
0.425

RF-5:
0.429

RF-5:
0.385

frequency bands Statistical
RF-5:
0.560

RF-2:
0.400

RF-4:
0.375

RF-5:
0.352

RF-6:
0.308

PCA 2 PC
RF-2:
0.720

RF-3:
0.320

RF-5:
0.325

RF-3:
0.267

RF-4:
0.185

Table 6.5: Validation of ERP data from Dataset 1 using raw and processed EEG-signals
containing five channels. Models were trained using session 1 and validated using session
2.
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Figure 6.5: The evolution of validation accuracy of ERP data from Dataset 1 using
raw and processed with EEG-signals containing five channels. Models were trained using
session 1 and validated using session 2.
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Data Method Features
Number of subjects in percentage (Total: 26 subjects)

20 % 40 % 60 % 80 % 100 %

Raw

EMD
Energy, Fractal,
Statistical, HHT

RF-2:
0.520

RF-2:
0.380

RF-4:
0.450

RF-5:
0.419

RF-5:
0.369

DWT
Sym 7,

Statistical
RF-2:
0.520

2-NN:
0.580

RF-5:
0.425

RF-5:
0.457

RF-5:
0.423

frequency bands
Energy,
Fractal

RF-2:
0.680

RF-3:
0.600

RF-6:
0.613

linear SVM:
0.486

RF-5:
0.477

PCA 2 PC
RF-2:
0.800

RF-5:
0.640

RF-5:
0.313

linear SVM:
0.305

linear SVM:
0.256

Pre-
processed

EMD
Energy,
Fractal

linear SVM:
0.560

RF-5:
0.500

RF-3:
0.488

RF-4:
0.371

RF-5:
0.285

DWT
Bior 2.2
Energy

linear SVM:
0.640

linear SVM:
0.323

RF-5:
0.463

RF-5:
0.410

linear SVM:
0.640

frequency bands
Energy,
Fractal

linear SVM:
0.6400

RF-6:
0.362

RF-5:
0.575

RF-5:
0.429

RF-6:
0.362

PCA 1 PC
2-NN:
0.560

RF-4:
0.320

RF-5:
0.413

RF-5:
0.305

RF-5:
0.262

Table 6.6: Validation of resting-state data from Dataset 1 using raw and processed
EEG-signals containing five channels. Models were trained using session 1 and validated
using session 2.
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Figure 6.6: The evolution of validation accuracy of resting-state data from Dataset 1
using raw and processed with EEG-signals containing five channels. Models were trained
using session 1 and validated using session 2.
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Data Method Features
Number of subjects in percentage (Total: 40 subjects)

20 % 40 % 60 % 80 % 100 %

Raw

EMD
Energy,
Fractal

RF-3:
0.550

RF-4:
0.675

RF-4:
0.458

RF-5:
0.419

RF-5:
0.360

DWT
Sym7

Statistical
RF-2:
0.975

RF-3:
0.975

NB:
0.950

NB:
0.963

NB:
0.970

frequency bands
Energy,
Fractal

RF-4:
0.600

linear SVM:
0.663

RF-4
0.358

RF-5:
0.300

RF-5:
0.300

PCA 2 PC
RF-2:
0.875

2-NN:
0.938

2-NN:
0.917

2-NN:
0.938

2-NN:
0.940

Pre-
processed

EMD
Energy, hht,

statistical
RF-3:
0.450

RF-5:
0.313

RF-4:
0.217

RF-5:
0.194

RF-5:
0.145

DWT
Bior 4.4

Statistical
RF-2:
0.975

RF-3:
0.975

NB:
0.950

NB:
0.963

NB:
0.970

frequency bands
Energy,
Fractal

RF-4:
0.450

RF-5:
0.413

linear SVM:
0.458

linear SVM:
0.375

linear SVM:
0.355

PCA 2 PC
RF-3:
0.500

RF-5:
0.338

linear SVM:
0.333

RF-5:
0.250

linear SVM:
0.250

Table 6.7: Validation of resting-state data from Dataset 2 using raw and processed
EEG-signals containing five channels. Models were trained using session 1 and validated
using session 2.
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Figure 6.7: Validation of resting-state data from Dataset 2 using raw and processed
EEG-signals containing five channels. Models were trained using session 1 and validated
using session 2.
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6.2 Offline classification using deep learning
DL classification was tested to classify subjects using time series sampled EEG
voltage as input from different neuro-paradigms. Experiments are proposed as
followed:

• Classification on raw EEG data using all channels from each dataset.

• Classification on raw EEG data using five channels from each dataset.

The experiments were conducted using EEGNet CNN as a classification model
from [94] described in section 4.6.2. EEGNet architecture was used as it is designed
explicitly for classifying raw EEG data with great performance.

The performance of the same classification model used on different neuro-
paradigms was compared by using the same number of subjects and instances
on each neuro-paradigm. Models were created and trained by utilizing 20 subjects
from each dataset. The models were trained using session 1 with five instances per
subject and validated using session 2 from each dataset. The training set was split
into a training set and test set with a ratio of 0.33 to obtain training accuracy. The
train-test-split function from Sckit-learn [93] was used to create the train and test
set with a random seed set in Python to ensure reproducible results.

The models created for each neuro-paradigm are compared based on accuracy,
loss, and the number of epochs (training rounds). Line plots were created to ob-
serve the model’s ability to generalize and learning the problem. The line plots of
the performance are called learning curves.

Classification accuracy alone hides the detail to understand the performance of
the classification model better. Knowing what features were extracted from the
raw data for classification when using CNN is not possible. Therefore, confusion
matrices were created for each CNN model to see its choices for classification. A
confusion matrix consists of a summary of prediction results on a classification
problem. The confusion matrices present two dimensions: true label and predicted
label. An identical set of classes, in this case, subjects, are presented in each
dimension. The confusion matrix let us review if any specific subjects are more
difficult to classify than others. Classification reports showing the precision, recall,
and f1-scores are included in chapter B for each neuro-paradigm.

6.2.1 Deep learning classification using all channels
Each neuro-paradigm was tested using all channels to investigate the performance
of CNN models using high-density EEG-recordings.

Results from using ERP data from Dataset 1

The model created using ERP data from Dataset 1 resulted in a model accuracy
of 0.79 after 50 epochs. The learning curves in fig. 6.8 shows some generalization
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obtained in the model as the validation loss decreased with the training loss. The
confusion matrix for the created model in fig. 6.11 shows that five subjects were
classified wrong.

Results from using resting-state data from Dataset 1

The model accuracy and validation loss using resting-state data from Dataset 1
are plotted in fig. 6.9. A model accuracy of 0.75 was obtained using 50 epochs.
Both training loss and validation loss decreased as the number of epochs increased,
which is an indication of learning. The confusion matrix for this model is visualized
in fig. 6.12, showing that five subjects were classified wrong using this model.

Results from using resting-state data from Dataset 2

Model accuracy of 0.95 was obtained using resting-state data from Dataset 2 after
30 epochs. The learning curves in fig. 6.10 show that some generalization was
obtained as the validation loss decreased with the training loss. The confusion
matrix for this model presented in fig. 6.13 shows that all subjects except for one
were classified correctly.

6.2.2 Deep learning classification with channel reduction
Each neuro-paradigm was tested using the same five channels presented in table 6.4
to investigate the performance of CNN models using low-density EEG-recordings.

Results from using ERP data from Dataset 1

ERP data from Dataset 1 resulted in a model accuracy of 0.37 after 100 epochs.
The validation loss decreased with the number of epochs, and some learning was
obtained, as shown in fig. 6.14. The confusion matrix presented in fig. 6.17 shows
12 subjects were classified wrong.

Results from using resting-state data from Dataset 1

Resting-state data from Dataset 1 resulted in a model accuracy of 0.53 after 50
epochs. The learning curves in fig. 6.15 indicate some learning in the model as the
validation loss decreased with the training loss. The confusion matrix in fig. 6.18
shows that eight subjects were classified wrong with this model.

Results from using resting-state data from Dataset 2

The model using resting-state data from Dataset 2 resulted in a model accuracy
of 0.75 after 50 epochs. The validation error decreased with the number of epochs
increasing, with minor oscillations shown in fig. 6.16. Some learning was obtained
in the model. The confusion matrix in fig. 6.19 shows that five subjects were
classified wrong.
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Figure 6.8: Accuracy and loss values using ERP data from Dataset 1 with EEG-
recording containing 56 channels.
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Figure 6.9: Accuracy and loss values using resting-state data from Dataset 1 with EEG-
recording containing 56 channels.
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Figure 6.10: Accuracy and loss values using resting-state data from Dataset 2 with
EEG-recording containing 56 channels.
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Figure 6.11: Confusion matrix of ERP data from Dataset 1 using 56 channels.
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Figure 6.12: Confusion matrix of resting-state data from Dataset 1 using 56 channels.
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Figure 6.13: Confusion matrix of resting-state data from Dataset 2 using 68 channels.
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Figure 6.14: Accuracy and loss values using ERP data from Dataset 1 with EEG-
recording containing five channels.
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Figure 6.15: Accuracy and loss values using resting-state data from Dataset 1 with
EEG-recording containing five channels.
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Figure 6.16: Accuracy and loss values using resting-state data from Dataset 2 with
EEG-recording containing five channels.



64 Results and Discussion

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Predicted

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

17
18

19
20

Ac
tu

al

1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.29 0.36 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.36 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.31 0.00 0.31 0.31 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.09 0.00 0.00 0.00 0.00 0.00 0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.45 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.00 0.00 0.25 0.00 0.00 0.00 0.00 0.25 0.00 0.25
0.0

0.2

0.4

0.6

0.8

1.0

Figure 6.17: Confusion matrix of ERP data from Dataset 1 using five channels.
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Figure 6.18: Confusion matrix of resting-state data from Dataset 1 using five channels.
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Figure 6.19: Confusion matrix of resting-state data from Dataset 2 using five channels.
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6.3 Discussion of offline classification

6.3.1 Discussion - Machine learning
The combination of using frequency bands as a basis for extracting energy features
and the RF classifier resulted in the highest validation accuracy for both ERP
data and resting-state data from Dataset 1. This was the case when using all the
channels in the dataset and channel reduction of raw EEG data. Furthermore, the
same five channels were selected for ERP and resting-state data from Dataset 1.
The dataset contains different neuro-paradigms (ERP and resting-state), and both
were recorded executing the same experiment. This indicates that some similarity
in brain activity was maintained through the whole experiment, even when the
subjects were performing different brain tasks with different neuro-paradigms.

For resting-state data from Dataset 2, the combination of DWT with mother
wavelet Sym7 as a basis for extracting energy features and k-NN as the classifier, re-
sulted in the highest validation accuracy when using all channels from pre-processed
EEG data. Using both raw and pre-processed EEG data with channel selection
resulted in high validation accuracy using DWT with mother wavelet Sym7 as a
basis for extracting statistical features and NB as the classifier.

Dataset 1 and Dataset 2 were collected from different experiments utilizing dif-
ferent protocols, and contain resting-state as a common neuro-paradigm. However,
the best performance was achieved by using different methods, features, and clas-
sifiers for each dataset. The resting-states utilized from each experiment were ac-
quired right after and before the subjects were engaging in another neuro-paradigm.
The effect from the previous brain activity executed by the subjects may have con-
tinued while the subjects were at rest. This indicates that resting-state paradigms
get affected by previous brain activity when creating a protocol with multiple
neuro-paradigms. Therefore, the answer to the first research question is that a
generalized ML model cannot be created when using resting-state as the common
neuro-paradigm when extracted from different protocols.

Classifiers

Most of the validation accuracies were obtained using RF as a classifier. The RF
was the dominant classifier when using ERP data fra Dataset 1 and produced half
of the validation accuracies on resting-state data from Dataset 1 when using all the
channels in the dataset. When using Dataset 1 and Dataset 2 with channel reduc-
tion, the RF classifier was dominant for all three neuro-paradigms. However, the
overall highest validation accuracy between all three neuro-paradigm was obtained
using k-NN as a classifier when using all the channels. When using channel reduc-
tion, the highest overall validation accuracy was obtained using NB. In both cases,
the classifiers were applied to resting-state data from Dataset 2 containing 40 sub-
jects. This indicates that k-NN and NB as robust classifiers when using high and
low-density EEG-recording on numerous classes with few instances, respectively.
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Pre-processing

For most of the methods, higher validation accuracies were obtained when no pre-
processing was applied to the EEG-signals. Pre-processing used in this work may
have removed the unique characteristics from the EEG-signals, making it more
difficult to classify the signals. For instance, the EEG-signals in both datasets
contained high-amplitude peaks in their high-frequency spectrum before any pre-
processing was applied. After pre-processing, these peaks were removed as only
low-frequency components were preserved, as shown in chapter A. These peaks
could be essential for extracting unique features for classification.

For resting-state data from Dataset 2, the highest validation accuracy was ob-
tained using DWT with pre-processed EEG data, with and without channel reduc-
tion. The pre-processing step applied to DWT was to remove the first coefficient
containing high-frequency values. Some improvements can be seen in fig. 6.4, where
the performance of DWT after pre-processing stays stable when testing on all sizes
of the dataset, while DWT using raw EEG stabilizes as the number of subjects
increases. In fig. 6.7, the performance of DWT resulted in identical accuracies with
and without pre-processing. This indicated that using DWT on Dataset 2 manages
to extract important features from the lower frequency domain since the removal
of high-frequency components did not make any difference.

Channel Reduction

Classification with channel reduction resulted in lower accuracies as expected when
compared to accuracies obtained using all the channels in the datasets. As the
number of subjects increased, the validation accuracy stabilized for most of the
methods. This shows that using a reduced number of channels can remove redun-
dancy in data that may occur using large data from high-density EEG recordings.

High validation accuracies were obtained when using EEG-recordings contain-
ing five channels with DWT and PCA on resting-state data from Dataset 2. The
highest validation accuracy of 0.97 was obtained using DWT on all subjects in
the dataset. This shows the possibility of obtaining high accuracy with channel
reduction, which is of interest when performing classification in real-time.

Choosing channels based on SD and MI gave channels containing relevant infor-
mation on Dataset 2. However, this was not the case for Dataset 1 as the highest
validation accuracy obtained with channel reduction was 0.64 with volatile perfor-
mance. For ERP and resting-state data from Dataset 1, the same set of channels
were selected. One reason for this is that both neuro-paradigms in Dataset 1 were
recorded while conducting the same experiment, which resulted in the same chan-
nels becoming relevant for both neuro-paradigms. The use of channel selection
methods should be considered in future work for finding channels with the highest
importance for different neuro-paradigms. The use of the greedy algorithm used in
[71] and NSGA purposed in [72] should be considered for channel selection.
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Dimension Reduction

When applying dimension reduction on ERP and resting-state data from Dataset
1, PCA resulted in high accuracy when using a few subjects. As the number of
subjects increased, accuracy and performance decreased. This was the case when
using all the channels in the dataset and channel reduction. After pre-processing,
Dataset 1 resulted in lower accuracy compared to raw EEG with dimension reduc-
tion. The classifiers manage to give high accuracy when using few PCs as features.
However, no robust performance was achieved when adding more subjects to clas-
sify. Using more PCs as input to classifiers may create more stable performance,
but also increase the computational complexity for training classification models.

Using PCA on resting-state data from Dataset 2, high accuracy and more sta-
ble performances were obtained, with and without channels reduction. The perfor-
mance and accuracy when using PCA on raw EEG data from Dataset 2 is similar
to DWT’s performance on the same dataset. This shows that using a few PCs to
represent the data can give similar performance as extracting features when using
this resting-state as a neuro-paradigm. The accuracy and performance reduced
when using PCA on pre-processed EEG data. The decreasing of PCA performance
after pre-processing indicates that high-frequency components contain relevant in-
formation for creating PCs with maximum variance representing the EEG data.

6.3.2 Discussion - Deep learning
The accuracies obtained using CNN models for classification with no channel re-
duction was slightly better or similar to results obtained using ML with feature
extraction. The CNN models managed to extract relevant features for automatic
classification. Similar to ML, the highest accuracy using DL as a classification
technique was obtained using the resting-state neuro-paradigm from Dataset 2.

When CNN models were created using a reduced number of channels, the ac-
curacy decreased, and the number of epochs increased for both datasets. The
accuracies obtained using CNN models were lower than accuracies obtained using
the ML models with channel reduction. The increased number of epochs results in
increased time for training models, which is not desired in real-time classification.
Using a reduced number of channels for training CNN is important, as CNN already
has high computational complexity to automatically extract relevant features for
classification. Channel reduction can reduce the total complexity.

This answer the second research question of using DL as a classification tech-
nique when using a reduced number of channels. Using a reduced number of chan-
nels does not provide enough data for creating CNN models of high accuracy com-
pared to using all channels in a dataset. The five channels chosen in this work
may not be the most optimal channels for the datasets used in this work when us-
ing CNN. For future work, CNN should be tested using channel selection methods
mentioned earlier.
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6.3.3 Overall discussion of offline classification

A summary of the highest accuracies obtained from offline classification using ML
and DL, on each neuro-paradigm, are presented in table 6.8 and table 6.9, respec-
tively. The results presented are obtained using all subjects from each dataset.
The overall highest accuracy of 1.00 was obtained using DWT with mother wavelet
Sym7 as a basis for extracting energy features and a 2-NN classifier on pre-processed
resting-state data from Dataset 2. This accuracy was achieved using all the chan-
nels in the dataset. Then second highest accuracy of 0.97 was obtained using
the same resting-state data, with DWT using mother wavelet Sym7 as a basis for
extracting statistical features and NB classifier. This was achieved using both pre-
processed and raw EEG data with channel reduction. When using DL as a classifi-
cation technique, resting-state data from Dataset 2 resulted in the highest accuracy
of 0.95 using the CNN model without channel reduction after 30 epochs. These
results indicate resting-state data from Dataset 2 as a desirable neuro-paradigm to
using in real-time classification.

High accuracy was obtained using both classification techniques. However,
when working in real-time, computational complexity and execution time are pri-
mary conditions to consider. For identification purposes, high accuracy values
should be considered as well. DL classification gave high accuracy when all the
channels in the datasets were utilized. ML gave high accuracy with and without
channel reduction. Thus, the NB classifier with DWT using mother wavelet Sym7
as a basis for extracting statistical features is selected as a method for creating
real-time classification. The system will be tested on pre-processed resting-state
data from Dataset 2 with channel reduction. The real-time requirements are satis-
fied as the number of channels is reduced, the computational complexity of DWT
is O(n log2 n), and NB’s ability of fast computation when making predictions. Ap-
plying this method on pre-processed data will further decrease the computation as
one less coefficient in DWT will be used for computing features.

Neuro-

paradigm
Channels Pre-processed Method Features Classifier Accuracy

Dataset 1:

ERP

56 No frequency bands Energy RF 0.739

5 No frequency bands Energy RF 0.415

Dataset 1:

Resting-state

56 No frequency bands Energy RF 0.739

5 No frequency bands Energy RF 0.477

Dataset 2:

Resting-state

68 Yes DWT - Sym7 Energy 2-NN 0.995

5 Yes DWT - Sym7 Statistical NB 0.970

Table 6.8: Summary of the highest validation accuracies obtained offline using ML as a
classification technique on each neuro-paradigms, using all channels and channel selection.
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Neuro-paradigm Channels Epochs Accuracy

56 50 0.750
Dataset 1: ERP

5 100 0.370

56 50 0.750
Dataset 1 Resting-state

5 50 0.530

68 30 0.950
Dataset 2: Resting-state

5 50 0.750

Table 6.9: Summary of classifier accuracies obtained offline using DL as a classification
technique on all three neuro-paradigms using all channels and channel selection.

6.4 Classification in real-time
A flowchart of the subject identification system created based on the results from
offline-classification is illustrated in fig. 6.20.
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Memcached

Compute DWT - Sym7 on each channel 
with 5 decomposition levels:
[cA5, cD5, cD4,cD3, cD2, cD1]
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[cA5, cD5, cD4, cD3, cD2]

Extract statistical features from each 
decomposition level: 

[S1, S2, ..., S5]

Classification:
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[S1,1, ... ,S1,5], [S2,1, ..., S2,5], ..., [S5,1, ..., S5,5]]
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POST eeg/data/save
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n = 5 channels
i = 5 instances

Labeled instances

POST eeg/identification/identify
Identify subjects
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n = 5 channels
i = 1 instance

Unlabeled instance

Subject_id

Figure 6.20: Flowchart of subject identification system used in real-time classification,
with method chosen from offline classification.

The final system was created using ML with feature extraction. The system
consists of DWT using mother wavelet Sym7 and five decomposition levels for
decomposing EEG-signals into brain frequency bands. The high-frequency compo-
nent is removed from the decomposed signal, and statistical features are extracted.
The features extracted are then concatenated to a feature vector and is used as
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input to the NB classifier for creating a classification model. The trained model is
stored in the database for later use. Two experiments are purposed for real-time
classification:

1. Train the system using session 1 and predict subjects using sessions 2, 3, 4,
and 5.

2. Train the system using session 5 and predict subjects using sessions 1, 2, 3,
and 4.

These experiments aim at assessing the performance of the EEG-based subject
identification system for individual identification with respect to subjects, on sys-
tems trained on different sessions from the same dataset.

The system performance is evaluated based on the TAR of subjects on each
experiment.

TAR = the total number of subjects correctly detected
the total number of subjects

The resting-state data from Dataset 2, acquired from a Spatial Attention experi-
ment, was chosen as a neuro-paradigm for this system. All 40 subjects from Dataset
2 were used to test the system’s performance and to observe the robustness of the
selected method. To resemble a real-world application, five instances per subject
were used to train the models and one instance for predicting the subject. Using a
few instances for both training and predicting reduces the computation time and
increases usability when comparing to real-life applications. One epoch of 2 sec.
was created from each instance. The models were therefore trained on 10 sec. of
EEG recordings, and predicted on 2 sec. from each subject.

System trained on session 1 from Dataset 2

The results obtained using session 1 for training the system are presented in
fig. 6.21. When the subject capacity was less than six, the TAR reached 1.00
for all the sessions tested. The TAR continued to stay at 1.00 until 12 subjects
were added to the system with session 3. Lowest TAR was obtained using session
5 to identify the subjects and stabilized around 0.75 when the subject capacity
was from 31-39. The highest TAR was obtained using session 3 with stable TAR
around 0.95 when the subject capacity was from 13-32. When all 40 subjects were
added to the system, the highest TAR obtained was 0.93.

System trained on session 5 from Dataset 2

The results obtained using session 5 for training the system are presented in
fig. 6.22. When the subject capacity was less than seven, the TAR reached 1.00 for
all the sessions tested. The TAR rapidly decreased when more than eight subjects
were added to the system and then stabilized as the number of subjects increased.
The best performance was obtained when using session 4, which resulted in a TAR
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of 0.63 when all subjects were added. Sessions 1, 2, and 3 resulted in lower TAR
after seven subjects were added to the system with no improvements when the
subject capacity increased.
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Figure 6.21: TAR in the capacity dimension. Models were trained using session 1 from
Dataset 2 and tested using session 2, 3, 4 and 5.
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Figure 6.22: TAR int the capacity dimension. Models trained using session 5 from
Dataset 2 and tested using session 1, 2, 3 and 4.
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6.5 Discussion of real-time classification
Identical systems were used for identifying subjects in both experiments; however,
high TAR was obtained in the first experiment and lower TAR in the second exper-
iment. The only difference between the two experiments when creating the system
was the session used for training the classification models. The TARs obtained
from both experiments indicate that a better-trained model was used to identify
subjects in the first experiment than in the second experiment. This shows the
importance of what data is used for training a model, which can affect the end
result. In this dataset, session 1 contains a better collection of EEG signals as a
better-trained model was obtain using this session.

In the second experiment, TAR started to decrease after subject nr.9 was added
to the system. This was a trend in all the sessions used for testing. The reason
for this could be that subject nr.9 did not follow the given neuro-paradigm while
recording the EEG-signals, resulting in unique EEG-signals for subjects nr.9 com-
pared to other subjects. The features extracted for subject nr.9 may have changed
the trained NB model to dominate other subjects’ prediction as subject nr.9.

Another reason for the low TAR obtained in the second experiment could be
the reduced number of channels used for identification. Using all the channels in
the dataset for training the models could result in higher model accuracy, which
will result in higher TAR. Increasing the number of channels will increase the
computation time, creating a trade-off between the number of channels used for
identification and the computation complexity.

High TAR was obtained when testing all four sessions in the first experiment.
In the best case, a TAR of 0.93 was obtained when all 40 subjects were added. A
real-time subject identification experiment from state-of-the-art work [76], resulted
in stable TAR at 0.70 when testing on a subject capacity of 12-20. Compared
to that experiment, better performance was achieved in this present work. This
supports the selected method from offline-classification used for creating the final
identification system.

The created subject identification system managed to obtain high TAR when
using 40 subjects, using one instance per subject when predicting. This indicates
a robust response to the feature extraction method selected and works well for the
selected neuro-paradigm. The time used for training a model when 40 subjects
were added to the system was 0.18 sec., and 0.07 sec. for identifying one subject.



Chapter 7

Conclusion

Two types of neuro-paradigms were used in this work when testing ML and DL
as classification techniques. High accuracy was obtained when using resting-state
neuro-paradigm acquired from a spatial attention experiment on both classification
techniques.

Different pre-processing techniques were applied to EEG-signals for improving
the SNR. When using DWT as a signal decomposition method, the first coefficient
was removed to increase the SNR, which resulted in higher accuracy. Applying
band-pass filters of 1.0 − 20.0 Hz and 0.5 − 40.0 Hz when using EMD, frequency
bands, and PCA resulted in lower accuracy. The methods used alone resulted in
higher accuracy.

Channel reduction based on SD and MI was utilized on different classification
techniques to reduce the computation complexity in real-time classification. The
selected channels resulted in high accuracy for the resting-state neuro-paradigm
acquired from the spatial attention experiment when used with DWT. For all
other methods and neuro-paradigms, the selected channels resulted in low accuracy.
Channel reduction based on SD and MI was not optimal for selecting a reduced
number of relevant channels for the given neuro-paradigms.

The use of PCA as a method for dimension reduction was studied. A maximum
of 2 PCs was used for classification, which resulted in high accuracy when using a
few number of subjects. The accuracy and performance decreased as the number
of subjects increased. Applying PCA on pre-processing EEG-signals resulted in
lower accuracy. This method can be applied for identification systems containing
a low number of subjects using raw EEG-signals.

High accuracy was obtained when using ML as a classification technique when
using all channels and channels reduction. Similar results were obtained using DL
as a classification when all channels were utilized. When using low-density EEG-
recording, DL resulted in lower accuracy than using ML. The use of low-density



EEG-recording does not provide enough data for DL classification, making ML
classification more desirable for real-time classification.

The feature-based ML classification was chosen to create a subject identification
system as it was optimal for real-time classification. The system was created using
DWT with mother wavelet Sym7 and NB as classifier on pre-processed EEG data
with channel reduction. The resting-state neuro-paradigm from spatial attention
experiment was chosen as EEG data to train the system and identify the subjects.
The highest TAR of 0.93 was obtained with 40 subjects added to the system. Based
on the results, it can be concluded that the selected method is suitable for creating
an EEG-based subject identification system.

7.1 Future work
To apply a EEG-based biometric system in real-life applications, many factors need
to be satisfied. The number of electrodes used for data collection has a significant
impact on the system’s usability: a large number of electrodes may increase the
difficulty of deploying the system in real-life scenarios. The length of the EEG
recordings employed for system training and processing time are important fac-
tors. Lastly, the training and testing duration in seconds, the time spent by users,
and the computational efficiency matters.

The subject identification system created in this work fulfills these conditions
as high TAR was obtained with 40 subjects using a few instances for training and
identification, with only five channels from each EEG recording. However, this
was achieved using pre-collected EEG data on a simulated system. Future work
should, therefore, recreate the protocol used in this work and the methods chosen
while recording EEG-signals in real-time to investigate the performance in real-life
applications.

The brain activity conducted by a subject, and the number of electrodes used
for acquiring EEG signals impact the real-time classification of subjects. Low-cost
sensor headsets are, therefore, of interest. In future work, various channel selec-
tion methods should be tested to find the optimal number of electrodes to use for
the given protocol. Only the chosen electrodes should then be used for recording
EEG signals in real-time. Pre-processing methods suitable for real-time application
should also be applied for improving the SNR when aquiring EEG-signals.

The selected system should be tested on a more extensive number of subjects
(more than 100) to confirm the selection of methods and the choice of dataset. The
system should also be tested on EGG data collected over more extended periods
of time to assess their aging performance.
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Appendix A

Pre-processing

The frequency spectrum of pre-processed ERP data and resting-state data from
Dataset 1 and resting-state Dataset 2 are presented in fig. A.2, fig. A.3 and fig. A.2,
respectively. After pre-processing, the powerline noises in all the neuro-paradigms
are suppressed as they exist in the high-frequency domain of the frequency spec-
trum > 50 Hz. The high-amplitude components at 0 Hz, causing offset in the
signals, are also suppressed after filtering the signals.
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Figure A.1: Frequency spectrum of pre-processed ERP data from Dataset 1.
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Figure A.2: Frequency spectrum of pre-processed resting-state data from Dataset 1.
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Figure A.3: Frequency spectrum of pre-processed resting-state data from Dataset 2.
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Appendix B

CNN Classification reports

The classification report for the CNN models created in section 6.2 are included
in the following chapter. The reports are presented for each neuro-paradigm when
testing on both high and low-density EEG recordings.
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Class
Precision Recall f1-score support

Ch. 56 Ch. 5 Ch. 56 Ch. 5 Ch. 56 Ch. 5 Ch. 56 Ch. 5

1 0.50 1.00 1.00 1.00 0.67 1.00 5 5

2 1.00 0.29 1.00 0.80 1.00 0.42 5 5

3 1.00 0.00 1.00 0.00 1.00 0.00 5 5

4 0.00 0.00 0.00 0.00 0.00 0.00 5 5

5 1.00 1.00 1.00 1.00 1.00 1.00 5 5

6 0.56 0.31 1.00 1.00 0.71 0.48 5 5

7 0.00 0.00 0.00 0.00 0.00 0.00 5 5

8 0.00 0.00 0.00 0.00 0.00 0.00 5 5

9 0.50 1.00 1.00 0.80 0.91 0.89 5 5

10 1.00 0.00 1.00 0.00 1.00 0.00 5 5

11 0.83 1.00 1.00 0.80 0.91 0.89 5 5

12 0.62 0.00 1.00 0.00 0.77 0.00 5 5

13 0.00 0.00 0.00 0.00 0.00 0.00 5 5

14 1.00 0.00 1.00 0.00 1.00 0.00 5 5

15 0.71 0.00 1.00 0.00 0.83 0.00 5 5

16 1.00 0.50 1.00 1.00 1.00 0.67 5 5

17 0.00 0.00 0.00 0.00 0.00 0.00 5 5

18 1.00 0.00 1.00 0.00 1.00 0.00 5 5

19 1.00 0.00 1.00 0.00 1.00 0.00 5 5

20 1.00 0.25 1.00 1.00 1.00 0.40 5 5

Table B.1: Classification report for ERP data from Dataset 1 using 56 channels and 5
channels. Model trained on session 1 and validated on session 2.
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Class
Precision Recall f1-score support

Ch. 56 Ch. 5 Ch. 56 Ch. 5 Ch. 56 Ch. 5 Ch. 56 Ch. 5

1 1.00 0.67 1.00 0.40 1.00 0.50 5 5

2 1.00 0.28 1.00 1.00 1.00 0.43 5 5

3 1.00 0.36 1.00 1.00 1.00 0.53 5 5

4 0.00 1.00 0.00 1.00 0.00 1.00 5 5

5 1.00 1.00 1.00 1.00 1.00 1.00 5 5

6 1.00 1.00 1.00 0.20 1.00 0.33 5 5

7 1.00 0.00 1.00 0.00 1.00 0.00 5 5

8 0.00 0.00 0.00 0.00 0.00 0.00 5 5

9 0.50 0.50 1.00 1.00 0.67 0.67 5 5

10 0.00 0.00 0.00 0.00 0.00 0.00 5 5

11 1.00 0.00 1.00 0.00 1.00 0.00 5 5

12 1.00 1.00 1.00 1.00 1.00 1.00 5 5

13 1.00 0.00 1.00 0.00 1.00 0.00 5 5

14 1.00 0.00 1.00 0.00 1.00 0.00 5 5

15 0.50 0.56 1.00 1.00 0.67 0.71 5 5

16 0.50 0.50 1.00 1.00 0.67 0.67 5 5

17 0.50 0.00 0.00 0.00 0.00 0.00 5 5

18 1.00 1.00 1.00 1.00 1.00 1.00 5 5

19 0.00 0.00 1.00 0.00 0.00 0.00 5 5

20 0.50 1.00 1.00 1.00 0.67 1.00 5 5

Table B.2: Classification report for resting-state data from Dataset 1 using 56 channels
and 5 channels. Model trained on session 1 and validated on session 2.
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Class
Precision Recall f1-score support

Ch. 56 Ch. 5 Ch. 56 Ch. 5 Ch. 56 Ch. 5 Ch. 56 Ch. 5

1 1.00 1.00 1.00 1.00 1.00 1.00 5 5

2 1.00 1.00 1.00 1.00 1.00 1.00 5 5

3 1.00 0.50 1.00 1.00 1.00 0.67 5 5

4 1.00 1.00 1.00 1.00 1.00 1.00 5 5

5 1.00 1.00 1.00 1.00 1.00 1.00 5 5

6 1.00 0.50 1.00 1.00 1.00 0.67 5 5

7 1.00 0.00 1.00 0.00 1.00 0.00 5 5

8 1.00 0.00 1.00 0.00 1.00 0.00 5 5

9 1.00 1.00 1.00 1.00 1.00 1.00 5 5

10 1.00 1.00 1.00 1.00 1.00 1.00 5 5

11 1.00 1.00 1.00 1.00 1.00 1.00 5 5

12 1.00 1.00 1.00 1.00 1.00 1.00 5 5

13 1.00 0.50 1.00 1.00 1.00 0.67 5 5

14 1.00 0.00 1.00 0.00 1.00 0.00 5 5

15 0.50 0.50 1.00 1.00 0.67 0.00 5 5

16 1.00 1.00 1.00 1.00 1.00 1.00 5 5

17 0.00 0.00 0.00 0.00 0.00 0.67 5 5

18 1.00 0.50 1.00 1.00 1.00 0.67 5 5

19 1.00 0.00 1.00 0.00 1.00 0.00 5 5

20 1.00 1.00 1.00 1.00 1.00 1.00 5 5

Table B.3: Classification report for resting-state data from Dataset 2 using 56 channels
and 5 channels. Model trained on session 1 and validated on session 2.
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Appendix C

API endpoints

The endpoints used in this work are part of a more extensive EEG-based biometric
system. In fig. C.1, all the endpoints used in the biometric system are presented,
including the HTTP method, data parameters used in the requests, and a short
description of each endpoint.
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Path Method Data parameters Description 

eeg/subject/add POST { 
"application_id": 1, 
"name": subject1" 

} 
 

Used to add a user to 
the system 

eeg/data/save POST { 
"application_id": 1, 
"feature_type": "dwt", 
"data": { 
"data": [[[-892.975, 
-869.8499, .... -888.98]]], 
"target": ["12", ..... "12"] 
} 

} 
 

Save EEG data in the 
database.  

eeg/authentication/training POST { 
"application_id": 1, 
"subject_id": 12, 
"model_type": single_model, 
“classifier”: “ocsvm”, 
"feature_type": "dwt" 

} 

Train the authentication 
model 

eeg/authentication/authorize POST { 
"predicted_id": 12, 
"model_type": single_model, 
"feature_type": "dwt", 
"data": [[[-892.5, -869.849, 
..... ,-888.960128]] 

} 

Check if subject is 
enrolled in the system 

eeg/identification/training POST { 
"application_id": 1, 
"feature_type": "dwt", 
"classifier": "svm” 

} 

Create ML model for 
identification layer 

eeg/identification/identify POST { 
"feature_type": "dwt", 
"instance": [[[-892.905, 
-869.89, ..... ,-888.960]]] 

} 

Predict an identity for a 
subject 

 
 
 
 

Figure C.1: Endpoints used in EEG-based Biometric System containing identification
and authentication layer.
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