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Abstract
This line is left blank

Continuous discharging of greenhouse gases into the atmosphere has motivated
researchers to develop prime movers for working with less polluted energy sources.
The low cost of natural gas relative to diesel and gasoline combined with various
emissions-related regulatory measures drew attention toward natural gas as an
alternative fuel for internal combustion engines.

Natural gas fuel utilization is regarded as the right choice due to its low-carbon
emission, lower NOX, and almost zero smoke and particulate matter. Among
several categorizations of the natural gas engine, including stoichiometric Otto
cycle, lean burn, and dual fuel, there is a particular interest in lean burn gas engines
where the excess air ratio is almost two, and the emission target is achievable
without applying an after-treatment system.

However, there are also several challenges with lean combustion. The knock
phenomenon limits the engine performance in high loads and rich mixture, and
in contrast, misfires occur when the mixture is too lean. Working in a narrow
operating area with high-efficiency combustion requires sufficient stability and
control of the engine.

For an engine encountering a time-varying load in a marine application, load on the
engine continuously varies in either a fixed or a variable frequency. Depending on
the magnitude of load fluctuation, the response of the engine changes. Moreover,
despite the low emission level provided by a lean burn natural gas engine, the lean
mixture combustion suffers from high methane slip.

This study developed a model for a spark-ignition engine that uses natural gas as
the fuel and is applicable for the marine sector. The work in this thesis investigates
the effect of sea state on ship propulsion systems.

Accordingly, the thesis consists of four major parts. First, the influence of
time-varying load on the lean burn gas engine is discussed, and the response of
the engine and the importance of methane slip sources are presented. Second,
engine-propeller interaction has been studied in a range of wave characteristics,
and the engine response has been discussed in all sea states for the specific vessel.
Third, considering methane slip as the main issue of lean burn gas engines, several
controlling methods have been performed to overcome the methane slip increase
during transient conditions. Furthermore, the part-load operation of the engine has
been modeled by a non-harmonic transient condition in almost one hour of the
vessel journey.
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This thesis is submitted in partial fulfillment of the requirements for the
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Chapter 1

Introduction

Internal combustion (IC) engines are almost the primary driver of all the road
transports and a substantial majority of the off-road services [11]. The history
of converting the fuel chemical energy into mechanical rotating work in IC
engines with commercial success traces back to the 19th century when Lenior [12]
developed the engine to burn a mixture of coal gas and air in two directions
without compression stroke. Later, in 1864, Nicolaus Otto [13] patented the first
atmospheric gas engine, which is very similar to the recent reciprocating piston
engines. Almost a century after the appearance of the first vehicles, the link
between air pollution and IC engines was recognized, and after verifying the link
between health and air pollution, the air pollution standards began with Clean Air
Act in 1970 [14]. Until 2016, based on a report by the World Health Organization
(WHO), the number of registered vehicles increased to 281 million in the United
States and 3.9 million in Norway [15, 16].

The utilization of IC engines is not limited to transport vehicles, but refers to
ships, airplanes, and trains as well. Due to the increase of global scale trade and
advantages of carrying capacity, over 80% of global trade by volume and more
than 70% of its value was carried by a total of 93161 commercial fleet throughout
the world in 2017 [4]. This weight on transport places the shipping industry as a
significant source of emission, where 15% of global anthropogenic NOX and 5-8%
of global SOX emissions are owing to the maritime ships [17, 18]. The marine
sector mostly uses heavy fuel oil (HFO) rather than marine gas oil (MGO), marine
diesel oil (MDO), and intermediate fuel oil (IFO). HFO fuel is a high-viscosity
residual oil, and due to the low quality grade, is one of the main causes of high
emission level in maritime transport [19].

1



2 Introduction

Therefore, the national and international standards came into force to restrict the
pollution sources. SOX emissions from ships first came into force in 2005, under
Annex VI [20], and the limits on this compound have been progressively tightened
from the previous limit of 3.50% to 0.50% m/m (mass by mass) in January 2020
for the ships operating outside designated emission control areas. Moreover, the
International Maritime Organization (IMO) applied a maximum specified NOX in
various regulations. For instance, a medium-speed diesel engine was limited to
produce almost 20% of NOX in 2016 by Tier III compared with 1st of January
2000 by Tier I [21]. International efforts such as the Paris agreement in addressing
greenhouse gases (GHG) emissions will contribute to carbon intensity reduction
of over 70% in 2050 compared with 2008 [22, 23].

The desired emission levels in ship transportation are achievable by either
employing the latest technologies or using alternative fuels.

A catalytic converter, an exhaust emission control device to convert the emissions,
mitigates carbon monoxide, hydrocarbon, nitrogen oxides, and particulate matter
(PM) compounds [24]. But, the reduction of emissions using the aftertreatment
systems is still a major challenge. Diesel oxidation catalyst (DOC), diesel
particulate filter (DPF) and selective catalytic reduction (SCR) are usually
associated with the fuel quality, exhaust temperature, and the engine application
plus an expensive service and replacing necessity [25–28].

Exhaust gas recirculation (EGR) is another NOX emission reduction technology
that recirculates a fraction of exhaust gas to the combustion chamber. The addition
of EGR either with an internal or external circuit increases the mixture heat
capacity and consequently reduces the flame temperature. Moreover, the decline
in the NOX by EGR rates ends with an unsatisfactory reduced thermal efficiency,
higher PM emissions, and a brake specific fuel consumption (BSFC) footprint [29].

Adding water into the combustion chamber influences NOX emission in exhaust
gas due to thermal, dilution, and chemical effects by decreasing the concentration
of atomic oxygen. Injection of the water directly into the hot compressed air at
the outlet of the turbocharger, increasing the humidity of the charge air, direct
water injection, water-cooled residual gas, and fuel–water emulsion injection are
applicable methods for including water in the flame propagation [30]. Cost,
effectiveness and risk of water drops are the main challenges for each specific
method.

Regarding the alternative fuels to achieve the emission goals, the properties of
alternatives fuels are listed in Table 1.1. MGO and MDO are alternative fuels of
HFO [31]. However, these fuels cost more compared to HFO with a cost of refinery
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change [32], and they also produce more carbon dioxides (CO2) [33]. Biodiesel
with a positive impact on the environment can partly replace fossil fuels due to the
main drawbacks of limited raw materials and high production costs. In addition,
the IMO study concluded that low blends of biodiesel of up to 20% (B20) could
be used without any fuel system adjustments [34]. Methanol is an oxygenated and
sulfur-free fuel, but engine modification, including injection systems, fuel tanks
and piping is required for use in a marine diesel engine [1]. Natural gas with
relatively little processing after the refinery is becoming an essential alternative
for conventional fossil fuels. Moreover, natural gas has an octane number of
approximately 120. This specification gives methane a high resistance to knocking
in combustion [35, 36], although the natural gas composition varies considerably
over time and location [37]. Thus, utilizing natural gas is one of the effective ways
in terms of high-efficiency combustion with the potential of emission reduction
[38, 39]. The utilization of natural gas gives emissions reduction up to 85% on
NOX, 30% on CO2, and 95% on carbon monoxide (CO). Smoke and PM of this
fuel are also around zero [40].

Table 1.1: Properties of alternative fuels for marine engines [1].

Property Unit Diesel HFO MDO Biodiesel Methanol Natural gas

Calorific value MJ/kg 42.5 41.26 42 37.5 20.26 50
Cetane number - 51 >20 >35 50 3 -
Density at 15 ◦C kg/m3 847 934.8 <900 890 795 0.7-0.9
Viscosity at 40 ◦C mm2/s 2.72 24.27 <11 4-6 0.58 -
Ash content % <0.01 0.042 <0.01 - - -
Sulphur ppm <350 <500000 <200000 <10 - -

Global warming potential (GWP) for different time horizons expressed relative to
CO2 shows that the GWP 20 years and GWP 100 years of methane is 72 and 25,
respectively [41]. This high GWP factor of methane reduces the GHG-emission
reduction potentials of a natural gas engine. Table 1.2 shows the emission
reduction potentials for the two types of the natural gas engine. The CO2 emissions
are presented as CO2 equivalents where methane slip is accounted for. Natural
gas engines have the potential to contribute significantly, apart from the notable
benefits in terms of air quality for lean burn combustion engines, to the GHG
reduction target. However, methane slip must be reduced to the lowest level to
enhance the benefits.

Moreover, due to the low density of natural gas, for use in internal combustion
engines, natural gas ought to be stored either as compressed natural gas (CNG) or
be cooled down to liquid form in non-pressurized storage, Fig. 1.1. CNG occupies
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Table 1.2: Emission reduction percentage of two-stroke and four-stroke NG-engines [2].

Engine type CO2 equivalent NOX PM SOX

4-stroke low-pressure 5 90 98 100
2-stroke high-pressure 20 90 (with NOX reduction measures) 98 100

Natural Gas
(NG)

Liquefied Natural Gas
(LNG)

Compressed Natural Gas
(CNG)

Figure 1.1: Natural gas storage for internal combustion engines in the transportation
system.

less than 1% of the volume at standard atmospheric pressure with a 200-250 bar in
cylindrical shapes metallic cylinder [42]. However, weight, cost, and safety factors
strongly favored liquefied natural gas (LNG) for marine application [43].

1.1 LNG propulsion systems
Boil-off gas (BOG) from LNG cargo appeared first on the LNG-fuelled ships in
1964 [43], and the first gas-fuelled ship using CNG on the coast of Norway was
launched in 2000 [44]. The total number of LNG carriers exceeded 500 by 2020
in the world, as shown in Fig. 1.2. By 2016, more than 50% of gas fuelled ships
were working in the Norwegian sea [45]. Moreover, the gross tonnage of the
newbuildings has shown a sharp increase in recent years, as shown in Fig. 1.3. The
gross tons percentage of liquefied natural gas-capable was approximately steady at
around 2% from 2002 to 2013. It rose to 5.8 % in 2014 and stayed almost constant
for the next three years. The trend becomes noticeable after 2016, with more than
13% of the gross tonnage. The gross tonnage of 2017 was delivered by over 325
liquefied natural gas-capable vessels, while 110 liquefied natural gas-capable ships
were on order.

Combustion of natural gas for marine applications supports three concepts [3,46]:
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Figure 1.2: Increase in the total number of LNG carriers due to more demand on using
natural gas engines [3].
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Figure 1.3: Percentage of the gross tonnage of the newbuildings LNG fleet [4]. A sharp
increase occurred after 2012, from 2% to almost 14%.

1. High-pressure dual-fuel engines

2. Low-pressure dual-fuel engines

3. Lean burn spark-ignition engines

Lean burn engines and low-pressure dual-fuel engines have, by far, the most
substantial contribution of the operational cases [7], where low-pressure dual-fuel
engines can hardly meet the mandatory emission standards (Euro V, Euro VI) with
the present available technology. The dual-fuel engine uses both conventional
diesel and gaseous fuels. The low running costs and use of alternative fuel
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Figure 1.4: The ideal operating area of lean burn gas engines [5].

contributed this engine to be applicable in various applications [47, 48]. The
drawback of this engine is releasing total emissions of GHG higher than diesel
engines [49]. It also suffers from increases in CO and hydrocarbon HC emissions.
In addition, due to operating unthrottled, the fuel efficiency is lower at light load
and the mixture becomes very lean when the load reduces [50].

Lean burn spark-ignition gas engines with an excess air ratio of lambda 2 reduce
the thermal load and the level of NOX emission to meet Euro V/EEV emission
requirements without an additional after-treatment system [51, 52]. However, as
shown in Fig. 1.4, there is a narrow area that the engine works with the optimized
excess air ratio with high thermal efficiency. The widened operating area is
restricted to the low brake mean effective pressure (BMEP), which gives a lower
combustion efficiency. With a high BMEP, the variation of air-fuel ratio drives the
engine on either misfire or knock phenomenon, especially when the load varies
continuously in ship propulsion.

1.2 Background and motivation
Current emissions legislation in the marine sector has led the manufacturers to
place the lean burn natural gas engines into the application. Traditionally this
type of engine is considered mainly in a stationary condition and for power
plants [53–55]. In a stationary condition, the power is expected to maintain within
limited loads. Voltage and frequency are generally restricted within predefined
quantities, and the engine or parallel engines must bear the load steps without
stalling. Therefore, keeping the engine in the optimized area is more accessible. In
the presence of the waves in the marine propulsion system, the engines are exposed
to considerable varying loads due to rolling or windmilling, whereas they must
operate close to their nominal propeller curve. The oscillated load is a continuously
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varying load with various frequencies and amplitude. This variation of load plays a
dominant role in engine response. The transient response behavior of an engine is
commonly described by the ability to cope with a sudden increase in load [56,57].

Moreover, the elements of ship propulsion include the ship hull, the propeller, and
the engine. The traditional way was to consider these three elements separately.
A real ship operates in waves that induce motions, give a time-varying inflow,
and load on the propeller that again interacts with the engine. In severe weather
conditions, the propeller might even entirely out of the water and cause a sudden
drop in the engine torque and result in over-speed on the engine.

Modeling of a ship travel at sea with the wave and wind resistance using a
co-simulation for a two-stroke diesel engine and the propeller was performed by
Yum et al. [58]. The study aimed to find the dynamic load effect compared to a
constant load and confirm a quasi-steady mapping method to estimate efficiency
and NOX emissions. The simulation of the propulsion system performance by
Kyrtatos [59] indicated the influence of components on the ship hydrodynamic
performance. The detailed implementation of the engine elements coupled to the
propulsion systems proved that the fuel limiters change the vessel speed and the
ship developed forces. Campora and Figari [60] tried to find a reliable prediction
of the ship system behavior in transient conditions to optimize the propulsion
system components choice in such conditions. Neilson and Tarbet [61] simulated
a marine propulsion system to support the design process, including machinery
performance analyses, vibration analyses, maneuvering, and sea-keeping analyses.
Taskar et al. [62] discussed the influential parameters on a wave in a ship trip
and identified the propulsion performance drop. Altosole et al. [63] showed the
need to use marine propulsion simulator in real-time for control system design and
training the diesel engine dynamics with low computation time. The methodology
proposed was based on 5-D matrices to predict engine behavior. Moctar et al. [64]
performed maneuvering motions in a simulation of the engine propeller model,
test scale model, and real scale measurement. The model output illustrated the
impact of engine dynamics on the entire system and the engine time delay due to
the response time.

Converting the traditional engines to spark ignition natural gas in lean mixture
demands studying the marine gas propulsion system in transient conditions,
particularly in harsh weather conditions. It is paramount to understand how the
different condition affects the performance, efficiency, and emissions of a lean
burn gas engine in the marine propulsion system [65–67].

Therefore, this project designated a lean burn gas engine performance, i.e., the
dynamic response, fuel consumption, and emission, resulting from oscillating
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propeller loads due to the waves. A particular interest is to examine how
the methane slip changes during such fluctuating loads. Presenting practical
solutions to stabilize the engine, optimizing the combustion by the latest available
controllers, and smoothing the imposed torque are further goals of this study.

1.3 Objectives of the thesis
This thesis has been motivated by an interest in spark-ignition gas engines,
which are becoming one of the most critical contributors to marine propulsion
systems in the early future. However, they were lacked attention from emission
aspects, especially the methane slip is not yet investigated during the transient sea
conditions. To draw an ideal conclusion of the impact of the transient conditions
on the lean burn gas engine response and particularly the amount of the methane
slip, full-scale experiments with sufficient instruments are needed. Moreover, the
unsolvable challenge is determining the sources of methane slip while there is a
time delay in measuring the methane slip during the rapid transient conditions
[68]. To cope with these issues and recognize the methane slip primary sources,
developing numerical methods has been ideal for reducing the project risk and cost
and providing a clear methane slip trend.

Different possible sources for methane slip in the internal combustion engine are
proposed [69–71], where the three main sources of methane slip for the lean burn
gas engine are gas exchange, crevice volume, and quenched flame [72, 73]. They
are the primary sources in steady-state, but what if the load suddenly changes.
Does the percentage of the load variation influence the amount of methane slip?
On this basis, the following research objective can be formulated:

• Research objective 1
What are the primary sources of methane slip in lean burn spark-ignition
engines, especially during transient conditions?

The lean burn gas engine load fluctuation is caused by external disturbance
represented by the propeller torque in waves [74]. The disturbance is the
wavelengths, wave heights, and wave directions. In order to evaluate the
fluctuations, a coupled modeling of engine-propeller is needed. This idea is the
basis for the second objective of the project:

• Research objective 2
What is the influence of wave characteristics on transient loads and marine
gas engine response in terms of combustion efficiency and emissions?
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The operating of spark-ignition engines on a lean mixture has several positive
features such as improvement of combustion efficiency and reducing the fuel
consumption [75, ], but the engine response may suffer from instability [77, 78]
and even misfire [79]. To offset the disadvantages of the lean mixture, improving
the engine stability gets even more attractive, and becomes our third research
objective:

• Research objective 3
How to stabilize the engine during transient conditions and improve the
combustion?

The maximum efficiency occurs around the full load, and there is a decrease
in engine efficiency during part-load operating. This reduction for SI engines
normally occurs due to an increase in pumping loss and throttle closure [80, 81].
Emission rise due to the incomplete flame propagation of lean mixture [82, 83]
provided our third research objective as follow:

• Research objective 4
How is the engine response concerning sea transient conditions in
part-loads?

Answering these questions has constructed the main goals and scope of this
research. As a consequence, nine journals and conference papers are published.

1.4 Publications
The following publications constitute a part of the thesis:

1. Authors: Tavakoli S., Jensen M. V., Pedersen E., Schramm J., Title:
Unburned Hydrocarbon Formation in a Natural Gas Engine Under Sea Wave
Load Conditions. Journal: Marine Science and Technology. Editor:
Springer. Year: 2020. Status: Published. Type: Journal Paper. https:

//doi.org/10.1007/s00773-020-00726-5.

2. Authors: Saettone S., Tavakoli S., Taskar B., Jensen M. V., Pedersen
E., Schramm J., Steen S., and Andersen P. Title: The importance of the
engine-propeller model accuracy on the performance prediction of a marine
propulsion system in the presence of waves. Journal: Applied Ocean
Research. Editor: Elsevier. Year: 2020. Status: Published. Type: Journal
Paper. https://doi.org/10.1016/j.apor.2020.102320.
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3. Authors: Tavakoli S., Saettone S., Steen S., Andersen P., Schramm
J., and Pedersen E. Title: Modeling and Analysis of Performance and
Emissions of Marine Lean-Burn Natural Gas Engine Propulsion in Waves.
Journal: Applied Energy. Editor: Elsevier. Year: 2020. Status:
Published. Type: Journal Paper. https://doi.org/10.1016/j.

apenergy.2020.115904.

4. Authors: Tavakoli S., Schramm J., and Pedersen E. Title: Strategies on
Methane Slip Mitigation of Spark Ignition Natural Gas Engine During
Transient Motion. Journal: SAE Automotive Technical Papers. Editor:
SAE. Year: 2021. Status: Published. Type: Journal Paper. DOI:https:
//doi.org/10.4271/2021-01-5062.

5. Authors: Tavakoli S., Schramm J., and Pedersen E. Title: Influence of
Turbocharger Inertia and Air Throttle on Marine Gas Engine Response.
Journal: Journal of Fluid Flow, Heat and Mass Transfer (JFFHMT). Editor:
AVESTIA. Year: 2021. Status: Published. Type: Journal Paper. DOI:

10.11159/jffhmt.2021.013.

6. Authors: Tavakoli S., Schramm J., and Pedersen E. Title: Effects of
Propeller Load Fluctuation on Performance and Emission of a Lean-Burn
Natural Gas Engine Operating at Part-Load Condition. Status: Under
revision. Type: Journal Paper.

7. Authors: Tavakoli S., Maleki K., Schramm J., and Pedersen E. Title:
Emission Reduction of Marine Lean-Burn Gas Engine Employing a Hybrid
Propulsion Concept. Journal: International Journal of Engine Research.
Editor: SAGE. Year: 2021. Status: Published. Type: Journal Paper.
https://doi.org/10.1177/14680874211016398

The work conducted during the Ph.D. also resulted in the following papers:

• Authors: Tavakoli S., Pedersen E., and Schramm J. Title: Natural Gas Engine
Thermodynamic Modeling Concerning Offshore Dynamic Condition. Book:
Proceedings of the 14th International Symposium, PRADS 2019, September
22-26, 2019, Yokohama, Japan- Volume II. Status: Published. Type: Conference
Paper.

• Authors: Tavakoli S., Schramm J., and Pedersen E. Title: The Effect of Air
Throttle on Performance and Emission Characteristics of an LNG Fuelled Lean
Burn SI Engine in Steady and Unsteady Conditions. Book: In Proceedings of the
5th World Congress on Momentum, Heat and Mass Transfer (MHMT’20). Year:
2020. Status: Published. Type: Conference Paper
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Figure 1.5: Interconnection between the papers and the objectives of the PhD project.

The interconnection between the papers and the objectives of the Ph.D. project is
presented in Fig. 1.5. The author tries to address all the knowledge required in each
objective and the relevance of the published papers to the four main objectives.

Furthermore, the output of the current work is arranged in an intuitive diagram
shown in Fig. 1.6. The starting point was developing an engine model
platform. Next, the implemented equations were confirmed by using available
measured data. The verified model was the original configuration of all the
investigations in this study. Based on the imposed torque, two separate paths were
considered: transient condition around the full load and transient condition around
the part-load. The full load concept is presented in papers number 1, 2, 3, 4, 5,
and 7 with harmonic sinusoidal torque. The part-load concept is only presented
in paper number 6, where the modeling is for an actual transient condition. In
the full load concept, papers 2 and 3 have experienced a wide range of waves,
while papers number 1 and 4 presented an additional coupled emission model
for methane slip. Strategies for controlling combustion and improving the engine
response are presented in papers number 4, 5 and 7.
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Figure 1.6: An intuitive overview of the current work. The numbers in parentheses refer
to the relevant paper.

1.5 Thesis outline
This thesis is divided into two parts. The first part is the main body of the thesis,
which comprises six chapters:

1. Introduction

2. Natural gas engine

3. Modeling and simulation

4. Unburned hydrocarbon formation

5. Results and discussion

6. Conclusion

In the first chapter, the motivation of the work and the research objectives are
presented with the main questions. The second chapter introduces natural gas
combustion in several applications with a specific focus on marine application. The
third chapter develops the models of the engine and introduces the co-simulation.
The fourth chapter identifies methane slip modeling, and all the results are
discussed in chapter five. The last chapter of the first part concludes the main
results and recommends suggestions for further works.

The second part contains the selected publications that are the main results of the
thesis.



Chapter 2

Natural Gas Engine

Natural gas is a fossil energy source that formed deep beneath the earth surface
consisting primarily of methane (CH4) and ethane (C2H6), with also propane
(C3H8) [84], and was first identified in America in 1626 [85]. The utilization of
CNG for vehicle application in Europe traces back to early 1930 in Italy [86]. The
report by BP Statistical Review of World Energy [87] shows that the consumption
of natural gas in the world global energy consumption has the highest growth
among all fuels in recent years with a 43% increase. Furthermore, the number of
vehicles using natural gas as the main fuel has shown a rapid increase in the world
[88]. Natural gas has a laminar flame speed of about 38 cm/s [89] and a turbulent
flame speed of about ten times higher than its laminar flame speed [90]. This
slow-burning velocity [91] results in poor lean burn combustion [92]. Therefore,
two concepts are employed to use natural gas as the main fuel. As shown in Fig.
2.1, the first concept uses natural gas as the only fuel, and another uses additives to
provide stable and controllable combustion. Discussing these concepts comprises
the main part of this chapter.

2.1 Natural gas engines

2.1.1 Stoichiometric combustion

A normal combustion process includes the fuel and oxidizer. If the oxidizer
quantity undergoes combustion and burns all the fuel, and forms only CO2
and water (H2O) as the products, this chemical reaction is stoichiometric. A
stoichiometric natural gas engine burns the fuel, as shown in the schematic of
Fig. 2.2.

Stoichiometric natural gas engines are commonly ignited with a spark plug with

13
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Natural gas engines

Natural gas Natural gas + additive

Stoichiometric

HCCI

HPDI

Lean-burn

HPDF

LPDF

RCCI

Figure 2.1: All types of available natural gas engines.

Fuel
(CXHY)

Oxidizer
a (O2, 3.76 N2)

Combustion process

Product
(x CO2, y/2 H2O, a. 3.76 N2)

Figure 2.2: Stoichiometric combustion process. a is (X + Y/4) .

no excess fuel or excess air. The drawback of this engine is its higher combustion
temperature. [93]. The high temperature means higher heat losses, higher pumping
work at low to medium loads, higher thermal stress on the engine, and higher
knock tendency [94–96]. A higher knock tendency requires redesigning the
combustion chamber for a lower compression ratio, and thus the engine work
with a lower brake efficiency [97]. NOX also increases drastically when the flame
temperature rises [98]. The technique of stoichiometric combustion with EGR
and three-way catalyst (TWC) is recommended to reduce this harmful exhaust
emission if the excess ratio is carefully controlled [99].
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2.1.2 Homogeneous charge compression ignition

Homogeneous charge compression ignition (HCCI) is a homogeneous premixed
charge, which is compressed to a higher compression ratio and auto ignited without
any external supply of ignition sources. The concept of HCCI was initially
investigated for gasoline applications by Onishi et al. [100], but in comparison with
gasoline, natural gas has a higher octane number (up to 120) and high auto-ignition
temperature (600 ◦C) [101]. This feature leads the mixture to reach a high heat
release rate inherently, and the combustion may result in heavy knocking [102].
HCCI combustion contributes to rapid and low-temperature combustion of the
very-lean mixture. High thermal efficiency and low NOX formation is the desirable
feature of this combustion.

There are, however, a few deficiencies intrinsic to HCCI combustion [103–106]:

1. Direct control over combustion timing

2. Releasing a high quantity of HC and CO emissions

3. Controlling the engine during transient condition

4. Excessive engine noise caused by knocking

2.1.3 High pressure direct injection

In order to have a high thermal efficiency comparable to high compression ratio
diesel engines without smoke and PM compounds, direct injection (DI) of natural
gas in the engine is an alternative by high pressure direct injection (HPDI) [107].
Compared with the premixed natural gas engine, the fuel composition has shown
the least influence on the performance of HPDI engines [108]. However, this
method’s primary challenge is the fuel slow flammability during the delay phase
[109] as well as providing high pressure gas.

2.1.4 Lean burn combustion

There is an excess air ratio of up to twice needed for stoichiometric combustion
in a lean burn natural gas engine. This extra quantity of air typically does not
participate in the combustion process, but the excess air contributes to a lower
maximum temperature in the post-oxidation process. A major part of the NOX
formation is due to the high temperature [110–112]. Therefore, the excess ratio
effectively reduces the amount of NOX. Due to the lower temperature of the
flame propagation, a higher compression ratio compared with a typical SI engine
is feasible, and as a consequence, the thermal efficiency is higher than a similar
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gasoline engine [113]. Combustion stability and the cyclic variation are towed
primary challenges since a standard spark plug cannot operate with this excess air
ratio [114]. To stabilize the combustion process, installing a pre-chamber with an
enrichment mixture or a partially stratified charge (PSC) is proposed to increase
fuel conversion efficiency and brake mean effective pressure [45,115]. In lean burn
combustion, a pre-chamber can stimulate ignition and combustion by burning a
small portion of the mixture. This flame produces multiplied kernels ignition than
the regular spark plug. The influence of ignition energy, affected by temperature,
size, and equivalence ratio, is striking on the flame development [116].

2.2 Natural gas plus an additive

2.2.1 Dual-fuel natural gas engines

In dual-fuel natural gas engines, natural gas plays the primary role by providing
up to 98% of total energy. The compression pressure and temperature prevent the
auto-ignition of the premixed natural gas inside the main combustion chamber.
Therefore, a pilot injection of conventional diesel fuel with the fuel system like
the standard diesel engine starts the ignition [117, 118]. With some simple
modifications, a standard diesel engine can operate in gaseous mode. The
advantage of this method is the possibility of using diesel fuel as the primary
source of power if the storage of natural gas is depleted [119]. The gaseous fuel
in dual-fuel engines can either be added to the mixture in low pressure or injected
directly in high pressure:

2.2.1.1 Low-pressure dual-fuel engines

In the low-pressure dual-fuel engines, the gaseous fuel has a low-pressure supply
and is premixed, while the liquid fuel is injected into the chamber with high
pressure. The liquid fuel is atomized and distributed through the spray cone. The
sprayed fuel and the gaseous mixture will be mixed inside the main chamber. The
amount of the entrained mixture is a function of the injection condition, the pilot
fuel quantity, and the ratio of air-fuel [117].

The primary purpose of using low-pressure dual-fuel engines is the backup fuel
and the ability to operate on diesel oil, but the engine still suffers from a low
compression ratio and upper excess air ratio during the low load. The former
results in lower efficiency, and the latter lead the engine to misfire [45].

2.2.1.2 High-pressure dual-fuel engines

In high-pressure dual-fuel engines, the air is compressed with a compression ratio
equal to the diesel engine. The diesel fuel is injected before the gas injection, and
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the main characteristics, such as output power and load response, are identical with
a similar diesel engine.

Although it releases a negligible quantity of the unburned fuel, to reach the Tier III
limitation for NOX, a combination of EGR or SCR is needed [120–122]. Another
challenge with this engine is providing a high-pressure gaseous fuel in the injector.
Diesel fuel pressure changes between 1500 to 3000 bar, and gas injector vary
between 300 and 600 bar [45].

2.2.2 Reactivity controlled compression ignition

In HCCI, the mixture auto ignites at a high temperature after a high compression
ratio, and the drawback is the high peak pressure and knocks phenomenon.
Reactivity controlled compression ignition (RCCI) strategy is developed to
overcome these issues and provide a solution for the high levels of natural gas
substitution, particularly at low and medium loads of dual-fuel engines [123]. .
In this method, two types of fuel are used with high reactivity and low reactivity.
The fuel with low reactivity is added into the main chamber as a premixed fuel,
while the high reactivity fuel injects directly into the combustion chamber [124].
Natural gas with a low cetane number has become an appropriate fuel in the RCCI
strategy. The drawbacks of this method are the higher adiabatic flame temperature
of natural gas, which may result in higher heat losses, and lower gross efficiency
than those fueled with gasoline/diesel [125]. Moreover, controlling the timing and
magnitude of heat release rate is critical for operating at a high load [126, 127].

2.3 Marine gas engines
Marine gas engines can roughly be divided into two main groups: lean burn
gas engines and dual-fuel engines [6]. The principles of the marine gas engine
classifications are shown in Fig. 2.3. The high-pressure four-stroke engine is
operated only in floating production storage and offloading (FPSO) and onshore
power generation units, but not in the ship propulsion [7]. The proportion of each
type of gas engine is shown in Fig. 2.4, where the lean burn gas engines and
low-pressure dual-fuel engines have by far the largest contribution.

2.4 Installation modes
Among the largest offshore application for natural gas engines, the companies
‘MAN diesel & Turbo SE’, ‘Wärtsilä’, ‘Caterpillar Inc.’, ‘Hyundai Heavy
Industries’, ‘Kawasaki Heavy Industries’, ‘Rolls Royce’ are the pioneer. The
installation mode of these manufacturers can be summarized as follows.

Conventional
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Lean burn spark ignition
(LBSI)
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Figure 2.3: Marine gas engines classification [6].

Lean burn gas engine

Low Pressure DF-4 stroke

Low Pressure DF-2 stroke

High Pressure DF-2 stroke

Figure 2.4: Marine gas engines in the shipping industry [7]. Lean burn gas engines and
dual-fuel high-pressure four-stroke engines have the most considerable contribution by
around 90%.

A conventional mode of a gas engine propulsion system consists of three main
components: a prime mover, a connecting high inertia shaft, and a propeller. There
is a gearbox as well to adjust the engine speed and the vessel speed. The schematic
is shown in Fig. 2.5(a).
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Constant speed

A constant speed mode consists of the same main components of the conventional
mode plus a power take-off shaft (PTO) to the genset. Part of the power produced
by the natural gas engine will drive the generator to supply the hotel load, battery
recharge, and other supplementary systems. The schematic is shown in Fig. 2.5(b).

Booster

In a booster mode, the generator plays as a Power take in the shaft (PTI) and
reduces the engine required torque. In this case, a fraction of the load is supplied
through the genset, and the rest will be provided using the engine. The schematic
is shown in Fig. 2.5(c). If the constant speed and booster mode have an energy
storage device (ESD) in their arrangement, a smooth loading on the engine is
applicable. Therefore, the engine can always operate in the optimum operating
area of the engine designed map.

Power plant

A power plant mode is another arrangement of the natural gas engine in the
shipping industry; however, its load change is not relevant to the marine sea wave.
The schematic is shown in Fig. 2.5(d).

2.5 Vessel and engine specification
In summary, all the available papers and reports in the field of marine gas engines
are about the description of the working principles, performance, and emissions;
however, none of them considers the strong potential of real operational conditions
on engine response. From these considerations, it can be inferred how it is
essential to study a marine gas engine. Since an on-board measurement campaign
is required to obtain the emission outline and performance data in real conditions,
in order to provide a low-cost solution, comprehensive modeling of the propulsion
system is performed.

This modeling is done on a ship propulsion system consists of a gas engine named
Bergen ACL B35: 40L9 of 3940 kW. The engine specification is presented in Table
2.1. The ship specification called Kvitbjørn as a cargo vessel owned by Nor Lines,
constructed by Tsuji Heavy Industries in China and based on Roll Royce’s concept
is presented in Table 2.2.

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.
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(a) Conventional mode
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(d) Power plant mode

Figure 2.5: Marine gas engines propulsion mode.

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.
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Table 2.1: Engine specification.

Item Unit Specification
Engine model - B 35:40L9PG
Number of cylinders - 9
Cylinder bore mm 350
Cylinder stroke mm 400
Connecting rod length mm 810
Rated power kW 3940
Maximum Torque at rated speed Nm 50200
Rated speed rpm 750
Displacement L 346
Fuel type - Natural gas
Ignition type Spark plug/

pre-chamber

Table 2.2: Vessel specification.

Item Unit Specification
Length oa m B 119.95
Length bpp m 117.55
Width m 20.80
Design draft m 5.5
Design shaft submergence m 3.3
Service speed kts 15

This text is to keep the table upper of the page.

This text is to keep the table upper of the page.
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Chapter 3

Modeling and Simulation

The complexity of experimental measuring and the uncertainty of the measuring
instrument have always highlighted the simulation and modeling importance and
potential. During the last decades, engine modeling has paved the way for an
in-depth study of engines. It has also played a dominant role in showing the engine
response during transient conditions due to more uncertainties in the measuring
process. A significant number of engine modeling has already been conducted to
show the importance and correctness of the simulation and modeling in an internal
combustion engine, whether in steady-state or in transient condition [128–132].
The modeling approach of these two states, however, includes different detailed
strategies. A transient condition refers to speed and loads variation, acceleration,
and engine warm-up. In the transient condition, the torque, fuel quantity, heat
transfer, and fluid flow vary, and the engine response during time-varying load
plays a more critical role than the steady-state. Such conditions are expected for
the vehicle application and marine propulsion systems, where the latter possesses a
lot of wave and wakefield changing the engine load. An accurate engine modeling
for the transient condition ought to consider the main and influential components
in high fidelity. However, this would considerably raise the computational time,
cost, and effort. Larmi developed a low-speed diesel engine model to predict
the engine’s response when the load on the directly coupled engine-propeller
fluctuates largely. The modeling proved that transient response simulation could
appropriately respond to the load fluctuation with a Wiebe function for the heat
release rate, thermodynamic control volume for the air and exhaust gas receivers,
and constant friction mean effective pressure (fmep) [133].

In general, the requirements of the simulation can be outlined as [134]:

23
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1. Sufficient detail to reflect any changes in design, environment and fuel
properties,

2. Accurate prediction of the performance,

3. Emission formation,

4. Low computation time and cost,

5. The minimum empirical data requirement.

The in-cylinder conditions during the time-varying loads are different from the
steady-state conditions. Therefore, a crucial part is the correct prediction of
combustion modeling during the transient condition. An accurate prediction
determines the amount and rate of pressure and temperature in the cylinder. The
output will subsequently influence the energy and enthalpy of the gases of the
turbine. The turbocharger boost pressure will again interact with the combustion
phenomenon.

Based on the concepts mentioned above, several modeling approaches are
available, as shown in Fig. 3.1.

Quasi-linear modeling uses empirical coefficients and neglects the nonlinear
nature of the flow and combustion phenomenon. The advantage is the simplicity
and limited computational time of the model but dependent on the empirical data
[135].

0 D is a standard method of engine modeling and classifies in several
sub-approaches. The main zero-dimensional modeling is the filling and emptying
method and mean value model. In order to evaluate for a real-time in the
hardware-in-the-loop (HIL) simulation system, the model must satisfy the demand
of high prediction, precision, and real-time operating performance [136]. This
approach can meet these requirements, and it has mainly been used in the HIL
simulation system [137, 138]. This method considers the engine as a control
volume series, connected through valves and junctions. The equations of mass
and energy conservation are solved for each volume.

1 D or gas dynamic modeling is another modeling approach where the flow
model involves the solution of the momentum equation. In this method, the
whole fluid passage system is discretized into small volumes, and the conservation
equations are solved in a concise time scale for all of the discretized volumes. The
gas-dynamic model provides a reasonable estimate of the flow velocity in each
boundary of control volumes, and therefore, a suitable prediction for the pulse
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Non-linear - 0 D

Non-linear - 1 D

Non-linear - 2 D

Non-linear - 3 D

Figure 3.1: Engine modeling complexity from minimum fidelity and computation time
(down) to maximum (top) [8].

turbocharged engines [139]. The CPU time using this method is by far more than
real-time condition [140].

2-3 D named as CFD simulation simulates in order of turbulent time-scale. Solving
the Navier Stokes equations in 2-3D in thousand of small volumes gives the most
predictive simulation capability to this modeling. Simultaneously, the enormous
computational time required for the components bounds the method application for
simple components such as a combustion chamber or a manifold rather than the
entire engine. Providing the detail of the flow field, distribution of pressure and
temperature, and the possibility of considering the detailed chemical mechanisms
is the advantage of the model. The inability to predict the engine performance, the
system response, and connecting the subsystem are the disadvantages [141–143].

3.1 Steady-state vs. transient condition
In order to describe the impact of the transient condition, especially during the
transient ramp-up of temperatures and transient build-up of boost pressure during
accelerations, the leading causes of the disparity between steady-state and transient
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conditions must be reflected. The differences can be classified into the mechanical
delay, thermal delay, and dynamic delay of the engine [144].

Mechanical delay: All the rotating components, such as a flywheel, turbocharger
shaft, and crankshaft, has a moment of inertia. During transient conditions,
acceleration of the rotating mass needs additional energy; the larger the mass
moment of inertia, the higher the energy requirement. Thus, a significant part
of the energy during the transient condition, if the load increases, will be applied
to accelerating the shafts to grasp the new speed. During the load reduction, the
system responds contrariwise.

Thermal delay: As a result of the increasing or decreasing the fuel quantity due to
the load changes, the wall temperature of the components at each consecutive cycle
changes. The thermal variation is highly dependant on the type of combustion (SI
and CI) and the air system response toward the fuel system variation. Usually, in
diesel engines, this delay can be notably [134], while in the spark ignition engines
with a constant air-fuel ratio, the oscillation of the exhaust temperature is small.

Dynamic delay: The fluid from the compressor inlet, passing through the intake
and exhaust pipes and to the turbine outlet, follows the mass transfer function.
The intake and exhaust manifold size, the pressure drop in the air and exhaust
pipes, and the turbocharger type, whether pulse or constant pressure, influence the
flow dynamic. The turbocharger variation is dominated by the rotational speed
[145], and thus, any dynamic delay directly influences the turbocharger response.
A diesel engine’s transient duration may last from a few seconds up to several
minutes [8, 58, 146].

3.2 Main components in the modeling
The marine gas engine model studied in this project is developed by considering
the following influential componens:

3.2.1 Combustion chamber

A mixture of air and fuel with an excess air ratio is captured in a non-fixed
control volume, and it is assumed to be perfectly mixed. Several thermal zones
are imposed for more accurate heat transfer calculation.

3.2.1.1 Heat transfer modeling

During the intake, compression, combustion, and exhaust, there is always an
exchange of thermal energy between gases and boundaries.

Heat convection modeling in the main combustion chamber followed the method
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proposed by Woschni [147] in Equation (3.1):

hc(Woschni) =
K1 P

.8 W 0.8

B0.2 TK2
(3.1)

where K1 and K2 are constant, B bore and W is average cylinder gas velocity
(m/s). The equation for the average in-cylinder gas velocity is:

W = C1Sp + C2
V dT r

P rV r
(P − Pm) (3.2)

C1 and C2 are constants, Sp mean piston speed (m/s), Tr unburned mixture
temperature, P pressure, Pm motoring pressure, Pr unburned mixture pressure, Vd
the total displacement and Vr is the volume before combustion.

Woschni heat transfer model lumps the radiation portion, which is typically is
estimated by the transmission of heat in the form of waves through space, into
the convection portion inside the cylinder [148]. Moreover, radiative heat transfer
from the hot burned gas in spark-ignition engines is tiny related to the convective
heat transfer. Hence, Equation (3.1) is the only modeling theory for the heat
transfer of the cylinder surfaces.

qconvection = hWoshni(T gas − Twall) (3.3)

In Equation (3.3), Twall split into several zones.

The zones identified interior surfaces of the cylinder by: cylinder zone, piston
zone, and head zone. Cylinder zone 1 is 1

6 of the cylinder wall exposed when the
piston is at BDC, cylinder zone 2 is 1

3 of the cylinder wall exposed when the piston
is at BDC and cylinder zone 3, covers the lower half of the cylinder wall exposed
when the piston is at BDC.

The zones for piston surface and cylinder head are shown in Fig. 3.2.

The temperature of the valve face surface is imposed and the total heat transfer is
calculated for the valve surface area of:

areavalve =
π

4
Dvalve

2 + 0.25Dvalvehvalve thickness (3.4)

Where the average thickness of the valve head was chosen 16% of valve diameter.

3.2.1.2 Combustion

To predict the flame characteristics for the engine, the SI-turbulent flame model is
employed. The model has the potential of predicting the combustion burning rate
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Zone 1

Zone 2

Zone 3

(a) The three piston zones consisted of the piston
zone 1 with 48%, piston zone 2 with 37% and
piston zone 3 with 15% of the piston area.

Zone 1
Zone 2

Zone 3

valve facevalve face

(b) The three head zones consisted of head zone 1
with 55%, head zone 2 with 35% and head zone 3
with 10% of the head area excluding valve faces.

Figure 3.2: Temperature zones of the cylinder head and piston top surface.

based on laminar and turbulent flame speed. It is assumed that there are two zones,
burned and unburned zone, and the eddies of the unburned zone are entrained in
the flame front at a turbulent velocity while the mixture of fuel and air is burning
at laminar velocity. The rate of transformation of unburned to burned zone is
calculated by Equation (3.5) and (3.6):

dM e

dt
= ρuAe(ST + SL) (3.5)

dM b

dt
=
M e −M b

τ
(3.6)

where index b symbolizes burned classification, u unburned classification, and e
entrained classification.

It is also assumed that the reaction is quite fast with a thin layer of the burning
zone [9]. To calculate the laminar flame speed (SL), Heywood [109] recommended
Equation (3.7) for several hydrocarbon fuels:

SL =
(
Bm +Bf(φ− φm)2

)(T u

T 0

)α( P
P 0

)β
· fDilution (3.7)

where for natural gas fuel:

α = 0.68φ2 − 1.7φ+ 3.18 (3.8)

β = −0.52φ2 + 1.18φ− 1.08 (3.9)
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and Bm is 0.490, Bf is -0.59, and φm is 1.390 [149].

fDilution is the dilution effect and is employed as:

fDilution = 1− 0.75A(1− (1− 0.75A ·Dilution)7) (3.10)

A is a multiplier, and Dilution is the mass fraction of the residuals in the unburned
zone.

The time constant of combustion of fuel/air mixture entrained into the flame zone
(τ) in Equation (3.6) was calculated by Equation (3.11):

τ =
λ

SL
(3.11)

with the Taylor length scale of:

λ = a
Li√
Ret

(3.12)

and turbulent Reynolds number:

Ret =
ρuu̇Li

µu
(3.13)

Calculation of turbulent flame speed is done by Equation (3.14):

ST = b · u̇
(

1− 1

1 + c(
Rf
Li

)2

)
(3.14)

where a, b, and c are constants. Moreover, u̇ and Li are turbulent intensity
and turbulent length scale, respectively. They have been described in section
3.2.1.3. Calculation of surface area at the flame front (Ae) and flame radius (Rf)
are presented in [150].

In order to calculate the concentrations of the species, chemical equilibrium is
carried out for the entire lumped burned zone. This assumption is the state in
which both reactants and products have no further inclination to change with time
in the current pressure and temperature.

During the simulation, the main species and products of combustion are monitored
in the main chamber by the relations between the composition of reactants and the
composition of products by Equation (3.15):

x13

[
CnHmOlN k +

n+m/4− l/2
F

(O2 + 3.7274N 2 + 0.044Ar)

]
−→

x1H + x2O + x3N + x4H2 + x5OH + x6CO + x7NO + x8O2+

x9H2O + x10CO2 + x11N 2 + x12Ar

(3.15)
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Where x1 to x12 are mole fractions of the products and x13 is the mole of fuel,
giving one mole of the product. The atom balances plus the products add up to
unity provides six equations. To solve for the 13 unknowns, seven other equations
are solved using the equilibrium provided by the following equations:

1

2
H2 ↔ H (3.16)

1

2
O2 ↔ O (3.17)

1

2
N2 ↔ N (3.18)

1

2
H2 +

1

2
O2 ↔ OH (3.19)

1

2
O2 +

1

2
N2 ↔ NO (3.20)

H2 +
1

2
O2 ↔ H2O (3.21)

CO +
1

2
O2 ↔ CO2 (3.22)

Using the curve fitted from the JANAF thermodynamic table, the 13 equations of
species are available and solvable in each pressure and temperature [151].

3.2.1.3 Flow model

The in-cylinder mean flow depends strongly on the chamber geometry, where the
calculated values influence the burning rate. The sophisticated features of flow
dynamics can be captured using detailed multidimensional Navier-Stokes models,
but a simplified model of the combustion chamber is considered. The chamber is
divided into three flow regions defined as the squish area above the piston crown,
the cup volume, and the region above the cup lip. At each time step in each region,
the mean radial velocity, axial velocity, and swirl velocity are calculated, taking
into account the cylinder chamber geometry, the piston motion, and the incoming
and exiting flow rates passes through the valves [152]. The turbulence model
solves the turbulence kinetic energy equation and the turbulence dissipation rate
equation. Two outputs of the model, turbulence intensity and turbulence length
scale, are used directly in the turbulent flame velocity calculation in combustion
modeling of Equation (3.5).



3.2. Main components in the modeling 31

The turbulence length scale is calculated by:

Lm =
Cµ

3
4 .K

3
2

ε
(3.23)

Cµ is constant. The detailed equations are presented in [152]:

3.2.1.4 Emission

Natural gas engines produce four main emission compounds throughout the
combustion: NOX, UHC, CO2, and CO [153]. Generally, the concentration of
these compounds differs in chemical equilibrium rather than the detailed chemical
mechanism. Besides, implementing the detailed kinetics to find the emission level
during combustion and post oxidation needs considering hundreds of reactions.
Therefore, a basic formation mechanism is provided for the pollutants.

3.2.1.4.1 NOX NOX is nitrogen oxide, NO, and nitrogen dioxide, NO2, but
NO is the prominent oxide of nitrogen of the internal combustion engine [109].
Therefore, the mechanism of formation of NO proposed by Zeldovich have been
extensively applied for description of NO formation in engines [154]:

O +N 2 = NO +N (3.24)

N +O2 = NO +O2 (3.25)

N +OH = NO +H (3.26)

The rate of formation of NO via reactions of (3.24), (3.25) and (3.26) is:

d[NO]

dt
= k1

+[O][N 2] + k2
+[N ][O2] + k3

+[N ][OH]

−k1
−[NO][N ]− k2

−[NO][N ]− k3
−[NO][H]

(3.27)

With the steady-state approximation for d[N ]
dt and equilibrium for other species,

a simplified one-way equilibrium is achievable with the following reaction rates
respectively:

k1 = F 1 · 7.60 · 1010 · e−38000
A1
Tb (3.28)

k2 = F 2 · 6.40 · 106 · T be
−3150

A2
Tb (3.29)

k3 = F 3 · 4.10 · 1010 (3.30)
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F1, F2, F3, A1 and A2 are constant coefficients for tuning the modeling, and Tb is
the burned zone temperature.

3.2.1.4.2 UHC The implemented equations for UHC modeling to calculate the
amount of methane slip is separately discussed in chapter 4.

3.2.1.4.3 CO2 CO2 is a greenhouse gas in the exhaust gases from SI engines
as a main product of the combustion. Natural gas has chemical properties with
a high H/C ratio of around 3.7. Thus, by changing the fuel from diesel with a
ratio of 1.8 to natural gas, an immediate reduction of CO2 to half is achievable.
As a result, the gas engines produce less CO2 and even 20% less than similar
gasoline engines [72]. Thus the relative amount of this emission depends on fuel
properties than the combustion mechanisms. Therefore, the output of the chemical
equilibrium is used for the validation of the combustion, and the formation of this
emission is not discussed further.

3.2.1.4.4 CO At lean equivalence ratios, like for the lean burn spark-ignition
engine, a low amount of CO can be achieved [155, 156]. Moreover, the formation
of CO emission is high primarily when the engine operates close to stoichiometric,
or during warm-up when the wall is cold. Since the primary output from the CO is
not verified, any further presenting of the modeling and output is neglected.

3.2.1.5 Knock

In spark-ignition engines, knock represents one of the most critical issues to
reach optimal thermal efficiency. Therefore, to deal with any probable knocking
occurrence, an air/fuel ratio and EGR based methodology aimed at evaluating the
knock phenomenon. In the model presented here, the knock intensity is evaluated
by the Kinetics-Fit-Natural-Gas model proposed by Gamma Technology and is
based on the kinetic reaction mechanism of natural gas [157, 158]:

K I = M.u(α)
V TDC

V (α)
exp(

−6000

T (α)
)·

max[0, 1− (1− φ(α))2].I index

(3.31)

Where M is a multiplier and can be found during the validation step. Induction
time integral, Iindex, is calculated by equation (3.32):

I index =

∫
1

τ
dt (3.32)
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and the induction time, τ , is defined by equation (3.33) :

τ = M 1 −

[
10−9 exp (

18659

M 2T
)(
MN

100
)0.978·

(Fuel−0.578)(O2
−0.28)(Diluent0.03)

] (3.33)

where MN is the fuel methane number, M1 and M2 are multipliers, equalized to
1, and diluent concentration is the sum of concentrations of N2, CO2, and H2O.
VTDC is cylinder volume at the top dead center and φ is equivalence ratio of the
unburned zone. u(α) is the percentage of cylinder mass unburned.

3.2.2 Power transmission

Sudden loading and unloading on the engine lead the engine to speed fluctuation
and instability. Any idea to improve the engine stability is highly pertinent to the
engine mass moment of inertia and the connected rotating components as power
transmission [159, 160]. The degree of change of the system frequency regarding
the external forces is inversely proportional to the magnitude of the inertia:

T b(t) = T s(t)− I.ω̇ct(t) (3.34)

where, ω̇ct(t) is the instantaneous crank-train acceleration and I mass moment of
inertia. Tb(t) represents the torque available at the flywheel, after accounting for all
friction and attachment losses as well as the acceleration of the crank train inertia.

The entire propulsion shaft is modeled as a single rigid, and the shaft torque, Ts, is
calculated by:

T s(t) = T i(t)− T f(cyc) + T a (3.35)

If there is any additional instantaneous torque of the other attachments, they can be
added to the right of Equation(3.35) as Ta. Tf(cyc) is friction torque for the current
cycle, and Ti(t) is the indicated torque and depends on the combustion chamber.
The pressure inside the main chamber, calculated by the flame modeling, provides
forces on the x-y direction on connecting rod as:

T i(t) =

9∑
1

(
π

4
)B2Rcrank(∆P (t) sin θi(t)−∆P (t) cos θi(t) tanαi(t)) (3.36)
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Figure 3.3: The instantaneous indicated torque is a function of pressure in each crank
angle and the in-cylinder surface area.

θi(t) is the instantaneous angle of crank i in degree and αi(t) is the instantaneous
angle of connecting rod i in degree. The schematic shown in Fig. 3.3, indicates
the pressure on the piston surface and the distribution of the forces.

The power transmission included the flywheel, crankshaft, main shaft, and gearbox
to transmit the power to/from the engine. All are assumed to be rigid. Thus
deformation of the crankshaft, corresponding to the immediate difference between
the engine and load torque, is neglected. The inertia concerning the water
resistance and the propeller is added to this model as well.

3.2.3 Controlling system

A proportional-integral-derivative controller (PID) consists of a proportional unit
(P), an integral unit (I), and a derivative unit (D). The PID formula follows
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Equation (3.37), and the schematic of the interconnections is shown in Fig. 3.4.

y(t) = KPe(t) +K i

∫ t

0

e(t)dt+Kd
de(t)

dt
(3.37)

where y(t) and e(t) are the process input and error, respectively. The
PID controller is used when the system has a linear response with dynamic
characteristics. In a complex system with more degrees of freedom and nonlinear
dynamic processes in calibration, new calibration approaches are needed [161,
162].

In this study, for the engine modeling, three regular PI controllers (PID with a
coefficient of D=0) were required:

• The fuel flow regulator with engine speed feedback

• The VTG vane position with the feedback of air-fuel ratio

• The throttle opening angle with engine loading feedback

P kpe(t)

I ki
∫
e(t)dt

D kd
e(t)
dt

∑
Process

∑
Setpoint

+ error
++

+

Output

−

Figure 3.4: PID controller block diagram. Three parameters (KP, Ki, and Kd) can be
manually or automatically tuned based on the setpoint and output.

3.2.4 Intake and exhaust manifold

Since the fluid flow is important in calculating the dynamic delay and consequently
the turbocharger response, the equation of conservation are involved the
conservation of momentum as well as Equation (3.38) and (3.39) [157]. The
dimensions for all the pipes and junctions are implemented based on the designed
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components, and different discretized length scales for the straight pipes and bends
are chosen.

dm

dt
=

∑
boundaries

ṁ (3.38)

dme

dt
= −ρdv

dt
+

∑
boundaries

(ṁH)− hAs(T fluid − Twall) (3.39)

dṁ

dt
=
dpA+

∑
boundaries (ṁu)− 4C f

ρu|u|
2

dxA
D −KP( 1

2pu|u|)A
dx

(3.40)

Where m is mass of volume, KP pressure loss coefficient, D equivalent diameter,
and ṁ is the boundary mass flux. A is the cross-sectional flow area and As is the
heat transfer surface area.

In all discretized volumes, Equations (3.38) and (3.39) yield the mass and energy
in each volume. With the available volume and mass, the density can be calculated.
Afterward, the equations of state define density and energy as a function of
pressure and temperature, and the solution will be continued iteratively on pressure
and temperature until they satisfy the density and energy already calculated for this
time step.

3.2.4.1 Fuel system

To address the fuel system response, it is imperative for the modeling to pursue the
same fluid dynamics approach as the air in the intake and exhaust manifold. This
is attained by adopting the use of conservation of mass, energy, and momentum
equations, providing a high fidelity of fuel flow model, cost-effective, and ensuring
the dynamic system response. To simulate the fuel delivery system dynamics, all
fundamental components of this system, including the fuel tank, orifices, fuel lines,
and fuel valves, are assembled. For simplicity, the fuel tank and fuel pump are
assumed to be constant pressure sources. The fuel, natural gas, is mixed with the
air just upstream of the intake valves.

3.2.5 Intake and exhaust valves

The intake and exhaust valve capacities ultimately restrict the total flow of the
engine. A feasible approach for compressible flow over a flow restriction is
proposed by Heywood [109] with a pressure upstream and downstream of the
valve:

ṁ = AeffρisU is = CDAR
P u√
RT u

(
P d

P u
)1/γ

√
[

2γ

γ − 1
(1− P r)

γ−1
γ ] (3.41)
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Figure 3.5: The intake and exhaust valves lift in an engine cycle. The values are
normalized to be fitted in the maximum amount of one.

where u is upstream and d is downstream stagnation point. Here, CD is an
experimentally determined discharge coefficient of the valve lift presented in Fig.
3.5.

For chocked flow, the equation modifies to:

ρis = ρo(
2

γ + 1
)

1
γ−1 (3.42)

U is =
√
γRT o(

2

γ + 1
)

1
2 (3.43)

3.2.6 Intercooler

Compressed air after turbocharger has higher internal energy with higher pressure
and temperature. The drawback of the boosted fluid is now the low density
due to the high temperature. For increasing the mass flow, it is essential to
decrease the fluid density. An intercooler wastes the additional heat by multiple
pipes. The infinite number of pipes is considered to provide an infinite heat sink
for the modeling, and the outlet temperature leaving the intercooler equals the
intercooler wall temperature and is equal to the measured value from the engine
data. Calculation of total heat flux is performed by Equation 3.44, where hg is the
convection heat coefficient and is calculated using the Colburn analogy [163] by
Equation 3.45.
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qconvection = hg(T gas − Twall) (3.44)

hg = (
1

2
)C fρU effCPPr

(−2
3 ) (3.45)

where Cf is friction factor, Cp specific heat, and Ueff is effective fluid velocity.

3.2.7 Turbocharger

A turbocharger consists of three components: The turbine, which converts the
high enthalpy gas to rotating energy, the compressor, which utilizes the excess
power from the turbine, and finally, the connecting shaft. In developing the models
for the turbocharger, a performance map is an alternative solution. Utilizing this
method, the compressor and turbine information as a function of speed, pressure
ratio, mass flow rate, and efficiency are implemented in the format of look-up
tables. Turbocharger speed and pressure ratio are predicted at each time-step, and
two other unknowns are taken from the look-up table [164]. The calculation starts
with the predicted pressure ratio, calculating total temperature by Equation (3.46)
and Equation (3.47):

T total,in = T in +
uin

2

2cP
(3.46)

∆hs = cPT total,in(PR
γ−1
γ − 1) (3.47)

where uin is inlet velocity. The outlet enthalpy will be calculated by Equation
(3.48) and the compressor power by Equation (3.49) provides the torque of the
compressor subsequently:

hout = hin +
∆hs

ηs
(3.48)

P = ṁ(hin − hout) (3.49)

Subtext script in, out and s stands for inlet, outlet and isotropic, respectively. By
Equation (3.50), the new calculated rotational speed is provided:

∆ω =
∆t(T turbine − T compressor − T friction)

I
(3.50)

A table of friction coefficients was considered for the turbocharger shaft for
different rotational speeds, as Tfriction.

For the turbine, the following equations are employed instead of Equation (3.47)
and (3.48):

∆hs = cPT total,in(1− PR
1−γ
γ ) (3.51)
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Figure 3.6: Engine modeling schematic. All essential elements influential on flow and
dynamic are implemented in the engine model using two-zone zero-dimensional modeling
for the combustion, one dimensional for pipes and connections, and a look-up table for the
turbocharger.

hout = hin −∆hsηs (3.52)

The computation will be repeated until the predicted parameters reach
convergence.

3.2.8 Boundary condition of inlet and outlet

Sea reference condition states the free water surface boundary condition on an
ocean. A static atmospheric pressure, temperature, and zero amplitude are utilized
for the compressor inlet and the turbine outlet.

3.3 Establishment of engine simulation
The full-scale natural gas engine model, including all the engine components,
was set up using the GT POWER from Gamma Technologies. The platform is
designed for automotive fieldwork simulation and analysis. GT SUITE considers
the components in a modular and visual logical calculation process. The schematic
of the section modeled in this study can be represented, as shown in Fig. 3.6.



40 Modeling and Simulation

To evaluate the predictability of the model and the accuracy of the engine response,
the model needs to be fully validated. For this purpose, the model results are
compared with the data provided by the manufacturer. The results are in good
agreement with the available data, and all errors between the simulated and
measured outputs are within acceptable levels. The validation investigations
confirm that the model is accurate and applicable for steady-state simulations
within the fixed loading values as presented in Fig. 3.7 and transient conditions
within a time-varying load as shown in Fig. 3.8.
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Figure 3.7: Comparison of measured data and engine simulation in steady-state. The
X-axis shows the load percentage, and the Y-axis gives the measured-modeled output.
The results are normalized by the measured value in 100% load.

3.4 Co-simulation
The engine model is not compatible with the propeller model, resulting in
modeling the engine in a disagreement between the modeling results and real
vessel data. Another challenge of simulating the individual engine for navigational
purposes is considering a spectrum of wave amplitude and wave direction effect
on the load magnitude. To properly simulate the entire system, an interface,
co-simulation, is required to support both engine and propeller model [165].

A study of co-simulations is given in [166], and, therefore, just a short presentation
for understanding the essence of co-simulations is presented here. In the
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(a) The implemented torque is based on the five
minutes of the vessel recorded torque from the
real operational conditions.
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(b) The calculated output power: Power is a
function of the torque and speed, where the
validity of the curve proves the validity of speed
and torque during the transient condition.
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(c) The fuel flow comparison. Even with a gap
between two lines, the rate of change of variable
given by simulation is acceptable.
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(d) The Boost pressure provided by the
turbocharger. The quantity is sensed from the
pipe after the intercooler. So there is a pressure
drop while passing the pipes and bends of the
intake manifold and intake valves. The values
are in the gauged pressure.

Figure 3.8: Comparison of measured data and engine simulation in transient conditions.
The X-axis shows the time, and Y-axis shows the measured-modeled output.

co-simulation framework, different subsystems are modeled in a distributed
manner, and the exchange of data between subsystems is restricted to discrete
communication points. Each subsystem is then free to use the solver strategy and
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Figure 3.9: Propulsion system modeling in a co-simulation platform developed in
MathWorks Simulink.

internal local time-step size, which is deemed most suited. This method improves
the computational time of the full system simulation without sacrificing the fidelity
of the model. Using co-simulation, one can solve complex multi-physics and
multi-domain interactions of a single system using a simulation platform.

Different parts of the simulation may run on different processors or even different
computers in a network to distribute the workload between them, but in this
work, the co-simulation is performed on one computer, with the subsystems in
the co-simulations are treated as separate processes.

The coupling and exchange of data between the engine and propeller have
interacted based on the schematic is shown in Fig. 3.9. Both the engine model as
the prime mover and the propeller were compiled and coupled in the MathWorks
Simulink. Equations are solved independently with the internal solver with a fixed
time-step for the propeller and a variable time-step for the engine model. The
external time-step for exchanging the data between sub-models is fixed on 0.1
seconds. This time-step satisfies the shortest engine cycle and is adequate for
addressing the full response of the engine.



Chapter 4

Unburned Hydrocarbon
Formation

The word hydrocarbon refers to any compound consisting of carbon and hydrogen.
Incorporating any other atoms disqualifies them from being considered as
hydrocarbon [167]. The hydrocarbon chain may vary in molecular structure,
but they have five specific families: alkanes, alkenes, alkynes, cycloalkanes, and
aromatic hydrocarbons (arenes). This classification is based on the bonds between
carbon(s) and hydrogen(s).

As predominantly discussed in previous chapters, internal combustion engines
usually use diesel fuel, gasoline, and natural gas, which are nominated as
hydrocarbon fuels. When the fuel does not participate during the combustion, part
of the fuel remains unburned. Besides, the fuel may react during the combustion
process and form formaldehyde [168]. In the presence of hydrocarbon compounds,
a new formation of oxygenated hydrocarbon (OHC) may occur [169]. A schematic
of the detailed combustion mechanism for methane is shown in Fig. 4.1. The
pathway shows the conversion of methane to CO2 at a high temperature, 2200
K. This temperature is close to the maximum flame temperature. Each arrow
represents a set of elementary reactions based on a detailed mechanism [9]. With
temperature reduction, the pathways change, and intermediate productions will
appear. The new pathway usually is for a temperature less than 1500 K. To follow
these pathways, implementing detailed mechanisms with 279 reactions is needed.
This implementation requires a high computer performance time. Concerning the
scope of this research, for modeling the engine response during dynamic loading,
detailed kinetic modeling in association with the engine model is impossible.
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Therefore, tracing the detailed reactions is neglected, and the unburned fuel is
assumed as the only source of unburned hydrocarbon formation in this study. In
natural gas engines, the unburned fuel has the same meaning as the methane slip
since relative ratios of chemical components of methane are the highest among
all [170].
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Figure 4.1: Methane reaction pathway diagram at high combustion temperature. A
temperature lower than 1500 K results in CO and CH2 formation as well. The detailed
reaction and reaction rate is presented in [9].

The present section details the primary sources of unburned hydrocarbon
emissions in conventional internal combustion engines. Afterward, modeling
methods for methane slip formation are presented.

4.1 Engines in relation to UHC emission
In terms of unburned hydrocarbon emission formation, several engine categories
are available.



4.1. Engines in relation to UHC emission 45

Unburned hydrocarbon emissions of CI engines, mostly diesel engines, are
attributed to the excess air ratio. In the too lean region of fuel spray, the flame
stops propagating, and in the rich area of the fuel jet, the air is not sufficient to burn
all the available fuel. Both of these conditions, too lean and too rich mixture, are
the source of unburned fuel, and consequently, a probable UHC source. Moreover,
this compound in a diesel engine is highly dependent on the fuel quality and the
ignition delay [171–174]. When the ignition delay increases, a higher portion of
the fuel will be in the over-lean area and results in the UHC formation [139]. A
poor mixture formation due to the large droplets, low injection velocity, and cold
crevices regions may also influence the total volume of UHC in diesel engines.
The fuel spray-wall interaction is also reported as an influential potential source of
UHC for diesel engines [175].

Dual-fuel engines exhibit higher UHC emissions than diesel, particularly at
part-load conditions. During the full loads, the increase in the mixture strength and
the improvement in the fuel utilization cause a reduction in total UHC emission,
but the quantity is still higher than that of conventional diesel mode [176]. There
are mainly four mechanisms in dual-fuel engines that result in UHC formation:
crevice volumes, flame quenching, absorption and desorption of fuel in lubrication
oil film, and the amounts of fuel remained in nozzle sac volume [177, 178].

In premixed SI engines, since the fraction of the unburned fuel may even reach 5%
of total fuel, the UHC formation plays a more significant role in the combustion
efficiency and total GHG emission of the engines [109]. In premixed SI engines,
unburned hydrocarbon originates from various sources. The importance of the
sources changes by the fuel phase, whether it is liquid or gaseous. Liquid fuel
vaporization carburetor [179], oil-films, and wall wetting in the cold start [113,
180, 181] are reported as the main sources for liquid fuel SI engines. Injection of
the liquid fuel in different places of the intake port showed a difference in UHC
quantity. The liquid fuel entering close to the intake valve causes three times more
UHC than the farthest injection probe from the exhaust valve. Heating by the hot
residual gas back-flow that occurs at the intake valve opening reduces the estimated
UHC emission of the liquid source [182]. It was also confirmed that liquid fuel
flow produces between 3 to 7 times higher amounts of UHC than vapor fuel.

This is worse when the injection is direct. In the DI fuel injection system, liquid
fuels will be injected directly into the chamber, and liquid drops will evaporate
during moving toward walls. Depending on the chamber pressure and temperature,
the vaporization rate varies, specifically during cold start when the wall is colder
than normal operating conditions. The sources of unburned hydrocarbon emissions
in DI engines also depend on the engine load and speed, where injection timing
changes to provide homogeneous optimized combustion [183]. With an early
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injection to provide a homogeneous mixture, a significant part of the fuel will
be captured in the crevice volume, while with a late injection, the spray collides
the piston surfaces and causes wall wetting before mixing in the air.

Hydrocarbon emissions arising from HCCI engines are expected to be the crevice
volume, the fuel escaped from the primary combustion process, flame quenching,
and the absorption and desorption of fuel vapor into oil layers of cylinder wall
[184]. Moreover, it was shown that most of the unburned hydrocarbons from a
port injected HCCI engine come from crevices [185].

Sources of UHC or methane slip in spark-ignition engines fuelled with natural
gas are also reported as overlap, misfire, flame quenching, and crevices [186].
Changing a gasoline engine of vehicle application to a compressed natural gas
engine showed a 50% reduction in terms of UHC [73]. The main reason for this
change was the reduction of UHC in the oil film adsorption-desorption phenomena.
Less wall fuel flow in the intake system of lean burn engines has also contributed
to the gaseous engine having less UHC compared with a gasoline engine [72];
however, with the same power output compared with the gasoline engine, a gas
engine was reported to have a 162% increase in UHC [187].

In general, seven classifications can be introduced for sources of UHC of internal
combustion engines. Any specific type of fuel or combustion may consist of one
or more sources in UHC emission production.

1. Crevice volume [188]

2. Wall layer quenching [185]

3. Pockets of partially reacted mixture [186]

4. Misfiring [189]

5. Oil films [190]

6. Deposits [191]

7. Overlap [192]

Figure 4.2 presents a flow chart of the distribution of the fraction of each of the
sources on unburned hydrocarbon emission for a typical premixed spark-ignition
gasoline engine. This flowchart can extensively stand for the SI natural gas engine
except that the oil film and deposits have less influence than the other sources.
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Figure 4.2: Flow chart mechanism of unburned hydrocarbon formation for a typical
gasoline engine in steady-state [10].

As widely documented in the literature, the UHC sources are dominated by the fuel
phase, combustion type, and injection properties. For a natural gas engine, where
the fuel is in a gaseous mode and premixed with an injection valve before the intake
valve, with some essential simplification, the UHC sources can be summarized
into overlap, flame quenching, and crevices. Starting the initial flame by utilizing
a spark plug and pre-chamber provides a high momentum gas jet entering the
main chamber with good penetration. Thus, a misfire in a lean mixture with a
pre-chamber rarely occurs during the normal operating condition.

4.2 Available technologies for methane slip reduction
There are three general ways to reduce methane slip from natural gas engines:

• Engine redesign

• Optimizing the combustion

• Using aftertreatment systems

Crevice volume is one of the primary sources and always gives a certain amount
of methane slip. Reducing the dead volume of the combustion chamber, such
as the gasket area between cylinder head and cylinder liner or clearance between



48 Unburned Hydrocarbon Formation

piston top and liner, reduces the amount of unburned fuel. Optimum intake and
exhaust valve timing for reducing the gas exchange during the overlap is another
applicable method suitable for natural gas engines compared with conventional
diesel engines. However, these methods are already in use by the engine industry
[45].

Optimizing the combustion includes but is not limited to a combination of
performance improvements such as air-fuel ratio adjustment for various loads,
developing the control systems, turbocharger matching, Miller cycle, EGR,
and two-stage turbocharging. Many of these types of technology have been
investigated already, but some are yet not commercialized due to complexity and
high cost.

Exhaust aftertreatment systems have already been widely used to control the
total emission of the engines. For gas engines with a lean mixture, palladium
and platinum-based catalysts have shown a good performance of both methane
and formaldehyde reduction [193] [194] [195]. However, the lifetime of these
instruments limited the employment of an aftertreatment system for marine
engines [45]. Wärtsilä reported acceptable methane conversion ratios in marine
engines, although they also stated that the main challenge was the deactivation by
sulfur [196].

4.3 Methane slip modeling
Since the challenges still exist in measuring the amount of methane slip,
especially in defining the sources, methane slip modeling is represented. Only
a few researchers conducted methane slip modeling, and the enhancement is
demanded consistently. The review shows that a numerical model using CFD
is developed to predict UHC emissions in gas engines. Results showed that
increasing the air-fuel equivalence ratio and leading the mixture to leaner increases
UHC from the near-wall regions due to the increased quench distance and
reduced flame propagation speed [69]. Methane slip source distribution in
a four-stroke dual-fuel medium-speed marine engine is done by Jensen et al.
using thermodynamic zero-dimensional full engine cycle model and considering
methane slip contributions from short-circuiting, crevices, and quenched flame.
It was found that at low loads, the contribution from quenching was dominant,
and at full load, the contribution from crevices [197]. Modeling for reduction
of methane slip from a natural gas engine using gas permeation membrane by
O2 concentration control [198] and using premixed micro pilot in a dual-fuel
engine in an experimental setup [199] are also conducted; however, non of the
studies considered a lean burn gas engine response for transient condition, and
the potential influence of time-varying load on methane slip quantity and sources
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contribution is not addressed until now.

For this purpose, two numerical models are developed to predict methane slip in
the natural gas engine. The first numerical model, Model 1, is part of the engine
model and uses the flame speed of the main combustion rate, crevice volume and
gas temperature. The second model, Model 2, simulates the amount of unburned
fuel leaving the engine by a developed single-cylinder model.

The calculation procedure for both methods is based on the zones and volumes
presented in Fig. 4.3. The UHC emissions are solved as scalars, incorporating a
one-step post-oxidation model.

Intake Exhaust

Piston

Burned + Unburned

Crevice volume Crevice volume

Heat transferHeat transfer

Piston

Figure 4.3: Post-combustion zones. The burned and unburned mixtures are combined
into a single mixture. The crevice volume is assumed to be constant. Gas exchange only
occurs when both of the valves are open.

4.3.1 Model 1

Based on the second criterion proposed by Williams [200], a flame extinguishes
when it crosses through a narrow passage. This phenomenon can be explained by:

◦ The rate of liberation of heat by chemical reactions inside the slab
must approximately balance the heat loss rate from the slab by thermal
conduction.
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The volume bounded by the piston, cylinder liner, top piston ring, and top piston
surface is assumed as crevice volume. Besides, there is always a necessity to keep
the oil temperature below 170 degrees Celsius. Thus, a flame quenching near the
wall, especially between the piston and the liner, is necessary [186].

For calculating the amount of UHC by this model, two following assumptions are
considered:

• The engine always follows the thumb rule to stay below the maximum
allowed temperature for the oil layer,

• The crevice volume is constant, and all the fuel seized in the crevice volume
remains unburned.

Equations of state determine the trapped mass inside the crevice volume in each
time-step. During the compression stroke, part of the mixture enters into this
volume and remains there until the maximum pressure occurs. Due to pressure
reduction during the expansion stroke, the mixture starts returning to the main
chamber. This return is associated with two periods. The first step is the time that
the main combustion is progressing. Thus, the returned mass of fuel burns with
the main combustion rate, and the energy released by the fuel contributes to the
engine torque, as discussed in Chapter 3.

Any fuel left after the main combustion, including the quenched flame and the
mass trapped at the crevice volume, will undergo the second step. This step
is implementing a post-oxidation, which was proposed by Lavoie [201]. In his
method, the heat release rate was related to the heat loss by a non-dimensional
Peclet number, for two plate quenching by:

Pe2 =
ρSLcP,fdq2

kf
(4.1)

Where ρ , SL, cP,f, dq2 and kf are the density, laminar flame speed, specific
heat at constant pressure, two plate quench distance, and thermal conductivity,
respectively. With finding a relation between Peclet number and a range of
pressure, he proposed the two and single plate quenching distance with a constant
proportion:

dq1

dq2
=
Pe1,u

Pe2,u
= 0.20 (4.2)
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And then proposed the post oxidation of Equation (4.3) for the integrated mass by
an experimental expression:

d(HC)

dt
= −6.7× 1015 e

−37230
RT fHC fO2 (

P

RT
)2 (4.3)

In the modeling of this work, for improving computational performance, the
equation was updated into Equation (4.4),

RK = A× 2000×RS e
−1600K×B

T [fHC] [fO2] (4.4)

Where A and B are multiplier, and T is the mass-averaged overall temperature, and
RS is the burn rate calculated by the combustion model. And total UHC quantity
is calculated by:

UHCtotal =

∫ IV C

IV O
ṁf −

∫
comb

ṁf −
∫
post−comb

ṁf (4.5)

The reported value for UHC is calculated by:

UHCBS =

[∑no.cyl
i=1 (RC · UHCtotal)

Powerbrake

] [
6000 · rpmavg

nr

]
(4.6)

where nr is revolutions per cycle, 2 for a 4-stroke engine. and RC is:
RC = 1− mb

mtotal
(4.7)

Where mb is the mass of burned species in cylinder i at the start of the cycle and
mtotal is the total mass of all species in cylinder i when the first exhaust valve opens.

4.3.2 Model 2

Model 1 is coupled to the output of the burning rate of the engine model and totally
has four shortcomings:

1. The sources are not distinguishable,

2. The reaction rate is originally for propane, and the updated equation is based
on flame burn rate,

3. The post temperature is the overall burned mixture temperature,
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4. The gas exchange is not a source of UHC.

Then, Model 2 is proposed to make up for the weaknesses of Model 1. The
model is initiated in [52] and [197]. The model estimates the total methane
slip contribution from three sources: crevice volumes, quenched flame, and
short-circuiting due to valve overlap. This model is developed in a single-cylinder
rather than the entire engine with nine cylinders. A MATLAB program was
developed in this context. Moreover, since the methane content in marine LNG
storage is typically above 90%, the specification of pure methane is used as the
fuel in this model.

For modeling, the output of the engine simulation is linked to the input of the
cylinder model. This ensures that the two models (Model 1 and Model 2)
simulate the same engine operating state. The contributions to the total unburned
hydrocarbon emissions from different sources are then obtained from Model 2.
The schematic of the model coupling is shown in Fig. 4.4. The developed model
inputs are inlet and outlet pressure, inlet temperature, lambda (λ), the total energy
released by the injected gaseous fuel, and the combustion coefficients. All the
data are available in each cycle during the time-varying load. For instance, one
minute of simulation for the engine speed of 750 rpm requires 375 interconnections
between the two models.

Entire
engine
model

Single
cylinder
model

Pressure (bar)

Temperature (K)

Lambda (-)

Total energy (kJ)

Combustion rate (-)

Crevice

Quenched
flame

Gas exchange

Communication
in each cycle

UHC
sources

Figure 4.4: Connecting the engine model to Model 2 for determining UHC source
contribution.

The procedure for one cycle of the model consists of four courses: gas exchange,
compression, combustion, and expansion.
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All the species are following Equation (4.8) of chemical equilibrium:

CH4 + 2(O2 + 3.76N 2)→ CO2 + 2H2O + 7.52N 2 (4.8)

The general form of energy and the mass balance consisting of Equation(4.9) and
(4.10) for the energy release and (4.11) for the mass balance provide the fraction
of all species determined in the modeling.

dmb

dθ
=

Q̇c∑n
i=1 hf,i(yR,i − yP,i)

(4.9)

where Q̇c, the rate of heat release is modeled using the Wiebe function, by
Equation(4.10) and the coefficients available from the flame burning rate during
time-varying load:

Q̇c = Qc

(
a(m+ 1)

θd

)(
θ − θs

θd

)
exp

(
− a(

θ − θs

θd
)m+1

)
(4.10)

dmi

dθ
=
∑

ṁyi + Si (4.11)

Si, as ṁf,oxidation, is a source term in the mass balance of the burned+unburned
mixture. With V , the volume of the zones for post oxidation, which is the total
volume of the combustion chamber, andM as the molar mass, with calculating the
rate of production of species using a global reaction rate proposed by Westbrook
and Dyer [202], the potential of post-oxidation can be estimated as:

Si = VcyMf ω̇f,pox (4.12)

and the reaction rate,

d[HC]

dt
= 1× 1013 e

−48400
RT [HC]0.7 [O2]

0.8 (4.13)

It is assumed that the fuel undergoing post-oxidation is present in the cylinder
wall vicinity because the fuel from the wall quench layer and fuel coming out of
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the crevices are the major contribution of the post-oxidation. Hence the wall film
temperature Tf = 1

2(Tg + Tw) is used in the post-oxidation evaluation.

The relative contributions from crevices, ycrf,out, short-circuiting, yscf,out, and
quenched flame, yquf,out, to the total hydrocarbon emissions are obtained as:

ycrf,out =
mcr
f,out

mf,out
(4.14)

yscf,out =
msc
f,out

mf,out
(4.15)

yquf,out = 1− ycrf,out − yscf,out (4.16)

mf,out is the total unburned fuel or methane slip from the engine and can be
determined by:

mf,out =

∫
ex
ṁout yf,cy (4.17)

ṁout of the exhaust port is calculated by one-dimensional quasi-steady
compressible flow. The detail is presented in Equation (3.41).

The contribution from short-circuiting to the unburned hydrocarbon emissions is
obtained by integrating the product of yscf,cy and ṁout:

msc
f,out =

∫
ex
ṁout y

sc
f,cy (4.18)

Where yscf,cy is the mass fraction of fuel inside the cylinder from the gas exchange
and is defined by the mass balance equation during the gas exchange process as
Equation (4.19):

dmsc
f,cy

dθ
= ṁiny

sc
f,in − ṁouty

sc
f,cy − ṁcry

sc
f,cy (4.19)

The instantaneous in-cylinder mass fraction of fuel from the crevices ycrf,cy is also
calculated from the mass balance equation:
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dmcr
f,cy

dθ
= −ṁcry

cr
f,cy −

dmb

dθ
ycrf,ubg − (ṁout − ṁin)ycrf,cy + Si

mcr
f,cy

mf,cy
(4.20)

The contribution to the total unburned hydrocarbon emissions from the crevices
mcr
f,out is then determined by integrating the product of ycrf,cy and the total mass

flow rate out of the engine, ṁout, over the exhaust phase of the engine cycle:

mcr
f,out =

∫
ex
ṁout y

cr
f,cy (4.21)

A separate mass balance equation for the total fuel mass in the cylinder is used to
determine the instantaneous in-cylinder fuel mass fraction yf,cy.

and, ṁcr in Equation(4.20) is determined by differentiation of the ideal gas law
applied for the crevice volume:

ṁcr =
Vcr

RcrTcr

dP

dθ
(4.22)

yquf,out is the relative contribution to the total hydrocarbon emissions from quenched
flame. As seen from the calculation of yquf,out, it is assumed in the model that
unburned hydrocarbon emissions are not due to crevices and short-circuiting, is
from quenched flame.
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Chapter 5

Results and Discussion

This chapter summarizes the simulation results and answers to the objectives
motivated and addressed by the research questions.

Most of the results are also presented in papers attached in Appendix A. The
motivations of the research addressed in chapter 1 are repeated here as follows:

Research objective 1
What are the primary sources of methane slip in lean burn spark-ignition engines,
especially during transient conditions?

Research objective 2
What is the influence of wave characteristics on transient loads and marine gas
engine response in terms of combustion efficiency and emissions?

Research objective 3
How to stabilize the engine during transient conditions and improve the
combustion?

Research objective 4
How is the engine response concerning sea transient conditions in part-loads?

5.1 Research objective 1 (Paper 1 and Paper 4)
This section identifies the influence of a time-varying load on the quantity of
methane slip and the contribution of each source on total methane slip. In two
individual cases, the quantity and sources’ contribution are discussed.

A regular-sinusoidal torque is used for the first part of modeling, as shown in Fig.
5.1. With assuming a constant frequency for the load, four cases, with 5, 10, 15,
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and 20% of the load variation are considered . 20% load variation means ±10 %
around the nominal value. The mean value is 50000 Nm, which is the nominal
torque of the engine at 750 rpm. Thus, the load is always between 90% and 110%
of nominal torque and can be classified as a full load condition.
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Figure 5.1: Regular harmonic, sinusoidal torques around the full load.
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Figure 5.2: Increase of methane slip with load fluctuation.

Fig. 5.2 shows the increasing percentage of the methane slip with the load variation
in both models, Model 1 and Model 2, (models are discussed in Chapter 4). The
X-axis gives the load variation percentage, and the Y-axis is the normalized UHC
value. The normalization factor is the measured value in the full load. 100% means
a double quantity of UHC compared to steady-state. As can be seen, both the
models presented a non-linearized increment of UHC with higher load fluctuation.
20% of the load change resulted in almost 50% and 115% extra UHC with Model
1 and Model 2, respectively. The gap between the two models is consistent in each
load variation percentage, and two reasons can interpret it:

1. Model 1 does not consider the source of gas exchange methane slip,

2. The post-oxidation process in Model 2 is lighter than in Model 1 due to the
lower average temperature considered for Model 2.
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Fig. 5.3 presents how the source contribution in total UHC changes when the
amplitude of the sinusoidal load increases. With zero on the X-axis, the result is
presenting a steady condition. As shown, crevice volume has the most contribution
of total UHC with 74%. Quenched flame and gas exchanges are 23% and 3% of
the total quantity, respectively. During all load oscillation, the crevice volume
still showed the highest fraction but with a negative slope. This output confirms
that with more load fluctuation, crevice volume may not be the primary source of
methane slip and is substituted with the UHC of quenched flame. The percentage
of quenched flame changed from 20% in stable loading to 40% in maximum
oscillation. The gas exchange process contribution was 3% in all of the conditions,
and stayed unchanged with load variation. The reason is the dependency of the
gas exchange process to the inlet boost pressure, scavenging process, exhaust
pressure, and valve discharge coefficients. The load variation had no impact on
these parameters, and the UHC quantity of this source remains unchanged. Fig.
5.4 presents the normalized mass of methane slip for each source for the maximum
studied load fluctuation, 20%, to show the sources variation. It must be noted that
the mass of each source is normalized with its own value in the steady-state. As
demonstrated, the difference in the mass of crevice volume and gas exchanges
compared with the steady-state is negligible, but the quenched normalized mass
increases to 17 and reduces to zero. The increase occurs when the load reduces,
and there is an extra air ratio in the main chamber, as shown in Fig. 5.5. The
value of zero occurs when the load increases and the mixture is rich. The lean
mixture weakens the flame propagation during the main combustion and reduces
the mixture temperature for post-oxidation. Therefore, the gap between the curves
is strongly relevant to the post-oxidation, not the gas exchange source.
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Figure 5.3: Methane slip source contribution during load fluctuation.

The second sinusoidal load implemented on the engine with different wave
frequencies and amplitude is shown in Fig. 5.6. It is immediately apparent that
there are two differences between the imposed torques. The new imposed torque
has a lower load during a steady-state. The torque is 36000 Nm for the time
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Figure 5.4: Quenched flame has the most variation during time-varying load.
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Figure 5.5: Variation of excess air ratio due to engine response delay during propeller
load fluctuation.

before 160 seconds. Next is the frequency of the torque, which is lower than in the
previous case. The torque period is now more extended, and as a consequence, the
engine has more time to respond to the variation. The load changes between 46000
Nm as the maximum and 28000 Nm as the minimum. Fig. 5.7(a)-5.7(c) presents
the significance of each source for the implemented time-varying load. Crevice
volume and quenched flame have played almost the same role with around 50% of
total UHC, while the gas exchange is less than 2%. As expected, the change of gas
exchange source is only due to the variation of total UHC mass-produced by other
sources. When the torque increases, both the crevice volume and gas exchange
percentage increase, but the quenched flame reduces almost to zero. An opposite
trend occurs for load reduction.

All in all, the torque mean value throughout the load implementation and
fluctuation amplitude play a remarkable role in total UHC value, and among the
sources, the quenched flame has by far the most contribution and variation during
the transient condition.
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Figure 5.6: A medium harmonic torque. The mean value is 70% nominal torque at 750
rpm.

5.2 Research objective 2 (Paper 2 and Paper 3)
This section identifies the response of the engine and propulsion system in a range
of wave characteristics.

A ship travel encounters a domain of wave amplitude and frequency. Changes
in the flow field cause fluctuations in propeller thrust and torque. Moreover, the
wave causes a periodic change in propeller due to heave and pitch, resulting in a
fluctuating load on the engine. In order to consider the engine response regarding
all the load variations, a co-simulation was performed. The engine-propeller model
simulated sixty-four regular waves. This number is obtained by combining four
wave amplitudes, wave directions, and wavelengths. The wave direction is relative
to the ship, and 180◦ is considered as a head wave. Wave characteristics are shown
in Table 5.1.

Fig. 5.8 presents the amplitude and frequency of the torques estimated by the
propeller model in various wavelengths, wave direction, and wave amplitude. By
keeping the ship speed constant, the highest propeller thrust occurs with λ

LPP
=1,

where the added resistance is maximum. However, the highest variation occurs
with θ between 60-120 and λ

LPP
=1.2, where the propeller operates in proximity

or above the water surface.

Table 5.1: Periodic waves characteristics

Length (λ/LPP ) Amplitude (m) Direction (θ)
0.6 0.5 0
0.8 1 60
1 1.5 120

1.2 2 180
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(a) The UHC percentage produced by the crevice volume reduces if the load declines from full load to 70%.
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(b) Quenched flame as the main influential source of variation of total UHC during transient conditions when
the load in steady-state is 70% of nominal torque.
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(c) The gas exchange process has a minimum impact on total UHC even in lower loads.

Figure 5.7: The sources of UHC. The UHC percentage of crevice volume and quenched
flame are contrasted during the time, while part of the variation on crevice contribution is
due to remarkable change of quenched flame source.

The analysis of the results of engine performance in various wave frequencies
and amplitude is performed. During the time-varying torque, the engine speed is
consistently fluctuating around 750 rpm. This stability is indebted to the high mass
moment of inertia of the flywheel, connecting shaft, the water, and the satisfactory
performance of the fuel control system.

Even the fuel system reacted rapidly to the load variation and kept the engine speed
close to the desired value; the specific fuel consumption increased significantly.
Fig. 5.9(a) confirm that with only A=0.5 and A=1.0 meter, there is no notable extra
BSFC. With A=1.5 and 2 meters, almost all the wavelengths and wave directions
resulted in a higher amount of specific fuel consumption. While part of this extra
BSFC is due to lower mean load, the analysis shows that this rise is also due
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(a) Calculated torque in co-simulation based on regular waves with a wave amplitude of 0.5 meters.
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(b) Calculated torque in co-simulation based on regular waves with a wave amplitude of 1.0 meter.
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(c) Calculated torque in co-simulation based on regular waves with a wave amplitude of 1.5 meters.
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(d) Calculated torque in co-simulation based on regular waves with a wave amplitude of 2.0 meters.

Figure 5.8: The calculated torque by the propeller modeling, which is an input to the
engine model.

to combustion efficiency reduction. Since the flame is not propagated steadily
during the time-varying load, part of the fuel mixture, particularly close to the
wall, remains unburned, and the combustion efficiency reduces. This phenomenon
is extremely relevant to the excess air ratio, where any small variation in too lean
mixture causes flame extinguishing.
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The unstable excess air ratio and incomplete combustion influence the emission
formation because the UHC and NOX are highly sensitive to the extra air and
combustion maximum temperature, respectively. UHC distribution is shown in
Fig. 5.9(b). As expected, it obeys the same tendency as the BSFC distribution. Any
additional air resulted in the higher unburned fuel, which does not participate in the
main combustion, and the additional air also resulted in lower temperature during
post-combustion. In contrast, there is also a slightly higher amount of NOX in the
contour, as shown in Fig. 5.9(c). This extra NOX confirms the importance of the
load rise and rich mixture impact in transient conditions. The NOX quantity may
reduce during the load reduction to even a half value, but it also increases several
times when the load suddenly increases. Therefore, the average gives almost three
times more when the wavelength is 1-1.2, and wave direction is between 60-120.

Moreover, engine knock analysis confirms that with A=1.5 m and higher, there
is the possibility of knock in main cylinders. This must be highlighted that the
model and the outputs for the knock are not validated by the measured data, and
the outputs are a rough estimation based on expected results in stable condition.
Regarding this output, knock only may occur when there is a significant fluctuation
in the engine load.

5.3 Research objective 3 (Paper 4, Paper 5 and Paper 7)
This section identifies how to stabilize the engine and improve combustion during
transient conditions.

The previous sections demonstrated the importance of transient conditions and
disparity with the steady condition on the engine. The results confirmed that the
differences stem from the response delay of the engine on the airflow. This section
examined several methods to find a practical solution for improving this delay,
focusing on methane slip reduction. During the transient condition, the mechanical
delay of the turbocharger, the control system delay of PID controllers, and the
dynamic delay of the fluid flow in the intake manifold have been assigned as the
main elements.

The results are split into four divisions.

Part 1:

In order to examine the mechanical delay by the turbocharger, five turbocharger
shaft moment of inertia is replaced by the initial inertia. The new shafts have less
and more mass of moment inertia, respectively. If the base is assumed a coefficient
of one, Lag 1 to Lag 5 represents 0.5, 0.75, 1.25, 1.50, and 2.0. Fig. 5.10 is the
imposed torque on the engine modeling for turbocharger shaft moment of inertia



5.3. Research objective 3 (Paper 4, Paper 5 and Paper 7) 65

(a) BSFC distribution. (b) Methane slip distribution.

(c) NOX distribution. (d) knock phenomenon distribution.

Figure 5.9: The contour representation of the mean values of the model output with
various wave characteristics.

assessment. Fig. 5.11 and Fig. 5.12 show the results by applying the new shaft
inertia. The higher shaft inertia has the same variation as the lower shaft inertia.
Except for the difference on small time scales oscillation for UHC quantity, the
mean value for all of the cases is almost equal. This illustrates that the global
fluctuation is mainly pertinent to the imposed torque frequency and amplitude on
the entire engine, and the turbocharger inertia has an insignificant impact on engine
total response. In contrast, the response of the engine with higher shaft inertia got
even slower, and the less flexibility in the engine during higher loads resulted in
higher NOX during load rise.

Part 2:

The effect of the control system and dynamic delay are performed together since
the placement of the controller to adjust the air ratio subsequently influences the
fluid dynamic. The engine was already equipped with a VTG controller to regulate
the excess air ratio. The result of this controller is presented together with seven
practical concepts for comparison. Thus, a total of eight controlling methods are
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Figure 5.10: The imposed torque for investigation of turbocharger shaft moment of inertia
on engine response.
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Figure 5.11: Increasing the mass moment of inertia from Lag 1 to Lag 6 with Base as the
inertia of the original shaft has negligible influence on methane slip.
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Figure 5.12: Total NOx value is higher with a higher mass moment of inertia due to the
slower response of the turbocharger.

discussed with an imposed torque of Fig. 5.6. These controllers follow either a
closed-loop PID algorithm, an open-loop system, or model predictive controller.
They are listed as follows:

1. Variable turbine geometry (VTG)
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2. Wastegate controller

3. Throttle controller

4. Over-boost adjuster

5. Ignition timing

6. PREPID method

7. Model predictive control (MPC)

8. Solenoid method

The schematic of the implemented controllers is shown for the throttle controller
in Fig. 5.13(a) and the PREPID method in Fig. 5.13(b). More details of the
schematics and concepts are presented in Paper 4. The controllers are employed to
mitigate the sudden excess air ratio variation and reduce the UHC formation.

The VTG includes a compressor, a connecting shaft, and an adjustable turbine.
The controller regulates the cross-section area of the turbine inlet based upon the
ratio setpoint. This setpoint is usually a function of the load in CI engines and the
air-fuel ratio in SI engines. In this study, the adjustable turbine or rack position
was actuated among eight different input maps from the manufacturer.

The wastegate controller restricts the amount of exhaust gas through the turbine
by bleeding out the extra gas into the atmosphere. It acts as a pressure relief valve
that controls the boost pressure in the outlet of the compressor, diverting excess
exhaust gases away from the turbine wheel.

The mechanisms considered for the throttle and over-boost adjuster are identical.
The throttle controller is located before the intake manifold to restrict the extra
airflow, and the over-boost adjuster is located at the end of the intake manifold.
This will show the significance of the dynamic of the flow of intake manifold on
the total response. Moreover, with a partially opened throttle, there is a pressure
drop between turbocharger output and cylinder input, which may influence the
total fluid flow, but with an over-boost adjuster, this drawback is eliminated.

While the mentioned controllers followed the closed-loop PID controlling method,
spark-timing and PREPID methods are assumed as open-loop controllers. The
flame in the lean burn spark-ignition gas engines can not ideally propagate with a
direct spark plug. In order to guarantee stable combustion, the flame ignites with
a rich mixture in the pre-chamber. In the modeling, a large size spark plug was
replaced to produce an equal flame status. In the previous sections, the ignition
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timing was constant during the load variation. With the remarkable oscillation on
the air-fuel ratio, as shown in Fig. 5.14, new sets of spark-timing are proposed.
The ignition timing is changing based on the air-fuel ratio between 28-34. For
instance, in Case 1, the richest mixture with a ratio of 28 will be ignited at 11 CA
BTDC, while the leanest mixture with a ratio of 34 is ignited at 15 BTDC. The rest
of the ratio will be interpolated.

In addition, a new method, called PREPID, is proposed. In this method, the
turbocharger feedback to the load change with the VTG controller was used as
a lookup table a few milliseconds in advance. A perfect prediction of the torque is
assumed for implementing the table. The closed-loop controller is active until the
engine model reaches stability. Afterward, the PREPID provides the input to the
turbocharge vane position.

An MPC can anticipate future events to control the actuators accordingly. Using
the dynamic equations, an MPC compensates the engine response and minimizes
the error between the setpoint and the model output. The main challenge with
the MPC is finding a linearized model. Providing a simple linearized equation as
a replacement for the entire engine model is scarcely feasible. The idea was to
predict the response of the turbocharger based on the exhaust pressure. Therefore,
the simplified equation of state is performed for the exhaust pressure, and the
output of the MPC box, MV, is calculated by the thermodynamic equations.

Finally, the solenoid method is innovated to eliminate the turbocharger time-lag
without the problems of closed-loop controllers response time and dependence on
MPC and PREPID method predictability. For this purpose, a solenoid valve that
operates electromechanically and allows the fluid to flow when it is electrically
energized is installed at the end of the intake manifold to provide the fastest
reaction against excess air. During the steady-state conditions, the plug of the valve
is closed and does not influence engine performance. Whenever the air-fuel ratio
exceeded the setpoint during the transient state, it fully opened within a response
time of around 30 ms and fewer. This quick response has a positive impact on
controlling the higher excess air ratio, but it may also cause a rapid decline in the
excess air rate when the load increases and result in a rich mixture. Therefore,
selecting the correct diameter for the solenoid valve is crucial. Several diameters
were imposed to find a suitable diameter for this engine and a diameter of 50 mm
was chosen for the final state.

A comparison of the results is presented in Table 5.2. This table presents the
effect of the implemented methods on the BSFC, UHC, and NOX formation on the
transient condition normalized by the steady-state quantity. The results confirm
that there was always a trade-off between the emission compounds. It must be
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Figure 5.13: Schematic of two of the controlling methods.
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noted that the VTG, wastegate, MPC and PREPID are using one controller to
adjust the excess air ratio, while the rest of the methods use the VTG controller
as a supportive controller as well. Table 5.2 shows that using VTG results in a
119% rise in UHC while wastegate caused a 56% increase. Although wastegate
delivered less UHC, it resulted in almost double NOX quantity. Any further change
in the diameter of a wastegate did not improve the UHC formation but increased
the NOX to even further value. In contrast, any attempt at reducing the NOX by
tuning the controller system increased the UHC quantity.

Both the throttle and over-boost adjuster contributed to almost the same fuel
consumption and emission formation. Ignition timing focusing on UHC reduction
with advance the spark timing showed no enhancement on UHC total value.
PREPID method produced almost the same results as the wastegate controller.
Advancing or retarding the implemented PREPID lookup table has shown the least
improvement. In comparison with the wastegate method, with the PREPID, the
method suffers from two defects:

1. Providing a comprehensive lookup table for all of the transient conditions

2. Controlling the engine when the unexpected variation occurs

The primary outputs of the modeling with MPC showed that the implemented plant
and created MPC could not predict the required input to the engine model during
rapid transient load. Though, the simplification of the model caused an incorrect
output for the VTG command.

With applying the solenoid valve, if the ratio increases to more than the setpoint,
the valve opens, and the excess ratio discharges into the atmosphere. The results
clearly revealed that the solenoid method is extremely applicable for the UHC
reduction, where the average quantity is subtracted from 2.19 to almost one. The
quantity of one means no disparity compared with the steady-state. However, the
increase of NOX is remarkable. This compound increased by almost 95%. It must
be highlighted that the harmonic load implemented during transient conditions had
an average of 38500 Nm, while the load during stationary was 36300 Nm. Thus,
engine loading increased by 6%. Based on the measured data, this load increment
results in an almost 5% increase in NOX.

Since the ignition timing improves the NOX formation, four additional ignition
timing have been set, as shown in Fig. 5.15. In each case, the focus is retarding
the ignition timing during the lower excess ratio. This range contrasts with the
ignition timing domain of Fig. 5.14, where it was focused on the higher excess
ratio. The timing was retarded several times with maximum retardation to TDC,
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Figure 5.14: Spark ignition timing for promoting flame propagation and reducing the
UHC formation. The red section shows the spark timing as a function of excess air ratio,
and the blue section shows the distance to the top dead center.

Table 5.2: Performance and emission of the engine after applying the UHC reduction
methods.

Method BSFC UHC NOX

Steady-state 1.0 1.0 1.0
VTG 1.068 2.193 1.017
Wastegate 1.044 1.568 1.742
Throttle 1.058 1.930 1.124
Adjuster 1.056 1.899 1.237
Ignition timing 1.058 2.056 1.002
PREPID 1.043 1.636 1.479
MPC fail fail fail
Solenoid 1.014 1.023 1.944

and the results are shown in Table 5.3. As can be seen, with retarding the ignition
timing, the NOX reduced remarkably from 1.94 to 1.129, which means an 80%
reduction, with a slight drawback on UHC and BSFC.

In conclusion, using the solenoid method and retarding the ignition timing
contributed to only 2% more BSFC, 6% more UHC, and 13% more in NOX in
the transient condition compared with steady-state.

Part 3:

The engine operating on the ship is already equipped with a throttle controller to
adjust the flow rate for loads lower than 30% of the nominal value. This throttle
restricts the extra air when the minimum turbocharger flow is still higher than the
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Figure 5.15: A new set of spark ignition timing for reducing NOX. The timing is imposed
based on the air-fuel ratio between 28 to 34 (to cover all lambda variation between 1.6 to
2.0).

Table 5.3: Performance and emission of the engine after retarding the spark ignition
timing.

Method BSFC UHC NOX

Solenoid + Ignition timing base 1.014 1.023 1.944
Solenoid + Case A 1.015 1.016 1.596
Solenoid + Case B 1.016 1.019 1.417
Solenoid + Case C 1.018 1.042 1.284
Solenoid + Case D 1.022 1.067 1.129

demanded flow. But, it was shown in Table 5.2, the throttle did not present any
improvement on engine response during the transient condition. For this purpose,
and to examine how the throttle will react during lower loads of transient condition,
a load from a severe case is chosen as shown in Fig. 5.16, where the brake torque
varies between 48000 Nm and 0 Nm. For a better comparison, the steady-state is
also modeled, and the load changes from full load to 5% nominal load, including
100%, 75%, 50%, 25%, 20%, 15%, 10%, and 5%. Therefore, for steady-state, the
modeling simulated eight steps with 700 seconds duration. This provided sufficient
time in each step to cover the numerical error and defines the steady-state. When
the load was reduced to 25%, the throttle got active and restricted the additional
air.

The results of using a throttle compared with eliminating the throttle for the
loads lower than 30% of nominal torque are shown in Fig. 5.17. Fig. 5.17(a)
shows that the engine is stabilized with the throttle valve during steady-state,
and the UHC formation never rises significantly. But, without the throttle, the



5.3. Research objective 3 (Paper 4, Paper 5 and Paper 7) 73

UHC value reached 80, meaning a flame quenching or even the possibility of
misfiring. On the contrary, due to the throttle delay, the engine output with and
without throttle shows the least discrepancy during the transient condition, shown
in Fig. 5.17(b), and the UHC formation with and without throttle is about the
same. This demonstrates that the load changes faster than the throttle response in
this frequency.
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Figure 5.16: The implemented steady loading and a severe transient torque for comparing
the response of the engine with and without a throttle during the lower loads.
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(a) Controlling the excess air and consequently the methane slip using a throttle during steay-state.
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(b) An air throttle showed the least influence on controlling the combustion during transient
condition.

Figure 5.17: The influence of the air throttle in both steady-state and transient conditions.
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Part 4:

One way to enhance the engine response is to integrate mechanical and electrical
drive components on the propeller shaft. This is called a hybrid propulsion system.
The main objective of this combination is to reduce fuel consumption and emission
formation by approaching the optimum operating curve of the main engine. This
integrated propulsion system improves engine performance during low-load and
high-load situations. The hybrid concept initiates by compensating part of the
required load by an electrified section stored in the Energy Storage System, and the
engine is sized and designed based on the mean peak load demands. In the hybrid
concept, the electric motor operates as a PTI that can drive the propeller shaft in
low loads, while during the high-load condition, the electric motor provides part
of the required torques. The configuration is shown in Fig. 5.18.

Figure 5.18: Hybrid propulsion system configuration.

Considering the hybrid concept, the dynamic loading calculated by a wave
amplitude of two meters can be smoothed to a new loading, as shown in Fig. 5.19.

Fig. 5.20 presents that the hybrid propulsion installment controlled the methane
slip overshoot during the transient condition. It is also found that the relative
deviation of the methane slip with and without the hybrid system is negligible
during load increment, when the UHC value is less than one.

Activating the hybrid system during higher loads and reducing the engine
maximum power generation, the rich mixture zone mitigates and a more balanced
excess air ratio area is achievable. This area has a lower maximum temperature
than the normal operating condition, and thus, as can be seen in Fig. 5.21, a
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Figure 5.19: Smoothed load using a hybrid configuration.

remarkable reduction of NOX compound is obtained. The average value during the
transient condition is also added to the figure. With supposing the average NOX
quantity for the stable condition to one, the mean value for the entire transient
condition without a hybrid propulsion system showed a 340% increment. NOX
formation with the hybrid propulsion system, however, confirmed a 214% rise.
This means that the NOX with the implemented hybrid system reduced up to
almost 40%. This reduction is only during the higher loads, where the peak of
NOX output is reduced from the maximum value of 15 to 8.
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Figure 5.20: The amount of unburned hydrocarbon reduced considerably with the hybrid
propulsion concept.

5.4 Research objective 4 (Paper 6)
This section identifies the performance and emission of the natural gas engine in
the lower operational load.

Since the engine does not entirely operate in full loads in each voyage, considering
maneuvering conditions or warm-up loads, modeling and analyzing the engine
response for the part-load is necessary. In the previous sections, the lower loads
were only examined during a harmonic wave.

The data from the ship voyage is available for one month and illustrates that
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Figure 5.21: Notable reduction of NOX during load increase with the hybrid
implementation.

the engine usually works in two operating conditions: between 30 to 55 % and
between 80-95% load, shown in Fig. 5.22(a). Therefore, this section is considered
with an irregular transient condition for covering all of the loads between 30 and
90%. Since one-month simulation is not possible due to computational time, 50
minutes of the operational load is considered, with a frequency of occurrence as
shown in Fig. 5.22(b). The torque and engine speed variations are shown in Fig.
5.23. As can be seen, the irregular speed changes from 500 to 720 rpm and the
irregular load varies between 6000Nm and 30000Nm.

For the lower loads, when the turbine geometry can not prevent additional airflow,
the throttle is active and restricts the higher air-fuel ratio. Previous results mostly
focused on the amplitude of the torque on the engine response, and it was shown
that the flame quench plays a dominant role in UHC increasing when the load
variation increases. However, the new implementation with a small amplitude
and a high frequency shows that the engine is not sensitive to the small variations
during higher loads. Fig. 5.24 and Fig. 5.25 confirm that the engine emission
increases if the load is less than 70%. Comparing these two figures with the
implemented torque and speed illustrates the importance of operating load with
small variation and a high frequency. Respecting the time between 500 to 2000, if
one or both of the torque and speed are high, methane slip change is small. The
time between 1000 to 1500, where both variables are high, NOX quantity is also
small, and fluctuation occurs only with tiny deviation.

An average-based output for a better presentation of the results shows how the
transient condition influences the emission formation during part-loads. As can
be seen in Fig. 5.26, there is a big gap between the available measured data of
steady-state and the modeling output. With load reduction and a higher possibility
of flame quenching, the UHC increases to almost double quantity in steady-state.
However, during the transient condition, any slight variation of the load with
the high frequency results in a deviation in air-fuel ratio, and consequently, a
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(a) The number of occurrences (logged data) of the torque percentage for 31 days of vessel operation.
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(b) The number of occurrences (logged data) of the torque percentage for 50 minutes of vessel operation.

Figure 5.22: The frequency of occurrence of the torque percentage of the vessel.

significant part of the fuel remains unburned at each cycle. Therefore, methane
slip increases to even eight times higher quantity. There is no difference between a
transient condition and a steady-state when the load is higher than 80% of nominal
torque. This output confirms how the methane slip changes with even a tiny
fluctuation of the engine load. Thus, working in an area close to the power curve
plays an essential role in reducing the contaminant compounds of the engine.

Almost the same trend is achieved for NOX. While in steady-state, the lower load
showed a lower amount of NOX, demonstrated in Fig. 5.27, the volume doubled
compared with available measured data in transient condition.
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Figure 5.23: Target torque and speed based on the real imposed data of the ship.
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Figure 5.24: UHC formation during the real operational condition in sea state.
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Figure 5.25: NOX compound during the real operational condition in sea state.
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Figure 5.26: Average values of UHC- A comparison of steady-state and transient
conditions. There is a big gap between the two states during the lower load operation.
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Figure 5.27: Average values of NOX- A comparison of steady-state and transient
conditions.
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Chapter 6

Conclusion and
Recommendations

6.1 Summary and conclusions
This research work was initiated to develop a detailed predicting response of a lean
burn gas engine in a marine propulsion system. Of particular interest was to predict
the methane slip during the transient condition. Therefore, the main contribution
of the thesis can be summarized as follows:

1 A detailed engine model with all essential components was developed. The
components are inlet and outlet boundary condition, turbine, compressor and shaft
data, intercooler, throttle valve, intake and exhaust manifold, gas fuel system,
intake and exhaust valves, combustion chamber, and ignition system.

2 The model was validated both in steady-state from 25% to 100% nominal
torque and for the transient condition by real irregular operational waves.

3 Two models for the methane slip were developed. The models were a function
of burning rate and post oxidation rate, and they had the potential to predict the
quantity in steady-state and transient conditions. The first model provided a total
quantity for methane slip, and the second model was developed in MATLAB
programming to determine the sources contribution.

4 A marine power train model, including the engine, propeller, and transmission
system, was developed. An engine model with the shaft inertia was coupled
to the propeller in the SIMULINK. A discrete-event-based co-simulation was
chosen to exchange data between the sub-models, while each sub-model was
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solved independently by their internal solver, using their own fixed and non-fixed
time-step for the propeller and engine, respectively.

5 Several controlling approaches were examined. The concept was to recognize
the influence of each component on engine response and methane slip formation.

6 Analyzing the long-term voyage of the vessel was performed, and the load
distribution around the full load and part-load were shown. Due to the significance
of the engine part-load operation and the discrepancy of the methane slip in
part-load rather than full load, a separate study was performed for part-loads.

According to the contribution of this study and the raised question of the project,
the highlights of the main findings are as follows:

• The engine model accurately predicted the dynamic response of the engines
during transient conditions. The fuel consumption and turbocharger system
followed according to the available measured data of the vessel, and the
model outputs were verified acceptably.

• The methane slip increases if the load oscillates in sea waves. Excess air-fuel
ratio deviation from the optimum setpoint during the load reduction plays
the most significant role in methane slip due to the flame quenching in very
lean combustion.

• Although the quenched flame showed the most variation, the contribution of
crevice volume on total methane slip is remarkable in all loads. During
the transient condition, it also increases slightly due to a less robust
post-oxidation process.

• Examining several practical methods to stabilize the excess ratio deviation
showed that the flow dynamic, intake and exhaust capacity, and the types of
controllers are the least influential factors. There is an almost one-second
delay in engine response, and this delay is due to the turbocharger shaft
moment of inertia and other dynamic components of the transmission
system.

• Different new inertia of the turbocharger shaft was replaced with the initial
shaft. The results confirmed that the implemented change on the mass
moment of inertia was important in short time scales, while the general
response of the engine was following the magnitude and frequency of the
imposed torque from the propeller and wave.

• In order to recover the engine response in transient condition, a rapid
solenoid method with a response time of 30ms reduced the methane slip
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significantly, and the extra NOX was eliminated by retarding the spark
ignition timing.

• A valve throttle may appropriately provide a restriction on airflow during
steady-state; during the transient condition, the throttle response time scale
is longer than the load frequency. Thus, the influence of the throttle valve
on methane slip and fuel consumption is little for the transient condition.

• During the part-load operation, any small change of load may result in a
higher quantity of methane slip. Then, the engine response in part-loads is
not only sensitive to the wave amplitude but the wave frequency.

6.2 Recommendations for future work
− Further development and validation of engine modeling for direct coupling

to the methane slip Model 2,
This is a big step to provide a separated methane slip output with the
sources from the engine modeling without a need to couple to the MATLAB
developed program. The main issue is the run time of the modeling.

− Considering variable wall temperature to track influences on flame
quenching,
Flame quenching is very sensitive to the wall temperature. While it was
divided into three constant temperature zones in this study, developing the
wall temperature calculation code may provide a more accurate result for
flame quenching and total methane slip.

− Detailed data analysis to categorize the load variation in each load
condition,
It is essential to know how critical is each wave condition and how much
time is an engine in calm weather, in severe conditions, or in between.
The magnitude of load variation in each condition, is crucial for further
assessment of natural gas engines for marine application.

− Assessing cyclic variation on total methane slip in transient conditions,
The available cyclic of variation methods are suitable for a steady-state. It is
essential to develop the transient condition models where the input data for
the cyclic of variation model changes in each cycle.

− Examining fuel quality on methane slip,
Fuel quality is a controversial challenge in marine applications. The
methane number of natural gas fuels plays a remarkable role in combustion.
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Therefore, to recognize the methane slip for a wide range of engines
worldwide, examining the fuel properties is recommended.

− Catalytic modeling and examination for methane slip reduction,
Employing and modeling a monolith catalyst to oxidize the unburned fuel
into the H2O, with a specific focus on temperature variation during the
transient condition is recommended.
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Abstract
Although natural gas is documented as a low-emission fuel compared to the other traditional fossil fuels in internal combus-
tion engines, recent research indicates large amounts of methane emission released by lean burn gas engines and highlights 
the importance of this emission on global warming. This paper aims at illustrating the main sources of unburned fuel in 
internal combustion engines with an emphasis on spark ignited natural gas engines. In addition, two unburned hydrocarbon 
modeling patterns, empirical and thermodynamic, are proposed. Moreover, a verified engine model including all components 
with an implemented dynamic load based on harmonic sea waves has been set up and coupled to the unburned hydrocarbon 
formation models. Results show that load variation may contribute to further methane slip and this increment rises sharply 
when the load amplitude enlarges. The maximum amount of methane slip occurs at reduced loads when the time lag of the 
control system of the turbocharger causes additional fresh air to flow towards the combustion chamber and brings the flame 
into the quenching area. As well, inspecting unburned hydrocarbon emission in diverse air–fuel ratios but with the same 
wave frequency and amplitude uncovers the sensitivity of lean burn gas engines to the dynamic load.

Keywords Natural gas engine · Sea wave · Unburned hydrocarbon · Emission modeling

1 Introduction

The importance of toxic effects and global warming potential 
of emission compounds from industrial activities in our daily 
life have been investigated for decades, and environmental 
legislation is going to be more strict for these applications. 
International standards such as the Euro norms and the IMO 
regulations [1, 2] have imposed more strict levels for emis-
sion compounds, especially from engines; for instance, Tier 
III [3] only allows almost one-fifth of NOX emissions com-
pared to Tier I for marine Diesel engines. The Paris agree-
ment also compelled the authorities to get engaged into the 
challenge of global warming to keep the overall warming 
below 2 ◦ C [4]. Acquiring these new emission targets for 
internal combustion engines would only be applicable if at 
least one of the following items be taken into account:

• Aftertreatment system.
• Design modification.
• Alternative clean fuels.

Using aftertreatment systems in gasoline and Diesel engines 
to comply with the emission legislation is a necessity, but 
these systems not only add costs to the engine, but also need 
regular maintenance. Design modification has always been 
an upgrading process to improve engine performance and 
emission. An example of a work in this fields is the work 
done by Karthickeyan [5] which showed that piston bowl 
design boosts swirl and squishes stream lines and the result 
is a better mixing process of air and fuel. Furthermore, Sadiq 
and Iyer [6] tried to optimize a small-volume high-speed 
engine with various fuels and crown geometries, and they 
concluded that engine behaviour will be enhanced by having 
a higher turbulent air mixture inside the chamber. Compres-
sion ratio optimization, intake and exhaust port modifica-
tion, fuel system development, exhaust gas recirculation, 
ignition timing correctness, and accurate control system 
implementation are other examples of design modifications. 
Since the customers usually prefer less-complicated less-
expensive engines, substituting the conventional fuel with 
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an alternative pure fuel to reach the emission target would 
be a fair solution. Among all, natural gas in lean burn SI 
engines or dual fuel engines with a pilot of diesel fuel has 
got more popular, since application of this fuel contributes 
to a drastic reduction in emission compounds without addi-
tional expenditure for clients. Rosli Semin [7] reported up to 
85% NOx reduction and 30% CO2 and 95% CO reduction in 
natural gas engines. Therefore, these engines allow manufac-
turers to a high extent to meet emission legislations without 
any fundamental modification on the engine or even using 
aftertreatment systems [8].

Considering the main purpose of this paper, we mostly 
describe spark ignition natural gas engine performance and 
emissions. In contrast to the low aforementioned emission 
compounds, high amount of methane slip is still a challenge 
for lean burn gas engines. Although in the initial IMO strat-
egy report, published on April 2018 [9], only considerations 
to address volatile organic compounds are recommended. 
It seems that in an early future, a very restricted require-
ment will be imposed on unburned hydrocarbons, since the 
global warming potential (GWP) value for methane is 28 
times higher than for carbon dioxide on 100 years prospec-
tive, based on report by The Intergovernmental Panel on 
Climate Change (IPCC) [10]. Even a research by Brynolf 
et al. [11] emphasized that using natural gas in marine appli-
cations will not improve the greenhouse gas effect compared 
to heavy fuel oil because of the methane slip.

In this paper, we present the main sources of methane slip 
in engines and pay a special attention to natural gas engines. 
In addition, to recognize the importance of each source on 
the total unburned hydrocarbon formation during transient 
conditions which has never been studied before, a developed 
thermodynamic engine cycle model with an incorporated 
emission model is considered together with an empirical 
emission model, and both are coupled to the output of an 
engine simulation from a commercial software. Since the 
engine is designed for marine applications, time-based har-
monic loads are imposed on the engine.

2  Unburned hydrocarbon formation

2.1  Sources of unburned hydrocarbon

Unburned hydrocarbons (UHC) are typically an output of 
incomplete combustion due to unfavorable engine design, 
low fuel quality or failure in the control system. UHC 
exists in both SI and CI engines, while in the latter one, 
the HC compounds contain higher molecular weight due to 
the higher boiling point of the diesel fuel spray [12]. In SI 
engines, seven classifications can be introduced for sources 
of UHC: 

1. Crevice volume.
2. Wall layer quenching.
3. Pockets of partially reacted mixture.
4. Misfiring.
5. Oil films.
6. Deposits.
7. Valve overlap.

The significance of these sources is highly depended on the 
engine application whether it is stationary or non-stationary 
and type of fuel whether it is liquid or gas.

2.1.1  Crevice volume

The regions in the combustion chamber located somewhere 
between the piston and the liner, the intake and exhaust 
valve seat gaps, and the injector groove in direct injection 
engines are all crevice volumes, which account for almost 
5% of the trapped and non-reacted mixture in the initial 
combustion [13]. Wentworth [14] illustrated that his modi-
fied piston and top ring minimized the crevice volume, and 
as a consequence, exhaust hydrocarbons was halved in a 
wide range of loads and speeds. A restriction of reducing 
the crevice volume, especially between the piston and the 
liner, is the existence of an oil layer for lubrication, since the 
temperature of the oil should not exceed 170 ◦ C. Therefore, 
having a quenched flame in such area is crucial [15]. Increas-
ing the top land crevice to pass two plate wall quenching 
as recommended by Huang et al. [16] reduced UHC up to 
50%, although a 1–3% fuel consumption increment was also 
observed.

2.1.2  Wall layer quenching

Liner and piston surfaces are the coldest areas during the 
combustion phase due to the existence of a water cooling 
system around the liner and an oil cooling system (not for 
all engines) on the bottom of the piston. These cooled sur-
faces transfer energy from the hot gas mixture and create a 
cold thermal layer close to these regions. This phenomenon 
ceases the flame propagating and is called flame quenching 
in the layer adjacent to the wall. Previously, it was assumed 
that a high percentage of the UHC emission origins from 
wall quenching, but after developing new technical methods, 
[17] researchers discovered the impact of post-flame com-
bustion on oxidizing the quenched mixture.

2.1.3  Pockets of partially reacted mixture

Depending on how turbulence influences on the flame, the 
combustion will be enhanced or quenched. Swirl originat-
ing from the intake port and tumble from the piston bowl 
shape both promote mixing of air and fuel in the combustion 
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chamber. In case the turbulence increases significantly, the 
flame front breaks up and leaves pockets of unburned mix-
ture. These pockets are in fact source of unburned hydro-
carbon and can exceptionally have a determining function 
under warming up [18], especially if the target is transferring 
enthalpy release toward the exhaust port to heat up a catalyst 
faster in slow combustion [19].

2.1.4  Misfiring

Regardless of reason for misfiring, whether it is due to high 
dilution with air and exhaust gas, or a fault in the spark 
plug, or even malfunctioning of the control system [15], the 
consequences of such an event is that a considerable mass of 
unburned hydrocarbon is released into the exhaust system. 
In case of an explosion in the exhaust manifold, turbine, or 
catalytic converter damages are impending, and otherwise, 
UHC compounds will be released into the atmosphere. In 
standard SI gasoline engines, only a defective spark plug 
and control system may contribute to the misfiring, while 
in a lean-burn gas engine, high dilution may also result in 
partial misfiring and cycle-to-cycle variations.

2.1.5  Oil films

Due to solubility of fuel in the oil, a portion of the fuel 
near the cylinder wall will be absorbed by the lubrication oil 
film. The quantity of fuel absorbed or desorbed is a param-
eter sensitive to the oil and fuel specification, oil and fuel 
temperature, oil film thickness, and time [20]. To confirm 
this point, a work considering a mass diffusion equation and 
Henry’s constant has been done by Schramm and Sorenson 
[21]. They revealed that the desorbed hydrocarbons from oil 
film are extremely dependent on the thickness of the film. 
This is, however, for a film thickness of up to 2 microns and 
there would be no shift in thicker films.

2.1.6  Deposits

When oil and fuel burns on the surfaces of the combustion 
chamber, a sheet of deposits forms on the major part of the 
surfaces including piston, liner, valve seats, and even crev-
ices [22]. Kalghatgi [23] studied the influence of deposits 
on the production of NOx , since he believed that deposits 
reduce the heat loss to the coolant fluid and, as a conse-
quence, increase the thermal NOx , while the increase in 
surface and gas temperature results in less unburned hydro-
carbon. Meanwhile, deposits will partly fill the crevices and 
the UHC created due to crevice volumes reduces. In contrast, 
these deposits absorb part of the unburned fuel like an oil 
film. He concluded that there is no solid conclusion about 
the impact of the combustion chamber deposits. Other stud-
ies, however, showed that between 0.5% [13] and 1% [24] of 

the injected fuel will be sent out of the combustion chamber 
unburned due to deposits on the surfaces. Stepien [25] listed 
the main effects of engine deposit formation and reasoned 
that the porous nature of deposits in the combustion chamber 
and the capability of absorbing fuel contributes to a higher 
amount of UHC emission.

2.1.7  Valve overlap

The valve overlap period is the period where both the intake 
and exhaust valves are open, and the boost pressure drives 
the fresh air–fuel mixture directly from the intake port to 
the exhaust port without taking part in the combustion. This 
phenomenon arises only in premixed combustion engines 
where a mixture of air and fuel enters through the intake 
valves. The wasted mixture is a function of the overlap dura-
tion and boost pressure, and could be the source of approxi-
mately 5% of UHC [26]. An optimum timing for the inlet 
and outlet valve openings and their designs relies on sev-
eral factors such as engine application, engine respiration, 
speed, EGR, and so on. For instance, camshafts are usually 
designed based on a trade-off among engine lower speed 
with least EGR and engine higher speed with the best scav-
enging and required EGR. Otherwise, a very short overlap 
contributes to a higher rate of EGR in low load, and this 
dilution increases the risk of partial burn misfiring [19].

2.2  Difference between the influence of gas 
and liquid fuel in formation of UHC in SI engines

To explain the importance of state of matter of combustible 
on UHC product, Landsberg et al. [27] injected liquid and 
evaporated gasoline fuel inside the combustion chamber and 
observed that the liquid fuel flow produces between three 
and seven times greater quantity of UHC in association with 
the same fuel as vapor, and this rises if this fuel is to be 
injected directly in to the combustion chamber.

Robison and Brehob [28] used a liquid fuel vaporization 
carburetor to render a stronger homogeneous mixture of air 
and fuel. The result shows less UHC emission during warm-
up when liquid fuels cannot be vaporized suitably in the port 
and the cylinder, and regional rich mixtures occur in the 
combustion chamber. Similar works [29, 30] prove that part 
of the fuel injected to the intake port will generate wall wet-
ting in the cold start. Tilagone and Venturi [31] changed a 
gasoline engine of vehicle application to a natural gas engine 
to evaluate the performance and emission of the engine, and 
they demonstrated that natural gas contributes to a remark-
able decline in emission compound, meaning 50% less UHC 
compared to a gasoline engine. The main reason for this drop 
is the limited oil film adsorption–desorption phenomenon. 
Kato et al. [32] showed that less UHCs released from the 
same performance gas engine than the gasoline engine is due 
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to less wall fuel flow in the intake system. Besides, sources 
of methane slip in the work of Zwart [15] are overlap, mis-
fire, and crevices, and matching with other sources of UHC 
in typical SI engines, and deposit and oil film are omitted 
as sources of UHC in SI natural gas engines, if we classify 
wall quenching as a misfire.

Concerning the literature review, the main causes of UHC 
in natural gas engines can be interpreted into crevice vol-
ume, gas exchange, and flame quenching unburned hydro-
carbon. Considering the essence of utilizing natural gas in 
a very lean burn mixtures, these sources still will produce 
a substantial volume of UHC in the lean-burn natural gas 
engines.

3  Unburned hydrocarbon modeling

To determine the disparity of formation of UHC in steady-
state and dynamic conditions, a nine-cylinder natural gas 
engine has been modeled thermodynamically in details with 
the commercial software, GT Power, and its output is imple-
mented into an empirical UHC modeling within this soft-
ware. Moreover, a separate thermodynamic engine model 
has been developed to distinguish the individual sources of 
UHC formation. The schematic of the procedure of the mod-
eling is shown in Fig. 1. Detailed equations are presented in 
Sect. 3.1 and 3.2. For simplicity, the empirical UHC model 
is named Type E, and the thermodynamic UHC model is 
named Type T.

3.1  Empirical modeling of UHC formation: Type E

The Quench layer is normally the layer at the end of the 
flame, i.e., near the walls, while the flame itself is normal, 
parallel or at an angle to the wall. The flame quenching 
process occurs based on the second rule of thumb criteria 
by William [33]: The rate of liberation of heat by a chemi-
cal reaction inside the flame segment must approximately 
balance the rate of heat loss from the segment by thermal 
conduction. Relating the heat release to the heat loss can be 
done by a non-dimensional Peclet number, which is rela-
tively constant in a wide range of geometrical configura-
tions. For two plate quenching, the Peclet number is deter-
mined by:

where � , SL , cP,f , dq2 , and kf are the density, laminar flame 
speed, specific heat at constant pressure, two-plate quench 
distance, and thermal conductivity, respectively. Lavoie [34] 
developed an empirical correlation for two-plate quench 

(1)Pe2 =
�SLcP,fdq2

kf
,

distance which is well fitted for a range of pressure between 
3 and 40 bar with:

where P is pressure and � is equivalence ratio. Calculat-
ing Pe2 which is Peclet number for two-wall quenching, and 
laminar flame speed, Eq. (3) gives us the two wall quench 
distance in Eq. (1):

(2)Pe2 =
9.5

�
(
P

3
)0.26 min(1,1∕�2),

(3)(1 − f )SL = A(�)Pne−E(�)∕2RTf ,

Fig. 1  Emission modeling flowchart
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where f is dilution effect, A is pre-exponential factor, and E 
is activation energy.

Lavoie then recommended that two- and single-plate 
quenching distance have the constant proportion in Eq. (4) as 
shown in Fig. 2 [34]:

To calculate the amount of fuel captured in the quench 
layer, it is necessary to integrate the quench layer content; 
however, Lavoie recommended an experimentally expression 
for this amount, as:

where y is perpendicular distance from the wall and the mass 
fraction of unburned gas is z = HC

HC0

 , where HC0 is initial 
concentration of hydrocarbons in the unburned mixture. The 
quench layer UHC will undergo post-oxidation according to 
the new defined mechanisms [34, 35]:

(4)
dq1

dq2
=

Pe1,u

Pe2,u
= 0.20.

(5)
(
∫

∞

0

�zdy
)

f

=
�udq2
22

,

(6)d(HC)

dt
= −6.7 × 1015 e

−37230

RT fHC fO2

(

P

RT

)2

.

If the pressure, temperature, and fuel species fraction stay 
high enough, a dominant contribution of unburned fuel 
burns in the post-oxidation process from the end of the main 
combustion till the end of the cycle.

In this section, two additional sources of the UHC including 
crevice volume and blown by mixture during the gas-exchange 
process have been taken into account, as well. Mass of mixture 
trapped in the crevice volume is calculable by volume and 
density, and depending on the maximum pressure crank angle, 
the gas will participate partially in the main combustion and 
the post-oxidation process. Moreover, the calculation of the 
gas-exchange UHC source does not need any extra modeling 
than the quasi-steady modeling.

3.2  Thermodynamic modeling of UHC formation: 
Type T

The developed thermodynamic engine model is a three-zone 
full engine cycle model developed with the aim of obtain-
ing information on the source distribution for the unburned 
hydrocarbon emissions which is not possible in the applied 
commercial engine simulation software. The model, TECMU, 
is described in more details in [36]. The model estimates the 
contribution to the total unburned hydrocarbon emissions from 
three sources: crevices, wall quenching, and short-circuiting 
due to valve overlap. To do so, this model is coupled with the 
output from the commercial engine simulation software. The 
engine operating condition and calculated outputs are given 
as input to this model. This ensures that the two models (Type 
E and Type T) simulate the same engine operating state. The 
contributions to the total unburned hydrocarbon emissions 
from different sources are then obtained as an output from the 
Type-T model.

The procedure of a Type-T simulation is: the estimation of 
the contribution from the crevices to the unburned hydrocar-
bon emissions is based on a mass balance for the cylinder 
content of fuel from the crevice volume. From the mass bal-
ance equation, the instantaneous in-cylinder mass fraction of 
fuel from the crevices ycr

f,cy
 is calculated. The contribution to 

the total unburned hydrocarbon emissions from the crevices 
mcr

f,out
 is then determined by integrating the product of ycr

f,cy
 and 

the total mass flow rate out of the engine, ṁout , over the exhaust 
phase of the engine cycle:

Estimation of the contribution from short-circuiting to the 
engine out emissions of unburned hydrocarbons is per-
formed similarly and simultaneously. The cylinder content 
of fuel from the intake manifold is calculated based on a 
mass balance which enables the instantaneous in-cylinder 
mass fraction of fuel from the intake manifold, ysc

f,cy
 , to be 

(7)mcr
f,out

= ∫ex

ṁout y
cr
f,cy

.

Fig. 2  Single-wall quench versus two-plate wall quench (dq 
1
 vs dq 

2
 ) [34]
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determined. The contribution from short-circuiting to the 
unburned hydrocarbon emissions is obtained by integrating 
the product of ycr

f,cy
 and ṁout:

A separate mass balance equation for the total fuel mass in 
the cylinder is used to determine the instantaneous in-cylin-
der fuel mass fraction yf,cy . The mass of total hydrocarbon 
emissions mf,out is then calculated as:

The relative contributions from crevices, short-circuiting, 
and wall quenching to the total hydrocarbon emissions are 
obtained as:

Here, yqu
f,out

 is the relative contribution to the total hydro-
carbon emissions from wall quenching. As seen from the 
calculation of yqu

f,out
 , it is assumed in the model that unburned 

hydrocarbon emissions which are not due to crevices or 
short-circuiting are from wall quenching.

Possible post-oxidation of unburned fuel remaining in the 
cylinder after the main combustion has ended is accounted 
for in the model based on the expression [37]:

It is assumed in the model that the fuel undergoing post-oxi-
dation is present in the vicinity of the cylinder wall, since it 
is fuel from the wall quench layer and fuel coming out of the 
crevices. Hence, the wall film temperature Tf =

1

2
(Tg + Tw) 

is used in the post-oxidation evaluation.

4  Results and discussion

4.1  Validation

The engine specifications are presented in Table 1. The 
engine is applied as the propulsion system of a cargo vessel 
named Kvitbjrn from the Rolls Royce company. It is fueled 
with natural gas and utilizes two sets of control systems to 

(8)msc
f,out

= ∫ex

ṁout y
sc
f,cy

.

(9)mf,out = ∫ex

ṁout yf,cy.

(10)ycr
f,out

=
mcr

f,out

mf,out

(11)ysc
f,out

=
msc

f,out

mf,out

(12)y
qu

f,out
=1 − ycr

f,out
− ysc

f,out
.

(13)
d[HC]

dt
= 1 × 1013 e

−48400

RT [HC]0.7 [O2]
0.8.

adjust the stability of the engine: PID control system for set-
tling the speed of the engine, and wastegate control system 
to regulate the air–fuel ratio. In former controller, the engine 
speed is defined to be fixed on 750 rpm. Proportional–inte-
gral coefficients in a closed loop govern the control process 
and restore the deviation by fuel injection period adaptation. 
In latter, observing any abnormality in the air–fuel ratio will 
be adjusted by wastegate valve using the same approach of 
PID controller. The valve diameter determines the amount 
of exhaust gases upstream of the turbine inlet, and the boost 
pressure provides the required air flow subsequently.

The architecture of the engine modeling is shown in 
Fig. 3. This structure provides modeling of the turbocharger 
system, intercooler, intake manifold, intake and exhaust 
valves, combustion chambers, and exhaust manifold. An 
imposed torque is implemented on the engine through the 
crankshaft and large mass inertia, and the output data are 
exported and stored schematic tank. These data are, in fact, 
the required input of the Type E and Type T models, as 
shown in Fig. 1.

The combustion coefficients are tuned based on the meas-
ured data, and Fig. 4 demonstrates the comparison of the 
normalized output of the engine modeling and measurement 
data with a satisfactory agreement in various loads. Fig-
ure 4a, b shows for normalized brake-specific fuel consump-
tion and unburned hydrocarbon, respectively. The normal-
izing factor for BSFC and UHC has gauged data at 100% 
load. The other data are measured at 85%, 75%, 50%, and 
25%, all at a rated speed of 750 rpm.

To monitor a natural gas engine’s response to dynamic 
load and the greatness of this variation on methane slip, 
a harmonic load has been imposed. Every individual case 
has taken a specific pattern of the load amplitude alterna-
tion (5, 10, 15, or 20% total deviation from the base load), 
with a constant frequency domain of 0.18 1/s, adapted from 
[38]. Figure 5 draws a schematic structure of the loading 
with 0, 10, and 20% deviation (For instance, 20% deviation 
means 10% overload and 10% under load). The horizontal 
axis of this figure shows time (second) versus torque on the 

Table 1  Engine specification

Item Unit Amount

Engine model B 35:40L9PG
Number of cylinders – 9
Cylinder bore mm 350
Cylinder stroke mm 400
Connecting rod mm 810
Rated speed rpm 750
Rated power kW 3940
Max Torque at rated speed Nm 50200
Fuel type – Natural gas
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vertical axis. Due to numerical errors of the simulation and 
for the sake of reaching a stable condition, the modeling of 
harmonic load was commenced after 60 s of constant load 
and then proceeded until almost 149 s after start, equals 
to 16 full-wave cycles. This quantity of cycles ensures the 
independence of the results from a sudden change in the 
initial load transition.

4.2  Unburned hydrocarbon modeling: Type E

Figure 6 illustrates the results of implementing a harmonic 
sea wave load on the UHC volume from the Type E mod-
eling. The amount of UHC at the commencement of the 
harmonic load has been viewed as a normalizing factor, so 
clearly the quantity of UHC before and after the harmonic 
load corresponds to just 1. As can be seen, there is a notable 
correlation between load shifting and transition of UHC. 
Figure 6a shows that with 5% load change, UHC decreases 
first around 20% during higher load and afterward increases 
almost 40% during lower load. The average throughout the 
transient condition presents an entirely 4% UHC addition, 
given by the red line. Figure 6b–d also displays that the aver-
age UHC alternation for 10, 15, and 20% load variation is 
13%, 29% and 49%, sequentially. These diagrams indicated 
that UHC may momentarily increase up to 300% when the 

load of the engine lessens in the time scale of sea waves in 
harsh condition, and may just after decrease due to increas-
ing load, resulting in a more efficient combustion than at 
nominal rate. The reduction of UHC is around half of the 
level at the nominal load and speed set point, so overall UHC 
level in transient conditions rises almost 50% under sinusoi-
dal load in the severe case of 20% load change.

4.3  Unburned hydrocarbon modeling: Type T

Performing simulation with the Type T model, it is possible 
to classify the unburned fuel emissions as resulting from 
crevice, gas exchange, and quenched mass fraction. Since 
the Type T model is an independent single cylinder model 
which is not included in the applied commercial software, 
verifying the pressure trace of this model is needed. This 
verification is done by comparing a normalized pressure 
trace in rated load and speed. Figure 7 documents that both 
models are giving the same results during all four phases 
of compression, combustion, expansion, and gas exchange. 
In addition, the relative difference of the amount of UHC 
of these models in the nominal load is almost equivalent 
and the disparity is less than 3%, which is an acceptable 
difference.

Fig. 3  Engine modeling flowchart
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To save the computation time, the Type T model is only 
applied during the wave load period, and not during the 
prior constant load period.

The results gained from the preliminary analysis of the 
Type T model are given in Fig. 8, and the investigation of 
the outputs reports 12%, 37%, 72%, and 114% more UHC 
emitted from the engine when the loads vary 5, 10, 15, and 
20%, respectively. The UHC level predicted in nominal 
load is equivalent to the output of Type E and has been 
used as a normalizing coefficient. In 5% load oscillation, 
the maximum amount of UHC at lower load is 160%, and 
at the higher load, it is 80% of that in nominal load, which 
means a 20% reduction. The time average level is totally 

12% for under this load shift. With 20% load variation, 
500% increase and 45% drop in UHC level are observed.

Comparing the variation predicted by the two models of 
UHC in Fig. 9 represents a considerable gap between these 
two models, especially in the higher percentage of the load 
curve. First reason shows itself up by taking Figs. 6 and 8 
into consideration. The UHC amount in Fig. 8 reaches a 
minimum in higher load, and will not decrease any longer, 
despite the prediction at the Type E model, where the UHC 
level even reached 30% of the nominal UHC level at 20% 
load variation. Moreover, the highest amount of UHC pre-
dicted by the Type E model is hardly higher than 300%, 
while with the Type T model, it goes up to 500%. These 
differences of UHC formation demonstrate the importance 
of the post-oxidation process in the combustion chamber and 
the methodology of computing the mass amount and frac-
tion of unburned fuel. It must be highlighted here that post-
oxidation calculation in the Type T model is a function of 
the average temperature of the wall and the hot gases, while 
the temperature used in the Type E model for post-oxidation 
is the burned gas temperature.

Fractional results in Fig. 10a–c from the Type T model 
are showing that up to 75% of UHC stems from crevice 
volume, maximum 3% from gas exchange, and around 
25% of unburned fuel originates from quenched flame at 
the nominal load and speed. Therefore, the gas-exchange 
UHC has the least influence on the UHC level amount, 
and this is reasonable, because the engine valve timing 
is redesigned for a natural gas engine application with a 
very short overlap. In the first few seconds, when the load 
increases, due to imposing a load shift, crevice is the only 
source of UHC and the reaction ends around 1, while the 
fraction of UHC by quenched flame decreases to 0% at 

Fig. 4  Simulated and measured BSFC and UHC versus load at rated 
speed

Fig. 5  Imposed dynamic load
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20% load change. This proposes that the flame due to the 
flame speed and flame quality burns all of the fuel in the 
main chamber. This addresses the thought that the Type 
T model predicts a more reasonable output of UHC in the 
higher load than the Type E model, since as long as there 
is a crevice volume in the combustion chamber, there is a 
minimum UHC level as an output of the engine regardless 
of the load.

The mean lines in Fig. 10a likewise confirm that the 
UHC fraction due to the crevice volume changes a little, 
and in contrast, the UHC fraction due to quenched flame, 
Fig. 10c, changes more significantly when load oscillation 
increases. Taking Fig. 10b into account, UHC fraction due 
to the gas-exchange changes almost 15%. However, this 
variation is a function of variation of the total UHC, and 
not due to the gas exchange itself, as shown in Fig. 11. It is 
instantly visible in the figure that quenched flame is nearly 
the only effective participant of UHC variation in transient 
marine conditions, as UHC mass due to crevice volume 
swings slightly around a persistent quantity.

Fig. 6  Unburned hydrocarbon variation (modeling Type E)

Fig. 7  Comparison of normalized pressure traces



 Journal of Marine Science and Technology

1 3

4.4  Lean burn mixture sensitivity to dynamic load

Comparing the UHC level with the rate of change of the 
air–fuel ratio shows that there is a direct correlation between 
these two parameters. Referring to Fig. 12, it is instantly 
visible that there are similarities between the variation of 
lambda during dynamic load period and the imposed vari-
ation of torque, as shown in Fig. 5. This indicates a need 
to understand the various perceptions of the air and fuel 
system first among all the existing port systems. Primary 
inspection revealed that load fluctuation ups and downs the 
required fuel to make up any speed variation deviated from 
nominal set point. This alternation of fuel flow asks for an 
equal change of the air flow, and since any command to the 
controller system to adjust the proper air is going to be done 
at the end of the exhaust manifold, even with the fastest PID 
response, there still exists some delay due to the dynamic of 
the system. Such time lag of the air system drives the engine 
to work at non-constant lambda.

To figure out how the air–fuel ratio itself influences the 
amount of UHC, lambda with certain values of 1.73, 1.78, 

Fig. 8  Unburned hydrocarbon variation (modeling Type T)

Fig. 9  UHC variation predicted by the two models
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1.83, and 1.88 has been considered. Lambda equal to 1.83 is 
our base value of the study, and the target air–fuel ratio cor-
responding to these lambda values would be 29, 30, 31 (base 
value) and 32. The findings of the simulations are shown in 
Fig. 13 and presents similarities between the rate of increas-
ing level of UHC and the trend which appeared in Fig. 9. 
Lambda boosting multiplies UHC amount in constant load 
shown by blue columns. This explains to a high extend the 
significance of providing a firm air–fuel ratio based on the 
optimal set point.

Furthermore, the results display a contrasting tendency 
of the UHC pattern in dynamic load, as well. With higher 
lambda, here 1.88, the engine will produce less UHC in 
dynamic load. A possible explanation for this fact is that 
our considered engine is designed on the basis of least UHC 

Fig. 10  UHC fraction distribution

Fig. 11  Normalized mass of UHC sources with 20% load variation

Fig. 12  Air–fuel ratio variation during dynamic load
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in steady state; therefore, UHC will hardly reduce further in 
dynamic load, while it may increase quickly. Thus, expect-
ing an increment of UHC during dynamic load is imminent. 
On the other hand, higher lambda produces higher UHC 
and both rise and fall of UHC occurs normally for both of 
the lower and higher load. Therefore, the reduction of UHC 
in dynamic load can only happen in a very lean or very bad 
UHC-based designed engine.

5  Conclusion

The amount of UHC in lean burn gas engines has been 
examined by modeling all subsystems of a marine engine. 
Two models have been used in the analysis of UHC emis-
sions, with one having the capability of splitting the sources 
of UHC up. The results show that in stable condition, 
depending on crevice volume and lambda, UHC formation 
could be a function of only crevice volume to a high extend. 
Conversely in transient condition, the time lag in controlling 
the air–fuel ratio contributes to leaner or richer mixture, and 
the resulting flame speed slowness and incomplete combus-
tion in leaner mixture areas very close to the wall causes a 
major part of the fuel being unburned. It was indicated that 
during 20% of oscillation load, the UHC level may be two 
times higher compared to a constant load case.
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A R T I C L E  I N F O   
Keywords: Propulsion in waves Marine propellers Engine-propeller dynamics 

A B S T R A C T   
The shipping industry is the heart of international trading activities and the global economy. Maritime transport contributes to environmental pollution through the emission of greenhouse gases. New mandatory regulations aim at improving the environmental performance of ships by encouraging power reduction and alternative fuels. These requirements drew attention to the estimation of the ship performance in the presence of waves con-sidering unconventional combustibles. Investigating the effects of waves on untraditional propulsion plants could help to design more environmentally friendly ships. The purpose of this paper is to determine the im-portance of the time-varying wake field, ship motions, propeller emergence, and engine response on the per-formance in waves of a marine propulsion system powered by a medium-speed LNG engine. This is performed by comparing the engine-propeller performance estimated by modelling the propulsion plant at three different levels of complexity. The results illustrated the poor prediction accuracy of the propulsion system performance in waves when the time-varying wake field, ship motions, and propeller emergence are neglected. The influence of the engine response on the performance prediction of the engine-propeller system was negligible. The out-comes of this paper demonstrate the importance of considering the effects of the waves on the propulsion system of a ship during the optimization phase.   

1. Introduction 
Ship transportation is the backbone of the global economy and the international market. Around 80 per cent of the global trade volume and over 70 per cent of the world trade value are carried by sea and are handled by ports worldwide (Hoffmann et al., 2018). On the other hand, the shipping sector is responsible for the annual emission of around 2.5 per cent of global greenhouse gases (GHGs) and about 940 million tonnes of CO2 (Smith et al., 2015). Countermeasures against the environmental pollution from ships resulted in new mandatory regulations such as the Initial IMO (International Maritime Organization) Strategy on Reduction of GHG Emissions from Ships and the Energy Efficiency Design Index (EEDI). The former was brought into effect in April 2018 by the International Maritime Organization’s Marine Environment Protection Committee (MEPC) to reduce ship emissions and to improve the environmental performance of new and existing vessels. According to the strategy, the total annual global greenhouse gas emissions have to be reduced by at least 50 per cent by 2050 compared to 2008. The latter was introduced 

in July 2011 by the IMO for the prevention of air pollution from new vessels. The lower the EEDI, the more energy-efficient is the ship, and the higher its environmental performance. The EEDI formulation en-courages the power reduction of the main engine and slow steaming. These mandatory regulations drew attention to both the estimation of ship performances in waves and the implementation of alternative marine fuels. Liquefied natural gas could be a valid option for the latter. The combustion products for lean burn gas engines contain 25 per cent lower CO2 and 85 per cent lower NOx emission values than a marine diesel oil or marine gas oil (Chorowski et al., 2015). It is estimated that the proportion of liquefied natural gas in the global marine fleet will rise from the current 0.3 per cent to over 23 per cent by 2050 (Asariotis et al., 2019). The estimation of ship performances in waves is crucial for two reasons. First, the evaluation of the added re-sistance caused by waves plays a significant role in the reduction of the main engine size. Second, the presence of waves changes the engine operating point and, as a consequence, modifies the ship emissions. Nevertheless, ships are generally not optimally efficient in realistic sea states. Marine propulsion plants are typically optimized in ideal 
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conditions where the presence of waves is taken care of by adding a margin to the estimation of the speed-power relationship for a newly built ship in trial conditions. Therefore, it is expected that more energy- efficient ships can be designed if the effect of waves on the propulsion plant is taken into account during the optimization phase. The effect of waves on the ship propulsion system is a complex physical process resulting from the interaction between the sea en-vironment, vessel performance, and propeller-shaft-engine response. In particular, in case of severe weather conditions, the propeller might come out of the water, causing a drop in the engine torque and, eventually, a drastic increase of propeller rate of revolutions accom-panied by intense vibrations. For marine diesel engines, the increased resistance induced by waves might generate what is known as the torque-rich effect. This phenomenon causes the reduction of ship speed, overloading for the main engine, higher fuel consumption, and can lead to the failure of the ship propulsion system (Van Uy, 2016). Therefore, studying the hull-propeller-shaft-engine interaction in realistic condi-tions is crucial to get a better insight into the overall propulsion system response and to estimate the required engine size accurately. Full-scale testing is the most accurate method to understand how ship performances are affected by propeller-shaft-engine dynamics. An example of such investigation was carried out by Ogawara et al. (1972), where the dynamic performances of the propulsion system of a con-tainer ship were studied. However, full-scale experiments are ex-pensive, time-consuming, and difficult to setup. Numerical computa-tions are a valid alternative, at least in the early phases of the ship propulsion design process. Kyrtatos et al. (1999) predicted the transient response of a large two-stroke marine diesel engine subjected to fluc-tuating loads obtained from either model tests or the standard propeller law. The main engine was coupled with appended models for the shaft, propeller, ship hull, and the engine speed governor. They demonstrated the overall model reliability to predict the dynamic response of a complete marine power plant system. Campora and Figari (2003) modeled a propulsion plant of a twin shaft arrangement with a con-trollable-pitch propeller in a MATLAB-SIMULINK environment. The ship propulsion model consisted of separate blocks for the medium- speed diesel engine, governor, hull, controllable-pitch propeller, tele-graph, and shaft line. The propeller model was based on either the 

propeller open water curves or measurements. Taskar et al. (2016) in-vestigated the effect of waves on the propulsion system of the KVLCC2 tanker along with a method to estimate the propeller wake field in waves. A large two-stroke marine diesel engine model was coupled with the open water data of the KVLCC2 propeller using an inertial shaft model in a MATLAB-SIMULINK environment. The thrust and torque losses due to the propeller emergence were also investigated. This re-search demonstrated the importance of studying ship performances in waves by utilizing an engine-propeller coupled model.  Yum et al. (2017) developed a simulation model of a mechanical pro-pulsion system in waves for the KVLCC2 tanker. The propulsion system included the vessel hull, mechanical shaft, large two-stroke diesel en-gine, and speed regulator. The shaft was modeled as a single rigid-body with friction, and open water data were used for the propeller model. Simulation results provided a better understanding of the effect of waves on ship performances. The main goal of this study is to determine the importance of the time-varying wake field, ship motions, propeller emergence and engine response to predict the performance in waves of a marine propulsion system. This is achieved by modelling the propulsion system at three different levels of complexity. The three implementations of the same propulsion system model (steady, unsteady with fixed engine speed, and unsteady with variable engine speed) are compared in terms of estimated engine torque, propeller efficiency, and computation per-formance. The considered propulsion system is powered by a medium- speed four-stroke natural gas engine with a controllable-pitch propeller. The DTU-developed unsteady low-order boundary-element method ESPPRO (Regener, 2016) is implemented in inhomogeneous inflow for the propeller model. The GT-POWER Engine Simulation Software (Gamma Technologies, 2019a) is used for the engine model-ling. The overall propulsion plant model is developed in the MATLAB-SIMULINK co-simulation environment. 
2. Case vessel 

A full-scale LNG powered vessel is utilized in the present study. The main specifications of the ship, propeller characteristics and engine specifications are shown respectively in Table 1, 2, and 3. 

Nomenclature  
A wave amplitude AE/AO blade area ratio B breadth of the ship D propeller diameter g gravitational acceleration GR gear ratio hP propeller shaft submergence J advance ratio k wave number KQ0 torque coefficient for a deeply submerged propeller 
KQ torque coefficient for a not deeply submerged propeller KT0 thrust coefficient for a deeply submerged propeller 
KT thrust coefficient for a not deeply submerged propeller LPP length between perpendiculars ne engine speed np propeller speed 
n̄ target crankshaft rotation rate P propeller pitch 
P D( / )D0.7 design propeller pitch at 0.7 r/R Qe engine torque 

QeM1 engine torque computed by model 1 
QaeM2 engine torque amplitude computed by model 2 
QpeakM2 model 2 engine torque amplitude peak relative to model 1 

QtroughM2 model 2 engine torque amplitude trough relative to model 1 Qp propeller torque r fuel consumption R propeller radius RADD added wave resistance t time T propeller thrust u surge velocity V ship velocity Vf fluctuating wake velocity due to waves Vm mean wake velocity due to waves Vt total wake velocity due to waves w full-scale nominal average wake fraction in waves Wxxx sea state identification number β thrust diminution factor 
peakM2 model 2 propeller efficiency peak relative to model 1 
troughM2 model 2 propeller efficiency trough relative to model 1 

η3 heave motion amplitude 
η5 pitch motion amplitude 

1 surge velocity amplitude θ wave direction (180∘ is considered as head wave) λ wavelength ρ water density   
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3. Propulsion system model 
The MATLAB-SIMULINK co-simulation environment with a fixed- step solver is utilized to design the overall propulsion system model. The data exchange between subsystem blocks is limited to time-discrete communication points. The subsystems are solved separately and in-dependently from each other. The exchanged data between blocks are extrapolated based on the information from the previous time-discrete communication points. Fig. 1 shows the block diagram of the coupled system. Five main subsystem blocks are implemented to represent the effect of waves on the ship performance:  • Sea State. This block represents the state of the sea and provides the wave characteristic to the vessel model.  

• Vessel Model. The vessel dynamics are implemented in this block. Based on the wave characteristic, propeller thrust, and desired en-gine speed, the time-invariant propeller pitch and the time-varying ship velocity, wake field and ship motions are computed and given as input to the propeller model.  • Propeller Model. The propeller performance is computed in this block. The necessary input are the time-varying propeller speed received from the transmission model and the data provided by the vessel model. The calculated torque is input to the transmission model. • Transmission Model. This block provides speed and torque con-versions from the propeller to the engine and vice-versa. The main components of the transmission model are the gearbox, propeller shaft and flywheel.  • Engine Model. The engine performance is calculated in this block. In the case of the unsteady implementation with variable rpm, the rotational speed of the engine is computed based on the time- varying torque received from the transmission model, the PID (proportional-integral-derivative) control system, and the inertia of the propulsion system. 
3.1. Sea state 

Sixty-four regular waves are considered in the present study. This number is obtained by combining four wave amplitudes and directions and wavelengths. The wave direction is relative to the ship, and 180∘ is considered as head wave. Wave characteristics are shown in Table 4. 
3.2. Vessel model 

The vessel model computes the data necessary for the calculation of the propeller performances in waves: propeller pitch, average speed loss, and time-varying propeller depth, surge velocity and wake field. Model tests performed by SINTEF Ocean (former MARINTEK) pro-vide the propeller nominal wake distribution at the design ship speed and the total model resistance, thrust deduction factor, and wake fraction as a function of the ship velocity in calm water conditions. In this work, the thrust deduction fraction is assumed to be equal to its value in calm water conditions. This assumption is the consequence of two primary reasons. One, open literature provides minimal 

Table 1 Ship main specifications.    
Length between perpendiculars 117.6 m Breadth 20.8 m Design draft 5.5 m Design shaft submergence 3.3 m Service speed 15 kts 

Table 2 Propeller main characteristics.    
Diameter 4.2 m Design propeller speed 142 rpm Number of blades 4 AE/AO 0.515 
P D( / )D0.7 0.975 

Table 3 Main engine specifications.    
Number of cylinders 9 Cylinder bore 350 mm Cylinder stroke 400 mm Rated speed 750 rpm Rated power 3940 kW 

Fig. 1. Block diagram of the propulsion system model.  
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knowledge concerning how the thrust deduction fraction changes in waves. Two, performing either expensive model-scale experiments or time-consuming CFD simulations is beyond the scope of the current study. 
3.2.1. Propeller pitch and average speed loss A controllable-pitch propeller with average constant-speed is im-plemented in the current study. The average propeller rate of revolu-tions is set equal to the target crankshaft rotation rate n̄ (see  Section 3.4.6) divided by the gear ratio GR. The blade pitch is adjusted to maintain the average ship speed in waves equal to its design value if the engine is capable of continuously producing the required power. The propeller pitch is readjusted, and the corresponding average speed loss is computed, if the engine cannot supply the required power. The load limit curve and the propeller law computed for different pitch settings can be seen in Fig. 2. The propeller pitch and the average speed loss are obtained fol-lowing the procedure recommended by ITTC (2017b). For simplicity, only wave and added wind resistance are considered in the current study. The added wave resistance is computed in irregular waves even though regular waves are considered for the interaction with the pro-pulsion power plant. This is performed to have realistic values for both the total ship resistance and propeller-engine loads. The calm water resistance estimated by SINTEF Ocean is converted from model to ship according to ITTC (2017a). The DTU in-house method described by Martinsen (2016) is applied to compute the added resistance in regular waves. Fig. 3 shows the added resistance in regular waves in head sea conditions for different velocities of the ship. The modified Pierson-Moskowitz wave spectrum is applied along with the approach explained in ITTC (2014) to calculate the added resistance in irregular waves. The irregular waves have significant wave heights and peak frequencies equal to the wave heights and frequencies of the considered regular waves. The added wind resistance is calculated following the procedure described by ITTC (2014). 
3.2.2. Ship motions Heave and pitch transfer functions are obtained using the closed- form expressions of Jensen et al. (2004). The response amplitude op-erator (RAO) for surge is computed following the method described by Honkanen (1976). The time-varying propeller depth and surge ve-locity are determined at the computed vessel speed. Heave, pitch and surge velocity RAO in different wave conditions at design ship speed can be seen in Figs. 4, 5 and 6. 
3.2.3. Time-varying wake field The propeller nominal wake distribution is available, at the design ship speed, from model scale experiments performed by SINTEF Ocean. The scaling procedure provided by Sasajima et al. (1966) is applied to obtain the wake field in full scale. The entire wake distribution is contracted to avoid time-consuming calculations. The wake distribution is assumed to be invariant with the ship velocity. The velocity-depen-dent wake fraction is scaled according to the ITTC (2017a). Fig. 9 shows the full scale nominal wake distribution at the design ship speed. The method described by Taskar (2017) is applied to determine the 

scale factors for the computation of the time-varying wake fields in waves. This approach considers a dimensionless mean increase in pro-peller inflow Vm and a fluctuating velocity component Vf as follows: 
=V V V·t f m (1) 

The fluctuating velocity Vf is calculated including the surge motion effect and the orbital motion of water particles in an attenuated wave at the stern, as described by Ueno et al. (2013). The mean velocity in-crease Vm is computed assuming the bottom of the ship to be a flat plate that is pitching harmonically, as explained by Faltinsen et al. (1980). Fig. 7 shows the time-varying inflow averaged over the propeller disk for three representative cases: W111, W233, and W344 (see Table 4). 
3.3. Propeller model 

The main tool for the propeller analysis is the DTU-developed un-steady low-order boundary-element method ESPPRO (Regener, 2016). It is based on potential flow theory where the fluid is assumed to be irrotational and viscosity and compressibility are neglected. Compared to other potential flow numerical methods, the boundary-element method provides a complete representation of the propeller geometry by placing sources and dipoles on the actual propeller surface. ESPPRO can predict unsteady sheet cavitation and tip vortex cavi-tation in behind ship conditions. The sheet cavitation model im-plemented in ESPPRO is described by Regener et al. (2018). Details of the implementation of the tip vortex cavitation model can be found in  Mirsadraee (2019). ESPPRO was validated by comparing the predicted propeller performance to both results reported for similar numerical models, such as Vaz and Bosschers (2006) and Vaz et al. (2015), and experimental data, such as Mirsadraee (2019). In the present work, the propelle blade is discretized into 40 panels in both spanwise and chordwise direction. Equidistant stretching is applied for the former and cosine stretching for the latter. Several blade-wake models are available in ESPPRO (Saettone et al., 2020). The wake model inspired by Hoshino (1993) is selected for the computation of the propeller performance. Fig. 8 shows the comparison between the experimental open water curves and the open water characteristic computed by ESPPRO. 
3.3.1. Quasi-steady approach The propeller performance in waves can be evaluated by using both a quasi-steady and a fully-unsteady approach. The former is a compu-tationally inexpensive method that neglects the time history of the propeller performance related to the time-varying input data, such as wake distribution, propulsion factors, propeller speed fluctuations, and ship motions. The latter provides a complete representation of the 

Table 4 Wave characteristics - Wave W214 refers to A2, L/ ,PP1 and θ4.        
NA A N LPP/ λ/LPP N θ [-] [m] [-] [-] [-] [deg]  
A1 0.5 L/ PP1 0.6 θ1 180 A2 1.0 L/ PP2 0.8 θ2 120 A3 1.5 L/ PP3 1.0 θ3 60 A4 2.0 L/ PP4 1.2 θ4 0 

Fig. 2. Load limits.  
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propeller dynamics, but it is computationally expensive.  Saettone et al. (2020) showed a good agreement between the quasi- steady and the more advanced fully-unsteady approach in the predic-tion of the propeller performance in waves for the KVLLC2 tanker. As a result, the quasi-steady approach is applied in the current study for the 
propeller analysis. 
3.3.2. Propeller emergence The quasi-dynamic approach described by Minsaas et al. (1983) is 

Fig. 3. Added resistance in head regular waves.  

Fig. 4. Heave RAO in different wave conditions at design ship speed.  

Fig. 5. Pitch RAO in different wave conditions at design ship speed.  

Fig. 6. Surge velocity RAO in different wave conditions at design ship speed.  

Fig. 7. Time-varying inflow averaged over the propeller disk - W111, W233, and W344. 

Fig. 8. Open Water Diagram computed by ESPPRO for the design propeller pitch. 
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applied to compute the reduction of thrust and torque caused by wave effects and the propeller emergence. This method implements a thrust diminution factor β for the correction of the performance of a deeply submerged propeller (see Eq. 2). Loss of propeller disc area, wave making by propeller, and Wagner effect are taken into account. The time-varying immersion of the shaft is assumed to be oscillating and periodic. The beta curve proposed by Minsaas et al. (1983) is shown in  Eq. 3. 
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3.4. Engine model 

A medium-speed four-stroke natural gas engine is considered in the present analysis (see Table 3). The GT-POWER Engine Simulation Software (Gamma Technologies, 2019a) is utilized to setup the engine system simulation model, estimate the engine performance, and model the fundamental components of the engine. Fig. 10 shows the schematic representation of the six main parts of the engine model. The engine is a spark-ignited lean-burn combustion engine. It is equipped with a variable-geometry charging system to benefit from the power increase offered by the extended knock limit of the lean mixture. The high air temperature produced by the compressor is decreased by an intercooler. The air flow is controlled by the variable turbine geo-metry. The fuel flow is controlled by mechanical valves before each cylinder. A load-based approach is implemented for the engine model. In this 

methodology, the engine speed is computed based on the torque re-ceived from the shaft, the inertia of the propulsion system, and the PID control system. The engine model is validated by comparing the pre-dicted engine performance to measured data. An example of such va-lidation can be seen in Figs. 11 and 12. The good agreement between measured data and predicted engine performance demonstrates the reliability of the engine modelling. 
3.4.1. Zone 1: Turbocharger The turbocharger performance is modeled using maps given in the form of look-up tables. The performance maps contain information about turbine and compressor thermodynamic efficiency as a function of pressure ratio, mass flow rate, and turbocharger speed. The turbine and compressor performance are modeled by following the iterative process described in Gamma Technologies (2019b). 
3.4.2. Zone 2: Intercooler A sea-water-based coolant is utilized for the engine. The intercooler is modeled using the non-predictive approach described in  Gamma Technologies (2019b). The fixed outlet temperature is imposed by modelling the intercooler as an infinite sink of heat (multiple pipe object). The heat transfer coefficient is calculated using the Colburn analogy (Colburn, 1964). Measured data are used as the boost tem-perature during load variations. 

Fig. 9. Full scale nominal wake distribution at the design ship speed.  

Fig. 10. Schematic of the engine model.  

Fig. 11. Engine model - Input engine torque.  
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3.4.3. Zone 3: Pipe flow The pipe flow model involves the solution of the Navier-Stokes, conservation of mass, and energy equations. These equations are solved in one dimension, which means that all the quantities are averaged across the flow direction. This approach improves the prediction of the turbocharger working area under dynamic loads. 
3.4.4. Zone 4: Intake and exhaust valves The flow losses across the intake and exhaust valves are modeled to predict the mass flow entering into/leaving the cylinder. The modelling of the flow losses follows the work proposed by Heywood (1988) and the computation of the ratio between the effective and the theoretical flow area (discharge coefficient). 
3.4.5. Zone 5: Heat transfer and combustion The in-cylinder heat transfer and combustion modelling are si-multaneously modeled in the cylinder control volume. The model of Woschni (1968) is implemented to model the con-vective heat transfer between the gas and the combustion chamber surfaces. Fourier’s law of heat conduction is applied to estimate the conductive heat transfer through the cylinder walls. The radiative heat transfer between the gas and the combustion chamber surfaces is modeled by Stefan-Boltzmann law. The Spark Ignition Turbulent Flame Combustion Model (EngCylCombSITurb) (Gamma Technologies, 2019b) is used to predict the burn rate. In-cylinder composition, cylinder temperature and pressure, spark position, spark timing, flame and wall interaction, fuel properties, and in-cylinder flow are taken into account (Gamma Technologies, 2019c). The burn rate is estimated based on the calculation of flame speed and flame kernel development. A thorough explanation of this theory can be found in Blizard and Keck (1974). 
3.4.6. Zone 6: PID The engine speed is regulated by a PID control system installed directly on the fuel valve. The controller’s PID algorithm uses the dif-ference between the target crankshaft rotation rate n̄ and the measured engine speed to regulate the fuel valve opening and restore the desired speed. The target crankshaft rotation rate is set to be equal to the rated speed of the engine (750 rpm). The air-fuel ratio is regulated by a PID control system installed on the turbocharger. Accurate control of the mass ratio of air to fuel pre-sent in the combustion process is critical for LNG engines. The con-troller’s PID algorithm regulates the amount of air based on the in-stantaneous fuel flow rate. 

3.5. Transmission model 
The power transmission system is modeled in GT-POWER (see  Section 3.4). It is assumed to be rigid, and it includes a solid mechanical shaft, flange, and gearbox. The resistance to acceleration due to pro-peller inertia and added water resistance is also taken into account through the engine model. The engine manufacture provides the mass moment of inertia and the mechanical efficiency of the transmission system. 

4. Method 
The propulsion system performance in waves is usually estimated by avoiding the complexity of creating a unique propulsion system model. Generally, the presence of the engine is neglected, and the propeller performances are computed by ignoring ship motions, propeller emer-gence, and time-varying propeller speed and wake field.  Taskar et al. (2016) showed that these assumptions are not sufficient to study the effect of waves on the propulsion system of the KVLCC2 tanker powered by a large two-stroke diesel engine. Propeller and en-gine response depend on the ship dimension and shape, engine speci-fications, and propeller characteristics. In the current study, the propulsion system is modeled at three different levels of complexity. The three implementations of the same propulsion system model (see Section 3) are refereed as Model 1, 2, and 3. The three models are compared in terms of the accuracy of the results and computational performance. 

4.1. Model 1: Steady propeller-engine model 
This model resembles the traditional way to estimate the propeller- engine performances in waves. The wave effects are taken into account only in terms of added resistance and change of propulsion point. The propeller performances are computed by neglecting ship motions, propeller emergence, and time-varying wake fields. The propeller forces associated with the blade passage frequency are ignored. Therefore, the engine torque and speed are time-invariant. 

4.2. Model 2: Unsteady propeller-engine model with fixed engine speed 
In this model, the engine speed is assumed to be time-invariant. On the other hand, ship motions, propeller emergence, time-varying wake fields and added resistance are taken into account. The propeller forces associated with the blade passage frequency are computed. As a result, the engine torque is fluctuating, but the propeller speed is time-in-variant. 

4.3. Model 3: Unsteady propeller-engine model with PID 
In this model, the propeller-engine dynamics is taken into account. In addition, time-varying wake fields, ship motions, propeller emer-gence, and added resistance are considered. The propeller forces asso-ciated with the blade passage frequency are also included. The PID control system is activated to regulate the engine speed. Thus, the en-gine torque and speed are time-variant. 

5. Results 
5.1. Comparison 1: Model 1 vs Model 2 

This comparison is necessary to understand the effect of the time- varying wake field, ship motions, and propeller emergence on the prediction of the propulsion system performance in waves. The time-varying wake field creates fluctuating engine loads, which may differ considerably from the time-invariant engine torque esti-mated in steady conditions. Ship motions cause the propeller depth to 

Fig. 12. Engine model - Output engine speed.  
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change in time, which may lead to a drop in engine torque if the pro-peller is in proximity or above the water surface. Time-varying engine torque and propeller submergence may also induce a reduction in propeller efficiency compared to the steady analysis. The computational time of the two approaches and the engine torque and propeller efficiency estimated by models 1 and 2 are com-

pared. For the sake of comparison, the propeller pitch and average speed loss computed for each wave condition are kept constant in both models. Table 5 summaries the differences between the two models. 
5.1.1. Average engine torque Figs. 13 and 14 show the relative per cent difference between the temporal mean of the engine torque in one encounter wave period es-timated by model 2 and the steady torque calculated by model 1. A negative value indicates an overestimation of the propeller load pre-dicted by model 1 compared to model 2. Fig. 13 shows the case of the deeply submerged propeller for four representative examples: ( = 1): W131, W231, W331, and W431. Fig. 14 illustrates four relevant cases for the propeller either in proximity or above the water surface (β < 1): W341, W342, W343, and W344. All the cases are displayed in Fig. 28 -  Appendix A. The general trend of the results illustrates a reduction in propeller torque when the time-varying wake field, ship motions, and propeller emergence are taken into account. This outcome is mainly related to both the increase of propeller inflow velocity and the event of propeller emergence. The impact of the former effect can be seen in Fig. 13. The significance of the latter phenomenon is illustrated in Fig. 14. Com-paring Fig. 13 and 14 demonstrates that the thrust diminution factor plays a major role in the prediction of the engine performance in waves. Nevertheless, it can also be observed a difference up to 2.5% in engine torque between the two models when the propeller is deeply sub-merged. 
5.1.2. Engine torque amplitude Figs. 15 and 16 show the amplitude of the engine torque estimated by model 2 as the percentage of the steady torque calculated by model 1. This investigation is necessary to comprehend if it is important to compute the magnitude of the fluctuating torque when estimating the propulsion system performance in waves. Fig. 15 illustrates four re-levant cases for the deeply submerged propeller ( = 1): W111, W112, W113, and W114. In this case, the amplitude is computed as half of the change between the peak and the trough of the time-varying engine torque estimated by model 2. Fig. 16 shows four representative cases for the propeller either in proximity or above the water surface (β < 1): W314, W324, W334, and W344. In this event, two types of amplitudes are computed: peak and through amplitude. The former is calculated as the non-negative difference between the peak of the time-varying engine torque and the temporal mean of the engine torque computed by model 2. The latter considers the trough of the engine torque instead of the peak. All the cases are displayed in Fig. 29 

Table 5 Comparison among models 1, 2, and 3.      
Characteristic Model 1 Model 2 Model 3  
Added Wind Resistance Yes Yes Yes Added Wave Resistance Yes Yes Yes Heave Motion No Yes Yes Pitch Motion No Yes Yes Surge Motion and Velocity No Yes Yes Blade Passage Forces No Yes Yes Propeller Emergence No Yes Yes Time-Varying Propeller Wake Field No Yes Yes Time-Varying Engine Speed No No Yes Propeller Pitch Same value for all the models Average Ship Velocity Same value for all the models 

Fig. 13. Relative per cent difference in average engine torque between models 1 and 2 - = 1, =A {0.5, 1.0, 1.5, 2.0}, =L/ 1.0,PP = 180 . 

Fig. 14. Relative per cent difference in average engine torque between models 1 and 2 - β < 1, =A 1.5, =L/ 1.2,PP = {180 , 120 , 60 , 0 }. Fig. 15. Torque amplitude estimated by model 2 as a percentage of the torque calculated by model 1 - = 1, =A 0.5, =L/ 0.6,PP = {180 , 120 , 60 , 0 }. 
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- Appendix A. The case of the deeply submerged propeller is particularly relevant for this investigation. This is because the relative per cent difference in average engine torque between models 1 and 2 is more pronounced in the event of propeller emergence than when the propeller is far from the water surface (see Section 5.1.1). As a consequence, studying the propeller-engine performance in the case of deeply submerged pro-peller might be considered unnecessary. However, Fig. 15 illustrates the importance of considering the effect of the time-varying wake field and ship motions on the estimation of the propeller-engine loads even when the propeller is deeply submerged. Therefore, the amplitude of the fluctuating torque due to time-varying wake field and ship motions is not negligible. In the event of the propeller in proximity or above the water surface, it is possible to notice a remarkable value of the torque amplitude estimated by model 2 as a percentage of the steady torque calculated by model 1. This confirms the importance of the thrust di-minution factor in the computation of the propulsion system perfor-mance in waves. 
5.1.3. Propeller efficiency Figs. 17 and 18 show the amplitude of the propeller efficiency es-timated by model 2 as a percentage of the steady propeller efficiency calculated by model 1. Fig. 17 shows the case of the deeply submerged propeller for four representative examples ( = 1): W131, W231, W331, and W431. Fig. 18 illustrates four relevant cases for the propeller either in proximity or above the water surface (β < 1): W144, W244, W344, and W444. All the cases are displayed in Fig. 30 - Appendix A. In the case of 

= 1, the amplitude is computed as half of the change between the peak and the trough of the time-varying propeller efficiency estimated by model 2. In the event of β < 1 (Fig. 18), the amplitude is computed as the difference between the extrema of the time-varying propeller efficiency and the temporal mean of the propeller efficiency estimated by model 2: peakM2 and troughM2. The results show a significant value of the propeller efficiency am-plitude estimated by model 2 as a percentage of the propeller efficiency calculated by model 1. Comparing Fig. 17 and 18 demonstrates the major role of the thrust diminution factor in estimation of the propeller efficiency. This is because, in the case of the deeply submerged pro-peller, the fluctuation of the propeller efficiency is primarily related to the time variation of the advance ratio caused by the time-varying wake fraction. On the other hand, in the event of β < 1, the thrust decreases more than the torque with the decrease of β. This provides an additional reduction in propeller efficiency. 
5.1.4. Computational performance Model 1 and 2 are compared by evaluating the computation time necessary to simulate all the considered 64 sea states (see Section 3.1). The processing speed of model 1 is around 40 times faster than model 2. The main reason for this outcome is related to the short time-step re-quired for the unsteady simulations. It becomes clear that the shorter the wave encounter period, the smaller the difference in computation time between the two models. 
5.2. Comparison 2: Model 2 vs Model 3 

This comparison is necessary to evaluate the importance of the engine response on the prediction of the propulsion system perfor-mance in waves. The fluctuation of the propeller speed caused by the presence of the engine may considerably alter the propulsion system loads. This is particularly relevant in the event of propeller emergence, where the engine torque reduces and the engine speed increases. In addition, the amount of engine over-speeding determines if the implemented control- strategy guarantees the safety of the propeller system in harsh weather conditions. The engine torque calculated by models 2 and 3 and the 

Fig. 16. Torque amplitude (peak and trough) estimated by model 2 as a per-centage of the steady torque calculated by model 1 - β < 1, =A 1.5,
=L/ {0.6, 0.8, 1.0, 1.2},PP = 0 . 

Fig. 17. Propeller efficiency amplitude estimated by model 2 as a percentage of the steady propeller efficiency calculated by model 1 - = 1,
=A {0.5, 1.0, 1.5, 2.0}, =L/ 1.0,PP = 180 . 

Fig. 18. Propeller efficiency amplitude (peak and trough) estimated by model 2 as a percentage of the propeller efficiency calculated by model 1 - β < 1, 
=A {0.5, 1.0, 1.5, 2.0}, =L/ 1.2,PP = 0 . 
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computational time of the two approaches are compared. For the sake of comparison, the propeller pitch and average speed loss computed for each wave condition are kept constant in both models. Table 5 sum-marizes the differences between models 2 and 3. 
5.2.1. Engine speed and torque Figs. 19, 20, 23 and 24 present the engine torque computed by models 2 and 3. The general trend of the results shows a reduction in torque when the engine speed is time-variant. The magnitude of the reduction in engine torque depends on the specific operational condi-tion. These outcomes are primarily related to the combined effect of the propulsion system specifications and PID control system characteristics. Figs. 19 and 20 show the case of the deeply submerged propeller ( = 1) for two representative examples: W121 and W124. These two sea states are identical apart from the direction of the encountered wave: 180∘ for W121 and 0∘ for W124. The average velocity of the ship is also the same in these two conditions. Figs. 19 and 20 show a higher average engine torque for W121 than W124. This is because of the larger added resistance in the head sea than in following waves. On the other hand, the sea state W124 generates a higher value of the engine torque am-plitude compared to W121. This is due to the larger variation of the time-varying wake fraction in following sea than in head waves.  Figs. 19 and 20 also illustrate a higher reduction in engine torque for W124 compared to W121. The relative per cent difference in maximum engine torque between models 2 and 3 is equal to 0.97% for the former and 0.17% for the latter. This is related to both the characteristics of the PID control system, engine stability, and the inertia of the overall system. These effects combined with the different added wave re-sistance and encounter period induce a higher variation in engine speed and in fuel consumption for W124 in comparison to W121 (respectively see Figs. 21 and 22). Figs. 23 and 24 show two representative examples for the case where the propeller is either in proximity or above the water surface (β < 1): W342 and W343. These two sea states have the same wave amplitude and wavelength but different wave direction: = 120 for the former and = 60 for the latter. Both in W342 and W343, the engine torque starts decreasing rapidly at the time when the propeller is close enough to the water surface. The PID control system responds to the drop in torque by increasing the engine rotational speed (see Fig. 25). The acceleration of the engine speed is quite gentle because of the characteristics of the PID control system, the fast response of the en-gine, and the inertia of the propulsion system. Furthermore, it is pos-sible to observe an overshooting in engine torque as soon as the pro-peller is deeply submerged again. This is due to the variation in propeller depth combined with the action of the PID control system. Comparing Figs. 23 and 24, a higher drop in torque for W342 than W343 can be notice. This is primarily related to the different ship motions generated in quartering sea compared to bow sea. The difference in torque decrease between W342 and W343 can also be seen through the different amplitude of the engine speed and the fuel consumption (re-spectively see Figs. 25 and 26). It is important to verify the amount of engine overspeeding to guarantee the safety of the propulsion system. An excessive overspeed can result in damage to the crankshaft, broken valve seats, and other dangerous phenomena. Generally, the maximum allowed overspeed is around 110–115% of the maximum continuous speed (MCS). Fig. 27 shows the engine speed fluctuation for the harshest condition analyzed in the present study: W432. The maximum overspeed is lower than 103% of the MCS: this demonstrates the safety of the implemented control-strategy. It is also relevant to compare the magnitude of the reduction in engine torque to similar studies. For instance, Taskar et al. (2016) in-vestigated the effect of waves on the propulsion system of the KVLCC2 tanker powered by a large two-stroke diesel engine. They observed a higher fluctuation of the propeller speed caused by the presence of the engine than in the present analysis. This is mainly related to the faster 

Fig. 19. Engine torque estimated by models 2 and 3 for sea state W121 - =A 0.5,
=L/ 0.8,PP = 180 . 

Fig. 20. Engine torque estimated by models 2 and 3 for sea state W124 - =A 0.5,
=L/ 0.8,PP = 0 . 

Fig. 21. Engine speed estimated by model 3 for sea state W121 and W124 - 
=A 0.5, =L/ 0.8,PP = {0 , 180 }. 
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Fig. 22. Fuel consumption estimated by model 3 for sea state W121 and W124 - 
=A 0.5, =L/ 0.8,PP = {0 , 180 }. 

Fig. 23. Engine torque estimated by models 2 and 3 for sea state W342 - =A 1.5,
=L/ 1.2,PP = 120 . 

Fig. 24. Engine torque estimated by models 2 and 3 for sea state W343 - =A 1.5,
=L/ 1.2,PP = 60 . 

Fig. 25. Engine speed estimated by model 3 for sea state W342 and W343 - 
=A 1.5, =L/ 1.2,PP = {60 , 120 }. 

Fig. 26. Fuel consumption estimated by model 3 for sea state W342 and W343 - 
=A 1.5, =L/ 1.2,PP = {60 , 120 }. 

Fig. 27. Engine speed estimated by model 3 for sea state W432 - =A 2.0,
=L/ 1.0,PP = 120 . 
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response of the medium-speed LNG engine compared to the large two- stroke diesel engine. 
5.2.2. Computational performance Model 2 and 3 are compared by evaluating the computation time necessary to simulate all the considered 64 sea states (see Section 3.1). The processing speed of model 2 is around 3 times faster than model 3. The primary cause for this result is related to the additional time re-quired by model 3 to achieve time-periodic convergence. 
6. Conclusions 

The performance of a propulsion system powered by a medium- speed four-stroke LNG engine with a controllable-pitch propeller was computed. This was performed by modelling the marine propulsion system at three different levels of complexity. The three implementa-tions of the same propulsion system model (steady, unsteady with fixed engine speed, and unsteady with PID control system) were compared in terms of estimated engine torque and speed and propeller efficiency. This was necessary to determine the influence of the time-varying wake field, ship motions, propeller emergence and engine response on the performance prediction of the analysed marine propulsion system in the presence of waves. The results illustrate a significant overestimation of the temporal mean of the engine torque computed by the steady engine-propeller model (up to 35% in average engine torque between the steady and unsteady torque). The torque amplitude estimated by the unsteady engine-propeller models constitutes a significant percentage of the steady torque calculated by neglecting the time-varying wake field, ship motions and propeller emergence (up to 60% in torque amplitude es-timated by model 2 as a percentage of the torque calculated by model 1). Similarly, the fluctuation of the time-varying propeller efficiency represents a remarkable portion of the propeller efficiency estimated by the steady engine-propeller model (up to 55% in propeller efficiency amplitude estimated by model 2 as a percentage of the steady propeller efficiency calculated by model 1). The discrepancies between the steady and unsteady models are more pronounced in the case of propeller emergence than when the propeller is deeply submerged. Nevertheless, 

the results show a considerable difference in engine torque and pro-peller efficiency between the steady and unsteady models when the propeller is far from the water surface (up to 2.5% in engine torque and up to 9% in propeller efficiency). These outcomes indicate that ne-glecting time-varying wake field, ship motions and propeller emergence would lead to a poor prediction accuracy of the propulsion system performance in the presence of waves. The quick response of the engine combined with the characteristic of the PID control system causes a negligible reduction in engine torque compared to the case where the engine speed is time-invariant (up to 5% in relative per cent difference between the torque estimated by model 2 and 3). This makes it possible to investigate the propulsion system performance in waves without modelling the presence of the engine. This outcome is strictly related to the considered hull-propeller- shaft-engine system. As future work, it would be interesting to evaluate the performance of other types of propulsion systems in waves. 
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Fig. 28. Relative per cent difference in average engine torque between models 1 and 2 - The dot represents = 1.  
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A B S T R A C T
In many vessels, the prime mover is a diesel engine, while the researchers recommended using natural gas asan attractive option to comply with the latest emission legislations. This study aims to analyze the dynamicresponse of a spark-ignition engine fueled by natural gas. Due to the complexity of power system operationin transient conditions, ship propulsion modeling is performed to assess the environmental impact of dynamicload. A co-simulation modeling in MATLAB- SIMULINK platform was developed to couple the medium-speed,four-stroke, turbocharged, spark-ignition engine to a propeller immersed in seawater. The engine’s essentialelements were implemented, and the validity of the modeling was evaluated using the manufacturer’s data inboth steady-state and transient conditions. The main goal was to determine the importance of the transientloads on the engine response, particularly during harsh weather conditions. Hence, simulations of various waveconditions with multiple wave amplitude, wave direction, and wavelength were conducted. Compared withthe steady-state, the transient condition resulted in a deterioration of the combustion efficiency. Furthermore,the amount of unburned fuel, NOX compounds, and brake specific fuel consumption have increased.

1. Introduction
The global trend of employing the marine transportation system hasexpanded during recent decades [1], and the marine diesel propulsionsystem has had the widest market in Europe over the last five years,as shown in Fig. 1. The figure shows that internal combustion engineshave been extensively used as a power source for the seaborne craft.Thus, they will account for a significant part of marine emission com-pounds. For instance, Matthias et al. [2] showed that ship emissionsmight directly result in air pollution in coastal areas by producing NO2and SO2. Much research has looked at the importance of air pollution toglobal warming, the formation of acid rain and depletion of ozone [3].For the sake of controlling emissions, international standards set limitsaccording to the application and power scope. For example, IMO [4]limited the total amount of emissions in the year 2000 to 12.1 g/kW h,in 2011 to 9.7 g/kW h and 2016 to 2.4 g/kW h for an engine speedof 720 rpm. Although diesel engines are lean combustion engines withrelatively low concentrations of 𝐻𝐶 and 𝐶𝑂 [5], they still release alarge amount of emission compounds [6]. Emissions legislation hasforced manufacturers to redesign their products, which can be fulfilledby engine enhancement, propeller modification, and control systeminstallation. The utilization of natural gas fuel – partly in LPDF or fully

∗ Corresponding author at: Department of Marine Technology, Norwegian University of Science and Technology, Norway.E-mail address: sadi.tavakoli@ntntu.no (S. Tavakoli).

in LBSI – has provided an alternative solution without installing anafter-treatment system [7].Combustion and emission of diesel and gas engines were studiedin numerous works, but only a few studies have identified the engine’sdynamic response in time-varying load. The elements of ship propulsioninclude the ship hull, the propeller, and the engine. Traditionally, thesethree elements have been studied individually and principally in calmwater, while a real ship works in waves that cause motions and give atime-varying inflow and load on the propeller that again interacts withthe engine. To simulate a ship propulsion system that includes enginemodel, hull model, propeller model, and control system, Campora andFigari [9] developed a mathematical model that communicated all sub-models using the SIMULINK environment to investigate the systemresponse in harsh and transient conditions. Kyrtatos et al. [10] devel-oped a mathematical model for transient and steady-state modelingby implementing a proportional integration control system in a shippropulsion system. Maneuvering motions have been discussed by Moc-tar et al. [11] in a simulation of the engine propeller model, test scalemodel, and real scale measurement. The engine modeling was donebased on a constant and variable propeller speed in an abrupt change

https://doi.org/10.1016/j.apenergy.2020.115904Received 12 May 2020; Received in revised form 6 September 2020; Accepted 21 September 2020



Applied Energy 279 (2020) 115904

2

S. Tavakoli et al.
Nomenclature
𝜌 Density
𝐴e Surface area at flame front
ℎc Convective heat transfer coefficient(W/m2 K)
𝑃r Absolute pressure ratio
𝑃𝑟 Prandtl number
𝑆T Turbulent flame speed
𝑇cp Instantaneous crank pin torque
𝛥𝜔 Shaft speed
𝛥𝑡 Simulation time step
�̇� Mass flow
𝜂 Efficiency
𝛾 Specific heat ratio (1.4 for air at 300 K)
𝜆 Wave length
𝜏 Taylor time scale
𝜃 Wave direction
𝐴 Wave amplitude
𝐴eff Effective flow area
𝐴R Reference area
𝐵 Cylinder Bore (m)
𝐵𝑀𝐸𝑃 Brake mean effective pressure
𝐶D Discharge coefficient
𝐶f Fanning friction of smooth pipe
𝑐P Specific heat
𝐸𝐺𝑅 Exhaust gas recirculation
ℎ Enthalpy
𝐻𝐶 Hydrocarbon
𝐼 Shaft moment of inertia
𝐼𝑉 𝐶 Intake valve closure
𝐿𝐵𝑆𝐼 Lean burn spark ignition
𝐿𝑃𝐷𝐹 Lean partial dual fuel
𝑀 Mass
𝑁𝑂2 Nitrogen dioxide
𝑃 Pressure
𝑃𝑅 Pressure ratio
𝑅 Gas constant
𝑅𝐴𝑂 Response amplitude operator
𝑆L Laminar flame speed
𝑆𝑂2 Sulfur dioxide
𝑇 Temperature
𝑇f Friction torque
𝑈eff Effective velocity outside boundary layer
𝑈𝐻𝐶 Unburned hydrocarbon
𝑉 𝐺𝑇 Variable geometry turbine

of power demand. The model’s output showed the impact of enginedynamics on the entire system and the time delay caused by the enginedue to the response time. They also investigated three moments of iner-tia for the propeller and showed that the time delay in reaching the newoperating setpoint stretches with a higher moment of inertia. A study byTheotokatos [12] presented a method of coupling a turbocharged two-stroke diesel engine response to the fixed-pitch propeller. He indicatedthat the mean value model of the engine appropriately calculated theengine response time, while there was a notable gap between the realturbocharger speed and boost pressure with the simulated data. Hence,he proposed multi-zone modeling to predict a precise output; otherwise,the rapid transient condition’s accurate modeling is hard to achieve.Real-time modeling was developed by Altosole et al. [13] to improve

Fig. 1. The number and type of power propulsion system between 2013 and 2024 inEurope. [8].

the ship simulator. Simulation time for the whole propulsion systemreached 1% of comparable work done with a fully thermodynamicmodel by applying a look-up table instead of modeling the cylinders.However, less sensitivity to the boundary conditions such as air pres-sure and temperature, and providing the look-up table through parallelthermodynamic modeling, are the drawbacks of this work. A shiptraveling at sea with the wave and wind resistance was simulated usinga co-simulation modeling of a two-stroke diesel engine and propellerby Yum et al. [14]. The model provided dynamic shaft torque andcalculated the engine’s efficiency during the transient condition. Withone constraint installed on the fuel system to limit the maximum smoke,they found the engine encountered some delay in response time becauseof the turbocharger mass moment of inertia and the high capacitanceof the manifold volume. Taskar et al. [15] also explained the influentialparameters on a wave in a ship trip and identified the propulsionperformance drop. They concluded that re-setting the exhaust valvetiming closure and changing the injection timing helped reach moreefficient combustion with less brake specific fuel consumption through-out the transient condition. Systematic models of propulsion systemshave also been developed in similar studies to uncover the system’schallenges, predict possible solutions, and optimize the system with theleast experiments [16,17].The use of natural gas in the shipping industry to fulfill stringentemission legislation was first tried in 2000, and the quantity of the gasengine progressively increased until 2016 [18]. Natural gas is a lowcarbon fuel since it has high hydrogen to carbon ratio, and it has ahigher heating value on a mass basis than fuels such as gasoline [19]. Inaddition, the specific heat capacity of natural gas reduces the mixturetemperature and increases the ignition delay in comparison with theconventional diesel operation [20]. To achieve a high BMEP naturalgas equivalent with a diesel engine, without struggling with a highamount of NOX and knock phenomenon, lean-burn combustion wasrecommended. However, concerning Fig. 2, there is only a narrow areawhere the engine works at an optimized setpoint. Einewall et al. [22]recommended an EGR-diluted mixture with stoichiometric combustionand installing a three-way catalyst instead of lean-burn combustion.This method significantly improved the reduction of NOX and unburnedhydrocarbon (UHC) emission, but the drawbacks were higher CO andefficiency drop. In addition, the efficiency gain of lean operation maybe ruined due to misfire in incomplete combustion and releasing un-burned methane [23]. Therefore, it is always a trade-off between enginecombustion efficiency and emission compounds. To optimize this trade-off, the type and quality of ignition and combustion play a dominantrole [24].
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Fig. 2. The narrow working region of a lean-burn gas engine [21]. Any unstablesituation leads the engine into the misfire zone or knocking zone.

The briefly reviewed literature above revealed the necessity to knowthe lean-burn gas engine response in a marine application where theload changes dynamically. A specific marine engine’s primary data,such as fuel flow, was available during a long voyage, but the emis-sion quantity and instantaneous response of the engine are not welldetermined. Therefore, this study’s main objective is to predict theengine response by developing a co-simulation platform. Section 2explained the procedure of modeling the propulsion system using thethermodynamic equations for the engine, a controllable-pitch propeller,and a high-inertia shaft. The available data was used to verify themodeling both during steady-state and transient conditions in Sec-tion 3. Section 4 described the importance of time-varying load on thespecific fuel consumption, combustion efficiency, knock phenomenon,probability of the turbocharger surge, variation of air–fuel ratio andessential emission compounds with a certain focus on the harsh weathercondition. The results were concluded in Section 5.
2. Simulation framework

Ship propulsion efficiency explains engine, propeller, and controlsystem performance. Accordingly, high-fidelity mathematical model-building with detailed equations of all sub-models is influential in theco-simulation. The propulsion setup in this study is a conventionaloperation mode, as shown in Fig. 3(a), where the clutch is disengaged.In co-simulation, the different subsystems are modeled in a distributedmanner, and the subsystems were carried out like a black box. Thisstudy consisted of an engine and propeller being connected througha rigid shaft. The engine was modeled thermodynamically, and thepropeller was simulated using the boundary-element method (BEM).To properly co-simulate the entire system, an interface was requiredto solve each subsystem and organize the blocks’ connecting inputand output. The connection was performed on the MATLAB-SIMULINKplatform.A discrete-event-based co-simulation [25] was chosen to exchangedata between the sub-models, while each sub-model was solved inde-pendently by their internal solver, using their own fixed and non-fixedtime-step for the propeller and engine, respectively. A schematic of theco-simulation is shown in Fig. 3(b).The decomposition of a typical engine reports a significant numberof components on the physical level. A modeling library is a powerfultool to model such a complex system [26] believe that a model librarycan handle the dictated equations and make them reusable. A modellibrary for the turbocharged diesel engines was also done by Yum andPedersen [27] and Huang et al. [28]. For this purpose, a model library

was developed and used in this work. Many researchers have used thisplatform to model their library-based modeling [29–31].The engine’s flow process commenced by air suction from the envi-ronment into the compressor, moving within the intercooler, manifold,and intake ports sequentially. The mixture burned inside the cylinders,and burnt gases moved across the exhaust valves, exhaust port, exhaustmanifold, turbine, and finally discharged into the atmosphere. Theturbine and compressor are connected via a mechanical-rigid shaft. Thegenerated power of the engine was delivered to the propeller throughmassive inertia and the gearbox. The inertia covered all of the rotatingcomponents, including the crankshaft, camshaft, flywheel, connectingshaft, propeller, and seawater. The components split into 11 zones inthe modeling process, as shown in the schematic of Fig. 4.
2.1. Zone 1: Environment

The ‘sea reference condition’ states the free water surface boundarycondition on an ocean. A fixed atmospheric pressure, temperature, andzero amplitude were utilized for the compressor’s inlet and the outletof the turbine.
2.2. Zone 2: Turbocharger

In order to model the turbocharger’s performance, the informationfrom the compressor and turbine as a function of speed, pressure ratio,mass flow rate, and efficiency were implemented in the format of look-up tables, which were provided by the manufacturer, ABB company.The turbocharger speed and pressure ratio were predicted at each time-step, and two other unknowns were taken from the look-up table [32].The calculation started with isotropic enthalpy differences of compres-sor and turbine, which were calculated by Eqs. (1) and (2). By findingthe proper thermodynamic efficiency extracted from the look-up table,the enthalpy out of the compressor and turbine could be computedrespectively by Eqs. (3) and (4). The computation was repeated untilthe predicted parameters reached an acceptable convergence.
𝛥ℎs = 𝑐P𝑇total,in(𝑃𝑅

𝛾−1
𝛾 − 1) (1)

𝛥ℎs = 𝑐P 𝑇total,in(1 − 𝑃𝑅(1−𝛾)∕𝛾 ) (2)
ℎout = ℎin +

𝛥ℎs
𝜂s

(3)
ℎout = ℎin − 𝛥ℎs𝜂s (4)

The Eqs. (5) and (6) calculated the turbocharger’s shaft speed andpower:
𝛥𝜔 =

𝛥𝑡(𝑇turbine − 𝑇compressor − 𝑇f riction)
𝐼

(5)
𝑃 = �̇�(ℎin − ℎout ) (6)
where subtext script in, out and s stands for inlet, outlet and isotropic,respectively. The thermodynamic table of the fluid estimated the outlettemperature accordingly. 𝑇total in the first equations was calculatedby Eq. (7):
𝑇total,in = 𝑇in +

𝑢2in
2𝑐P

(7)
where 𝑢in is inlet velocity.
2.3. Zone 3: Intercooler

The intercooler was cooled by seawater, and the inlet air tempera-ture was available from the measured data of a long journey. Therefore,a non-predictive approach was adopted for finding the boost tempera-ture. The intercooler was assumed as multiple pipes with infinite heatsink, and the outlet temperature was given as a function of boostpressure in the look-up table. To calculate the amount of heat flux,
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Fig. 3. Propulsion system in test bench and simulation.

Fig. 4. Modeling zones including the engine, propeller and connecting shaft.
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Fig. 5. Heave RAO in different wave conditions at design ship speed.

Fig. 6. Pitch RAO in different wave conditions at design ship speed.

Fig. 7. Surge velocity RAO in different wave conditions at design ship speed.

the Colburn analogy [33] was used, which permits the prediction of an
unknown heat transfer coefficient when one of the other coefficients is
known, by:
ℎg = (1

2
)𝐶f𝜌𝑈eff𝐶P𝑃𝑟

( −23 ) (8)

Fig. 8. Open Water Diagram computed by ESPPRO for the design propeller pitch.

Fig. 9. The implemented blocks connected in MATLAB-SIMULINK with a time step 0.1s.

and, heat flux is calculated by:
𝑞convection = ℎg(𝑇gas − 𝑇wall) (9)
More information is presented in [34].
2.4. Zone 4: Intake and exhaust system

The dimensions of intake and exhaust volume were implementedcorrectly, as reported in the design drawings. Developing the equationof Navier–Stokes in thermodynamic modeling and implementing in thediscretized volume predict the fluid flow across the pipes and providesa correct input to the turbocharger. The input plays a significant role inpredicting turbocharger response [35]. Hence, conservation equationsof continuity, energy, and momentum presented in Eq. (10), (11) and(12) were implemented for the pipes and manifolds with differentdiscretized length scales for the straight pipes and bends [36].
𝑑𝑚
𝑑𝑡

=
∑

𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠
�̇� (10)
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𝑑𝑚𝑒
𝑑𝑡

= −𝜌𝑑𝑣
𝑑𝑡

+
∑

𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠
(�̇�𝐻) − ℎ𝐴s(𝑇f luid − 𝑇wall) (11)

𝑑�̇�
𝑑𝑡

=
𝑑𝑝𝐴 +

∑
𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠 (�̇�𝑢) − 4𝐶f

𝜌𝑢|𝑢|
2

𝑑𝑥𝐴
𝐷 −𝐾P(

1
2 𝑝𝑢|𝑢|)𝐴

𝑑𝑥
(12)

2.5. Zone 5: Intake and exhaust valves
The intake and exhaust valves’ capacities ultimately restricts thetotal flow of the engine. Therefore, calculating the mass flow ratepassing through the valves was crucial for an accurate engine perfor-mance estimate. A feasible approach was the one-dimensional isotropicflow analysis for compressible flow over a flow restriction proposed byHeywood [37]. With a pressure upstream and downstream of the valve,the mass flow rate was determined by the pressure difference:

�̇� = 𝐴eff𝜌is𝑈is = 𝐶D𝐴R
𝑃u√
𝑅𝑇u

.(
𝑃d
𝑃u

)1∕𝛾
√

[ 2𝛾
𝛾 − 1

(1 − 𝑃r )
𝛾−1
𝛾 ] (13)

where 𝑢 is upstream and 𝑑 is the downstream stagnation point. Here, CDwas an experimentally determined discharge coefficient. For chockedflow, the modified equation was applied [37].
2.6. Zone 6: Unburned mixture zones

A mixture of air and fuel with an excess air ratio setpoint of1.8 was captured in a non-fixed control volume. The mixture wasassumed to be perfectly mixed. During the compression stroke, thevolume reduces, and the pressure and temperature of compressed massincreases. The heated surfaces of the piston, cylinder head, and linerfrom the previous cycle warmed the mixture up from IVC to almost thenext 100 crank angles. Afterward, it transferred conversely. The walltemperature was assumed to be constant throughout the cycle, thoughseveral thermal zones were imposed concerning the cylinder’s interior.The maximum motoring pressure and temperature in rated load/speedended in approximately 85 bar and 850 K.The exchange of thermal energy between gases and boundaries wascalled ‘heat transfer’, which was classified into three main mechanismsof conduction, convection, and radiation. Heat conduction and radia-tion were calculated using Fourier’s law [38] and Stefan–Boltzmann’slaw [39], respectively. In order to model the in-cylinder heat con-vection, h, Woschni [40] recommended modeling of this coefficientusing Eq. (14):
ℎc(Woschni) =

𝐾1 𝑃 .8 𝑊 0.8

𝐵0.2 𝑇𝐾2
(14)

where 𝐾1 and 𝐾2 are constant and W is average cylinder gas velocity(m/s).
2.7. Zone 7: Burned zone

More sophisticated modeling was necessary for zone 7. The burnedzone involved heat transfer modeling and combustion modeling, emis-sion modeling, and knock modeling.
2.7.1. CombustionThe information of cylinder geometry, spark plug timing, spark pluglocation, and fuel type was available. The ‘EngCylCombSITurb’ [36] isrecommended for flame modeling if the information is available, andcalculates the combustion burning rate by a laminar (𝑆L) and turbulent(𝑆T) flame speed with a two-zone approach. It assumes that eddies areentrained by the flame front at a turbulent velocity, while the mixtureof fuel and air is burning at laminar velocity. The rate of transferenceof the mixture from the unburned zone to the burned zone was equalto the rate of change of 𝑀b and was calculated by Eq. (15).
𝑑𝑀b
𝑑𝑡

=
𝑀e −𝑀b

𝜏
(15)

where index 𝑏 symbolizes burned classification, 𝑢 unburned classifica-tion and e entrained classification. Me is the entrained fuel passing theborder of unburned-burned mixture and is calculable by Eq. (16).
𝑑𝑀e
𝑑𝑡

= 𝜌u𝐴e(𝑆T + 𝑆L) (16)
Time constant, 𝜏, is a function of Taylor length scale and laminarflame speed:

𝜏 = 𝜆
𝑆L

(17)
Detailed equations of calculation of surface area at flame front (𝐴e),turbulent flame speed (ST) and laminar flame speed (SL) are presentedin [41].

2.7.2. EmissionNatural gas engines produce four main emission compoundsthroughout the combustion: NOX, UHC, CO2, and CO [42]. Due tothe complexity of solving hundreds of reactions of species, emissionmodeling is essential.
2.7.2.1. NOx formation. NOX was calculated using the reduced mech-anism described by Zeldovich [43]:
O + N2 = NO + N (18)
N + O2 = NO + O2 (19)
N + OH = NO + H (20)
where Eqs. (18) and (19) are thermal NOX formation and Eq. (20) isparticular at near-stoichiometric conditions and in fuel-rich mixtures.
2.7.2.2. Unburned hydrocarbon formation. The word hydrocarbonrefers to any compound consisting of carbon and hydrogen. Incor-porating of any other atoms disqualifies from being considered as ahydrocarbon [44]. This work has not considered the chemical mecha-nism and formation of a chain of hydrocarbon in molecular structure.Therefore, any fuel left unburned after post-oxidation at the exhaustvalve opening (EVO) is considered as unburned hydrocarbon emissionor methane slip. In typical steady-state conditions in the loads close tothe nominal loading, almost 80% of the whole methane slip originatesfrom the crevice volume, 15% forms due to quenched flame, and lessthan 5% from gas exchange process [45]. The percentages change whenthe load varies during the unsteady state, but the two primary sourcesare still quenched flame and mass of the crevice volume. Thus, in thisstudy, to estimate the total amount of unburned hydrocarbon, the fuelre-entered from the crevice volume during the main combustion burnsby the main reaction rate. The rest of the re-entered mass mixes withthe fuel, which is quenched, and the new mixture burns by a newreaction rate of Eq. (21) introduced by Lavoie [46] during the post-oxidation, between the main combustion and EVO. The unburned fuelafter the post-oxidation is presented as methane slip.
𝑑(𝐻𝐶)

𝑑𝑡
= −6.7 × 1015 𝑒

−37230
𝑅𝑇 𝑓[HC] 𝑓[O2] (

𝑃
𝑅𝑇

)2 (21)
where f[HC] and f[O2] are the mass fraction of fuel and O2.To improve the computational performance in this study, the equa-tion was modified to:
𝑅K = 𝐴 × 2000 × 𝑅S 𝑒

−1600𝐾×𝐵
𝑇 [𝑓HC] [𝑓O2

] (22)
where A and B are multiplier and are constant throughout the loadvariation, and T is the mass-averaged overall temperature, and RS isthe burn rate calculated by the combustion model.
2.7.2.3. CO And CO2. Natural gas has a high H/C ratio compared withdiesel fuel. As a result, natural gas engines produce less CO2, and evenup to 20% less than similar gasoline engines [42]. Furthermore, invery lean combustion, a very low level of carbon monoxide (CO) isachievable [47]. Thus, the variation of these two compounds is notpresented, except the CO2 graph for the modeling validation.
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Fig. 10. Validation of the combustion modeling and emission formation with constantloads in the steady state.

2.7.3. KnockThere are several methods of modeling and predicting the knockphenomenon. There is also the possibility of directly or indirectlydetecting knock by, for example, studying inside cylinder parameters orengine block vibration [48]. The measured data for verification of theknock model does not exist, and this work only used the non-validatedmodeling method recommended by Gamma Technologies for naturalgas engines [34]. This method has a dependence on the air–fuel ratio

Fig. 11. A time-varying torque adapted from the engine operating loads.

and EGR on the induction time. The knock index is defined by:
𝐾I = 10000.𝑀.𝑢(𝛼).

𝑉TDC
𝑉 (𝛼)

exp(−6000
𝑇 (𝛼)

)×

𝑚𝑎𝑥[0, 1 − (1 − 𝜙(𝛼))2].𝐼index
(23)

where M is a multiplier and can be found during the validation step.For this study, we used M=1, and Iindex was calculated by Eq. (24):
𝐼index = ∫ 1

𝜏
𝑑𝑡 (24)

and 𝜏 is defined by Eq. (25):
𝜏 = 𝑀1∗1.9858−

[
10−9 exp ( 18659

𝑀2𝑇
)(𝑀𝑁

100
)0.978×

(𝐹𝑢𝑒𝑙−0.578)(𝑂−0.28
2 )(𝐷𝑖𝑙𝑢𝑒𝑛𝑡0.03)

] (25)
where MN is the fuel methane number, M1 and M2 are equalized to 1,and diluent concentration is the sum of concentrations of N2, CO2, andH2O.
2.8. Zone 8: Power transmission

The power transmission model includes the flywheel, crankshaft,main shaft, and gearbox to transmit the power to/from the engine.All the inertia were assumed to be rigid. The inertia concerning waterresistance and the propeller were added to this model as well. Theentire propulsion shaft was modeled as single and rigid, and the braketorque Tb was calculated by:
𝑇b(𝑡) = 𝑇s(𝑡) − 𝐼.�̇�ct (𝑡) (26)
where, �̇�ct(t) is the instantaneous crank-train acceleration. The shafttorque, Ts, is also calculated by:
𝑇s(𝑡) = 𝑇cp(𝑡) + 𝑇a(𝑡) − 𝑇f (𝑐𝑦𝑐) (27)
where Ta(t) is the instantaneous torque of any other attachment andequal to 0 in the present work. Tcp(t), is the crankpin torque and wascalculated by a function of force on the crank in the x- and 𝑦-direction.
2.9. Zone 9: Propeller and vessel modeling

A controllable-pitch propeller was used for the current investiga-tion. The blade pitch was modified to maintain the average ship speed
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in waves equal to its design value if the engine could not continuouslyproduce the required power.Model experiments by SINTEF Ocean provided the propeller’s nomi-nal wake distribution at the design ship speed, and the thrust deductionfactor, wake fraction, and model resistance as a function of the shipvelocity in calm water.Only wind, wave, and added resistance were taken into account.The added wave resistance was computed in irregular waves, eventhough regular waves were considered. The DTU in-house methoddescribed by Martinsen [49] was used to compute the added resistancein regular waves. The approach explained in ITTC [50] was used tocalculate the added resistance in irregular waves, which had significantpeak frequencies and wave heights equal to the wave frequencies andheights of the studied regular waves. The added wind resistance wascomputed using the procedure explained by ITTC [50], and the calmwater resistance was converted from model to full-scale according toITTC [51].The pitch and heave transfer functions were computed using theprocedure developed by Jensen et al. [52], while the surge velocity wascomputed following the method described by Honkanen [53]. Heave,pitch, and surge velocity RAOs are shown respectively in Figs. 5–6–7.The scaling procedure developed by Sasajima et al. [54] was usedto calculate the wakefield on a full scale. The entire wake distributionwas contracted to avoid time-consuming calculations. The method de-scribed by Taskar [55] was used to obtain the time-varying wakefieldsin waves.The primary tool used for the propeller analysis was the DTU-developed unsteady low-order boundary-element method ESPPRO[56], which was based on potential flow theory, where the flow isassumed to be inviscid, incompressible, and irrotational.Fig. 8 shows the comparison between the experimental open watercurves and the open water characteristic computed by ESPPRO. Thequasi-steady approach described by Saettone et al. [57] was used forthe propeller analysis.The quasi-dynamic approach described by Minsaas et al. [58] wasused to determine the reduction of thrust and torque caused by the pro-peller emergence. More discussion of the models is presented in [59].
2.10. Zone 10: Controlling system

In this methodology, the propeller supplied the torque, and thespeed was computed inside the engine block, according to theschematic presented in Figs. 3(b), and 4, PID block named fuel quantity.The PID controller installed on the fuel valve adapted the engine speed,calculated the speed deviation compared with the setpoint in each time-step, and regulated the fuel valve lift and duration to inject a correctfuel quantity. The speed of the PID system affects engine response andstability. Moreover, to fix the excess ratio, additional PID (air quantity)was installed. This controller identified the fuel volume and actuatedthe turbine’s VGT to provide the proper amount of air.
2.11. Zone 11: Fuel system

The fuel, natural gas, was injected into the air — just upstream ofthe intake valves. The fuel tank’s exit to the entrance of the intake portwas defined as the fuel system. To simulate the fuel delivery system’sdynamics, all fundamental components of this system, including thefuel tank, orifices, fuel lines, and fuel valves, were assembled. Forsimplicity, the fuel tank was assumed to be a constant pressure afterthe pump. The lines, orifices, and valves followed the conservationequations of fluid flow presented in Section 2.4.

Table 1Engine specification.Item Unit Amount
Number of cylinders – 9Cylinder bore mm 350Cylinder stroke mm 400Connecting rod mm 810Maximum power kW 3940Rated speed rpm 750Fuel type – Natural gas

Table 2Ship main specification.Length between perpendiculars 117.6 mBreadth 20.8 mDesign draft 5.5 mDesign shaft submergence 3.3 mService speed 15 kts
Table 3Periodic waves characteristics.Length (𝜆∕𝐿𝑃𝑃 ) Amplitude (m) Direction (𝜃)

.6 .5 0.8 1 601 1.5 1201.2 2 180

3. Simulation setup and validation
3.1. Simulation setup

A simulation of a B 35:40L9PG marine gas engine fitted on a cargoship called Kvitbjørn was performed. The lean-burn gas engine ignitesby a spark plug and operates at an excess air ratio of 1.8. In orderto achieve stable combustion with this lean mixture, a pre-chamberwas connected to the main chamber. In the simulation platform, wereplaced a larger initial spark size by the spark plug. The specificationof the engine and the vessel are presented in Tables 1 and 2.The thermodynamic equations of the engine were implementedin GT-SUITE and compiled for the MATLAB-SIMULINK platform. Thecompiled file was connected with the developed propeller model, asshown in Fig. 9. The communication time-step was 0.1 s.To estimate the engine response and to examine the engine’s per-formance and emission as the prime mover of the propulsion system,64 regular waves were imposed with a combination of four-waveamplitude, four-wave direction, and four wavelengths as shown inTable 3.
3.2. Validation

In order to verify the accuracy of the model, a comparison of themeasured data and simulation output was performed. This verificationis done both in steady-state and transient conditions. Fig. 10 show aslight disagreement in the output of the simulation and the measureddata for the steady-state conditions. The engine rotational speed wasassumed to be constant at around 750 rpm, and successive increases inthe load from 25% to 100% of the nominal load were established. Brakespecific fuel consumption in Fig. 10(a) stands for engine performancecharacteristics and verifies the combustion modeling, and unburnedhydrocarbon in Fig. 10(b) together with CO2 formation in Fig. 10(c)stands for emission characteristics and verify emission modeling. Thequantities in 100% load at 750 rpm were used for normalizing thevalues.As far as the transient condition was concerned, to increase themodel’s reliability, a time-varying torque was applied, as shown inFig. 11. Fig. 12 shows the resemblance of the simulation output and
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Fig. 12. A comparison of the vessel logged data and modeling output during a transient condition. The modeling’s validity is started after 60 s of the simulation with a maximumload to reach the numerical stability.
measured data. The output shows that the data obtained by the sim-ulation is broadly consistent with the major trends of the measureddata. Load variation was started at the second 60, to disregard theprimary numerical error. As can be seen, the simulation speed hardlyfluctuates around 750 rpm, similar to the measured data. Power as afunction of torque and speed also provided an acceptable output. Thefuel flow graph revealed a satisfactory fuel consumption tendency bythe modeling, even though there was a gap between the simulationand measured data. Turbocharger modeling also presented the samepreciseness, as shown in the last sub-figure, with the boost pressuredata. Thereby, the turbocharger map and thermodynamic equationswere executed correctly since the rate of change of boost pressure insimulation is almost identical with the measured values.
4. Results and discussion

In order to assess the response of the natural gas engine in marineapplications, all the 64 waves were evaluated in terms of combustion,efficiency, and emission. Fig. 13 shows a decline in the mean braketorque when the wave amplitude increases. The distribution of meantorque with A=0.5 is very smooth in all wavelengths and directions.This mean value was computed after using a low-pass filter to eliminatesharp transition effects. For higher amplitude, this figure explains thatthe amplitude plays a crucial role in the variation of the torque.Regarding the vertical axis, wave directions between 50◦ and around
100◦ had the most significant influence and, taking the wavelength

into account, 𝜆∕𝐿𝑃𝑃 higher than 1 delivered the least mean torque.Less mean torque in these contours means more variation in the torquedomain.A key area of interest for the simulation is finding the engine’s speedvariation with multiple separated wave frequencies and strengths. Thedistribution of the average speed is represented in Fig. 14, where thevalues are hardly distinguishable from the target speed (except for A
= 1.5 and A = 2) and where the average speed may decline to 745.Two main reasons can be found for such stability of engine speed.The first reason is the importance of the shaft inertia in controllingsudden variation of the speed. The second reason is the wave frequency,peculiarly when the frequency is high. During the higher frequencies,the input torque varies in a shorter period, and consequently, eachwave compensates a fraction of the speed drop in the lower loads ofthe wave domain.The in-cylinder pressure parameter distribution was used for theevaluation of combustion assurance. Fig. 15 presents the maximumengine pressure during the load variation. The range of in-cylinderpressure always changes between a minimum of 90 bar and a maximumof 120 bar. Referring to the steady-state pressure with an almost 106bar, and a maximum designed pressure 180 bar, the range of changedisplays an acceptable condition.As emphasized earlier, the use of natural gas engines for marinetransport may result in a substantial drop in emission compounds, butthey are also sensitive to the combustion quality. Any deviation fromthe optimum setpoint can result in a misfire or knock phenomenon.This is presented in Fig. 16, 17 and 18. Fig. 16 shows that there is
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Fig. 13. Mean brake torque contour.

Fig. 14. Mean engine speed contour.

no knock on engine combustion until the wave amplitude is less than1 meter, and change of frequency, wavelength, and wave directiondoes not lead to knocking. With A = 1.5, a slight potential of knockappears, particularly with a wave direction of 120 and 𝜆∕𝐿𝑃𝑃 = 1.2.With A = 2, the knock index’s output lies in the higher 𝜆∕𝐿𝑃𝑃 andintermediate wave direction. The next two figures describe almost thesame procedures as well. It must be highlighted that the two figuresmaximum quantity has been limited to 3 and 10 for the sake ofpresenting infinite values in the contours. Therefore, any value higherthan 3 for NOX in Fig. 17 and 10 for UHC in Fig. 18 corresponds to 3and 10, respectively. Besides, NOX and UHC quantities in the steady-state are considered as normalizing coefficients. A comparison betweenFigs. 17 and 18 verifies that the lean-burn gas engine sensation is veryhigh to the UHC formation. However, the range of contour is wider inFig. 18, with A = 1.5, we have a wider spectral color of UHC ratherthan NOX. The value of UHC even furthered with A = 2 in both thevalue and the domain. These two contours provide the significance ofthe higher waves on emission formation, but there is still a larger value

Fig. 15. Mean maximum pressure contour.

Fig. 16. Knock index contour.
Table 4Sample waves for visualization.Case no. Amplitude (m) Wave length (𝜆∕𝐿𝑃𝑃 ) Direction (𝜃)

1 0.5 .6 1802 1.0 0.8 03 1.5 1 604 2.0 1.2 120

for emission formation when the wave amplitude is low. For instance,with A = 1.0 m, NOX and UHC show a number between 1 and 2 forseveral waves. The values mean that even with light waves, there is aprobability of a rise in the emission amount up to 100%.Since we have utilized standard waves, all of the simulation outputis periodic with a function of wave frequency. For clarity, in the nextsection, four waves with the highest disparity are presented and dis-cussed. This illustration aims to show the magnitude of the effect of thewaves on engine performance. The waves specification are presented inTable 4.
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Fig. 17. Mean normalized NOX contour.

Fig. 18. Mean normalized UHC contour.

Fig. 19 shows the variations in torque from about 0 Nm to over45000 Nm. Wave no. 1 did not significantly influence the input enginetorque, and the variation only fluctuated between 35 000 to 38 000 Nm— an area very close to the demanded load. Wave no. 2 provided ahigher and lower torque than Wave no. 1, but the wave frequency wasalmost one-sixth. The importance of the frequency can be seen whenthe engine attempts to compensate for the deviations. For wave no. 3,the input torque dropped suddenly to around 15 000 Nm and reacheda maximum of 41 000 Nm. This abrupt reduction indicates that thepropeller was partly above the water’s surface. Fig. 20 shows 𝛽, which isthe input of the modeling as an indicator of the position of the propellerinside the water. Any number less than 1 means incomplete immersionof the propeller in the water. The quantity of 𝛽 for the wave no. 4reached 0, which implies the propeller was entirely out of the water.Thus, the input shaft torque reached 0 Nm for part of the time in eachwave.

Fig. 19. Instantaneous torque variation of four separate waves with the maximumdifference.

Fig. 20. Beta variation. An index of showing how immerse is the propeller.

Fig. 21. Engine speed variation around the setpoint with an acceptable stability.
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Fig. 22. The rate of natural gas fuel mixed with the intake air to keep the enginespeed stable.

Fig. 23. Normalized BSFC with a sharp rise during load reduction.

Fig. 24. Combustion efficiency variation and sudden reduction with the load decline.

Fig. 25. Air–fuel ratio variation during transient condition with a lot of fluctuationwith wave no.4.

Fig. 26. Surge margin.

Fig. 27. Normalized UHC.
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Fig. 28. Normalized NOx.

Fig. 21 shows that due to the rapid response of the control systemand high inertia of the shaft, the engine speed is highly stable withthe load variation. After the react of the engine control system, as canbe seen in Fig. 22, the fuel flow was significantly reduced in a shorttime. The fuel flow drop regulated the engine speed immediately andlimited the over-speed state. Fig. 22 shows that the volume of fuelflow never reaches 0 to keep the engine running. Besides, the controlsystem’s resistance against sudden change contributes to achieving astable engine in harsh working conditions.Fig. 23 shows a gradual rise in the fuel consumption unit. Duringharsh conditions, the increased brake fuel consumption corroboratesthese earlier findings, where the fuel continued to release into the com-bustion chamber to prevent a shutdown. This increase in BSFC couldalso be attributed to combustion efficiency. The decline in the inputload resulted in unstable combustion in the combustion chamber, as canbe seen in Fig. 24. In the normal working area, combustion efficiencyfluctuated around 95%, which is also proved by Heywood [37]. Loadvariation resulted in unstable combustion as well, which both increasedand decreased efficiency. The slight increment of combustion efficiencyappears during higher torque, with an almost flat curve. Moreover,the combustion efficiency dropped during the lower load and met acomplete misfiring in wave no. 4. Comparing the two results of Figs. 24and 19, it can be seen that the constant duration with a quantity of 0is not equal. A good explanation of this phenomenon can be found inFig. 25, where the air–fuel ratio during stable conditions is 31. Thislean combustion helped to reach the minimum emission and maximumachievable combustion efficiency, while the burned mixture’s pressureand the temperature never reached a critical point. This feature, how-ever, showed a negative impact during the transient condition. Withany sudden change of load, the air–fuel ratio moved away from theoptimum border and, a very lean mixture was already in the mainchamber. Since there was no connection between the diluted mixtureand ignition timing, the spark plug worked based on the previoustiming. The initial flame did not provide a stable propagated flame andresulted in misfiring in the worst cases. However, this high volume ofair–fuel ratio was not delivered consistently by the turbocharger, andlots of variation around the setpoint between 32 and 36 could occur ineach load cycle. For waves no. 1, 2 and, 3, the turbocharger deliveredthe required air with the least variation. By referring to Fig. 26, forthe three first waves, we can see that the turbocharger operated ina safe area with surge margin always more than 0.1. However, forwave no. 4, the surge margin turned negative, meaning that the surgepossibility was high. Surge margin shifting in the modeling was highlydependent on the amount of shaft inertia as well. Higher inertia may

have contributed to slowing response to any change, but it also madeit stiffer in transient conditions. The graph shows that the enginewill never encounter a working region outside the map — except insevere circumstances. It is worthwhile noting that the surge margin wascalculated by Eq. (28):
𝑆𝑢𝑟𝑔𝑒 𝑚𝑎𝑟𝑔𝑖𝑛f raction =

�̇� − �̇�Surge line

�̇�Surge line
(28)

The importance of the sea waves on the mass of emission com-pounds is depicted in Figs. 27 and 28. The amount of unburnedhydrocarbon from gas-powered ships during steady-state conditions ina well-designed chamber could be around 1 to 2% of fuel consumption.By looking at Fig. 27, we can see that the same proportion applied tothe wave no. 1, even though the oscillation of UHC was not negligible.A wider range of variations also occurred for the wave no. 2, with amaximum of more than double the stable output. For waves no. 3 and4, most of the fuel injected into the atmosphere without combustingand, the average quantity of UHC shows an almost 30 times increment.NOX showed the same pattern for UHC, but contrasted during the time.However, wave no. 3 still had a normal quantity during the time,and wave no. 4 showed two peaks: a maximum value of 15 and amaximum of infinity. The limited value equal to 15 initiated of theburned mixture’s temperature due to rich combustion when the air–fuelratio became around 28 during the higher load. There was no specificdefinition for the second peak; however, it is assumed to originate froma numerical error during the communication steps.In order to clarify the effect of sea waves on engine performancecharacteristics, the engine response with the highest load variation isdisplayed in Fig. 29. wave no. 4 was chosen, and a multiple-graphshows the wave torque at the top of the plot, and the engine speed,normalized BSFC, surge margin, air–fuel ratio, and combustion effi-ciency are presented from top to bottom, respectively. As can be seen,there was a direct correlation between load oscillation and engineperformance uncertainty, except the engine speed. Moreover, it can befound that the influential primary part of the waves is the lower sectionof the waves when the load reduces. Although the higher loads maycause additional fuel consumption and NOX, the lean-burn gas enginesare highly affected by extra air than the setpoint value, and the extraair is only available during the load decrease.
5. Conclusion

This study discussed a validated ship propulsion simulation model,which stems from the need to know the natural gas engine’s behaviorunder transient marine conditions — especially under severe loads. Theengine’s thermodynamic equations, proportional-integration methodfor the controller, and boundary-element method for the controllablepitch propeller behind ship conditions were all implemented. The mea-sured data verified the engine model during steady-state and transientconditions. There was a good agreement between the simulated andmeasured data, which proves the model’s accuracy above predictingnew imposed waves. Several wavelengths, wave amplitudes, and wavedirections were simulated to investigate the marine engine’s perfor-mance and emission throughout the regular waves’ full cycles. Theresults reported in this paper show that:
1. The input wave’s configuration played a crucial role in the gasengine response, and, as a result, fuel consumption, combustionefficiency, and emission compounds are all influenced by seawaves compared with steady-state.2. The system appropriately controlled the engine’s speed, and thedeviation from the desired setpoint was always on a minimum.3. High probability of knock phenomenon and the high possibilityof a surge of the turbocharger was determined during harshconditions.
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Fig. 29. Engine performance characteristic during highest torque variation.
4. The combustion efficiency’s reduction highlights that a consid-erable amount of unburned hydrocarbon emission dischargesinto the atmosphere due to misfire in many cycles of the severewaves.5. The use of natural gas for ship propulsion may offer a loweremission option than traditional fossil fuels in stationary com-bustion, but in sizeable oscillating sea waves, lean-burn gasengine stability and emission is debatable.
For improving the combustion stability in transient marine condi-tions, two practical methodologies are available:
1. Utilizing the current technologies such as hybrid propulsionsystems of combining the engine to the batteries, fuel cell, andeven renewable energy sources for smoothing out the fluctuationof the load and optimizing the propulsion efficiency for thevessel with flexible power demand.2. Developing the available controlling systems to provide the op-timum excess air ratio and prevent any misfiring.

Both methods have their pros and cons. A hybrid system usuallycosts more and requires a redesigning of the arrangement of the op-erating vessels. Developing the available controlling systems is lessexpensive and more straightforward, but the rapid response controller’sapplication needs a comprehensive examination.
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Abstract - Due to the current emission legislation, 
improving the marine propulsion system performance has 
received considerable notice. Employing natural gas as the 
primary energy source presented remarkable attention in 
the lean-burn mixture. Lean combustion enhances the 
thermal efficiency in a steady-state, but the engine in a 
transient marine condition encounters a time-varying load 
with high frequency and amplitude. The in-cylinder states 
during the transient conditions are pretty different from 
similar steady-state conditions. A significant part of this 
difference is the response time of the engine components. 
This study aimed to analyze the influence of the air throttle 
and the turbocharger mass moment of inertia. The 
examination was performed on a developed 
thermodynamics model of a spark-ignition engine. The 
model was verified with an imposed constant and transient 
load. The influence of the air throttle is discussed in a 
comparison of steady-state and transient conditions. The 
importance of turbocharger inertia is discussed with several 
coefficients on the mass moment of inertia. 
The results show that the air throttle can restrict the extra 
air if the frequency is low or the engine works in a steady-
state. The emission formation is also reduced with the 
throttle during lower loads of the steady-state, but the 
throttle has a negligible influence during the rapid transient 
condition. Moreover, changing the shaft inertia plays a 
dominant role in the engine mechanical delay and, 
consequently, the total engine response. Lower and higher 
inertia proposed on the engine model resulted in more and 
less variation on engine performance and emission 
formation, respectively. However, the engine long-term 
response is more relevant to the wave amplitude and 
frequency than the turbocharger characteristic. 

Keywords: Natural gas engine, Marine propulsion 
system, Throttle valve, Turbocharger lag, Mechanical 
delay 
© Copyright 2021 Authors - This is an Open Access article 
published under the Creative Commons Attribution               
License terms 
(http://creativecommons.org/licenses/by/3.0). Unrestricted 
use, distribution, and reproduction in any medium are 
permitted, provided the original work is properly cited. 

 
Nomenclature 

CO2   Carbon dioxide 
EIVC  Early intake valve closure 
NOX  Nitrogen oxides 
SOX  Sulphur oxides 
CO  Carbon monoxide 
EGR   Exhaust gas recirculation 
EIVC  Early intake valve closure 
fmep   Friction mean effective pressure 
LNG  Liquid natural gas 
PM  particulate matter 
UHC   Unburned hydrocarbon 
 

1. Introduction 
In recent years the market has indicated more 

demand to clean and sustainable alternative fuels, and 
natural gas has been regarded as a clean fuel with wide 
availability. Burning natural gas has shown a 
remarkable reduction in emission compounds, 
including carbon monoxide (CO), nitrogen oxides 
(NOX), and particulate matter (PM). With a higher ratio 
of Hydrogen to carbon in natural gas properties 
compared to conventional fossil fuel such as gasoline 
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and diesel fuel, the engine will produce even 20% less 
CO2.  

Shipping emissions are currently increasing, and 
due to the increase of global-scale trade, the trend gets 
even more in the future [1]. Moreover, the shipping 
industry's propulsion system plays a notable role in 
releasing hazardous emissions such as NOX and SOX  
[2,3]. LNG's utilization as the primary fuel of a lean-
burn spark-ignition engine is one of the most 
promising solutions [4]. The lean-burn spark-ignition 
gas engine is Otto cycle theory working with an excess 
air ratio in the scale of lambda 2. This excess air 
reduces the engine components' thermal load during 
the combustion phenomenon and creates a steep 
decline in the NOX compound [5]. In contrast to the 
lean combustion's earlier advantages, however, the 
emitted methane from the primary combustion due to 
incomplete combustion is considerable. This emission 
formation exposes a global warming potential 28 times 
higher than CO2 in 100 years time scale  [6].  

In the marine propulsion system, the time-
varying wakefield creates fluctuating engine loads, 
which may differ considerably from the time-invariant 
engine torque estimated in steady conditions. 
Providing a stable operational condition gets even 
worse when the engine torques and the thermal load 
are low. Supplementary control of the airflow by an air 
throttle to restrict the extra air improves the flame 
quality. This additional control is performed in the 
pioneer manufacturers as well [7].  

 The effect of intake throttling has been studied 
predominantly on the CI and SI engines [8,9]. The 
intake-throttling device enhanced EGR injection by 
reducing the pressure behind the intake valve, and it 
effectively accelerated the natural gas combustion 
[10].  In contrast, due to the pumping losses caused by 
partially opened of the throttle in the air passage, the 
engine's efficiency decreased during lower loads. 
Therefore, using early intake valve closure (EIVC) on 
intake valves was proposed to improve the 
combustion quality in direct injection gasoline 
engines. Ojapah et al. [11] developed this idea by 
testing a single-cylinder engine and concluded that 
EIVC contributed to combustion efficiency 
improvement. The drawback was increasing the UHC 
formation due to slower combustion compared with 
throttle control. In addition to the requirements to 

examine the effect of the air throttle on engine 
response, the mechanical delay or the turbocharger lag 
is a notable off-design feature of the turbocharged 
engines during the transient condition.  This feature 
distinguishes the response of the engine in transient 
condition with the steady-state. If all the differences 
are classified in thermal delay, mechanical delay, and 
dynamic dealy, part of the mechanical delay is 
associated with the turbocharger lag. It is agreed that 
when the engine is under transient operation, the 
energy transported by the exhaust gases arrives very 
quickly at the turbine [12], even with the fastest 
feedback caused by the fuel system to compensate for 
the deviation of the torque or demanded speed, the 
compressor air-supply cannot match this higher fuel-
flow instantly [13].  For the lean-burn gas engine, this 
lag led the mixture to a lower value during load 
increment and a higher value during load decrement 
[14]. Since the combustion of the lean-burn spark-
ignition engines is critically sensitive to the air excess 
ratio, this phenomenon reduces the combustion 
efficiency and increases the NOX.  

This study evaluated the air throttle influence 
during lower loads in steady-state and transient 
conditions by returning to the hypothesis posed in this 
section. Moreover, the turbocharger lag is also 
modeled and discussed throughout a marine time-
varying load. Thus, a thermodynamic engine model 
was developed to model a marine gas engine. The 
engine was simulated with an imposed constant 
torque for the steady-state condition, and two imposed 
changeable torques for the transient state. In the next 
sections, the modeling procedure is first presented in 
Section 2, and the primary output is verified with the 
engine measured data. The imposed loads are 
presented in Section 3, and the throttle assessment in 
lower loads plus the turbocharger lag is discussed in 
Section 4. The conclusion is expressed in Section 5. 
 

2. Simulation Method 
2.1. Implemented Equations 

A thermodynamic model was performed by GT-
suite 2019 software. This program simulated the 
dynamic of the inlet and outlet gases, turbocharger 
performance, and combustion flame characteristics. 
Depending on the model's type, the simulation could 
be predictable, semi-predictable, or non-predictable 
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[15]. The thermodynamic process model commenced 
from the atmosphere with a boundary inlet 
temperature and sea level pressure. It was continued 
to the compressor with an implemented performance 
map or look-up table from the manufacturer. The 
converted thermodynamic energy from the 
turbocharger mechanical shaft provided a high boost 
pressure and the inlet air temperature. A charge air 
cooler received the high-temperature air at the entry, 
and it delivered the low temperature air with some 
pressure drop. In order to simulate the dynamics of the 
airflow in the pipes, the equations of momentum were 
derived together with energy and mass conservation 
in the discretized volume. To estimate the mass flow 
rate over the intake and exhaust valves, a one-
dimensional isotropic flow analysis for compressible 
flow through a flow restriction was performed [16].  

Combustion was modeled in all the cylinders by 
implementing the flame propagation model [17], and 
the emission formation was calculated using the 
proposed reaction rates for the species estimated in 
the equilibrium for the essential species, such as N2, O2, 
CO2.  Afterward, the burned gas was passed via the 
exhaust valves and exhaust ports. The high enthalpy 
gas of the exhaust carries considerable thermal energy, 
and it drives the turbine to generate torque to rotate 
the connecting shaft and compressor. Then, the low 
enthalpy gas discharges into the atmosphere, and the 
cycle becomes complete. The specification of the 
marine engine is presented in Table 1. 

 
Table 1: Engine specification 

Item unit amount 
Number of cylinders - 9 
Cylinder bore mm 350 
Cylinder stroke mm 400 
Connecting rod mm 810 
Maximum power kW 3940 
Rated speed rpm 750 
Maximum Torque at rated 
speed 

Nm 50200 

Fuel type - Natural gas 

 
A detail of the implemented equations was 

presented in work by these authors in [18]. The 
available measured data, such as sea boundary 
condition, wall temperatures, spark plug locations, and 
timings were all imposed in the simulation model. A 

schematic of the engine modeling and the air throttle 
position is shown in Fig. 1. Due to the importance of 
the flow modeling in predicting the dynamic and 
mechanical delay of the engine response, these two 
items are developed in this section. Further modeling 
can be found in [19]. 

 
Fig. 2: Decomposition of the engine modelling 

 

To calculate the dynamic delay of the fluid flow 
and consequently the turbocharger response, the 
equations of conservation are involved the 
conservation of momentum as well as Equation (1) 
and (2) [20]. 
𝑑𝑚

𝑑𝑡
=  ∑ �̇�𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠                         (1) 

𝑑𝑚𝑒

𝑑𝑡
= −𝜌

𝑑𝑣

𝑑𝑡
+ ∑ (�̇�𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠 𝐻) − ℎ𝐴𝑆 (𝑇𝑓𝑙𝑢𝑖𝑑 −

 𝑇𝑊𝑎𝑙𝑙)                                                          (2) 
 

𝑑�̇�

𝑑𝑡
=

𝑑𝑃𝐴+∑ (�̇�𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠 𝑢)−4𝐶𝑓 
𝜌 𝑢 |𝑢|

2
 
𝑑𝑥𝐴

𝐷
− 𝐾𝑃(

1

2
𝑃𝑢|𝑢|)𝐴  

𝑑𝑥

                                                                                 (3) 
  

Where m is mass of volume, and m. is the 
boundary mass flux. A is the cross-sectional flow area, 
and AS is the heat transfer surface area.  

In the discretized volume, the Equation (1) and 
(2) yield the mass and energy in each volume. With the 
available volume and mass, the density can be 
calculated. Afterward, the equations of state define 
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density and energy as a function of pressure and 
temperature, and the solution will be continued 
iteratively on pressure and temperature until they 
satisfy the density and energy already calculated for 
this time step.  

A turbocharger consists of three components: 
The turbine, the compressor, and the connecting shaft. 
These components have a mass moment of inertia, 
which is influential in the turbocharger rotational 
speed. The higher the moment of inertia, the more time 
to reach the new stable speed. The rotational speed is 
a function of pressure ratio, efficiency, and flow rate of 
compressor and turbine. Thus, a performance map 
from the manufacturer is imposed on the modeling. 
Turbocharger speed and pressure ratio are predicted 
at each time-step, and two other unknowns are taken 
from the look-up table [21].  

The calculation starts with Equation (4) and 
predicted pressure ratio and calculating total 
temperature by Equation (5). 

∆ℎ𝑆 =  𝐶𝑃𝑇𝑡𝑜𝑡𝑎𝑙,𝑖𝑛(𝑃𝑅
𝛾−1

𝛾 − 1)            (4) 

𝑇𝑡𝑜𝑡𝑎𝑙,𝑖𝑛 =  𝑇𝑖𝑛 + 
𝑢𝑖𝑛

2

2𝐶𝑃
                       (5) 

 
where uin is inlet velocity. The outlet enthalpy 

will be calculated by Equation (6) and the compressor 
power by Equation (7) provide subsequently the 
torque of the compressor. 

ℎ𝑜𝑢𝑡 =  ℎ𝑖𝑛 +  
∆ℎ𝑆

𝜂𝑆
     (6) 

𝑃 =  �̇� (ℎ𝑖𝑛 −  ℎ𝑜𝑢𝑡)   (7) 
 

 
where subtext script in, out and s stands for inlet, 

outlet and isotropic, respectively. Using equations (8), 
the new calculated rotational speed is provided. 

Δ𝜔 =   
Δ𝑡(𝑇𝑡𝑢𝑟𝑏𝑖𝑛𝑒− 𝑇𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟− 𝑇𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛)

𝐼
          (8) 

For the turbine, the following equations are 
employed: 

∆ℎ𝑆 =  𝐶𝑃𝑇𝑡𝑜𝑡𝑎𝑙,𝑖𝑛(1 −  𝑃𝑅
1−𝛾

𝛾 )             (9) 

ℎ𝑜𝑢𝑡 =  ℎ𝑖𝑛 − 𝜂𝑆∆ℎ𝑆                         (10) 
 

The computation will be repeated until the 
predicted parameters reach an acceptable 
convergence. 

 

2.2. Validation 
The model is validated both in steady-state and 

in transient conditions. Comparing experimental and 
simulation output verifies that the model could 
accurately predict the engine performance and 
emission compounds. Table 2 presents the validation 
for a steady-state. Normalized BSFC for performance 
prediction and normalized UHC for emission 
prediction is given. As can be seen, there is always a 
negligible difference between the modeling and the 
measured data. In the worst case, the deviation for 
UHC in 75% load is 8.3%, and it is still acceptable. 

Furthermore, Fig. 2 shows that during the in 
almost 300 seconds of the load variation of the 
transient condition, the operating engine tried to 
maintain on 750 rpm, and the modeling is also 
showing the same trend with a minor difference. Fig. 3 
presented the fuel flow rate. This figure displays an 
acceptable agreement of the simulation results with 
the time-varying load. There is a difference between 
the modeled flow rate and the operational value, but 
this deviation is almost constant during the time. The 
main reason for this difference could be the difference 
in modeling the friction of the components, such as 
friction in the cylinders as fmep. This friction was 
assumed to be constant during the time-varying load 
in the engine modeling. 

 
Table 2: Engine model verification during the steady-state 

with a comparison of measured and simulated data. 
Loa

d 
(%) 

Tor
que 
(N
m) 

BSFC (Normalized) UHC (Normalized) 
Me
asu
red 

The
ory 

Deviati
on(%) 

Mea
sur
ed 

The
ory 

Deviati
on(%) 

100 502
00 

1 1 0 1 1 0 

85 426
70 

1.0
29 

1.0
18 

1 1.1
1 

1.0
5 

5.4 

75 376
50 

1.0
45 

1.0
34 

1 1.2
0 

1.1
0 

8.3 

50 251
00 

1.0
89 

1.1
08 

-1.7 1.3
7 

1.3
0 

5.1 

25 125
00 

1.3
74 

1.3
34 

2.9 2.0 2.0
1 

0.5 
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Fig. 2: Engine speed variation on 750 rpm and comparison 

with the measured data shown by dotted curve. 

 
Fig. 3: Fuel flow comparison between measured data and 

simulated model 
 

3. Implemented Steady and Transient Torque 
In order to evaluate the significance of throttle 

in the lower loads of a lean-burn spark-ignition gas 
engine, two operating loads were studied, steady-
state and unsteady state.  

For the steady-state condition, the implemented 
load reduced from 100% to 50%, 25%, 20%, 15%, 
10% and 5%. 100% and 50% mean 50000 and 25000 
Nm, and the airflow is regulated with the standard 
variable turbine geometry (VTG) controller. In the 
25% load and less, which are 12500 Nm and less, the 
throttle also regulated the amount of airflow. The 
throttle controller consisted of a conventional PID 
controller with two sensors from air and fuel pipes to 
calculate the ratio and one actuator to change the 

throttle valve degree between 0 to 90. The load-time 
curve for steady-state is shown in Fig. 4. 

 
An identical controlling pattern of VTG and 

throttle was utilized for the transient condition. The 
estimated harmonic load against harsh weather 
conditions is shown in Fig. 5. A ship traveling in 
various wavelengths, wave amplitudes, and wave 
directions influences the wave size and changes the 
thrust and torque fluctuations. More detail of the wave 
calculation is presented in [22]. This wave amplitude 
and frequency satisfied our requirement for modeling 
the marine engine in a broad spectrum of loading. The 
brake torque changed from a constant value of 36000 
Nm in the second 180 to almost 45000 Nm and then 
reduced to zero. The wave period was nearly seven 
seconds, which has around four seconds for the higher 
loads, and fewer than three seconds for the loads less 
than 30%, the duration when the throttle is active.  

In addition, another wave characteristic was 
considered for the turbocharger lag assessment. This 
wave has a lower frequency and amplitude; then, it is 
more understandable to recognize the mechanical lag 
caused by the turbocharger. The implemented wave is 
shown in Fig. 6. 

 
Fig. 4: Implemented steady-state loading for throttle 

assessment. 
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Fig. 5: Implemented dynamic loading calculated by a wave 

amplitude of two meters for throttle assessment. 
 

 
Fig. 6: Implemented dynamic loading for examining the 

turbocharger lag. 
 
 

4. Results and Discussion 
 

The nominal engine speed of 750 rpm was 
chosen for the modeling. The engine speed operated 
around the constant value by adjusting the fuel rack 
position with a PID controller. The result section is 
divided into two parts. First, the impact of the ait 
throttle is discussed during the steady-state and 
transient conditions. Afterward, the turbocharger lag 
is presented by considering several inputs to the mass 
moment of inertia. The inertia's base value is 
considered one, and the others are relative values with 
the coefficients of 0.5, 0.75, 1.25, 1.5, and 2.  

4.1. Throttle Assessment 
Fig. 7 illustrates the air-fuel ratio comparison in 

a steady-state with and without throttle. A target 
setpoint, which is a constant quantity of 31, was also 
shown.  As can be seen, during steady-state with a 
throttle, the air-fuel ratio stayed equal to the setpoint. 
However, there was an exception with the 25% load. 
This deviation may stem from numerical error and is 
negligible. While without the throttle, the ratio grew 
up to 34 during lower loads. This ratio is extremely 
lean for stable combustion, and it results in quenching 
the flame. Fig. 8 shows that the combustion efficiency 
reduces during the lower load if there was no throttle 
on the air passage.  Besides, with the throttle, 
combustion efficiency lingered almost constant with 
load change since the air-fuel ratio was consistent. 

In contrast, Fig. 9 shows that using a throttle 
during the transient load was not adequate for 
regulating the amount of air. This is indicated in the 
figure using a circle. Therefore, the excess ratio always 
exceeded the setpoint with or without throttle. The 
combustion efficiency also shows the same pattern, as 
shown in Fig. 10. Referring to the frequency of the 
waves in Fig. 5 and based on the results, we can 
conclude that this small time scale is extremely short 
for the throttle to turn into convergence. Therefore, for 
such high-frequency waves, a device with a more rapid 
response is needed to provide acceptable stability. 

 

 
Fig. 7: Air fuel ratio variation during steady-state 
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Fig. 8: Combustion efficiency during steady-state 

 

 
Fig. 9: Air fuel ratio variation during transient condition 

 

 
Fig. 10: Comparison of combustion efficiency in the engine 

with and without throttle during transient condition 

 
The data obtained for the emission formation, 

NOX and UHC, are broadly consistent with the 
performance output's major trends. Fig. 11 and Fig. 12 
displayed the variation of unburned hydrocarbon in 
these two operational modes, with and without 
throttle. These authors' previous work [14] revealed 
that the UHC compound directly correlates with the 
air-fuel ratio, and a higher amount of excess air ratio 
deteriorated the combustion quality and resulted in 
the flame quench. Besides, flame quench was one of the 
three primary UHC sources in lean-burn spark-ignition 
gas engines together with gas exchange and crevice 
volume. Therefore, a significant part of the fuel 
remained unburned when the excess ratio increased to 
a value more than the setpoint. When the load declines, 
the fraction of unburned fuel will increase as well. As 
shown in Table 2, the measure data proved that the 
UHC quantity in 25% load is doubled compared with 
100% load. Following the same trend in Fig. 11 shows 
seven times UHC increases with a 5% load when the 
engine is working in steady-state and with the throttle. 
Skipping the throttle may increase the UHC up to 80 
times higher value. This amount of unburned fuel 
results in almost twice fuel consumption during the 
lower loads. Hence, the significance of using a throttle 
during lower loads can be proved in the emission 
aspect as well, even though it is not beneficial in 
transient conditions, as shown in Fig. 12. 

Furthermore, NOX showed a contrast procedure 
compared with the UHC compound, as shown in Fig. 13 
and Fig. 14. This emission compound is deeply 
relevant to the flame temperature [16]. With a higher 
air-fuel ratio, the combustion chamber's thermal load 
declined, and the amount of NOX was reduced. It worth 
mentioning that in Fig. 13, there is a sudden reduction 
for the 25% load for the engine output with a throttle. 
Part of this reduction of NOX stems from the 
unexpected higher air-fuel ratio, as was mentioned in 
Fig. 7.    
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Fig. 11: Normalized unburned hydrocarbon formation 

during the steady-state. 

 
Fig. 12: Normalized unburned hydrocarbon formation 

during the transient condition. 

 
Fig. 13: NOX formation during steady state 

 
Fig. 14: NOX formation during transient condition 

 
4.2. Turbocharger Inertia 

The previous section about transient engine 
operation clearly showed the engine mechanical and 
dynamic delay with the corresponding variation in 
implemented torque during the transient times. The 
modeled engine that is the object of this study has 
input inertia equal to the manufacturer's value. A 
different value for the inertia is assumed to predict a 
more accurate evaluation of the turbocharger lag. Both 
the increment and decrements of the inertia influence 
the lag of the turbocharger by changing turbocharger 
speed. The turbocharger rotational speed is shown in 
Fig. 15.  

For clear visibility, part of the wave is presented. 
During the load variation, the shaft rotational speed 
varies between 19000 to 23000. This domain is almost 
constant for all of the inertia. It shows that the other 
components dynamic and the magnitude of the waves 
are crucial governors on engine performance when the 
engine response is on an investigation. However, in a 
short time scale, the small scale variation occurs when 
the load decreases. The inertia, with a coefficient of 0.5, 
has the most considerable oscillation. During the load 
increment, all of the cases have a smooth response to 
the load.  

The turbocharger with a coefficient of 2.0 has the 
least oscillation, but the turbo speed is the highest 
throughout the time. This means that the total speed 
reduction for the high inertia is the lowest. Almost the 
same approach is obtainable for the boost pressure in 
Fig. 16. During the load increment, all the cases have 
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the same boost pressure, while during the load 
reduction, more drop and more fluctuation is achieved 
by low shaft inertia. Moreover, this figure confirms 
that the available turbocharger shaft inertia, 
coefficient 1, is chosen correctly. The blue line has the 
minimum difference with higher inertia but a 
noticeable distance to the lower inertia. This proves 
that increasing the shaft inertia will not contribute to a 
remarkable enhancement of boost pressure.   

 
Fig. 15: Turbocharger rotational speed variation with 

various shaft moment of inertia. 
 

 
Fig. 16: Boost pressure after intercooler. A higher shaft 

inertia gives less fluctuation on boost pressure during load 
reduction. 

 
The oscillation of the turbocharger and its 

influence on the air-fuel ratio is visible in Fig. 17. The 
air-fuel ratio is continually reducing during load 
increment, and there is a negligible difference between 

the cases. However, the response is different during 
lower loads, in this figure for the seconds between 
210-216 and 222 to 226. The turbocharger inertia with 
a coefficient of 0.5 with the black line gives a huge 
oscillation in the time scale of seconds. With an engine 
speed of 750 rpm, the different air-fuel ratios in 
different subsequent cycles are possible. It can be 
more noticeable if the intake manifold and the fluid 
dynamic do not distribute the flow equally. As a 
consequence, there would be lots of variation between 
the cycles and the cylinders. 

 

 
Fig. 17: Air fuel ration with a striking variation on lower 

loads. This variation is relevant to the turbocharger 
stability to prevent any surge phenomenon. 

 

Considering the combustion efficiency in Fig. 18, 
as the fraction of the burned fuel to the total injected 
fuel, and thermal efficiency in Fig. 19, as the fraction of 
brake work to the total injected energy, there are 
striking variations. With increasing the turbocharger 
lag, the variation reduces, and the engine moves 
toward more stable combustion. This output clears 
how vital is the turbocharger performance on 
combustion efficiency, thermal efficiency, and stability 
of the engine during the transient marine condition. 
However, the total fuel consumption and the fuel flow 
average are almost constant for all cases. BSFC is 
shown in Fig. 20, and it is hardly possible to figure out 
the differences between the simulation cases. The 
noticeable output from this figure is the variation of 
the BSFC during the marine wave, where it increased 
from a normalized value of one to more than 5. The 
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BSFC of the times before 170, as steady-state, was 
chosen for normalizing. 

 
 

Fig. 18: Combustion efficiency showing the burned fuel 
fraction. A sudden drop to even zero is probable if the shaft 

inertia is too low. 
 

 

 
 
Fig. 19: Thermal efficiency drops with more air excess ratio 

and is almost constant with high loads. 
 

 
 

Fig. 20: Brake specific fuel consumption. 
 

The same normalizing value was chosen for NOX 
and methane slip, UHC. The UHC is defined as the 
unburned fuel of the combustion chamber, which has 
not participated in the main combustion and post-
oxidation. It is used to evaluate how well a gas engine 
converts the natural gas to work and heat. This 
compound is a function of fuel-burning rate and main 
chamber temperature. When the air excess ratio 
increases, the burning rate of natural gas reduces, and 
the maximum temperature decreases: the extra air 
leads more lean mixture and further temperature 
reduction. Consequently, lots of the fuel will not burn 
during the main combustion process, and since the 
temperature during post oxidation is low, a striking 
increase of the methane slip is achievable. Comparing 
the air-fuel ratio in Fig. 17 and Fig. 21 confirms how 
influential is the air excess ratio. UHC increase to 100 
means 100 times more quantity than the nominal 
value in steady-state. This is one of the main reasons 
for BSFC increase during lower loads. If this additional 
fuel is trapped in the chamber or be controlled before 
the load reduction, fuel consumption reduces 
significantly. 

In contrast with the UHC, even though the higher 
inertia improved the engine combustion during load 
reduction, the engine's lag during load rise resulted in 
a richer mixture and extra maximum temperature. The 
higher temperature forms a more quantity of NOX, and 
for this reason, there is more NOX with the highest 
shaft inertia during load increment, the time between 
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216 to 222. Moreover, similar to the other figures, the 
long time scale variation of NOX is in the same 
frequency as the other figures, and it changes from 
almost 0 in low loads to 7 in high loads. The trend is 
shown in Fig. 22. 

 

Fig. 21: Unburned hydrocarbon formation. The load sudden 
reduction resulted into higher fraction of fuel as unburned 
and leave the combustion chamber without participating 

the main combustion and post-oxidation. 
 

Fig. 22: NOX formation. NOX has a non variable value during 
lower loads due to lower temperature, while it increased to 

more than 7 times of steady-state. The higher the inertia, 
the higher the NOX formation. 

 

 
 
 

5. Conclusion 
This work emphasized the engine performance, 

i.e., the dynamic response, combustion efficiency, and 
emission resulting from the constant load and 
oscillating propeller load. There was a particular 
interest in examining the throttle adjustment and 
turbocharger lag on the engine response. A 
thermodynamic spark-ignition engine model was 
developed, and based on the findings presented in this 
paper; the results can be summarized as: 
 
 The engine was effectively regulated with the 

throttle during lower loads of the steady-state. 
The throttle exceptionally determines the fuel 
consumption and the emission formation and 
uninstalling the throttle valve results in 
incomplete combustion and lots of unburned 
hydrocarbons.  

  For the transient condition when the frequency 
is high, the throttle did not recover the engine 
characteristics during lower loads. It was shown 
that the time scale of the throttle angle for the 
newly adjusted setpoint was longer than the 
waves' period. 

 The created delay in providing the new throttle 
angle restricted a rapid response by the engine, 
especially in harsh weather conditions. 
Therefore, the application of the throttle valve in 
the fast-transient state is worthless. 

  The mass moment of inertia directly influences 
the turbocharger speed and, consequently, 
boosts pressure and airflow. 

  The lower the mass moment of inertia, the less 
stability on the turbocharger. This led the engine 
to fluctuate significantly due to variation in air 
excess ratio. 

  A very high mass moment of inertia may 
improve the engine response when the load 
drops, but during load increment, the more lag 
resulted in higher NOX formation due to 
increased response time. 

    
References 
[1]  M. Viana, P. Hammingh, A. Colette, X. Querol, B. 

Degraeuwe, I. de Vlieger, andJ. van Aardenne, 

“Impact of maritime transport emissions on coastal 



 

 

 

 

 

123 

 

air qualityin europe,”Atmospheric Environment, 

vol. 90, pp. 96 – 105, 2014. 

[2] E. Fridell, E. Steen, and K. Peterson, “Primary 

particles in ship emissions,”At-mospheric 

Environment, vol. 42, no. 6, pp. 1160 – 1168, 2008. 

[3] V. Matthias, I. Bewersdorff, A. Aulinger, and M. 

Quante, “The contribution ofship emissions to air 

pollution in the north sea regions,”Environmental 

Pollution,vol. 158, no. 6, pp. 2241 – 2250, 2010.  

Advances of air pollution science: fromforest 

decline to multiple-stress effects on forest 

ecosystem services. 

[4] S.  Ushakov,  D.  Stenersen,  and  P.  M.  Einang,  

“Methane  slip  from  gas  fuelledships: a 

comprehensive summary based on measurement 

data,”Journal of MarineScience and Technology, 

vol. 24, no. 4, pp. 1308–1325, 2019. 

[5] D. Stenersen and O. Thonstad, “Ghg and nox 

emissions from gas fuelled engines:Mapping, 

verification, reduction technologies,” Tech. Rep. 

OC2017 F-108, SIN-TEF Ocean AS, NO-7465 

Trondheim NORWAY, 2017. 

[6]  T. I. P. on Climate Change, “Global warming potential 

values,” 2016. IPCC FifthAssessment Report. 

[7] “Project  guide:  Bergen  engine  type  b,  fuel  gas  

operation,”  tech.  rep.,  BergenEngines AS, 2018. 

[8] J. Reß, C. St ̈urzebecher, C. Bohn, F. M ̈arzke, and R. 

Frase, “A diesel engine modelincluding exhaust 

flap, intake throttle, lp-egr and vgt. part i:  System 

modeling,”IFAC-PapersOnLine, vol. 48, no. 15, 

pp. 52 – 59, 2015.  4th IFAC Workshop onEngine 

and Powertrain Control, Simulation and Modeling 

E-COSM 2015. 

[9]  V. B. Pedrozo, I. May, T. D. Lanzanova, and H. Zhao, 

“Potential of internal egrand throttled operation for 

low load extension of ethanol–diesel dual-fuel reac-

tivity controlled compression ignition combustion 

on a heavy-duty engine,”Fuel,vol. 179, pp. 391 – 

405, 2016. 

[10]  J. You, Z. Liu, Z. Wang, D. Wang, Y. Xu, G. Du, 

and X. Fu, “The exhausted gasrecirculation 

improved brake thermal efficiency and combustion 

characteristicsunder different intake throttling 

conditions of a diesel/natural gas dual fuel engineat 

low loads,”Fuel, vol. 266, p. 117035, 2020. 

[11] M. Ojapah, Y. Zhang, and H. Zhao, “Part-load 

performance and emissions analy-sis of si 

combustion with eivc and throttled operation and 

cai combustion,” inIn-ternal Combustion Engines: 

Performance, Fuel Economy and Emissions, pp. 

19– 32, Woodhead Publishing, 2013. 

[12] N. Watson and M. S. Janota,Introduction to 

Turbocharging and Turbochargers,pp. 1–18. 

London: Macmillan Education UK, 1982. 

[13]  C. Rakopoulos, A. Dimaratos, E. Giakoumis, and D. 

Rakopoulos, “Evaluation ofthe effect of engine, 

load and turbocharger parameters on transient 

emissions ofdiesel engine,”Energy Conversion and 

Management, vol. 50, no. 9, pp. 2381 –2393, 2009. 

[14]  S. Tavakoli, M. V. Jensen, E. Pedersen, and J. 

Schramm, “Unburned hydrocarbonformation in a 

natural gas engine under sea wave load 

conditions,”Journal ofMarine Science and 

Technology, 2020. 

[15] GT-SUITE, “Flow theory manual,” tech. rep., 

Gamma Technologies, 2017. 

[16] J. B.Heywood,Internal Combustion Engines 

Fundemental. New York: McGraw-Hill, Inc, 1988. 

[17] N. C. Blizard and J. C. Keck, “Experimental and 

theoretical investigation of tur-bulent burning 

model for internal combustion engine,”SAE, p. 

740191, 1974. 

[18]  S. Tavakoli, E. Pedersen, and J. Schramm, “Natural 

gas engine thermodynamicmodeling concerning 

offshore dynamic condition,”Proceedings of the 

14th Inter-national Symposium, PRADS 2019, 

September 22-26, 2019, Yokohama, Japan,vol. II, 

2019. 

[19]  S. Tavakoli,  S. Saettone,  S. Steen,  P. Andersen,  J. 

Schramm,  and E. Pedersen,“Modeling and analysis 

of performance and emissions of marine lean-burn 

natu-ral gas engine propulsion in waves,”Applied 

Energy, vol. 279, p. 115904, 2020. 

[20] GT-SUITE, “Engine performance,” tech. rep., 

Gamma Technology, 2017. 

 

[21] A. Sidorow and R. Isermann, “Physical and 

experimental modeling of turbocharg-ers  with  

thermodynamic  approach  for  calculation  of  

virtual  sensors,”  (Rueil-Malmaison, France), 2012. 

[22] S. Saettonea, B. Taskara, P. B. Regenera, S. Steen, 

and P. Andersena, “A compar-ison between fully-

unsteady and quasi-steady approach for the 

prediction of thepropeller performance in 

waves,”Applied Ocean Research, vol. 97, 2019 

 



191

This page is left blank

Paper 6

Effects of Propeller Load Fluctuation on
Performance and Emission of a Lean-Burn Natural

Gas Engine Operating at Part-Load Condition

Sadi Tavakoli, Jesper Schramm, and Eilif Pedersen

This paper is awaiting publication and is not included in NTNU Open



202 Appended Papers

This page is left blank



203

This page is left blank

Paper 7

Emission Reduction of Marine Lean-Burn Gas
Engine Employing a Hybrid Propulsion Concept

Sadi Tavakoli, Kamyar Maleki Bagherabadi, Jesper Schramm,
and Eilif Pedersen



204 Appended Papers

This page is left blank



Standard Article

International J of Engine Research
1–11
� IMechE 2021
Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/14680874211016398
journals.sagepub.com/home/jer

Fuel consumption and emission
reduction of marine lean-burn gas
engine employing a hybrid propulsion
concept

Sadi Tavakoli1,2 , Kamyar Maleki Bagherabadi1, Jesper Schramm2 and
Eilif Pedersen1

Abstract
As the emission legislation becomes further constraining, all manufacturers started to fulfill the future regulations about
the prime movers in the market. Lean-burn gas engines operating under marine applications are also obligated to
enhance the performance with a low emission level. Lean-burn gas engines are expressed as a cleaner source of power
in steady loading than diesel engines, while in transient conditions of sea state, the unsteadiness compels the engine to
respond differently than in the steady-state. This response leads to higher fuel consumption and an increase in emission
formation. In order to improve the stability of the engine in transient conditions, this study presents a concept imple-
menting a hybrid configuration in the propulsion system. An engine model is developed and validated in a range of load
and speed by comparing it with the available measured data. The imposed torque into the developed engine model is
smoothed out by implementing the hybrid concept, and its influence on emission reduction is discussed. It is shown that
with the hybrid propulsion system, the NOX reduces up to 40% because of the maximum load reduction. Moreover,
eliminating the low load operation by a Power Take In during incomplete propeller immersion, the methane slip declines
significantly due to combustion efficiency enhancement.
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Date received: 11 January 2021; accepted: 19 April 2021

Introduction

High consideration is recently given to cleaner energy
sources such as natural gas than other conventional
fossil fuels. Natural gas has been used to reduce the
carbon footprint in the transportation sector.1 Besides,
the potential of burning in a lean mixture gives the nat-
ural gas the opportunity of high thermal efficiency and
low nitrogen oxides.2,3 Therefore, efforts to overcome
the drawbacks of natural gas engines were made by
numerous authors during the last decades. The flame
speed of natural gas is lower than traditional fossil
fuels,4 and the low combustion temperature of a lean
mixture results in incomplete combustion. As a conse-
quence, a significant part of the fuel may remain
unburned. This unburned fuel has more greenhouse
effects than CO2. Methane has a 86 times higher 20-
year global warming potential than carbon dioxide and
25 on a 100-year time.5 Sources of this emission in lean
combustion are the crevice volume, gas exchange

process, and the quenched flame.6 A feasible method of
unburned fuel reduction is reducing the crevice vol-
ume.7 However, minimizing the total volume must not
lead the lubricating oil temperature to exceed the per-
mitted temperature. Thus, there is always a dead vol-
ume in the combustion chamber where the flame can
not propagate, and two-wall quenching occurs.8

Reducing the valve overlap duration limits the mixture
short-circuiting and restricts issuing the fuel-air mixture
directly into the atmosphere. Despite these two
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parameters, flame quenching control and reduction are
more complicated and require optimizing the combus-
tion phenomenon. Installing a pre-chamber for stable
initial combustion and stabilize the air excess ratio are
promising strategies. By supplying a large quantity of
turbulent hot gas to the combustion chamber, the pre-
chamber ignites even a highly diluted mixture.9,10

In marine applications, the propeller torque and
engine load oscillate in time. The time-varying wake
distribution, time-varying thrust deduction fraction,
and the ship motions are primarily responsible for the
propeller load variation.11 With taking the engine pro-
peller dynamics, wake variation, and thrust and torque
losses into account, wave effect on ship propulsion per-
formance showed a sharp decline in propulsion system
performance.12 Therefore, a dynamic or time-based
simulation is required for coupled systems of engine-
propeller-hulls operated in transient conditions.13

Stable combustion in a lean-burn marine gas engine
is supported by rapid feedback controllers on air and
fuel passages to adjust the air-fuel ratio and engine
speed, but the controllers do not adequately provide
the feedback to control the combustion during rapid
load changes.14 Therefore, part of the fuel crosses into
the exhaust manifold during the load reduction of tran-
sient sea conditions. Furthermore, a remarkable rise of
NOX formation occurs during load increase. The
change of the load and the mechanical delay caused by
the mass moment of inertia of the turbocharger shaft
causes an almost one-second delay to the engine
response, and a higher amount of NOX.

15 The conven-
tional controlling approaches do not compensate for
this delay. Therefore, new methodologies to improve
the loading stability are proposed, such as control-
oriented combustion models for continuously improv-
ing engine fuel economy.16

Hybrid Propulsion System for a marine application
is one of the proposed ideas by integrating mechanical
and electrical drive components on the propeller shaft.
The main objective of this combination is to reduce fuel
consumption and emission formation by approaching
the optimum operation curve of the main engine.17

This integrated propulsion system improves engine per-
formance during the low load operation and high load
operation.18 Furthermore, hybrid propulsion provides
an effective method to facilitate related issues of wear
and tear, noise, vibration, and occupied space.19

The hybrid concept initiates by compensating part of
the required load by an electrified section stored in the
Energy Storage System.20 Engines in marine propulsion
are sized and designed based on the mean peak load
demands. As a result, this approach gives an oversized
engine for the low load conditions.21 Moreover, investi-
gating a conventional propulsion system performance
in low-speed mode demonstrates significant decrements
in system efficiency. In order to overcome this draw-
back, the electric motor operates as a Power Take In
(PTI) that can drive the propeller shaft in low load.
Besides, during high load operation, the electric motor

can provide part of the required torques.22 The hybrid
propulsion system can also be considered a proper
alternative solution for vessels with fluctuating load
profiles. In the case of redundancy requirements for the
propulsion system, hybridization can be considered a
feasible methodology.23

Energy management systems (EMS) and advanced
control strategy play an important role in optimum
performance and efficiency improvement of this type of
integrated system. Extensive research established on
developing optimum EMS for Hybrid vehicles that can
be implemented and inspired for marine hybrid propul-
sion application. Rule-based, optimal control and
Model Predictive Controller can be implemented as the
EMS in these systems. Among the mentioned control-
lers, rule-based is the most common and straightfor-
ward strategy. Rule-based methods can provide proper
performance by appropriate tuning. Optimal control-
lers usually operate based on equivalent consumption
minimization strategies.24 It can be concluded that
rule-based heuristic algorithms can obtain desirable
performance. However, they require proper tuning and
suffer from a lack of robustness in special cases. Model
Predictive Controller (MPC) or predictive-based opti-
mized strategies are proposed as a high-level control
with a property of future prediction. These methods
utilize future prediction and consider cost function to
provide optimal decision makings.25,26 Considering fea-
sible constraints and the plant control model is the
main endeavor for implementing MPC as a high-level
controller. Prediction-based optimization achieved a
9.31% improvement in performance than the baseline
rule-based methods.27 Moreover, the EMS perfor-
mance is a function of the size and technical properties
of components. The sizing of components can be
defined as an optimization problem based on specific
objectives and constraints. These objectives can be con-
sidered as the fuel consumption and emission of the
main engine. The constraints could be the cost and
weight of the electrical components, which are influ-
enced by the intensity of the fluctuations. This proper
sizing can improve the performance and efficiency of
the system significantly.28–31

The main objective of this study is to investigate the
importance of load sharing on fuel consumption and
emission formation of a lean-burn gas engine imple-
mented for marine application. The load distribution is
performed using a hybrid concept to reduce the maxi-
mum torque during high wave resistance and increase
the minimum torque during load reduction of a harmo-
nic sinusoidal load.

Simulation method

Engine modeling

Thermodynamic modeling is one of the most effective
simulation methods of internal combustion engines
widely used in the research field to predict fuel
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consumption, combustion efficiency, intake and
exhaust manifold optimization, and even tuning a con-
trol system. A robust thermodynamic-dynamic model
has been proposed in this study. Measured data are
available for validation and verifying the accuracy of
the modeling. Specification of the gas engine named
Bergen B35: 40L9 is presented in Table 1, and the ship
specification where the marine engine is specifically
designed for, is presented in Table 2.

A detailed engine modeling plays a critical role in
predicting the engine response during time-varying
load, especially for transient conditions where the tor-
que changes harmonically and even in a short duration
of the time scale of seconds. The schematic of the struc-
ture and the connection of all essential components are
shown in Figure 1.

A two-zone combustion model, the burned and
unburned mixture, divides the combustion chamber
into two separate zones during combustion. It is
assumed that an infinitely fast reaction happens and
contributes to considering the flame envisioned as a
junction between fresh air/oxidizer and burnt gases.
After the main combustion ended, all the burned and
unburned gas is mixed into one zone. A more detailed
discussion of the combustion modeling is presented.15,32

The rate of transformation of unburned to the burned
zone is calculated by equations (1) and (2):

dMe

dt
= ruAe(ST +SL) ð1Þ

dMb

dt
=

Me �Mb

t
ð2Þ

where index b symbolizes burned classification, u
unburned classification, and e entrained classification.

It was also assumed that the reaction is quite fast
with a thin layer of the burning zone.8 To calculate the
laminar flame speed (SL), Heywood33 recommended
equation (3) for several hydrocarbon fuels:

SL = (Bm +Bf(f� fm)
2)(

Tu

T0
)a(

P

P0
)b � fDilution ð3Þ

where for natural gas fuel

a=0:68f2 � 1:7f+3:18 ð4Þ
b= � 0:52f2 +1:18f� 1:08 ð5Þ

and Bm is 0.490, Bf is -0.59, and fm is 1.390.34

fDilution is the dilution effect and is employed as:

fDilution =1� 0:75 � A(1� (1� 0:75 � A)7) ð6Þ

A is a multiplier, and Dilution is the mass fraction of
the residuals in the unburned zone.

The time constant of combustion of fuel/air mixture
entrained into the flame zone (t) in equation (2) is cal-
culated by equation (7):

t =
l

SL
ð7Þ

with the Taylor length scale of

l= a � Liffiffiffiffi
R
p

et
ð8Þ

and turbulent Reynolds number

Ret =
ru _uLi

mu

ð9Þ

Calculation of turbulent flame speed is done by equa-
tion (10):

Table 1. Engine specification.

Item Unit Amount

Number of cylinders 9
Cylinder bore mm 350
Cylinder stroke mm 400
Connecting rod length mm 810
Rated power kW 3940
Rated speed rpm 750
Maximum torque at rated speed N�m 50,200
Fuel type Natural gas

Table 2. Vessel specification.

Item Unit Amount

Length oa m B 119.95
Length bpp m 117.55
Width m 20.80
Design draft m 5.5
Design shaft submergence m 3.3
Service speed kts 15

Figure 1. All the essential components in the simulation
platform.
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ST = b � _u (1� 1

1+ c( Rf

Li
)
2
) ð10Þ

where a, b, and c are constants. Moreover, _u and Li are
turbulent intensity and turbulent length scale, respec-
tively. Surface area at the flame front (Ae) and flame
radius (Rf) are presented in Blizard and Keck.32

The boundary conditions at the inlet of the compres-
sor and outlet of the turbine are the standard sea level
condition.

The heat transfer of the flow through the piping of
intake and exhaust is assumed to be either adiabatic or
with a constant wall temperature. The heat transfer
with a given wall temperature is calculated by Colburn
analogy:

hg = (
1

2
)CfrUeffCPPr

(�23 ) ð11Þ

and, heat flux is calculated by:

qconvection = hg(Tgas � Twall) ð12Þ

Heat convection modeling in the main combustion
chamber followed the method proposed by Woschni35

in equation (13):

hc(Woschni) =
K1 P

:8 W0:8

B0:2 TK2
ð13Þ

where K1 and K2 are constant and W is average cylin-
der gas velocity (m/s). The equation for the average in-
cylinder gas velocity is:

W=C1Sp +C2
VdTr

PrVr
(P� Pm) ð14Þ

C1 and C2 are constants, Sp mean piston speed (m/s), Tr

unburned mixture temperature, P pressure, Pm motor-
ing pressure, Pr unburned mixture pressure, Vd the total
displacement and Vr is the volume before combustion.

The dimensions for all the pipes and junctions are
implemented based on the designed components, and
different discretized length scales for the straight pipes
and bends were chosen.

dm

dt
=

X
boundaries

_m ð15Þ

dme

dt
= � r

dv

dt
+

X
boundaries

( _mH)� hAs(Tfluid � Twall)

ð16Þ
d _m

dt
=

dpA+
P

boundaries ( _mu)� 4Cf
rujuj
2

dxA
D � KP(

1
2 pujuj)A

dx

ð17Þ

Where m is mass of volume, and _m is the boundary
mass flux. A is the cross-sectional flow area, and AS is
the heat transfer surface area.

In all discretized volume, the equations (15) and (16)
yield the mass and energy in each volume.

The turbocharged performance, the compressor, tur-
bine, and connecting shaft are calculated. A look-up
table, including the pressure ratio, mass flow rate, effi-
ciency, and rotational speed, was implemented for the
compressor and turbine. The friction coefficient was
implemented in a table for the connecting shaft. The
turbocharger rotational speed in each time step is a
function of the turbine, compressor, and friction tor-
ques and is calculated by equation (18).

Dv=
Dt(Tturbine � Tcompressor � Tfriction)

I
ð18Þ

Where I is the turbocharger shaft inertia, and T is
the torque.

Engine torque is an input to the model based on the
wave characteristics discussed in the work of the
authors,15 and the power is an output of the engine
modeling based on torque, Tb, and speed, N:

Pbrake =

Ð
Tb(t)NdtÐ

dt

� �
2p½ � ð19Þ

A PID controller adjusts the engine speed for a set-
point, 750 rpm. The fuel rack position controls the fuel
valve lift upstream of the inlet valves to adjust the
speed. Thus, a premixed mixture is added to each cylin-
der through two opening valves. The valves restrict the
mass flow rate by a one-dimensional flow analysis
model.33 Accurate modeling of the valve models and
quick response of the tuned PID controller is crucial in
the engine response and the engine performance out-
put. In addition, the high inertia of the connecting shaft
from the engine to the propeller plays a striking impact
on a stable engine speed during the transient condition.
The engine brake torque relative to the propeller shaft
acceleration is obtainable by the equation (20):

Tb(t)=Ts(t)� I _vct(t) ð20Þ

where, _vct(t) is the instantaneous crank-train accelera-
tion. The shaft torque, Ts, is also calculated by:

Ts(t)=Ti(t)+Ta(t)� Tf(cyc) ð21Þ

Where Ta(t) accounts for all loads that are attached
to the auxiliary port and Tf (cyc) friction torque in each
cycle, and Ti(t), is the indicated torque and is a function
of the pressure distributed on piston surfaces by com-
bustion modeling.

With the available power and injected fuel flow from
the modeling, it is possible to calculate the amount of
brake specific fuel consumption by equation (22).

BSFC=
fueltotal

powerbrake

� �
ð22Þ

The combustion phase comprises the calculations of
the flame burning rate during the main combustion,
concentrations of the species by chemical equilibrium,
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and emissions formation during post-oxidation.
Throughout the main combustion, unburned and
burned mass zones are maintained, and the burned
zone composition is determined by equilibrium
chemistry:

Fuel+ a(O2 +3:7274N2)!
a1H+ a2O+ a3N+ a4H2 + a5OH+ a6CO

+ a7NO+ a8O2 + a9H2O+ a10CO2 + a11N2

ð23Þ

For the emission modeling, a general reaction, as
presented in equation (23), never provides an acceptable
output for the NOX and UHC formation. Thus, NOX is
calculated using a reduced mechanism described by
Zeldovich36:

O+N2 =NO+N ð24Þ
N+O2 =NO+O2 ð25Þ
N+OH=NO+H ð26Þ

The reaction rate for the three mechanisms are
respectively:

k1=F1 � 7:60 � 1010 � e�38000
A1
Tb ð27Þ

k2=F2 � 6:40 � 106 � Tbe
�3150A2Tb ð28Þ

k3=F3 � 4:10 � 1010 ð29Þ

F1, F2, F3, A1 and A2 are constant coefficients for
tuning the modeling. Since the concentration of N is
much less than other species, there is an assumption of
d½N�
dt =0 with the steady-state approximation. A simpli-

fied one-way equilibrium is feasible for other species,
and finally, a single rate of formation for NO is avail-
able. The reported value for NOX is calculated by:

bsNOX =
mNOX, exh

b:power

� �
avg:r pm

nr

� �
ð30Þ

where nr is revolutions per cycle, two for 4-stroke
engine.

The amount of methane slip or UHC is defined as
the amount of fuel left unburned during the main com-
bustion and during the post-oxidation in exhaust valve
opening. The burning process for UHC calculation
undergoes the following equation:

UHCtotal =

ðIVC
IVO

_mf �
ð
comb

_mf �
ð
post�comb

_mf ð31Þ

where
Ð
post�comb _mf is calculated by reaction rate of

Equation (32).37

RK =A3RS e
�1600K3B

T ½fHC� ½ fO2
� ð32Þ

Where A and B are multiplier, and T is the mass-
averaged overall temperature, and RS is the burn rate
calculated by the combustion model.

The equation does only consider two sources of the
UHC, including the quenched flame and crevice
volume.

The model is validated both in steady-state and tran-
sient conditions to verify the implemented equations
predicting the engine response during the transient con-
dition. Validation of the steady-state operating loads
was chosen based on the available measure data, from
100% to 25% of the nominal torque in a constant
engine speed, on 750 rpm. Comparison of the results is
shown in Figures 2 and 3. As can be seen, there is a
high degree of agreement between the measured and
modeling data in the fuel-specific consumption and the
produced CO2, and emission compounds including
unburned hydrocarbon and NOX.

Moreover, the effects of the dynamic loading for
transient condition are presented in Figures 4 to 6. The

Figure 2. Comparison of measured data and engine simulation
in steady-state. The X-axis shows the load percentage, and the
Y-axis gives the normalized output.

Figure 3. Comparison of measured data and simulation output
in steady-state for emission compounds, NOX and UHC.

Figure 4. Validation of the model by comparing the output
power.

Tavakoli et al. 5



output power as a function of implemented torque and
target speed is predicted with a negligible error under a
torque range between 40,000 and 50,000Nm. The max-
imum nominal torque for the engine is 50,200Nm. In
order to investigate the prediction accuracy of the fuel
system, air supply system, and combustion efficiency,
the fuel flow and boost pressure were compared. It is
found that the model provides a powerful foresight and
theoretical guidance for the engine performance in a
range of load variation.15

Hybrid concept

Conventional propulsion systems consist of a main
engine, gearbox, shaft, and propeller. In the case of
hybridization of the propulsion system, as shown in
Figure 7, three components, an electrical motor, shaft
generator, and battery, are integrated into the system.
The shaft generator has the role of Power Take Out
(PTO), and the electrical motor is considered as Power
Take In (PTI). The control system primary role is to
provide load sharing for components to reduce the
effect of load fluctuation on the main engine. This
endeavor will be achieved by implementing a low pass
filter on the main shaft predicted load. Furthermore, in
the gearbox connection, the low varying load from filter
output will be provided by the main engine. Therefore,

in a low and high-level load, the high-frequency fluctua-
tions will be compensated by PTI and PTO regarding
the load states. This technique is similar to the peak
shaving of electrical hybrid power systems. The strategy
of load sharing contributes to the optimum operation
of the main engine. As a high-level controller, the
energy management system monitors the system states
and considers the constraints also. The decision on load
sharing is based on the states and properties of the sys-
tem. The states are defined as loads on the main shaft
that is system requirements also, battery charge state as
available stored electrical energy, and engine torque as
the current operating point. The properties can be con-
sidered as the dynamic response that means main com-
ponents behavior over the time domain. The transient
response of the main engine, PTI, and PTO compo-
nents determines their required time or inertia to satisfy
the actuated load commands. Another system property
is the charge and discharge current limitation of the
battery that defines the maximum power value for the
battery as input and output. Indeed, the optimum oper-
ation region of the main engine defines the proper tor-
que range for the engine for better performance.

Implemented loads

Based on the project previous works, a range of wave
characteristics may result in a variable frequency and
amplitude of the torque on the propulsion shaft and,
consequently, the engine. In this study, one of the peri-
odic severe loads with high amplitude is chosen with
the specification of wavelength (l=LPP) 1.2, amplitude
2m, and direction (u) 608. The wave direction is relative
to the ship, and 1808 is considered as a head wave. The
torque caused by the wave characteristics is shown in
Figure 8.

With the hybrid concept, the new torque profile, as
shown in Figure 8 named hybrid concept, is obtained

Figure 5. Fuel flow comparison between measured data and
simulated model for verifying the model during the transient
condition.

Figure 7. Hybrid propulsion system.

Figure 6. Boost pressure comparison between measured data
and simulated model for verifying the model during the transient
condition.
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by implementing a second order low pass filter with
bandwidth 3Hz and power level cut-off regarding opti-
mum engine operation point. Low pass filters make a
delay comparing to their tuned frequency. The men-
tioned profile allows the main engine to produce the
mean torque while the fluctuations were compensated
by the PTI and PTO. With the new smoothed torque,
the peak loads are eliminated, and the lower loads with
less than 25% are also skipped.

Results and discussion

The effect of transient torque on engine speed is highly
dependent on the magnitude and the frequency of the
load. The higher the frequency of the load, the lower
the variation of the speed domain. In addition, the
higher wave amplitude results in more variation in

engine response. With the hybrid system implemented
torque, the frequency was maintained as a severe case
while the amplitude was reduced. Therefore, as shown
in Figure 9, the speed variation has the same frequency
as the Conventional load domain, but the magnitude of
the speed value reduced from a maximum of almost 775
to 765 and a minimum of 735 to 740 rpm. It is worth
mentioning that the target of the speed was 750 rpm for
the case study; therefore, the relevant PID control sys-
tem compensates the demanded fuel based on the devia-
tion around 750 rpm.

The brake-specific fuel consumption (BSFC) of the
engine is studied, and it is found that reducing the load-
ing oscillation is beneficial to reduce the BSFC. It can
be seen from Figure 10 that the BSFC reduction degree
is remarkable with the load reduction part. It must be
highlighted that due to the numerical error of the simu-
lation, when the load drops to a brake torque almost
zero for the propeller out of the water, the BSFC
reached an infinity value. In the figure, this is limited to
five. An understandable qualitative assessment of the
fuel consumption comparison of our case study com-
pares the fuel flow of the engine. As shown in the fuel
flow trend by Figure 11, the fuel flow is almost 380 kg/
h in minimum for the conventional mode. This quan-
tity is a very high flow for the engine working on
around zero brake torque, which is the main reason for
the infinity value on BSFC. For the hybrid propulsion
system, the brake torque is never reduced to loads
lower than 25% of the nominal torque, and the engine
works in higher combustion efficiency. The combustion
efficiency is the ratio of released chemical energy in the
exhaust gas to the total fuel energy and is shown in
Figure 12. As illustrated, the combustion efficiency
reduces in both installation modes in part of the load.
The decrease in combustion efficiency reports an
increase in volumetric efficiency or a very lean mixture.
However, a significant improvement in combustion

Figure 8. Implemented dynamic loading calculated by a wave
amplitude of 2 m.11

Figure 9. The engine speed variation on a nominal setpoint of
750 rpm. With the implemented hybrid system, the speed
variation is in a limited range.

Figure 10. The brake specific fuel consumption. The values are
normalized based on the quantity in steady-state.

Tavakoli et al. 7



efficiency can be seen by utilizing the hybrid propulsion
system. On average, the fuel flow for both conditions is
the same, while the hybrid system produces an average
torque of 12% more than the conventional system.
Hence, the lean-burn spark-ignition engine hybrid propul-
sion system shows a reduction in total fuel consumption.

The volumetric efficiency comparison assessment
can be accomplished by utilizing the air excess ratio or
l. The higher volumetric efficiency led to the lower
combustion efficiency is shown in Figure 13. There is a
target setpoint for the turbocharging to fix the air
excess ratio. With the load variation, due to the turbo-
charger mechanical delay, there is always a delay
between the load change and the demanded air ratio.
This delay leads the engine to have a permanent devia-
tion on setpoint l and the actual value. During the load
increases, the l value is less than the setpoint, and

during the load drop, the l value is higher than the set-
point. This extra volumetric efficiency of the engine
during transient conditions results in lower combustion
efficiency and higher fuel consumption. By involving
the hybrid propulsion system, the load variation
reduces, and consequently, the deviation domain
reduces. However, there is still extra air available when
the load is almost 25%, and the l increases to 2.

Several noticeable hypotheses could be observed for
the emission formation with the change of combustion
efficiency and fuel consumption during the time-
varying load. Figure 14 presents the marine gas engine
methane slip. It is observed that the hybrid propulsion
installment controlled the methane slip overshoot dur-
ing the transient condition. It must be noted that the

Figure 11. The fuel flow during the implemented torque. The
average value for both of the cases is equal.

Figure 12. The combustion efficiency comparison between
conventional installment and hybrid propulsion system.

Figure 13. Less fluctuated air excess ratio is achievable by the
hybrid propulsion system and cutting off the lower parts of the
torque curve and peak shaving.

Figure 14. The amount of methane slip reduced considerably
with the hybrid propulsion concept during transient conditions.
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UHC quantity is normalized with the value in steady
loading. Therefore, the amount for the time before 170
equals one. Moreover, the maximum value is limited to
200. This value is chosen compared to the fuel con-
sumption in order to prevent the infinity quantity
achieved due to numerical error. It is also found that
the relative deviation of the methane slip with and
without the hybrid system is negligible during load
increment when the UHC value is less than one. While
the methane slip sources are short-circuited gas
exchange, crevice volume, and quenched flame in the
lean-burn gas engine, as discussed in the modeling sec-
tion, the gas exchange is not considered in the modeling
since the fraction of this source is negligible due to the
short valve overlap of the intake and exhaust ports.
With a constant volume considered for the crevice vol-
ume, it is expected that the methane slip of this section
does not change significantly. However, the post oxida-
tion may negatively influence increasing the methane
slip from the crevice volume by less post-oxidation.
The quenched flame is expected to be the primary
source of this variation, especially with the available
high volumetric efficiency and low combustion effi-
ciency during lower loads.

NOX is one of the most severe air pollutants pro-
duced by fossil fuel combustion. Although very low in
the lean-burn gas engine, this compound is susceptible
to any deviation to the air excess ratio, particularly to
the rich combustion. Oxygen-rich mixtures resultant
temperature causes the NOX formation at high levels.
Activating the hybrid system during higher loads and
reducing the engine maximum power generation, the
rich mixture zone mitigates, and a more balanced air
excess ratio area is achievable. This area has a lower
maximum temperature than the normal operating con-
dition, and thus, as can be seen in Figure 15, a remark-
able reduction of this compound is reached. The
average value during the transient condition is also

added to the figure. With supposing the average NOX

quantity for the stable condition to one, the mean value
for the entire transient condition without a hybrid pro-
pulsion system showed 3.4 times increasing. NOX for-
mation for the hybrid propulsion system, however,
confirmed a 2.14 times increase. This means that the
NOX compound with the implemented hybrid system is
reduced up to 40%. As can be seen from the figure, this
reduction is only during the higher loads, where the
peak NOX reduced from the maximum value of 15 to
8. Due to a more stable condition with the hybrid sys-
tem during load reduction, a higher value of NOX is
expected with the hybrid system in lower loads.

To reduce the NOX formation in diesel engines, uti-
lizing exhaust gas recirculation (EGR) is a common
technique. The EGR is recycled into the combustion
chamber at a high or cold temperature. The result is a
lower temperature combustion and a lower level of
NOX formation. However, for a lean-burn gas engine,
increasing EGR percentage has a negative consequence.
The variation of EGR is shown in Figure 16. An unde-
sirable increase of the residual gas percentage during
the transient condition provided an over lean mixture.
This amount of gas is the trapped burned mass of the
previous cycle, which was consistent at 4% during
steady-state (the time before 170 s). The additional
EGR during load reduction plus the extra l resulted in
the flame quench. Implementing the hybrid concept
and a more stable air flow rate in the load reduction
time, less EGR is available and presents more efficient
combustion.

Conclusion

In this paper, a numerical model for a medium-speed
lean-burn gas engine is developed. A 1-D model for the

Figure 15. Formation of NOX gives a remarkable reduction
during load increment and in overall average value.

Figure 16. Percentage of residual gas captured in the cylinder
number 1, before the combustion start.
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air and fuel piping plus predictive 2-zone modeling for
combustion is performed to deal with the rapid change
of transient sea conditions. Non-variable coefficients
for the control system tuning were employed, and the
engine stability was examined with the coefficients dur-
ing model preparation. The model was validated
against measured data in steady-state and in transient
conditions. By taking the experience from previous
studies, the marine engine response was enhanced with
a hybrid system. The simulation was conducted in a
severe case scenario to demonstrate how a supplemen-
tary hybrid system influences the total fuel consump-
tion and emission formation. The engine had a PTO to
the hybrid system with loads lower than 25%, and PTI
for the higher loads to smooth out the engine peak
loads. The results of the demonstration are summarized
as follows.

1. The average fuel consumption during rapid transi-
ent conditions with or without the hybrid system
was identical, but the engine was totally providing
12% higher torque with the hybrid system.

2. Concerning the methane slip in transient condition,
almost all the peak values were disappeared with
the hybrid system, and the total quantity reduced
notably.

3. It was shown that the amount of NOX emission is
reduced by 40% with the hybrid system due to
lower peak torque and smoothing the rich mixture
area.

4. EGR was non-desirable residual gas for the lean-
burn gas engine, and rising the EGR fraction dete-
riorated the flame rate during lower loads and
resulted in more instability in combustion.
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Appendix

Nomenclature

EM Exhaust manifold
EMS Energy management systems
Env Environment
IC Intercooler
PTO Power Take Off
BSFC Brake specific fuel consumption
CO2 Carbon dioxide
EGR Exhaust gas recirculation
IM Intake manifold
NG Natural gas
NOX Nitrogen oxide
PTI Power Take In
rpm Revolutions per minute
S Shaft
UHC Unburned hydrocarbon
VTG Variable turbine geometry
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MTA-91-

77 

Haagensen, Sven, MM Fuel Dependant Cyclic Variability in a Spark 

Ignition Engine - An Optical Approach. (Dr.Ing. 

Thesis) 

MTA-91-

78 

Løland, Geir, MH Current forces on and flow through fish farms. 

(Dr.Ing. Thesis) 

MTA-91-

79 

Hoen, Christopher, MK System Identification of Structures Excited by 

Stochastic Load Processes. (Dr.Ing. Thesis) 

MTA-91-
80 

Haugen, Stein, MK Probabilistic Evaluation of Frequency of Collision 
between Ships and Offshore Platforms. (Dr.Ing. 

Thesis) 

MTA-91-
81 

Sødahl, Nils, MK Methods for Design and Analysis of Flexible 

Risers. (Dr.Ing. Thesis) 

MTA-91-

82 

Ormberg, Harald, MK Non-linear Response Analysis of Floating Fish 

Farm Systems. (Dr.Ing. Thesis) 

MTA-91-

83 

Marley, Mark J., MK Time Variant Reliability under Fatigue 

Degradation. (Dr.Ing. Thesis) 

MTA-91-
84 

Krokstad, Jørgen R., MH Second-order Loads in Multidirectional Seas. 

(Dr.Ing. Thesis) 

MTA-91-

85 

Molteberg, Gunnar A., MM The Application of System Identification 

Techniques to Performance Monitoring of Four 
Stroke Turbocharged Diesel Engines. (Dr.Ing. 

Thesis) 

MTA-92-

86 

Mørch, Hans Jørgen Bjelke, MH Aspects of Hydrofoil Design: with Emphasis on 

Hydrofoil Interaction in Calm Water. (Dr.Ing. 

Thesis) 

MTA-92-

87 

Chan Siu Hung, MM Nonlinear Analysis of Rotordynamic Instabilities in 

Highspeed Turbomachinery. (Dr.Ing. Thesis) 

MTA-92-
88 

Bessason, Bjarni, MK Assessment of Earthquake Loading and Response 

of Seismically Isolated Bridges. (Dr.Ing. Thesis) 

MTA-92-

89 

Langli, Geir, MP Improving Operational Safety through exploitation 

of Design Knowledge - an investigation of offshore 

platform safety. (Dr.Ing. Thesis) 

MTA-92-

90 

Sævik, Svein, MK On Stresses and Fatigue in Flexible Pipes. (Dr.Ing. 

Thesis) 

MTA-92-

91 

Ask, Tor Ø., MM Ignition and Flame Growth in Lean Gas-Air 

Mixtures. An Experimental Study with a Schlieren 

System. (Dr.Ing. Thesis) 

MTA-86-

92 

Hessen, Gunnar, MK Fracture Mechanics Analysis of Stiffened Tubular 

Members. (Dr.Ing. Thesis) 
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MTA-93-
93 

Steinebach, Christian, MM Knowledge Based Systems for Diagnosis of 

Rotating Machinery. (Dr.Ing. Thesis) 

MTA-93-

94 

Dalane, Jan Inge, MK System Reliability in Design and Maintenance of 

Fixed Offshore Structures. (Dr.Ing. Thesis) 

MTA-93-

95 

Steen, Sverre, MH Cobblestone Effect on SES. (Dr.Ing. Thesis) 

MTA-93-

96 

Karunakaran, Daniel, MK Nonlinear Dynamic Response and Reliability 

Analysis of Drag-dominated Offshore Platforms. 

(Dr.Ing. Thesis) 

MTA-93-

97 

Hagen, Arnulf, MP The Framework of a Design Process Language. 

(Dr.Ing. Thesis) 

MTA-93-

98 

Nordrik, Rune, MM Investigation of Spark Ignition and Autoignition in 

Methane and Air Using Computational Fluid 

Dynamics and Chemical Reaction Kinetics. A 
Numerical Study of Ignition Processes in Internal 

Combustion Engines. (Dr.Ing. Thesis) 

MTA-94-
99 

Passano, Elizabeth, MK Efficient Analysis of Nonlinear Slender Marine 

Structures. (Dr.Ing. Thesis) 

MTA-94-

100 

Kvålsvold, Jan, MH Hydroelastic Modelling of Wetdeck Slamming on 

Multihull Vessels. (Dr.Ing. Thesis) 

MTA-94-

102 

Bech, Sidsel M., MK Experimental and Numerical Determination of 

Stiffness and Strength of GRP/PVC Sandwich 

Structures. (Dr.Ing. Thesis) 

MTA-95-

103 

Paulsen, Hallvard, MM A Study of Transient Jet and Spray using a 

Schlieren Method and Digital Image Processing. 

(Dr.Ing. Thesis) 

MTA-95-

104 

Hovde, Geir Olav, MK Fatigue and Overload Reliability of Offshore 

Structural Systems, Considering the Effect of 

Inspection and Repair. (Dr.Ing. Thesis) 

MTA-95-

105 

Wang, Xiaozhi, MK Reliability Analysis of Production Ships with 

Emphasis on Load Combination and Ultimate 

Strength. (Dr.Ing. Thesis) 

MTA-95-

106 

Ulstein, Tore, MH Nonlinear Effects of a Flexible Stern Seal Bag on 

Cobblestone Oscillations of an SES. (Dr.Ing. 

Thesis) 

MTA-95-

107 

Solaas, Frøydis, MH Analytical and Numerical Studies of Sloshing in 

Tanks. (Dr.Ing. Thesis) 

MTA-95-

108 

Hellan, Øyvind, MK Nonlinear Pushover and Cyclic Analyses in 

Ultimate Limit State Design and Reassessment of 

Tubular Steel Offshore Structures. (Dr.Ing. Thesis) 

MTA-95-

109 

Hermundstad, Ole A., MK Theoretical and Experimental Hydroelastic 

Analysis of High Speed Vessels. (Dr.Ing. Thesis) 

MTA-96-
110 

Bratland, Anne K., MH Wave-Current Interaction Effects on Large-Volume 

Bodies in Water of Finite Depth. (Dr.Ing. Thesis) 

MTA-96-

111 

Herfjord, Kjell, MH A Study of Two-dimensional Separated Flow by a 

Combination of the Finite Element Method and 
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Navier-Stokes Equations. (Dr.Ing. Thesis) 

MTA-96-

112 

Æsøy, Vilmar, MM Hot Surface Assisted Compression Ignition in a 

Direct Injection Natural Gas Engine. (Dr.Ing. 

Thesis) 

MTA-96-

113 

Eknes, Monika L., MK Escalation Scenarios Initiated by Gas Explosions on 

Offshore Installations. (Dr.Ing. Thesis) 

MTA-96-
114 

Erikstad, Stein O., MP A Decision Support Model for Preliminary Ship 

Design. (Dr.Ing. Thesis) 

MTA-96-

115 

Pedersen, Egil, MH A Nautical Study of Towed Marine Seismic 

Streamer Cable Configurations. (Dr.Ing. Thesis) 

MTA-97-

116 

Moksnes, Paul O., MM Modelling Two-Phase Thermo-Fluid Systems 

Using Bond Graphs. (Dr.Ing. Thesis) 

MTA-97-
117 

Halse, Karl H., MK On Vortex Shedding and Prediction of Vortex-
Induced Vibrations of Circular Cylinders. (Dr.Ing. 

Thesis) 

MTA-97-
118 

Igland, Ragnar T., MK Reliability Analysis of Pipelines during Laying, 
considering Ultimate Strength under Combined 

Loads. (Dr.Ing. Thesis) 

MTA-97-
119 

Pedersen, Hans-P., MP Levendefiskteknologi for fiskefartøy. (Dr.Ing. 

Thesis) 

MTA-98-

120 

Vikestad, Kyrre, MK Multi-Frequency Response of a Cylinder Subjected 

to Vortex Shedding and Support Motions. (Dr.Ing. 

Thesis) 

MTA-98-

121 

Azadi, Mohammad R. E., MK Analysis of Static and Dynamic Pile-Soil-Jacket 

Behaviour. (Dr.Ing. Thesis) 

MTA-98-

122 

Ulltang, Terje, MP A Communication Model for Product Information. 

(Dr.Ing. Thesis) 

MTA-98-

123 

Torbergsen, Erik, MM Impeller/Diffuser Interaction Forces in Centrifugal 

Pumps. (Dr.Ing. Thesis) 

MTA-98-
124 

Hansen, Edmond, MH A Discrete Element Model to Study Marginal Ice 
Zone Dynamics and the Behaviour of Vessels 

Moored in Broken Ice. (Dr.Ing. Thesis) 

MTA-98-
125 

Videiro, Paulo M., MK Reliability Based Design of Marine Structures. 

(Dr.Ing. Thesis) 

MTA-99-

126 

Mainçon, Philippe, MK Fatigue Reliability of Long Welds Application to 

Titanium Risers. (Dr.Ing. Thesis) 

MTA-99-

127 

Haugen, Elin M., MH Hydroelastic Analysis of Slamming on Stiffened 

Plates with Application to Catamaran Wetdecks. 

(Dr.Ing. Thesis) 

MTA-99-

128 

Langhelle, Nina K., MK Experimental Validation and Calibration of 

Nonlinear Finite Element Models for Use in Design 

of Aluminium Structures Exposed to Fire. (Dr.Ing. 

Thesis) 

MTA-99- Berstad, Are J., MK Calculation of Fatigue Damage in Ship Structures. 
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129 (Dr.Ing. Thesis) 

MTA-99-

130 

Andersen, Trond M., MM Short Term Maintenance Planning. (Dr.Ing. Thesis) 

MTA-99-

131 

Tveiten, Bård Wathne, MK Fatigue Assessment of Welded Aluminium Ship 

Details. (Dr.Ing. Thesis) 

MTA-99-

132 

Søreide, Fredrik, MP Applications of underwater technology in deep 

water archaeology. Principles and practice. (Dr.Ing. 

Thesis) 

MTA-99-

133 

Tønnessen, Rune, MH A Finite Element Method Applied to Unsteady 

Viscous Flow Around 2D Blunt Bodies With Sharp 

Corners. (Dr.Ing. Thesis) 

MTA-99-

134 

Elvekrok, Dag R., MP Engineering Integration in Field Development 

Projects in the Norwegian Oil and Gas Industry. 

The Supplier Management of Norne. (Dr.Ing. 

Thesis) 

MTA-99-

135 

Fagerholt, Kjetil, MP Optimeringsbaserte Metoder for Ruteplanlegging 

innen skipsfart. (Dr.Ing. Thesis) 

MTA-99-

136 

Bysveen, Marie, MM Visualization in Two Directions on a Dynamic 

Combustion Rig for Studies of Fuel Quality. 

(Dr.Ing. Thesis) 

MTA-

2000-137 

Storteig, Eskild, MM Dynamic characteristics and leakage performance 

of liquid annular seals in centrifugal pumps. 

(Dr.Ing. Thesis) 

MTA-

2000-138 

Sagli, Gro, MK Model uncertainty and simplified estimates of long 

term extremes of hull girder loads in ships. (Dr.Ing. 

Thesis) 

MTA-

2000-139 

Tronstad, Harald, MK Nonlinear analysis and design of cable net 

structures like fishing gear based on the finite 

element method. (Dr.Ing. Thesis) 

MTA-

2000-140 

Kroneberg, André, MP Innovation in shipping by using scenarios. (Dr.Ing. 

Thesis) 

MTA-

2000-141 

Haslum, Herbjørn Alf, MH Simplified methods applied to nonlinear motion of 

spar platforms. (Dr.Ing. Thesis) 

MTA-
2001-142 

Samdal, Ole Johan, MM Modelling of Degradation Mechanisms and 
Stressor Interaction on Static Mechanical 

Equipment Residual Lifetime. (Dr.Ing. Thesis) 

MTA-
2001-143 

Baarholm, Rolf Jarle, MH Theoretical and experimental studies of wave 
impact underneath decks of offshore platforms. 

(Dr.Ing. Thesis) 

MTA-
2001-144 

Wang, Lihua, MK Probabilistic Analysis of Nonlinear Wave-induced 

Loads on Ships. (Dr.Ing. Thesis) 

MTA-

2001-145 

Kristensen, Odd H. Holt, MK Ultimate Capacity of Aluminium Plates under 

Multiple Loads, Considering HAZ Properties. 

(Dr.Ing. Thesis) 

MTA-

2001-146 

Greco, Marilena, MH A Two-Dimensional Study of Green-Water 
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Loading. (Dr.Ing. Thesis) 

MTA-

2001-147 

Heggelund, Svein E., MK Calculation of Global Design Loads and Load 

Effects in Large High Speed Catamarans. (Dr.Ing. 

Thesis) 

MTA-

2001-148 

Babalola, Olusegun T., MK Fatigue Strength of Titanium Risers – Defect 

Sensitivity. (Dr.Ing. Thesis) 

MTA-
2001-149 

Mohammed, Abuu K., MK Nonlinear Shell Finite Elements for Ultimate 
Strength and Collapse Analysis of Ship Structures. 

(Dr.Ing. Thesis) 

MTA-
2002-150 

Holmedal, Lars E., MH Wave-current interactions in the vicinity of the sea 

bed. (Dr.Ing. Thesis) 

MTA-

2002-151 

Rognebakke, Olav F., MH Sloshing in rectangular tanks and interaction with 

ship motions. (Dr.Ing. Thesis) 

MTA-

2002-152 

Lader, Pål Furset, MH Geometry and Kinematics of Breaking Waves. 

(Dr.Ing. Thesis) 

MTA-
2002-153 

Yang, Qinzheng, MH Wash and wave resistance of ships in finite water 

depth. (Dr.Ing. Thesis) 

MTA-

2002-154 

Melhus, Øyvin, MM Utilization of VOC in Diesel Engines. Ignition and 

combustion of VOC released by crude oil tankers. 

(Dr.Ing. Thesis) 

MTA-

2002-155 

Ronæss, Marit, MH Wave Induced Motions of Two Ships Advancing 

on Parallel Course. (Dr.Ing. Thesis) 

MTA-

2002-156 

Økland, Ole D., MK Numerical and experimental investigation of 

whipping in twin hull vessels exposed to severe wet 

deck slamming. (Dr.Ing. Thesis) 

MTA-

2002-157 

Ge, Chunhua, MK Global Hydroelastic Response of Catamarans due 

to Wet Deck Slamming. (Dr.Ing. Thesis) 

MTA-

2002-158 

Byklum, Eirik, MK Nonlinear Shell Finite Elements for Ultimate 

Strength and Collapse Analysis of Ship Structures. 

(Dr.Ing. Thesis) 

IMT-

2003-1 

Chen, Haibo, MK Probabilistic Evaluation of FPSO-Tanker Collision 

in Tandem Offloading Operation. (Dr.Ing. Thesis) 

IMT-
2003-2 

Skaugset, Kjetil Bjørn, MK On the Suppression of Vortex Induced Vibrations 
of Circular Cylinders by Radial Water Jets. (Dr.Ing. 

Thesis) 

IMT-
2003-3 

Chezhian, Muthu Three-Dimensional Analysis of Slamming. (Dr.Ing. 

Thesis) 

IMT-

2003-4 

Buhaug, Øyvind Deposit Formation on Cylinder Liner Surfaces in 

Medium Speed Engines. (Dr.Ing. Thesis) 

IMT-

2003-5 

Tregde, Vidar Aspects of Ship Design: Optimization of Aft Hull 

with Inverse Geometry Design. (Dr.Ing. Thesis) 

 

 

IMT-

 

 

Wist, Hanne Therese 

 

Statistical Properties of Successive Ocean Wave 
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2003-6 Parameters. (Dr.Ing. Thesis) 

IMT-

2004-7 

Ransau, Samuel Numerical Methods for Flows with Evolving 

Interfaces. (Dr.Ing. Thesis) 

IMT-
2004-8 

Soma, Torkel Blue-Chip or Sub-Standard. A data interrogation 
approach of identity safety characteristics of 

shipping organization. (Dr.Ing. Thesis) 

IMT-
2004-9 

Ersdal, Svein An experimental study of hydrodynamic forces on 
cylinders and cables in near axial flow. (Dr.Ing. 

Thesis) 

IMT-
2005-10 

Brodtkorb, Per Andreas The Probability of Occurrence of Dangerous Wave 

Situations at Sea. (Dr.Ing. Thesis) 

IMT-

2005-11 

Yttervik, Rune Ocean current variability in relation to offshore 

engineering. (Dr.Ing. Thesis) 

IMT-

2005-12 

Fredheim, Arne Current Forces on Net-Structures. (Dr.Ing. Thesis) 

IMT-

2005-13 

Heggernes, Kjetil Flow around marine structures. (Dr.Ing. Thesis 

IMT-
2005-14 

Fouques, Sebastien Lagrangian Modelling of Ocean Surface Waves and 
Synthetic Aperture Radar Wave Measurements. 

(Dr.Ing. Thesis) 

IMT-
2006-15 

Holm, Håvard Numerical calculation of viscous free surface flow 

around marine structures. (Dr.Ing. Thesis) 

IMT-

2006-16 

Bjørheim, Lars G. Failure Assessment of Long Through Thickness 

Fatigue Cracks in Ship Hulls. (Dr.Ing. Thesis) 

IMT-

2006-17 

Hansson, Lisbeth Safety Management for Prevention of Occupational 

Accidents. (Dr.Ing. Thesis) 

IMT-
2006-18 

Zhu, Xinying Application of the CIP Method to Strongly 
Nonlinear Wave-Body Interaction Problems. 

(Dr.Ing. Thesis) 

IMT-

2006-19 

Reite, Karl Johan Modelling and Control of Trawl Systems. (Dr.Ing. 

Thesis) 

IMT-
2006-20 

Smogeli, Øyvind Notland Control of Marine Propellers. From Normal to 

Extreme Conditions. (Dr.Ing. Thesis) 

IMT-

2007-21 

Storhaug, Gaute Experimental Investigation of Wave Induced 

Vibrations and Their Effect on the Fatigue Loading 

of Ships. (Dr.Ing. Thesis) 

IMT-

2007-22 

Sun, Hui A Boundary Element Method Applied to Strongly 

Nonlinear Wave-Body Interaction Problems. (PhD 

Thesis, CeSOS) 

IMT-

2007-23 

Rustad, Anne Marthine Modelling and Control of Top Tensioned Risers. 

(PhD Thesis, CeSOS) 

IMT-

2007-24 

Johansen, Vegar Modelling flexible slender system for real-time 

simulations and control applications 

IMT-
2007-25 

Wroldsen, Anders Sunde Modelling and control of tensegrity structures. 
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(PhD Thesis, CeSOS) 

IMT-

2007-26 

Aronsen, Kristoffer Høye An experimental investigation of in-line and 

combined inline and cross flow vortex induced 

vibrations. (Dr. avhandling, IMT) 

IMT-

2007-27 

Gao, Zhen Stochastic Response Analysis of Mooring Systems 

with Emphasis on Frequency-domain Analysis of 

Fatigue due to Wide-band Response Processes 

(PhD Thesis, CeSOS) 

IMT-

2007-28 

Thorstensen, Tom Anders Lifetime Profit Modelling of Ageing Systems 

Utilizing Information about Technical Condition. 

(Dr.ing. thesis, IMT) 

IMT-

2008-29 

Refsnes, Jon Erling Gorset Nonlinear Model-Based Control of Slender Body 

AUVs (PhD Thesis, IMT) 

IMT-

2008-30 

Berntsen, Per Ivar B. Structural Reliability Based Position Mooring. 

(PhD-Thesis, IMT) 

IMT-
2008-31 

Ye, Naiquan Fatigue Assessment of Aluminium Welded Box-

stiffener Joints in Ships (Dr.ing. thesis, IMT) 

IMT-

2008-32 

Radan, Damir Integrated Control of Marine Electrical Power 

Systems. (PhD-Thesis, IMT) 

IMT-

2008-33 

Thomassen, Paul Methods for Dynamic Response Analysis and 

Fatigue Life Estimation of Floating Fish Cages. 

(Dr.ing. thesis, IMT) 

IMT-

2008-34 

Pákozdi, Csaba A Smoothed Particle Hydrodynamics Study of 

Two-dimensional Nonlinear Sloshing in 

Rectangular Tanks. (Dr.ing.thesis, IMT/ CeSOS) 

IMT-

2007-35 

Grytøyr, Guttorm A Higher-Order Boundary Element Method and 

Applications to Marine Hydrodynamics. 

(Dr.ing.thesis, IMT) 

IMT-

2008-36 

Drummen, Ingo Experimental and Numerical Investigation of 

Nonlinear Wave-Induced Load Effects in 
Containerships considering Hydroelasticity. (PhD 

thesis, CeSOS) 

IMT-
2008-37 

Skejic, Renato Maneuvering and Seakeeping of a Singel Ship and 

of Two Ships in Interaction. (PhD-Thesis, CeSOS) 

IMT-

2008-38 

Harlem, Alf An Age-Based Replacement Model for Repairable 

Systems with Attention to High-Speed Marine 

Diesel Engines. (PhD-Thesis, IMT) 

IMT-

2008-39 

Alsos, Hagbart S. Ship Grounding. Analysis of Ductile Fracture, 

Bottom Damage and Hull Girder Response. (PhD-

thesis, IMT) 

IMT-

2008-40 

Graczyk, Mateusz Experimental Investigation of Sloshing Loading 

and Load Effects in Membrane LNG Tanks 
Subjected to Random Excitation. (PhD-thesis, 

CeSOS) 

IMT-

2008-41 

Taghipour, Reza Efficient Prediction of Dynamic Response for 

Flexible amd Multi-body Marine Structures. (PhD-
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thesis, CeSOS) 

IMT-

2008-42 

Ruth, Eivind Propulsion control and thrust allocation on marine 

vessels. (PhD thesis, CeSOS) 

IMT-
2008-43 

Nystad, Bent Helge Technical Condition Indexes and Remaining Useful 

Life of Aggregated Systems. PhD thesis, IMT 

IMT-

2008-44 

Soni, Prashant Kumar Hydrodynamic Coefficients for Vortex Induced 

 Vibrations of Flexible Beams,  PhD 

thesis, CeSOS 

IMT-

2009-45 

Amlashi, Hadi K.K. Ultimate Strength and Reliability-based Design of 

Ship Hulls with Emphasis on Combined Global and 

Local Loads. PhD Thesis, IMT 

IMT-

2009-46 

Pedersen, Tom Arne Bond Graph Modelling of Marine Power Systems. 

PhD Thesis, IMT 

IMT-
2009-47 

Kristiansen, Trygve Two-Dimensional Numerical and Experimental 
Studies of Piston-Mode Resonance. PhD-Thesis, 

CeSOS 

IMT-

2009-48 

Ong, Muk Chen Applications of a Standard High Reynolds Number   

Model and a Stochastic Scour Prediction Model for 

Marine Structures. PhD-thesis, IMT 

IMT-

2009-49 

Hong, Lin Simplified Analysis and Design of Ships subjected 

to Collision and Grounding. PhD-thesis, IMT 

IMT-
2009-50 

Koushan, Kamran Vortex Induced Vibrations of Free Span Pipelines, 

PhD thesis, IMT 

IMT-

2009-51 

Korsvik, Jarl Eirik Heuristic Methods for Ship Routing and 

Scheduling. PhD-thesis, IMT 

IMT-
2009-52 

Lee, Jihoon Experimental Investigation and Numerical in 
Analyzing the Ocean Current Displacement of 

Longlines. Ph.d.-Thesis, IMT. 

IMT-

2009-53 

Vestbøstad, Tone Gran A Numerical Study of Wave-in-Deck Impact usin a 

Two-Dimensional Constrained Interpolation Profile 

Method, Ph.d.thesis, CeSOS. 

IMT-

2009-54 

Bruun, Kristine Bond Graph Modelling of Fuel Cells for Marine 

Power Plants. Ph.d.-thesis, IMT 

IMT 

2009-55 

Holstad, Anders Numerical Investigation of Turbulence in a Sekwed 

Three-Dimensional Channel Flow, Ph.d.-thesis, 

IMT. 

IMT 
2009-56 

Ayala-Uraga, Efren Reliability-Based Assessment of Deteriorating 

Ship-shaped Offshore Structures, Ph.d.-thesis, IMT 

IMT 
2009-57 

Kong, Xiangjun A Numerical Study of a Damaged Ship in Beam 

Sea Waves. Ph.d.-thesis, IMT/CeSOS. 

IMT 

2010-58 

Kristiansen, David Wave Induced Effects on Floaters of Aquaculture 

Plants, Ph.d.-thesis, CeSOS. 
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IMT 
2010-59 

Ludvigsen, Martin An ROV-Toolbox for Optical and Acoustic 

Scientific Seabed Investigation. Ph.d.-thesis IMT. 

IMT 

2010-60 

Hals, Jørgen Modelling and Phase Control of Wave-Energy 

Converters. Ph.d.thesis, CeSOS. 

 

IMT 

2010- 61 

Shu, Zhi Uncertainty Assessment of Wave Loads and 

Ultimate Strength of Tankers and Bulk Carriers in a 
Reliability Framework. Ph.d. Thesis, IMT/ CeSOS 

IMT 

2010-62 

Shao, Yanlin Numerical Potential-Flow Studies on Weakly-

Nonlinear Wave-Body Interactions with/without 

Small Forward Speed, Ph.d.thesis,CeSOS.  

IMT 

2010-63 

Califano, Andrea Dynamic Loads on Marine Propellers due to 

Intermittent Ventilation. Ph.d.thesis, IMT. 

IMT 

2010-64 

El Khoury, George Numerical Simulations of Massively Separated 

Turbulent Flows, Ph.d.-thesis, IMT 

IMT 

2010-65 

Seim, Knut Sponheim Mixing Process in Dense Overflows with Emphasis 

on the Faroe Bank Channel Overflow. Ph.d.thesis, 

IMT 

IMT 
2010-66 

Jia, Huirong Structural Analysis of Intect and Damaged Ships in 
a Collission Risk Analysis Perspective. Ph.d.thesis 

CeSoS. 

IMT 
2010-67 

Jiao, Linlin Wave-Induced Effects on a Pontoon-type Very 
Large Floating Structures (VLFS). Ph.D.-thesis, 

CeSOS. 

IMT 

2010-68 

Abrahamsen, Bjørn Christian Sloshing Induced Tank Roof with Entrapped Air 

Pocket. Ph.d.thesis, CeSOS. 

IMT 

2011-69 

Karimirad, Madjid Stochastic Dynamic Response Analysis of Spar-

Type Wind Turbines with Catenary or Taut 

Mooring Systems. Ph.d.-thesis, CeSOS. 

IMT -
2011-70 

Erlend Meland Condition Monitoring of Safety Critical Valves. 

Ph.d.-thesis, IMT. 

IMT – 

2011-71 

Yang, Limin Stochastic Dynamic System Analysis of Wave 

Energy Converter with Hydraulic Power Take-Off, 
with Particular Reference to Wear Damage 

Analysis, Ph.d. Thesis, CeSOS. 

IMT – 
2011-72 

Visscher, Jan Application of Particla Image Velocimetry on 

Turbulent Marine Flows, Ph.d.Thesis, IMT. 

IMT – 

2011-73 

Su, Biao Numerical Predictions of Global and Local Ice 

Loads on Ships. Ph.d.Thesis, CeSOS. 

IMT – 

2011-74 

Liu, Zhenhui Analytical and Numerical Analysis of Iceberg 

Collision with Ship Structures. Ph.d.Thesis, IMT. 

IMT – 
2011-75 

Aarsæther, Karl Gunnar Modeling and Analysis of Ship Traffic by 
Observation and Numerical Simulation. 

Ph.d.Thesis, IMT. 
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Imt – 
2011-76 

Wu, Jie Hydrodynamic Force Identification from Stochastic 
Vortex Induced Vibration Experiments with 

Slender Beams. Ph.d.Thesis, IMT. 

Imt – 

2011-77 

Amini, Hamid Azimuth Propulsors in Off-design Conditions. 

Ph.d.Thesis, IMT. 

 

 

IMT – 
2011-78 

Nguyen, Tan-Hoi Toward a System of Real-Time Prediction and 
Monitoring of Bottom Damage Conditions During 

Ship Grounding. Ph.d.thesis, IMT. 

IMT- 
2011-79 

Tavakoli, Mohammad T. Assessment of Oil Spill in Ship Collision and 

Grounding, Ph.d.thesis, IMT. 

IMT- 

2011-80 

Guo, Bingjie Numerical and Experimental Investigation of 

Added Resistance in Waves. Ph.d.Thesis, IMT. 

IMT- 

2011-81 

Chen, Qiaofeng Ultimate Strength of Aluminium Panels, 

considering HAZ Effects, IMT 

IMT- 
2012-82 

Kota, Ravikiran S. Wave Loads on Decks of Offshore Structures in 

Random Seas, CeSOS. 

IMT- 
2012-83 

Sten, Ronny Dynamic Simulation of Deep Water Drilling Risers 

with Heave Compensating System, IMT. 

IMT- 

2012-84 

Berle, Øyvind Risk and resilience in global maritime supply 

chains, IMT. 

IMT- 
2012-85 

Fang, Shaoji Fault Tolerant Position Mooring Control Based on 

Structural Reliability, CeSOS. 

IMT- 

2012-86 

You, Jikun Numerical studies on wave forces and moored ship 

motions in intermediate and shallow water, CeSOS. 

IMT- 

2012-87 

Xiang ,Xu Maneuvering of two interacting ships in waves, 

CeSOS 

IMT- 
2012-88 

Dong, Wenbin Time-domain fatigue response and reliability 
analysis of offshore wind turbines with emphasis on 

welded tubular joints and gear components, CeSOS 

IMT- 
2012-89 

Zhu, Suji Investigation of Wave-Induced Nonlinear Load 
Effects in Open Ships considering Hull Girder 

Vibrations in Bending and Torsion, CeSOS 

IMT- 

2012-90 

Zhou, Li Numerical and Experimental Investigation of 

Station-keeping in Level Ice, CeSOS 

IMT- 
2012-91 

Ushakov, Sergey Particulate matter emission characteristics from 
diesel enignes operating on conventional and 

alternative marine fuels, IMT 

IMT- 
2013-1 

Yin, Decao Experimental and Numerical Analysis of Combined 
In-line and Cross-flow Vortex Induced Vibrations, 

CeSOS 
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IMT- 
2013-2 

Kurniawan, Adi Modelling and geometry optimisation of wave 

energy converters, CeSOS 

IMT- 

2013-3 

Al Ryati, Nabil Technical condition indexes doe auxiliary marine 

diesel engines, IMT 

IMT-
2013-4 

Firoozkoohi, Reza Experimental, numerical and analytical 
investigation of the effect of screens on sloshing, 

CeSOS 

IMT- 
2013-5 

Ommani, Babak Potential-Flow Predictions of a Semi-Displacement 
Vessel Including Applications to Calm Water 

Broaching, CeSOS 

IMT- 

2013-6 

Xing, Yihan Modelling and analysis of the gearbox in a floating 

spar-type wind turbine, CeSOS 

IMT-7-

2013 

Balland, Océane Optimization models for reducing air emissions 

from ships, IMT 

IMT-8-

2013 

Yang, Dan Transitional wake flow behind an inclined flat 

plate-----Computation and analysis,  IMT 

IMT-9-

2013 

Abdillah, Suyuthi Prediction of Extreme Loads and Fatigue Damage 

for a Ship Hull due to Ice Action, IMT 

IMT-10-

2013 

Ramìrez, Pedro Agustìn Pèrez Ageing management and life extension of technical 

systems- 

Concepts and methods applied to oil and gas 

facilities, IMT 

IMT-11-

2013 

Chuang, Zhenju Experimental and Numerical Investigation of Speed 

Loss due to Seakeeping and Maneuvering. IMT 

IMT-12-
2013 

Etemaddar, Mahmoud Load and Response Analysis of Wind Turbines 
under Atmospheric Icing and Controller System 

Faults with Emphasis on Spar Type Floating Wind 

Turbines, IMT 

IMT-13-

2013 

Lindstad, Haakon Strategies and measures for reducing maritime CO2 

emissons, IMT 

IMT-14-
2013 

Haris, Sabril Damage interaction analysis of ship collisions, IMT 

IMT-15-

2013 

Shainee, Mohamed Conceptual Design, Numerical and Experimental 

Investigation of a SPM Cage Concept for Offshore 

Mariculture, IMT 

IMT-16-
2013 

Gansel, Lars Flow past porous cylinders and effects of 
biofouling and fish behavior on the flow in and 

around Atlantic salmon net cages, IMT 

IMT-17-

2013 

Gaspar, Henrique Handling Aspects of Complexity in Conceptual 

Ship Design, IMT 

IMT-18-
2013 

Thys, Maxime Theoretical and Experimental Investigation of a 
Free Running Fishing Vessel at Small Frequency of 

Encounter, CeSOS 

IMT-19-

2013 

Aglen, Ida VIV in Free Spanning Pipelines, CeSOS 
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IMT-1-
2014 

Song, An Theoretical and experimental studies of wave 
diffraction and radiation loads on a horizontally 

submerged perforated plate, CeSOS 

IMT-2-

2014 

Rogne, Øyvind Ygre Numerical and Experimental Investigation of a 

Hinged 5-body Wave Energy Converter, CeSOS 

IMT-3-

2014 

Dai, Lijuan  Safe and efficient operation and maintenance of 

offshore wind farms ,IMT 

IMT-4-

2014 

Bachynski, Erin Elizabeth Design and Dynamic Analysis of Tension Leg 

Platform Wind Turbines, CeSOS 

IMT-5-

2014 

Wang, Jingbo Water Entry of Freefall Wedged – Wedge motions 

and Cavity Dynamics, CeSOS 

IMT-6-
2014 

Kim, Ekaterina Experimental and numerical studies related to the 
coupled behavior of ice mass and steel structures 

during accidental collisions, IMT 

IMT-7-

2014 

Tan, Xiang Numerical investigation of ship’s continuous- mode 

icebreaking in leverl ice, CeSOS 

IMT-8-
2014 

Muliawan, Made Jaya Design and Analysis of Combined Floating Wave 
and Wind Power Facilities, with Emphasis on 

Extreme Load Effects of the Mooring System, 

CeSOS 

IMT-9-

2014 

Jiang, Zhiyu Long-term response analysis of wind turbines with 

an emphasis on fault and shutdown conditions, IMT 

IMT-10-
2014 

Dukan, Fredrik ROV Motion Control Systems, IMT 

IMT-11-

2014 

Grimsmo, Nils I. Dynamic simulations of hydraulic cylinder for 

heave compensation of deep water drilling risers, 

IMT 

IMT-12-
2014 

Kvittem, Marit I. Modelling and response analysis for fatigue design 

of a semisubmersible wind turbine, CeSOS 

IMT-13-

2014 

Akhtar, Juned The Effects of Human Fatigue on Risk at Sea, IMT 

IMT-14-

2014 

Syahroni, Nur Fatigue Assessment of Welded Joints Taking into 

Account Effects of Residual Stress, IMT 

IMT-1-

2015 

Bøckmann, Eirik Wave Propulsion of ships, IMT 

IMT-2-

2015 

Wang, Kai Modelling and dynamic analysis of a semi-

submersible floating vertical axis wind turbine, 

CeSOS 

IMT-3-

2015 

Fredriksen, Arnt Gunvald A numerical and experimental study of a two-

dimensional body with moonpool in waves and 

current, CeSOS 

IMT-4-

2015 

Jose Patricio Gallardo Canabes Numerical studies of viscous flow around bluff 

bodies, IMT 
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IMT-5-
2015 

Vegard Longva Formulation and application of finite element 
techniques for slender marine structures subjected 

to contact interactions, IMT 

IMT-6-

2015 

Jacobus De Vaal Aerodynamic modelling of floating wind turbines, 

CeSOS 

IMT-7-

2015 

Fachri Nasution Fatigue Performance of Copper Power Conductors, 

IMT 

IMT-8-

2015 

Oleh I Karpa Development of bivariate extreme value 

distributions for applications in marine 

technology,CeSOS 

IMT-9-

2015 

Daniel de Almeida Fernandes An output feedback motion control system for 

ROVs, AMOS 

IMT-10-

2015 

Bo Zhao Particle Filter for Fault Diagnosis: Application to 

Dynamic Positioning Vessel and Underwater 

Robotics, CeSOS 

IMT-11-

2015 

Wenting Zhu Impact of emission allocation in maritime 

transportation, IMT 

IMT-12-
2015 

Amir Rasekhi Nejad Dynamic Analysis and Design of Gearboxes in 
Offshore Wind Turbines in a Structural Reliability 

Perspective, CeSOS 

IMT-13-
2015 

Arturo Jesùs Ortega Malca Dynamic Response of Flexibles Risers due to 

Unsteady Slug Flow, CeSOS 

IMT-14-

2015 

Dagfinn Husjord Guidance and decision-support system for safe 

navigation of ships operating in close proximity, 

IMT 

IMT-15-

2015 

Anirban Bhattacharyya Ducted Propellers: Behaviour in Waves and Scale 

Effects, IMT 

IMT-16-

2015 

Qin Zhang Image Processing for Ice Parameter Identification 

in Ice Management, IMT 

IMT-1-

2016 

Vincentius Rumawas Human Factors in Ship Design and Operation: An 

Experiential Learning, IMT 

IMT-2-

2016 

Martin Storheim Structural response in ship-platform and ship-ice 

collisions, IMT 

IMT-3-

2016 

Mia Abrahamsen Prsic Numerical Simulations of the Flow around single 

and Tandem Circular Cylinders Close to a Plane 

Wall, IMT 

IMT-4-

2016 

Tufan Arslan Large-eddy simulations of cross-flow around ship 

sections, IMT 
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IMT-5-
2016 

Pierre Yves-Henry Parametrisation of aquatic vegetation in hydraulic 

and coastal research,IMT 

IMT-6-
2016 

Lin Li Dynamic Analysis of the Instalation of Monopiles 

for Offshore Wind Turbines, CeSOS 

IMT-7-
2016 

Øivind Kåre Kjerstad Dynamic Positioning of Marine Vessels in Ice, IMT 

IMT-8-
2016 

Xiaopeng Wu Numerical Analysis of Anchor Handling and Fish 
Trawling Operations in a Safety Perspective, 

CeSOS 

IMT-9-

2016 

Zhengshun Cheng Integrated Dynamic Analysis of Floating Vertical 

Axis Wind Turbines, CeSOS 

IMT-10-
2016 

Ling Wan Experimental and Numerical Study of a Combined 
Offshore Wind and Wave Energy Converter 

Concept 

IMT-11-
2016 

Wei Chai Stochastic dynamic analysis and reliability 
evaluation of the roll motion for ships in random 

seas, CeSOS 

IMT-12-
2016 

Øyvind Selnes Patricksson Decision support for conceptual ship design with 
focus on a changing life cycle and future 

uncertainty, IMT 

IMT-13-

2016 

Mats Jørgen Thorsen Time domain analysis of vortex-induced vibrations, 

IMT 

IMT-14-
2016 

Edgar McGuinness Safety in the Norwegian Fishing Fleet – Analysis 

and measures for improvement, IMT 

IMT-15-
2016 

Sepideh Jafarzadeh Energy effiency and emission abatement in the 

fishing fleet, IMT 

IMT-16-
2016 

Wilson Ivan Guachamin Acero Assessment of marine operations for offshore wind 
turbine installation with emphasis on response-

based operational limits, IMT 

IMT-17-
2016 

Mauro Candeloro Tools and Methods for Autonomous  Operations on 
Seabed and Water Coumn using Underwater 

Vehicles, IMT 

IMT-18-
2016 

Valentin Chabaud Real-Time Hybrid Model Testing of Floating Wind 

Tubines, IMT 

IMT-1-
2017 

Mohammad Saud Afzal Three-dimensional streaming in a sea bed boundary 

layer 

IMT-2-
2017 

Peng Li A Theoretical and Experimental Study of Wave-
induced Hydroelastic Response of a Circular 

Floating Collar 

IMT-3-
2017 

Martin Bergström A simulation-based design method for arctic 

maritime transport systems 



18 

IMT-4-
2017 

Bhushan Taskar The effect of waves on marine propellers and 

propulsion 

IMT-5-
2017 

Mohsen Bardestani A two-dimensional numerical and experimental 
study of a floater with net and sinker tube in waves 

and current 

IMT-6-
2017 

Fatemeh Hoseini Dadmarzi Direct Numerical Simualtion of turbulent wakes 

behind different plate configurations 

IMT-7-
2017 

Michel R. Miyazaki Modeling and control of hybrid marine power 

plants 

IMT-8-

2017 

Giri Rajasekhar Gunnu Safety and effiency enhancement of anchor 

handling operations with particular emphasis on the 

stability of anchor handling vessels 

IMT-9-
2017 

Kevin Koosup Yum Transient Performance and Emissions of a 
Turbocharged Diesel Engine for Marine Power 

Plants 

IMT-10-
2017 

Zhaolong Yu Hydrodynamic and structural aspects of ship 

collisions 

IMT-11-
2017 

Martin Hassel Risk Analysis and Modelling of Allisions between 

Passing Vessels and Offshore Installations 

IMT-12-

2017 

Astrid H. Brodtkorb Hybrid Control of Marine Vessels – Dynamic 

Positioning in Varying Conditions 

IMT-13-
2017 

Kjersti Bruserud Simultaneous stochastic model of waves and 

current for prediction of structural design loads 

IMT-14-
2017 

Finn-Idar Grøtta Giske Long-Term Extreme Response Analysis of Marine 

Structures Using Inverse Reliability Methods 

IMT-15-
2017 

Stian Skjong Modeling and Simulation of Maritime Systems and 
Operations for Virtual Prototyping using co-

Simulations  

IMT-1-
2018 

Yingguang Chu Virtual Prototyping for Marine Crane Design and 

Operations 

IMT-2-
2018 

Sergey Gavrilin Validation of ship manoeuvring simulation models 

IMT-3-
2018 

Jeevith Hegde Tools and methods to manage risk in autonomous 
subsea inspection,maintenance and repair 

operations 

IMT-4-
2018 

Ida M. Strand Sea Loads on Closed Flexible Fish Cages 

IMT-5-
2018 

Erlend Kvinge Jørgensen Navigation and Control of Underwater Robotic 

Vehicles 
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IMT-6-
2018 

Bård Stovner Aided Intertial Navigation of Underwater Vehicles 

IMT-7-
2018 

Erlend Liavåg Grotle Thermodynamic Response Enhanced by Sloshing 

in Marine LNG Fuel Tanks 

IMT-8-
2018 

Børge Rokseth Safety and Verification of Advanced Maritime 

Vessels 

IMT-9-
2018 

Jan Vidar Ulveseter Advances in Semi-Empirical Time Domain 

Modelling of Vortex-Induced Vibrations 

IMT-10-
2018 

Chenyu Luan Design and analysis for a steel braceless semi-
submersible hull for supporting a 5-MW horizontal 

axis wind turbine 

IMT-11-
2018 

Carl Fredrik Rehn Ship Design under Uncertainty 

IMT-12-
2018 

Øyvind Ødegård Towards Autonomous Operations and Systems in 
Marine Archaeology 

IMT-13- 
2018 

Stein Melvær Nornes Guidance and Control of Marine Robotics for 
Ocean Mapping and Monitoring 

IMT-14-
2018 

Petter Norgren Autonomous Underwater Vehicles in Arctic Marine 
Operations: Arctic marine research and ice 

monitoring 

IMT-15-
2018 

Minjoo Choi Modular Adaptable Ship Design for Handling 
Uncertainty in the Future Operating Context  

MT-16-
2018 

Ole Alexander Eidsvik Dynamics of Remotely Operated Underwater 
Vehicle Systems 

IMT-17-
2018 

Mahdi Ghane Fault Diagnosis of Floating Wind Turbine 
Drivetrain- Methodologies and Applications 

IMT-18-
2018 

Christoph Alexander Thieme Risk Analysis and Modelling of Autonomous 
Marine Systems 

IMT-19-
2018 

Yugao Shen Operational limits for floating-collar fish farms in 
waves and current, without and with well-boat 

presence 

IMT-20-
2018 

Tianjiao Dai Investigations of Shear Interaction and Stresses in 
Flexible Pipes and Umbilicals 

IMT-21-
2018 

Sigurd Solheim Pettersen 
 

Resilience by Latent Capabilities in Marine 
Systems 

 

IMT-22-
2018 

Thomas Sauder 
 

Fidelity of Cyber-physical Empirical Methods. 
Application to the Active Truncation of Slender 

Marine Structures 

 
IMT-23-

2018 

Jan-Tore Horn 

 

Statistical and Modelling Uncertainties in the 

Design of Offshore Wind Turbines 
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IMT-24-
2018 

Anna Swider Data Mining Methods for the Analysis of Power 
Systems of Vessels 

 

IMT-1-
2019 

Zhao He Hydrodynamic study of a moored fish farming cage 
with fish influence 

 

IMT-2-
2019 

Isar Ghamari 
 

Numerical and Experimental Study on the Ship 
Parametric Roll Resonance and the Effect of Anti-

Roll Tank 

 
IMT-3-

2019 

Håkon Strandenes 

 

Turbulent Flow Simulations at Higher Reynolds 

Numbers 

 

IMT-4-

2019 

Siri Mariane Holen 

 

Safety in Norwegian Fish Farming – Concepts and 

Methods for Improvement 

 

IMT-5-

2019 

Ping Fu 

 

Reliability Analysis of Wake-Induced Riser 

Collision 

 

IMT-6-

2019 

Vladimir Krivopolianskii 

 

Experimental Investigation of Injection and 

Combustion Processes in Marine Gas Engines using 

Constant Volume Rig 
 

IMT-7-

2019 

Anna Maria Kozlowska Hydrodynamic Loads on Marine Propellers Subject 

to Ventilation and out of Water Condition. 

IMT-8-

2019 

Hans-Martin Heyn Motion Sensing on Vessels Operating in Sea Ice: A 

Local Ice Monitoring System for Transit and 
Stationkeeping Operations under the Influence of 

Sea Ice 

IMT-9-
2019| 

 

Stefan Vilsen 
 

Method for Real-Time Hybrid Model Testing of 
Ocean Structures – Case on Slender Marine 

Systems 

IMT-10-
2019 

Finn-Christian W. Hanssen Non-Linear Wave-Body Interaction in Severe 
Waves 

IMT-11-
2019 

Trygve Olav Fossum Adaptive Sampling for Marine Robotics 

IMT-12-
2019 

Jørgen Bremnes Nielsen Modeling and Simulation for Design Evaluation 

IMT-13-
2019 

Yuna Zhao Numerical modelling and dyncamic analysis of 
offshore wind turbine blade installation 

IMT-14-
2019 

Daniela Myland Experimental and Theoretical Investigations on the 
Ship Resistance in Level Ice 

IMT-15-
2019 

Zhengru Ren Advanced control algorithms to support automated 
offshore wind turbine installation 

IMT-16-
2019 

Drazen Polic Ice-propeller impact analysis using an inverse 
propulsion machinery simulation approach 

IMT-17-
2019 

Endre Sandvik Sea passage scenario simulation for ship system 
performance evaluation 
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IMT-18-
2019 

Loup Suja-Thauvin Response of Monopile Wind Turbines to Higher 
Order Wave Loads 

IMT-19-

2019 

Emil Smilden Structural control of offshore wind turbines – 

Increasing the role of control design in offshore 
wind farm development 

IMT-20-

2019 

Aleksandar-Sasa Milakovic On equivalent ice thickness and machine learning 

in ship ice transit simulations 

IMT-1-

2020 

Amrit Shankar Verma Modelling, Analysis and Response-based 

Operability Assessment of Offshore Wind Turbine 
Blade Installation with Emphasis on Impact 

Damages 

IMT-2-

2020 

Bent Oddvar Arnesen 

Haugaløkken 

Autonomous Technology for Inspection, 

Maintenance and Repair Operations in the 

Norwegian Aquaculture 

IMT-3-

2020 

Seongpil Cho Model-based fault detection and diagnosis of a 

blade pitch system in floating wind turbines 

IMT-4-

2020 

Jose Jorge Garcia Agis Effectiveness in Decision-Making in Ship Design 

under Uncertainty 

IMT-5-

2020 

Thomas H. Viuff Uncertainty Assessment of Wave-and Current-

induced Global Response of Floating Bridges 

IMT-6-

2020 

Fredrik Mentzoni Hydrodynamic Loads on Complex Structures in the 

Wave Zone 

IMT-7- 

2020 

Senthuran Ravinthrakumar Numerical and Experimental Studies of Resonant 

Flow in Moonpools in Operational Conditions 

IMT-8-

2020 

Stian Skaalvik Sandøy 

 

Acoustic-based Probabilistic Localization and 

Mapping using Unmanned Underwater Vehicles for 
Aquaculture Operations 

 

IMT-9-
2020 

Kun Xu Design and Analysis of Mooring System for Semi-
submersible Floating Wind Turbine in Shallow 

Water 

IMT-10-

2020 

Jianxun Zhu Cavity Flows and Wake Behind an Elliptic 

Cylinder Translating Above the Wall 

IMT-11-

2020 

Sandra Hogenboom Decision-making within Dynamic Positioning 

Operations in the Offshore Industry – A Human 
Factors based Approach 

IMT-12-

2020 

Woongshik Nam Structural Resistance of Ship and Offshore 

Structures Exposed to the Risk of Brittle Failure 

IMT-13-

2020 

Svenn Are Tutturen Værnø Transient Performance in Dynamic Positioning of 

Ships: Investigation of Residual Load Models and 

Control Methods for Effective Compensation 

IMT-14-

2020 

Mohd Atif Siddiqui 

 

Experimental and Numerical Hydrodynamic 

Analysis of a Damaged Ship in Waves 

IMT-15-

2020 

John Marius Hegseth Efficient Modelling and Design Optimization of 

Large Floating Wind Turbines 



22 

IMT-16-
2020 

Asle Natskår Reliability-based Assessment of Marine Operations 
with Emphasis on Sea Transport on Barges 

IMT-17-
2020 

Shi Deng Experimental and Numerical Study of 
Hydrodynamic Responses of a Twin-Tube 

Submerged Floating Tunnel Considering Vortex-

Induced Vibration 
IMT-18-

2020 

Jone Torsvik Dynamic Analysis in Design and Operation of 

Large Floating Offshore Wind Turbine Drivetrains 

 

IMT-1-

2021 

Ali Ebrahimi Handling Complexity to Improve Ship Design 

Competitiveness 

IMT-2-

2021 

Davide Proserpio Isogeometric Phase-Field Methods for Modeling 

Fracture in Shell Structures 

IMT-3-

2021 

Cai Tian Numerical Studies of Viscous Flow Around Step 

Cylinders 

 

IMT-4-

2021 

Farid Khazaeli Moghadam Vibration-based Condition Monitoring of Large 

Offshore Wind Turbines in a Digital Twin 

Perspective 

IMT-5-

2021 

Shuaishuai Wang Design and Dynamic Analysis of a 10-MW 

Medium-Speed Drivetrain in Offshore Wind 

Turbines 

IMT-6-

2021 

Sadi Tavakoli Ship Propulsion Dynamics and Emissions 

 




