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Abstract

This thesis presents a literature review of the hybrid electric power and propulsion sys-
tem and the fields of optimization and control of hybrid marine power systems. Compo-
nents, characteristics and control layers of hybrid electric power and propulsion systems
are described, and several optimization and control methods of hybrid power systems are
explored.

An optimization method using mixed integer linear programming (MILP) is studied, and
a MILP formulation of the scheduling and load sharing problem for a marine power plant
is presented. This results in a MILP optimization algorithm implemented in Matlab. The
MILP optimization algorithm has the possibility to optimize the power plant with respect
to several optimization objectives, including minimizing online capacity, running hours of
gensets and numbers of connections/disconnections of gensets. The proposed optimiza-
tion algorithm is verified in Matlab by optimizing a simplified marine power plant with a
deterministic load profile.

The Marine Vessel and Power Plant System Simulator (MVPPSS) is studied and presented,
in order to make a simulation model of marine power plants. Further on, the MILP opti-
mization algorithm is implemented in the simulation environment of the MVPPSS. This
introduces the possibility to include an online optimization layer in a simulation model in
the MVPPSS, and makes it possible to optimize a simulation model of a marine power
plant.

A case study is conducted, comparing three different marine power plants using the same
realistic load profile. The three power plants are simulated in fixed configuration (i.e. all
gensets connected throughout the whole simulation and no power control present in the
model) and in non-fixed configuration (i.e. gensets are connected/disconnected and con-
trolled by the optimal setpoints provided by the MILP optimization algorithm). The ma-
rine power plants are compared with respect to a set of chosen key performance indicators
(KPIs), and an optimal design for a marine power plant for the given load profile is pro-
posed. The comparison yields a proposed configuration of a marine power plant consisting
of six gensets and a battery energy storage device (ESD). The simulations show that all
three marine power plants experience a reduction in fuel consumption in non-fixed config-
uration vs fixed configuration, indicating that using the developed optimization algorithm
reduces the fuel consumption of marine power plants. The case study demonstrates the
possibility to use the MILP optimization algorithm for optimal design purposes, as well as
online optimization of a marine power plant.
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Sammendrag

Denne masteroppgaven presenterer et litteraturstudie om temaene hybrid-elektriske kraft-
og fremdriftssystemer og optimalisering og regulering av hybride kraftsystemer. Kompo-
nenter, karakteristikker og reguleringslag ved hybrid-elektriske kraft- og fremdriftssyste-
mer blir beskrevet, og flere optimaliserings- og reguleringsmetoder for hybride kraftsyste-
mer utforskes.

En optimaliseringsmetode ved bruk av MILP utforskes, og en MILP-formulering for
allokerings- og lastfordelingsproblemet for et marint kraftsystem blir presentert. Dette
resulterer i en MILP optimaliseringsalgoritme som blir implementert i Matlab. MILP op-
timaliseringsalgoritmen kan optimalisere kraftsystemet med hensyn til flere optimaliser-
ingsmål, inkludert å minimere online kapasitet, kjøretid for generatorsett og antall
tilkoblinger/frakoblinger av generatorsett. Den foreslåtte optimaliseringsalgoritmen blir
verifisert i Matlab ved å optimalisere et forenklet marint kraftsystem med et deterministisk
lastprofil.

MVPPSS studeres og presenteres, slik at en simuleringsmodell av marine kraftsystemer
kan lages. Videre blir MILP optimaliseringsalgoritmen implementert i MVPPSS. Dette gir
muligheter for å inkludere et online optimaliseringslag i en simuleringsmodell i MVPPSS,
og gjør det mulig å optimalisere en simuleringsmodell av et marint kraftsystem.

Et casestudie blir gjennomført, der tre ulike marine kraftsystemer med samme realis-
tiske lastprofil blir sammenlignet. De tre kraftsystemene blir simulert i fixed konfig-
urasjon (det vil si alle generatorsett er tilkoblet gjennom hele simuleringen og det er in-
gen kraftregulering av generatorsett i modellen) og ikke-fixed konfigurasjon (det vil si
generatorsett blir tilkoblet/frakoblet og regulert ved bruk av optimale settpunkt beregnet
av optimaliseringsalgoritmen). De marine kraftsystemene blir sammenlignet ved å bruke
valgte ytelsesindikatorer, og et optimalt design for et marint kraftsystem med det gitte
lastprofilet blir foreslått. Sammenligningen gir en foreslått konfigurasjon av kraftsystemet
bestående av seks generatorsett og ett batteri. Simuleringene viser at alle tre kraftsystemer
opplever en reduksjon i drivstofforbruk i ikke-fixed konfigurasjon vs fixed konfigurasjon.
Dette indikerer at den utviklede optimaliseringsalgoritmen reduserer drivstofforbruket til
marine kraftsystemer. Casestudiet demonstrerer muligheten for å bruke MILP optimalis-
eringsalgoritmen som et ledd i optimale designformål, i tillegg til å bruke den som online
optimalisering av et marint kraftsystem.
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Chapter 1
Introduction

1.1 Motivation

Hybrid electric ships are increasing in numbers and complexity, as the development of
hybrid electric power and propulsion systems has sky rocketed since the industry fully
adopted the shipboard electric power systems in the 1980s. The use of electric power sys-
tems aboard ships has introduced the possibility of optimizing the operation of the marine
power plant in a way which previously was not possible. Also, hybrid marine power sys-
tems, which include several power sources, e.g. ESDs, introduce various options when
designing and configuring the power plant. This can be done in a number of ways, using
different optimization methods, and depends highly on the nature of the vessel, such as
vessel type and operational profile. A marine power plant can be optimized with respect to
several characteristics. Such optimization objectives can be fuel consumption, total emis-
sion, life cycle costs, engine running hours or numbers of connections/disconnections.
Online optimization of a marine power plant, i.e. calculating optimal setpoints to power
producers while the vessel is in operation, can be computationally demanding, but has the
potential of reducing emissions and saving expenses for the ship owner due to lower fuel
consumption and the reduction of wear and tear on the equipment.

This motivates for an investigation of optimization methods and the development of an
optimization algorithm which can be used for optimizing the operation of a marine power
plant. The potential of such an optimization algorithm can be assessed by a simulation
model of a marine power plant. Simulations should be carried out and tested carefully
before implementing an optimization algorithm in the control systems of a real vessel and
testing it in reality.
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1.2 Problem Formulation and Objectives
This thesis tries to answer how a hybrid marine power plant can be optimized with respect
to a set of optimization objectives using mixed integer linear programming. To answer this
research question, the following main objectives are formulated:

• Review literature within hybrid electric power and propulsion systems, control of
hybrid power systems and optimization used for power plant control.

• Formulate the corresponding MILP optimization problem to the task of genset schedul-
ing and load sharing of a marine power plant, resulting in a MILP optimization
algorithm.

• Study the MVPPSS, developed at NTNU, and implement the developed MILP opti-
mization algorithm in the simulator. Use the MVPPSS as a simulation environment
for evaluating the performance of the optimization of a marine power plant.

1.3 Scope and Delimitations
The scope of the thesis is to perform a background study and retrieve relevant references on
hybrid electric power systems, including control and optimization of said systems. Further,
a MILP optimization formulation considering genset scheduling and load sharing should
be implemented. This work is done in Matlab. Using the developed code for the MILP
optimization algorithm, an optimization layer should be added to a simulation model of
a marine power plant using the MVPPSS as simulation environment. This is done using
Simulink. When a functional simulation model of a marine power plant including the
optimization layer is developed, a case study comparing different marine power plant con-
figurations should be conducted. The different configurations should be evaluated using a
set of chosen KPIs.

Some of the delimitations of this thesis are:

• Power plants are limited to include gensets and battery ESDs connected directly to
a bus. Only active power is considered.

• Battery is modeled including battery dynamics. However, the battery’s contribution
to the power plant is considered as a reduction in demanded load according to the
delivered power from the battery. This means that no battery control system is in-
cluded, meaning the battery can not be controlled and the different usage strategies
of a battery can not be utilized.

• Fuel consumption is estimated using a piecewise (PWL) linear function as an ap-
proximation of the specific fuel oil consumption (SFOC)-curve. The SFOC-values
are included in the optimization algorithm as lookup-tables.

• The developed MILP optimization algorithm only optimizes the scheduling and load
sharing of gensets. Other power producers are not included in the optimization.
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1.4 Contributions of the Thesis

The contributions of the thesis are:

• A MILP optimization algorithm has been implemented in Matlab, following the
method proposed by Thorat and Skjetne (2018). The optimization algorithm can be
simulated on a simplified power plant using the developed code.

• The developed MILP optimization algorithm has been implemented in the simula-
tion environment of the MVPPSS, thus connecting the optimization method with a
realistic simulation model of a marine power plant.

• The conducted case study demonstrates the performance of the MILP optimization
algorithm on several marine power systems (and shows that using the algorithm
leads to a significant reduction of fuel consumption for all configurations simulated).

1.5 Outline of the Thesis

Chapter 1

Introduces the thesis to the reader. Describes the motivation behind the thesis, the objec-
tives, scope and delimitations of the thesis and the contributions of the thesis.

Chapter 2

Provides relevant background theory on components, characteristics and control layers of
hybrid electric power and propulsion systems.

Chapter 3

Provides relevant background theory on optimization and control of hybrid power systems.

Chapter 4

Presents the corresponding MILP formulation to the task of genset scheduling and load
sharing of a marine power plant, as proposed by Thorat and Skjetne (2018). Thorat and
Skjetne (2018)’s formulation is implemented as Matlab code, giving rise to the MILP
optimization algorithm used for optimization in this thesis.

Chapter 5

Presents the MVPPSS, including background theory and mathematical modeling of com-
ponents. The implementation of the MILP optimization algorithm in the simulation envi-
ronment of the MVPPSS is also described in this chapter.
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Chapter 6

Verifies the MILP optimization algorithm, ensuring that its provided solutions are correct
and its behavior is as expected according to the chosen optimization objectives.

Chapter 7

Conducts a case study consisting of comparing three different marine power plant config-
urations with respect to chosen KPIs. Shows how the MILP optimization can be used in
the design process of a marine power plant regarding choosing an optimal design. Also
verifies the use of the MILP optimization algorithm as an online optimization method of a
marine power plant.

Chapter 8

Presents conclusions and recommendations for further work.
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Chapter 2
Hybrid Electric Power and
Propulsion Systems

Parts of this chapter are based on my project thesis (Lund, 2019), written at NTNU during
the fall of 2019.

2.1 Background - A Brief History of Marine Electric Power
Systems

The most essential purpose of a ship is transfer from one place to another by sea travel.
All ships need an energy source of potential energy (e.g. chemical (fuel) or electric (on
board electricity)). The potential energy is converted to kinetic energy through for instance
diesel engines, electrical motors or turbines. In turn, the motion of the propulsors leads to
the movement of the ship itself. Electric propulsion is a feature used in many ships, and
the propulsion system is often powered by electricity generated on board by diesel engines
or gas turbines (Ådnanes, 2003). A diesel-electric propulsion system is characterized by a
diesel engine being connected to a generator, which provides power to the electrical grid
on board (Wu et al., 2018). The electrical grid provides distribution of electricity to the
electrical motors which drive the thrusters. Also, in a diesel-electric propulsion system,
there may or may not be thrusters present that are driven directly by the diesel engine,
through a drive shaft.

A hybrid power system combines two or more power sources for producing power.
This thesis will focus on the hybrid-electric power system, containing a traditional power
source, diesel engine(s), and ESD, a battery pack. Often, batteries are used as ESDs. There
are different ESD usage strategies, which will be reviewed later.
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The birth of the marine vessel power grid dates back to the 1830s, when German in-
ventor Moritz Hermann von Jacobi experimented with a direct current (DC) motor on a
small ferry using electric propulsion, powered by a battery (Skjong et al., 2015). In 1880,
the SS Columbia was the first ship to have a shipboard electrical system (DC) installed,
where the electrical system powered a lighting system on board the ship
(Skjong et al., 2015). Onward, the US Bureau of Navigation ordered the installa-
tion of lights on board vessels (Skjong et al., 2016). In this period, most of the shipboard
electrical power systems used DC, because the alternating current (AC) motors had not
yet been properly developed. In 1885, the first successful electrically powered vessel, the
Elektra, was built by German Siemens & Halske. The US pushed the development of
electric drives in the beginning of the 1900s, and installed the first turbo-electric drive on
the Joseph Medill in 1908. A turbo-electric power plant is a power plant which produces
the electricity from generators driven by steam turbines. Therefore, instead of directly con-
necting the propeller shaft to the steam turbine, which was how the propulsion systems of
steam powered ships traditionally were operated, the turbine drives generators creating
electricity, which powers electrical motors which in turn run the propellers. Four years
after the first turbo-electric driven ship, the US Navy installed a turbo-electric propulsion
system on the collier USSJupiter which was the first naval vessel using turbo-electric
propulsion. As this was a success, the US Navy decided to upgrade all their front line bat-
tle ships to use electric power systems. The use of turbo-electric propulsion spread from
navy vessels to passenger vessels, and by the 1920s several civilian ships had converted to
the technology, among others in the US, Sweden and Britain (Smith, 2013; Skjong et al.,
2016). Rudolf Diesel patented the diesel engine in 1892, and the first diesel electric propul-
sion system was made in 1903. Throughout the periods of World War 1 and World War
2, there was an arms race between the different parts in the wars. Especially submarines
were developed with electric propulsion systems.

In the early 1900s, the mercury pool rectifier was developed and with it came a new
method for power conversion instead of mechanical power conversion (Herskind and Morack,
1987). A rectifier is a device which converts AC to DC, which the electrical motors running
the propulsors often use. Solid state power electronics were invented and made available
in the 1960s and 1970s and meant great development and evolving of shipboard power sys-
tems. Using power electronics for optimizing power systems by minimizing fuel consump-
tion became mainstream in the 1980s and was widely used in off-shore vessels. Off-shore
vessels often use dynamic positioning (DP) for complex operations and are dependent on
advanced and refined control systems for maintaining the desired position during oper-
ation. Diesel-electric propulsion systems became the most used configuration. Moving
towards present time, fuel cell ESDs have made their appearance on the market, pushing
the ship industry towards greener operations and less emissions. The world’s first fully
electric passenger- and car-ferry, the MFAmpere was finished in 2015 (Skjong et al.,
2016).
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2.2 Motivation for Electric Power and Propulsion systems

Using electric propulsion has become the industry standard for many types of vessels, in-
cluding cruise vessels, ferries, DP vessels, thruster assisted moored floating production
vessels, shuttle tankers, supply vessels and war ships among others (Ådnanes, 2003). The
main reason for using electric propulsion in ships is that it introduces great potential of fuel
savings, as opposed to using a mechanically driven propulsion where the prime mover is
directly connected to the propulsor (Hansen and Wendt, 2015). Every engine has an op-
timal load factor, which states for what operating point the engine consumes the least
amount of fuel. This optimal operating point is usually around 80 % of the maximum
continuous rating (MCR), and can be seen from the SFOC-curves for the engine. The
utilization of running the gensets at their optimal running point is what causes the fuel
savings when using electric propulsion. As opposed to land based electrical grids where
the loads are easily anticipated and somewhat constant, at least for periods of time, a ship-
board electrical grid can experience big variations in load level. This is due to the fact
that vessels often have fluctuations in their operational profiles and can also be because of
varying environmental loads for a dynamically positioned vessel. Given the property of
the varying operational profiles and fluctuating demanded loads from thrusters and other
power consumers, by using electric propulsion, the gensets can be operated at their opti-
mal running point nevertheless. Thus, running the engines at their optimal condition, and
switching components on and off in accordance with the power demand, will lead to less
fuel consumption, meaning savings in cost and emissions (Hansen and Wendt, 2015). The
electric propulsion system also makes way for podded propulsion, where the electric motor
driving the propeller is submerged within the pod itself, saving space, cost and emissions
and improving comfort onboard (ABB, 2019).

Other advantages of the electric power and propulsion system, as stated by Ådnanes
(2003), are for instance space-savings on board the ship and flexibility of placing thrusters
since the power to the thrusters is delivered through cables so there is no need for the
thrusters being placed directly behind a prime mover because of a gear transmission. Also,
improved maneuvering due to the use of azimuthing thrusters and less vibrations and noise
due to gensets running on fixed speed (optimal operating point) are advantages of electric
power and propulsion systems. Lastly, less cavitation on the pulling propellers and shorter
rotating shafts in the propulsion system are also introduced in electric power and propul-
sion systems.

Installing an ESD, e.g. battery or supercapacitor, in a diesel-electric propulsion system
can introduce several benefits. As stated by Miyazaki et al. (2016), “ESD is a device that
stores energy and is able to consume and deliver power on demand”. A so called hybrid-
electric power and propulsion system, by including an ESD, may introduce benefits like
reduced fuel consumption (Lindtjørn et al., 2014). For a battery or supercapacitor to be
utilized, there is need of an electric power and propulsion system.
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2.3 Generator Sets
A generator set (genset) is a combination of a prime mover and an electric generator. Of-
ten, the prime mover is a diesel engine, but could also be natural gas engines or steam tur-
bines. The purpose of the genset is to convert the chemical energy in the fuel (diesel, gas,
hydrogen) to mechanical energy which runs the generator. The generator in turn produces
electrical power from the mechanical energy. The generator is similar to the principle of
an electric motor, using a stator and a rotor and utilizing the relations between a magnetic
field, magnetic force and flux. However, a generator uses mechanical energy to produce
electrical energy, as opposed to an electric motor which produces mechanical energy from
electrical energy. The electricity produced by the generator is used to run electric motors
which run the propulsors of the ship. The most common configuration of gensets is to
have multiple gensets of the same size and specifications (Hansen and Wendt, 2015). An-
other way is to use gensets of different size and specifications. Wu (2017) explored the
difference in performance by evaluating fuel consumption for a hybrid power plant using
low-power vs. high power engines. By using several gensets, one assures redundancy, as
well as the ability to produce power for several operating conditions, which often means
different load demands.

2.4 Energy Storage Devices
As described earlier, an ESD is a device which can store energy and produce and consume
power. There are several types of ESDs, and multiple usage strategies for delivering and
consuming power. The most commonly used ESDs in hybrid-electric power systems are
batteries and supercapacitors, where batteries experience a small preference because of the
development within chemical and cooling technology. In general, batteries are preferred
for energy intensive operation conditions whereas supercapacitors are preferred in repeti-
tive and power intensive conditions (Lindtjørn et al., 2014).

A supercapacitor is a high-capacity capacitor. A capacitor stores energy by using elec-
trostatics, as opposed to batteries which store energy as chemical energy. Capacitors de-
liver and consume power very quickly, and are lighter than batteries, providing the same
amount of power. Capacitors can be charged and discharged without being worn out. The
main drawback for capacitors is the amount of energy they are able to store, which is a
small amount compared to the abilities of a battery.

A battery is a device storing chemical energy. By using electrochemical cells, the bat-
tery can store energy and release it as electrical power. Batteries can store great amounts
of energy, but can not deliver and consume power as quick as capacitors. Batteries are
also heavy. Using battery as an ESD is further explored in Section 2.6.5, where the usage
strategies of battery ESDs and usual constraints and functions are addressed.

Flywheels are mechanical devices designed to store kinetic energy. By utilizing the
moment of inertia of a flywheel, energy can be stored and released from the flywheel.
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2.5 Power Converters
Power electronic converters are an important part of modern power plants. The main pur-
pose of power electronic converters is to “perform a power conditioning to meet certain
requirements of different applications” (Blaabjerg, 2018). Power electronic converters are
used for changing the properties of the electrical energy, i.e. delivering the desired voltage
and current of different magnitude and frequency. Different components need different
types of electrical energy, and by introducing power electronic converters, one can change
the power within the power grid for use in different types of applications. There are four
types of power conversion of electrical energy between AC and DC. These power conver-
sions include AC-DC converters, called rectifiers, AC-AC converters, called transformers,
DC-DC converters and DC-AC converters, called inverters.

The AC-DC converter, or rectifier, converts a varying sinusoidal AC voltage to a con-
stant DC voltage. This is one of the most frequently used power converters, as the land
based electrical grid uses AC, while most devices, ranging from cell phones to refrigera-
tors, use DC.

AC-AC converters, or transformers, convert power from an AC power source to an AC
power load of a different voltage or current level, with respect to the signal’s amplitude,
frequency or phase. Some AC-AC converters have a DC-link in the conversion, meaning
the AC power is converted to DC, and then back to AC (Wilson, 2000). Often, transform-
ers are used when redistributing the power from the electrical distribution network to a
subgrid, for instance a residential area.

A DC-DC converter changes the level of the DC input voltage to a higher or lower
level of voltage for the DC output voltage. The basic functionality of the DC-DC converter
is the utilization of semiconductor switches which are turned on and off at high frequencies
(Blaabjerg, 2018). The DC output voltage from a DC-DC converter can be regulated by
tuning the duration of the switch turned on. This is called pulse width modulation (PWM)
control.

DC-AC converters convert electrical power from DC to AC. The AC power output is
produced with a desired signal, given wanted amplitude, frequency and phase.
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2.6 System Architecture of Control Layers
This section is written in collaboration with Olav Fiksdahl, see Fiksdahl (2020).

An autonomous ship has several layers of autonomy functions. This section focuses on
the system structure of the power system of an autonomous ship, and defines the system
structure for the energy and emission management system (EEMS), power management
system (PMS), and the battery management system (BMS). The main functions of these
systems and what is controlled by each of the control layers are also addressed in this
section.

2.6.1 System Structure
Reddy et al. (2019) define the system structure of control layers for a hybrid power and
propulsion system of an autonomous ship. The system structure of the control layers can
be seen in Figure 2.1. The control layers are divided into three layers. The top level is
the mission layer, where the vessel mission management system is located. The vessel
mission management system supervises the vessel mission and objectives, and commands
the lower level systems to act in accordance with these criteria. The next level is the online
optimization layer. Here, the EEMS performs online optimization of the hybrid power
and propulsion system. The last level, the real-time control execution layer, consists of
the PMS and the BMS. Both the PMS and the BMS provide safe operation of the hybrid
power system. The PMS ensures that the power system delivers power according to the
load requirement, and it prevents blackout if a fault occurs. The BMS ensures safe and
reliable operation of the batteries (Reddy et al., 2019). See also Figure 2.2 for the control
and communication architecture of the control layers of an autonomous ship.
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Figure 2.1: Control system layout of an autonomous ship and its power system. Courtesy: Roger
Skjetne, NTNU AMOS. See also Reddy et al. (2019).
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Figure 2.2: Control and communication architecture of an autonomous ship. Courtesy: Roger
Skjetne, NTNU AMOS. See also Reddy et al. (2019).

2.6.2 Energy and Emission Management System

An EEMS is defined by Reddy et al. (2019) as a “high-level control system that com-
mands the operation of a hybrid power plant to minimize energy usage and emissions
while maintaining safety and resilience requirements and fulfilling the objectives of the
vessel’s mission”. The EEMS distributes the required load power between several energy
sources such that the energy sources are used in an optimal manner and the emissions from
the power system are minimized. The optimal use of the different energy sources is deter-
mined by the EEMS by monitoring and controlling the energy flows in the power system,
and a decision is made with respect to for instance minimizing the fuel consumption or
other optimization objectives such as optimal load sharing or optimal connections/discon-
nections of power producers. Within the EEMS lie many opportunities of implementing
different optimization algorithms, utilizing the capabilities of each algorithm and consid-
ering different optimization objectives. The EEMS performs online optimization of the
power system, meaning that the optimization problem contains no or limited knowledge
of the future information about the states of the optimization variables. Due to this fact,
the online optimization uses an instantaneous cost function for optimization (Reddy et al.,
2019), using instantaneous measurements of variables at the time instant the optimization
is conducted. Therefore, an online optimization approach is suitable for optimizing the

11



Chapter 2. Hybrid Electric Power and Propulsion Systems

operation of a marine power system, as the loads experienced by the system are unpre-
dictable and estimated at best. This means that an optimization which uses measurements
from the power system throughout the optimization fits this purpose. Examples of such
measurements are power loads and power outputs from the different energy sources.

In Figure 2.3, an illustration of the objectives of an EEMS is seen, ranging from mini-
mizing fuel consumption to minimizing life-cycle operating costs.

EEMS

Minimize

Fuel

Consumption

Extend Lives

of Components

Minimize and

Manage

Emissions

Minimize

Component

Losses

Minimize

Life-Cycle

Operating

Cost

Ensure Safety,

Security, and

Resilience

Figure 2.3: Objectives of an EEMS. Courtesy: Roger Skjetne, NTNU AMOS. See also Reddy et al.
(2019).

The EEMS uses three different control strategies, and a classification of these strate-
gies can be seen in Figure 2.4. As can be seen from the figure, the EEMS is divided into
a rule based, an optimization based and a learning based strategy. Both theses, Fiksdahl
(2020) and this thesis, will focus on online optimization, using model predictive con-
trol (MPC) and MILP optimization, respectively. Other online optimization methods in-
clude the equivalent cost minimization strategy (ECMS), Potryagin’s minimum principle
(PMP), linear programming (LP), quadratic programming (QP) and nonlinear program-
ming (NLP).

Control Strategies

Rule Based Optimization Learning

Deterministic

Stochastic

Offline Online Supervised

Unsupervised

Reinforcement

MPC

ECMS

PMP

LP/QP/
NLP

Genetic

Algorithm or

Dynamic

Programming

Figure 2.4: Classification of control strategies for the EEMS. Courtesy: Roger Skjetne, NTNU
AMOS. See also Reddy et al. (2019).
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2.6.3 Power Management System

The purpose of a PMS is to ensure that there is enough power available in the power
grid (Ådnanes, 2003). Given the operating condition, the PMS ensures there are enough
gensets running to provide power for the demanded load. Hence, the PMS has a very im-
portant job in the marine power plant; to ensure that faults are avoided, which in ultimate
consequence can mean blackout. Also, if a blackout occurs, the PMS will restore power
as soon as possible (Bø et al., 2015a). The PMS is responsible for starting and connecting
new gensets if needed, and can even perform disconnections of loads in dangerous situa-
tions, by for instance disconnecting power consumers of low importance, such as pumps
or hotel loads. The PMS gives references to the main power sources and ESDs, and does
this in real-time in order to ensure a safe and reliable operation of the power sources.

The most important functions of the PMS are (Skjetne, 2012):

• Blackout restoration: A function which, as its name implies, brings the power sys-
tem back online if a blackout should occur.

• Load shedding: Means disconnecting non-essential power consumers from the power
system, in the near event of a blackout. The load shedding function is an important
part of the PMS when it comes to preventing blackouts.

• Under- and over-voltage detection and handling: Ensures that the voltage levels of
the power system (component-wise and the power system as a whole) are kept within
the appropriate, predetermined voltage levels. This is also an important feature in
preventing blackouts from happening.

• Under- and over-frequency detection and handling: Takes the frequency of the
power system into consideration, and ensures these levels are kept within the al-
lowed interval. As the under- and over-voltage detection, this function also prevents
blackouts in the power system.

• Active and reactive power load sharing: Distributes the active and reactive power
between power sources. This is done by for instance droop control or isochronous
control.

2.6.4 Battery Management System

The BMS works in parallel with the PMS, as seen in Figures 2.1 and 2.2. The BMS en-
sures that the batteries operate in a safe and reliable manner, by avoiding over-current,
over-voltage, and over-charging/-discharging of the battery, as this will accelerate the ag-
ing process and increases the risk of fire and explosion (Reddy et al., 2019; Simonsen,
2019). The BMS works in real-time, and monitors the status of the battery and gives com-
mands to the battery. According to Andrea (2010), a classic BMS needs to measure and
monitor the following states of the battery: cell voltage, pack temperature and pack cur-
rent. This is an absolute minimum in order to have a sufficient BMS.
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Gulsvik (2017) has proposed a robust BMS for a remotely operated vehicle (ROV),
and defines the BMS as a device or system whose purpose is to monitor, control, and/or
optimize a battery, ensuring a safe and efficient operation of the battery.

2.6.5 Battery as an Energy Storage Device

Batteries are the most common ESD in all-electric and hybrid ships (Reddy et al., 2019).
The most important function of a battery is to consume or deliver power, thus manipulat-
ing the experienced load to the remaining power producers.

Common strategies for using the battery are, according to Sorensen et al. (2017) and
Hansen (2019):

• Enhanced dynamic performance: The ESD can supply energy to the power plant
during large load steps, so that the generator will be loaded gradually, which gives
better performance and reduced risk of blackout. This strategy can for instance be
used in ”slower” energy sources like liquefied natural gas (LNG) and fuel cells,
since it supplies the power instantly.

• Peak-shaving: The genset power supply is bounded between a lower and an upper
limit, and the ESD supplies the power outside these bounds. This method leads to
both a reduction in fuel consumption and emissions, and it improves safety. When
the load is below the lower limit, the battery is charged, and when it is above, the
battery is discharged. See Figure 2.5a for a visual explanation of the peak-shaving
principle.

• Power smoothing: This strategy is a form of peak-shaving, where fluctuations in the
load are smoothed out. A band-pass filter can be used to control the battery load,
where only the power variations in a given frequency range are counteracted by the
battery, and the gensets consume the smoothed out load. This method has been used
by Bø (2016), and Figure 2.5b illustrates power smoothing.

• Spinning reserve: An ESD works as a backup power to running generators. Class
regulations from 2015 opened up for an ESD being used as a spinning reserve,
where the ESD must be able to provide the necessary power to the plant for at least
30 minutes in case of a single fault (DNV GL, 2015).

• Strategic loading: Cyclic charging and discharging the ESD to strategically load
the gensets to their optimal operating point, such that the total fuel consumption is
reduced. Strategic loading has been studied in depth by Miyazaki (2017), and it is
found to be an efficient strategy for reducing emissions.

• Zero emissions operation: Shutting down the generators and only use the ESD,
which requires a large ESD installed on the vessel.

• Enhanced ride through: Use ESD as a short-time backup power in case of a failure.
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(a) Peak-shaving (b) Power smoothing

Figure 2.5: Illustration of peak-shaving and power smoothing.

When using the battery, it is assumed that the sum of the genset and battery load is
equal to the consumed power, according to

Pgen + Pbatt = Pload (2.1)

where Pgen is the generator power, Pbatt is the battery power and Pload is the con-
sumed power. In this way, the battery is used to change the genset load, and it can there-
fore, if used correctly, be efficient for reducing fuel consumption and emissions.

Typical constraints for the battery are temperature and state of charge (SoC), which
should be kept within a lower and upper limit. Bø (2016) uses both SoC and temperature
as battery constraints, but the temperature constraint can also be neglected. This was done
in the work of Miyazaki (2017), which only included a constraint on the SoC. Another
constraint in the battery can also be the battery power, with limits for the maximum charge
and maximum discharge power, as stated by Dinh et al. (2018).

When it comes to inputs and outputs of the battery, Gulsvik (2017) has developed a
thorough battery model, where the input is used to control the battery, and the output is
used for measurements. In his battery model, the input was the battery current, and the
output of the model was the voltage.
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Chapter 3
Optimization and Control of Hybrid
Power Systems

Parts of this chapter are based on my project thesis (Lund, 2019), written at NTNU during
the fall of 2019.

3.1 Control of Hybrid Power Systems
Hybrid power systems introduce the need for more complex control strategies as there are
several types of power source components involved in the power plant, and the loads af-
fecting the power systems should be distributed in a reasonable way.

An advanced control design methodology is the MPC. MPC can handle multi-variable
processes, satisfy constraints and implement appropriate response to time delays and model
disturbance (Planakis et al., 2018). Mayne et al. (2000) describe the process of MPC as:
“Model predictive control is a form of control in which the current control action is ob-
tained by solving, at each sampling instant, a finite horizon open-loop optimal control
problem, using the current state of the plant as the initial state; the optimization yields
an optimal control sequence and the first control in this sequence is applied to the plant”.
Hence, at a time instant, an optimization problem for optimal control of the plant is solved
for a finite time horizon. The control input sequence for the time horizon is calculated
when solving the optimization problem, i.e. an optimal control sequence for the finite
time horizon is calculated. However, only the first control input is implemented in the
plant. Then, for the next time instant, a new optimization problem is solved for the rest of
the time horizon, by using the measurements from the current state of the plant as the initial
state. Thus, by solving the finite horizon optimization problem at each time instant, using
the current state as the initial state, feedback is introduced (Foss and Heirung, 2016). This
whole procedure relies on having a mathematically modeled approximation of the plant
dynamics, which for measurements and inputs can produce responses and measurements
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similar to those of the realistic process. An illustration of how an MPC algorithm works is
shown in Figure 3.1.
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Figure 3.1: The process of model predictive control. Cour-
tesy: Foss and Heirung (2016).

Shipboard electric propulsion
systems are subject to large fluc-
tuations of the loads, due to
large variations in the influence
from environmental conditions,
such as wind, waves and current.
This makes many of the strategies
used for control of hybrid elec-
tric systems for land based vehi-
cles inapplicable for ship propul-
sion systems (Hou et al., 2014).
Hou et al. (2014) propose a new
solution to account for the fluc-
tuating load conditions for ship-
board electrical propulsion sys-
tems. The fluctuation in the loads
are both rapidly and slowly vary-
ing, due to the nature of environ-
mental loads in a marine environ-
ment. Thus, Hou et al. (2014) in-
troduce a hybrid energy storage system, containing both a battery and a supercapacitor,
to utilize their different capabilities and characteristics as described in section 2.4. Us-
ing MPC for controlling the hybrid energy storage system, Hou et al. (2014) showed that
utilization of a hybrid energy storage system meant great benefits in terms of reducing
fluctuation and sustaining self-operation.

Hansen (2000) proposed a nonlinear control law and a model based predictive control
strategy for a power generation plant.

An important attribute in an electrical power grid is whether the electricity in the grid
is AC or DC. Both options have their advantages and limitations. DC grids in marine
power plants have become more frequently used lately, which means that the engines can
be operated at any frequency and the problem of synchronization with the electric grid is
solved. However, DC components tend to be more expensive. AC on the other side have
more components, manufacturers and general knowledge of the AC electric grid available.
AC systems also have an advantage in that it is easier to implement breakers, which serve
as protection towards overload or short circuits in the power plant. AC systems are usually
operated by controlling the bus frequency and voltage (Rejani Miyazaki et al., 2016).

In (Radan, 2008), a focus towards control of marine electrical power systems for in-
creased overall vessel performance led to the proposal of a new observer-based fast load
reduction system for blackout prevention. Radan (2008) showed that the performance of
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the load reduction system could detect blackouts faster and give faster and more precise
load reduction compared to existing load reduction systems, and proved the system’s reli-
ability. Also, a new strategy to completely dampen the frequency and voltage fluctuations
on the power network was proposed. The strategy called power redistribution control was
investigated, and was made by improving the frequency control in the marine power plant
by using dynamic feedback from the power plant to the electrical thrusters. This controller
reduced the fluctuations in loads to the marine power plant caused by power consumers
such as electrical thrusters. This control strategy can be used to detect bad performing
thrusters causing load fluctuations in the plant and decrease their load, and then redis-
tribute this energy to other power consumers. Radan (2008) also explored speed control of
thrusters and propulsion engines, propulsion load control, energy management control and
load limiting controllers for reduction in wear and tear on propulsors, and has proposed
various designs on control laws and control strategies used for these purposes.

3.2 Opitimization Used for Power Plant Control
Optimization used for power plant control plays a big part in developing the control strate-
gies for a power plant. In a marine power plant, there are several optimization objectives
that can be looked into, and many control strategies utilizing optimization of the operation
can be chosen depending on what components and equipment are used. Whether or not
there are ESDs present, what types of ESDs are used and also the characteristics of the
prime movers are among the considerations that need to be adressed. Optimization objec-
tives are often to minimize the fuel consumption, minimizing running hours of gensets,
scheduling of power sources, optimal engine speed and torque/load, battery charge/dis-
charge and opening/closing of bus-tie breakers. In this section, using MILP optimization
for power plant control will be explored, as well as other optimization strategies that have
proven to be advantageous in power plant control.

3.2.1 Mixed Integer Linear Programming
MILP is an extension to LP, in which some of the variables are constrained to be inte-
gers. Using MILP formulations introduces flexibility in optimization, i.e. the possibility
to easily formulate, model and solve many realistic problems, such as scheduling prob-
lems, the traveling salesman problem and production planning. MILP is especially suited
for solving unit commitment problems, due to the binary characteristics of either using or
not using a resource. This makes MILP especially applicable for genset scheduling, which
is the area of application in this thesis.

Using MILP optimization for power plant control is proposed by Skjong (2017) and
Thorat and Skjetne (2018). Skjong (2017) used MILP for unit commitment strategies and
suggested a method for unit commitment in a marine power plant, which included the use
of fixed speed gensets, variable speed and ESDs. Thorat and Skjetne (2018) proposed
an approach for optimal genset scheduling and load sharing using MILP. This approach
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included the optimization objectives of minimizing online capacity, minimizing running
hours of gensets and minimizing connections/disconnections of gensets. The proposed
method also included the possibility of a redundancy margin in order to ensure that in case
of a failure of the biggest genset, the rest of the gensets should be able to deliver extra
power accordingly to the power delivered by the biggest genset without overloading the
remaining gensets. Thorat and Skjetne (2018)’s method is further explored in detail in
Chapter 4 and is the method used as a basis for developing a MILP optimization algorithm
in this thesis.

3.2.2 Other Optimization Methods - A Brief Overview
An optimization algorithm minimizing fuel consumption and an efficiency analysis of a
DC hybrid power system containing diesel engines and a battery was done by Zahedi et al.
(2014). The optimization algorithm proposed uses the strategy of calculating optimal value
for the average power of the DC source, and finding the optimal value for the power ripple
of the DC source. Power ripple is periodic variation of the levels of the DC voltage from
a power supply, which has been converted from an AC source. The optimization strategy
finds the optimal loading conditions regarding average power and power ripple, and de-
termines the operating modes of the gensets; either charge-discharge mode or continuous
mode. Charge-discharge mode is an operating mode with keeping the SoC of the battery
within a chosen level as objective. In continuous mode, the ESD only delivers power ac-
cording to the power ripple. Continuous mode is chosen when the operating point of the
DC source correlates with the minimum SFOC, and otherwise charge-discharge mode is
chosen (Zahedi et al., 2014). By using this optimization algorithm, Zahedi et al. (2014)
showed that the DC hybrid power system provided about 15 % fuel savings compared to
conventional AC systems, and 7 % fuel savings compared to the same DC system without
ESD.

Bø (2016) explored scenario- and optimization-based control of marine electric power
systems. By identifying and modeling fault scenarios, such as actuator faults, sensor
faults or internal faults, a scenario-based model predictive controller was proposed. The
scenario-based MPC uses dynamic safety constraints, by explicitly including the fault sce-
narios in the controller. Thus, the optimal control sequence calculated by the MPC is
constrained by the fault scenarios. The scenario-based MPC detects faults and identifies
faults that the system is not able to recover from, which can be used by the controller
for changing the control objective or proactive reconfiguration of the modeled plant (Bø,
2016). Including the fault scenarios in the controller itself results in a scenario-based MPC
which “[. . . ] controls the states to a state set where the plant is recoverable if faults occur”
(Bø, 2016). Also, a control strategy for peak shaving with a battey as ESD is proposed.
The control of the peak shaving was done by combining an MPC with a power spectrum
analysis in order to cancel out as much as possible of load fluctuations, while also ensuring
the temperature of the battery does not get too high. Battery temperature can become an
issue if the power demanded is too large. Thus, Bø (2016) proposed several good control
strategies which are applicable to common problems and operations of marine power sys-
tems.
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Another optimization method for power plant control is using a genetic algorithm. Wu
et al. (2018) compared the fuel consumption between hybrid marine power plants consist-
ing of low-power or high-power engines. A genetic algorithm was used for finding optimal
operating points for the gensets. A genetic algorithm is a search heuristic which is similar
to how evolution works in practice, and the law of “survival of the fittest”. The algorithm
starts with proposing a solution to the optimization problem by choosing individuals from
an initial population. These individuals produce children, which inherit the characteristics
of their parents. Thus, the genetic algorithm is an algorithm which produces a solution
from generation to generation, and compares it with previous solutions to find the optimal
one. A genetic algorithm uses three genetic operators; selection, crossover and mutation.
The selection phase indicates that the fittest individuals (solutions) are allowed to pass on
their genes to the next generation. Crossover means that the genes passed on to the next
generation are chosen randomly from within the parents’ genes, thus randomizing the pro-
duced offspring. Mutation consists of the genes from the parents to the offspring being
altered randomly, and means that the next generation can include genes that the parents do
not have. The advantage of a genetic algorithm is that it is allowed to escape from a local
optimum due to its randomized characteristics, and is therefore a good choice for solving
complex, multi-variable optimization problems. A disadvantage with a genetic algorithm
is that it might not ever find a global optimum, as well as being computationally demand-
ing (Wu et al., 2018).

Al-Falahi et al. (2018) proposed two optimization techniques for power management
optimization of hybrid power systems in electric ferries; a power management method
called rule-based control and a meta-heuristic power management method called Grey
Wolf Optimization (GWO). The rule-based strategy for controlling the power sharing in
the power system uses predetermined operational conditions. This is a computationally
easy control strategy and is often easy to implement. However, since the strategy uses pre-
determined conditions which can change over the time of operation, it might not give the
optimal solution of power management at all times. The meta-heuristic approach, GWO,
mimics the social behavior of the grey wolf, by organizing the proposed solutions accord-
ing to the social hierarchy of the wolf pack. The hierarchy contains, from top to bottom,
the alpha, beta, delta and omega. The leader of the wolf pack is the alpha, where the betas
are counselors to the alpha and bring orders down to the lower level of delta and omega.
The search for a solution to the optimization problem is done by storing three solutions,
one for alpha, beta and delta, and then telling the alpha, beta and delta where to search
for the next solution based on the location of the current optimal solution. Since the alpha
is the leader, the solution found by the alpha is considered the best solution. However,
the beta, delta and omega are also involved in search of the optimal solution. The GWO
algorithm was first proposed by Mirjalili et al. (2014). Al-Falahi et al. (2018) proposed a
GWO to minimize the fuel consumption of the gensets in a hybrid power system subject
to a set of constraints, for instance battery constraints, greenhouse gases emissions con-
straints and blackout prevention constraints. The proposed GWO provided more optimal
operation than a traditional rule based optimization, with respect to minimization of fuel
consumption.
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An interesting approach for optimal control of power management is presented by
Seenumani et al. (2010), who proposed a hierarchical optimal control strategy for power
management of hybrid power systems in all electric ship applications. This control strat-
egy’s advantage is that it takes into account both the long time optimal power demand
planning and short term disturbance rejection, which the controller can calculate in real-
time without computational delay. As stated in (Seenumani et al., 2010), an MPC approach
to solving the optimal control problem is common. The drawback of an MPC however,
is the risk of the controller making short-sighted decisions not optimal for the entire time
horizon, since the power demand for the entire time horizon, available for mission plan-
ning, is not utilized. The proposed hierarchical optimal control strategy consists of three
levels, where the two first levels calculate the optimal power trajectories for the time hori-
zon and the third level ensures the trajectory is followed optimally by using an offset free
MPC to ensure disturbance rejection. The first level solves a static optimization problem,
a quadratic program, ignoring the power source dynamics, determining the sub-optimal
power split between the ESD (a battery) and other power sources for the entire time hori-
zon. The second level includes the power source dynamics, and decides the optimal power
split between fuel cell and gas turbine. Since an assumption is that battery power can be
drawn instantaneously, the second level commands are only done for the fuel cell and gas
turbine. Thus, the second level provides an optimal power trajectory for the fuel cell and
gas turbine for the time horizon. The third level linearizes the power trajectory from the
second level and formulates the trajectory tracking problem as an offset free MPC. All
three steps in the hierarchical optimal control strategy use algorithms or utilize assump-
tions which ensure real-time computational efficiency.

Skjong (2017) proposed an MPC strategy for generating an active power filter that
minimizes the harmonic distortions of a system consisting of multiple buses, whereas nor-
mally, an active power filter only locally compensate load current harmonic distortions on
a single bus. Thus, by using an MPC strategy, the proposed controller mitigates harmonic
distortions on a system-level. Skjong (2017) also proposed unit commitment strategies,
one based on logics and one based on MILP.
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Chapter 4
Optimal Genset Scheduling and
Load Sharing Using Mixed Integer
Linear Programming Optimization

This chapter introduces the MILP optimization problem corresponding to genset schedul-
ing and load sharing of a marine power plant. Through this chapter, the mathematics
behind the MILP optimization algorithm implemented in this thesis is presented. Parts of
this chapter are based on my project thesis (Lund, 2019), written at NTNU during the fall
of 2019.

Considering a simplified marine power plant and the task of genset scheduling, the op-
timization problem can be solved using MILP. The formulation of the optimization prob-
lem presented in this section is based on the results from Thorat and Skjetne (2018). As
stated by Thorat and Skjetne (2018); “the scheduling problem is an optimal allocation of
resources (online gensets) to activities (load demand) over an interval of time”. Thus, the
ultimate goal in the genset scheduling problem is to optimally connect and disconnect the
gensets such that they meet the demands of the current load condition. In addition, an op-
timization objective of minimizing the fuel consumption, for the given scheduling scheme,
can be added to the optimization problem. Thus, the overall goal of the optimization is
to optimize the scheduling of the gensets, and for this particular scheduling, optimize the
load sharing between the connected gensets given their specific fuel consumption.

Considering a general power plant of M parallel gensets, where each genset has index
j, where j ∈ {1, 2, ...,M}. Let C be the binary scheduling vector containing the connec-
tion status of each genset, where Cj ∈ I := {0, 1}, and Cj takes the value 1 if genset j is
connected, 0 otherwise. A key idea of the optimization is that the active power from the
connected gensets must be equal to or greater than the power demanded by the bus load,
written in equation form as

∑
CjPj ≥ Pload. Later in the optimization schedule, we want
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to opimize the power load sharing between the connected gensets. Thus, we normalize
the power vectors to give rise to the load sharing vector we will optimize for active power
sharing between the connected gensets. The equation thus becomes∑

j∈{1..M}

CjPb,j
Pb,bus

pj ≥
Pload
Pb,bus

(4.1)

where Pj is the supplied active power from genset j, Pb,j is the rated 100 % active
(base) power for genset j, Pb,bus is the total amount of power possible to provide from the
gensets and pj is the per-unit supplied active power from genset j, defined as pj :=

Pj

Pb,j
.

4.1 MILP Formulation of the Genset Scheduling Problem
Minimizing Online Capacity

The simplest form of optimizing the scheduling of gensets is to minimize the number of
online gensets. Also, introducing a weighted cost function that takes value according to the
genset capacity, ensures that the solution found is an optimal solution with the tightest gap
to the demanded load. Thus, we minimize the online power delivered from the gensets.
Given the scheduling vector C, the number of gensets is N = 1>MC, where 1M ∈ RM is
a vector of ones. The optimal loading condition for a genset is usually around 80 % MCR.
Introducing an optimal loading factor for genset j, e.g. γj = 0.8, the optimal loading
condition of genset j can be written Popt,j = γjPb,j . The constraint which corresponds to
the power plant delivering enough active power in accordance with the demanded active
power on the bus can then be written as

P>b ΓC ≥ Pload (4.2)

where Pb = [Pb,1, Pb,2, ..., Pb,M ]> and Γ = diag([γ1, γ2, ..., γM ]). In addition to
assuring the delivered active power is greater than the demanded active power, a constraint
ensuring that at least a number of Nmin gensets are connected, e.g. that at least one genset
is connected at all times, i.e. Nmin = 1. This constraint can be written as

1>MC ≥ Nmin (4.3)

Using the L1 norm of the Pb, i.e. |Pb| = sum(Pb), the mixed integer linear program
can be formulated as shown in Equation 4.4.

min
C

P>b
|Pb|

C

s.t. − P>b ΓC ≤ −Pload
− 1>MC ≤ −Nmin

(4.4)

From this MILP optimization problem, the scheduling vector C is found. Thus, the
optimal scheduling is obtained at the time instant the optimization is done. Minimizing
the weighted cost function rather than minimizing only the scheduling vector C, will in a
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way favorize connecting the smaller gensets, since the scheduling vector is weighted with
the maximum capacity of the gensets and this is a minimizing problem.

4.2 MILP Formulation of the Genset Scheduling Problem
Minimizing Running Hours and/or Number of Con-
nections/Disconnections

It is possible to add additional minimization objectives to the MILP optimization in eq. (4.4)
in order to optimize the genset scheduling with different optimization objectives. Thorat
and Skjetne (2018) introduce the optimization objectives of minimizing the running hours
of the gensets and the number of connections and disconnections of the gensets. Depend-
ing on the marine operation, there may be huge variations in the load demanded from
the power system of a ship. This can cause many connections and disconnections of the
gensets, which may lead to unnecessary wear and tear on the equipment. On the other
hand, other types of marine operations can lead to situations where the same gensets are
connected all the time, meaning some gensets always are disconnected. This can also
cause wear and tear of the gensets. Therefore, for some operations, configurations and
type of equipment, the most advantageous genset scheduling might be one that takes fac-
tors like running hours and numbers of connections and disconnections into account.

In order to optimize the genset scheduling while not only considering minimizing the
online capacity, but also minimizing the running hours and/or the connections and discon-
nections of the gensets, one can introduce penalties on the running time and connections
and disconnections (Thorat and Skjetne, 2018). A variable that counts the running time
for each genset is introduced as

dj(k) = dj(k − 1) + Cj(k − 1)Ts, dj(0) = 0, (4.5)

where Ts is the time since the last execution of the optimization algorithm and k is the
current time index. dj(k) is a variable which at every time instant k of the optimization
horizon contains the total running time of Genset j. On vector form, the running time
variable becomes

d(k) = d(k − 1) + TsC(k − 1), d(0) = 0. (4.6)

Introducing variables that contain the accumulated connections and disconnection of
Genset j, sonj and soffj respectively. On vector form, these variables become

son := col(son1 , ..., sonM ), soff := col(soff1 , ..., soffM ) (4.7)

In order to sum up all connections and disconnections of the gensets, the variable ∆Ck
is defined as

∆Ck = C(k)− C(k − 1) (4.8)
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where C(k) is the scheduling vector at time instant k. Splitting ∆Ck up into two
variables, where one variable contains 1 for the +1 elements and the other contains 1 for
the -1 elements according to

∆Ck = ∆C+
k −∆C−k (4.9)

ensures that both the connections and disconnections are properly stored. This defini-
tion is derived from the fact that ∆cj(k) is positive (1) for connecting genset j between
time instant k− 1 and k and negative (-1) for disconnecting genset j between time instant
k − 1 and k. The accumulated cost of connecting and disconnecting gensets can then be
written

son = Wconnect

k∑
i=1

∆C+
i , soff = Wdisconnect

k∑
i=1

∆C−i (4.10)

Including the variables counting running time and connections and disconnections in
the objective function of the MILP formulation in Equation (4.4), a new MILP formulation
containing the newly introduced optimization objectives is expressed as

min
C

(
w1

P>b
|Pb|

+ w2
d

|d|+ ε
+ w3

son

|son|+ ε
+ w4

soff

|soff |+ ε

)>
C

s.t. − P>b ΓC ≤ −Pload
− 1>MC ≤ −Nmin

(4.11)

where w1, w2, w3 and w4 are relative weights between each optimization objective
term and ε > 0 is a small constant to avoid division by zero. In Equation 4.11, the first
term represents minimizing online capacity, the second term represents minimizing run-
ning hours of gensets, the third term represents minimizing connections of gensets, and the
fourth term represents minimizing disconnections of gensets. Thus, a new MILP formula-
tion including the optimization objectives of minimizing running time and/or connections
and disconnections has been established, as proposed by Thorat and Skjetne (2018).

4.3 LP Formulation of Load Sharing Between Online
Gensets

If an optimization of both the scheduling vector, C, and the load sharing vector, p, is be-
ing performed, this often leads to an NLP. The goal is to solve this optimization using
MILP. Hence, we simplify the optimization problem by optimizing in two stages. Solv-
ing the mixed integer linear program in Equation (4.11) results in the optimal scheduling
vector. This is stage 1 of the optimization, whereas stage 2 consists of minimizing the
fuel consumption per power unit produced (i.e., the SFOC), given the optimal load shar-
ing vectorC from stage 1. In other words, stage 2 defines an optimal load sharing vector p.
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Generating the optimal load sharing vector p that minimizes the SFOC, means mini-
mizing the SFOC-curves for each connected genset, provided that demanded active power
is met with produced active power. Following the results from Thorat and Skjetne (2018),
the SFOC-curves are given by

fSFOC,j = hj(pj) (4.12)

where hj( · ) is a convex curve for Genset j. This curve is populated by pairs of points
according to (pj , fSFOC,j), measured as steady state values from testing the engine in a
laboratory. This gives rise to a PWL function. Assuming the curve fSFOC,j(pj) for genset
j is populated by the mj + 1 points

pj =
{
pj,0, pj,1, . . . , pj,mj

}
, pj,k−1 < pj,k

fSFOC,j =
{
zj,0, zj,1, . . . , zj,mj

} (4.13)

where the assumption is that the interval [pj,0, pj,mj
] is the power region allowed for

Genset j for which the SFOC-curve is defined. Also assuming that zj,0 = maxk(zj,k)
(Thorat and Skjetne, 2018). The linear curve coefficients are defined by

aj,k =
zj,k−zj,k−1

pj,k−pj,k−1

bj,k = zj,k−1 − aj,kpj,k−1

}
, k = 1, 2, . . . ,mj (4.14)

The mj linear curves for Genset j can then be expressed as

hj,k (pj) = aj,kpj + bj,k (4.15)

In this case, the optimization is performed directly on the PWL curve. For a given load
pj , the SFOC is given by

hj(pj) = fSFOC,j = max
k

hj,k(pj) (4.16)

The collection of the M PWL curves for all M gensets in one vector yields

h(p) := col (h1 (p1) , h2 (p2) , . . . , hM (pM )) (4.17)

Minimizing the fuel consumption per power unit produced forM gensets with schedul-
ing according to schedule vector C from stage 1, means minimizing the cost function
according to Eq. (4.18).

min
C,p

JSFOC(C, p) =

M∑
j=1

Cjhj (pj) = C>h(p) (4.18)

Given that the scheduling vector C is known from Stage 1, Equation (4.18) is an opti-
mization problem of N = 1>MC separable convex functions, where each SFOC-function
is a PWL function. This is solved as a new LP problem. The minimization of one single
PWL SFOC-curve for a genset is done by (Ferris et al., 2007):
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min
pj ,µj

µj

s.t. aj,kpj + bj,k ≤ µj , k = 1, 2, . . . ,mj

Pb,jpj = Pload

pj,0 ≤ pj ≤ pj,mj

(4.19)

where µ is an auxiliary variable. If the scheduling vector C containing the connection
status of the gensets is included in the optimization, the linear program is formulated as

min
pj ,µj

Cjµj

s.t. aj,kpj + bj,k ≤ µj , k = 1, 2, . . . ,mj

Pb,jpj = Pload

Cjpj,0 ≤ pj ≤ Cjpj,mj

(4.20)

This allows for an optimal solution to be found, in which pj = 0 for disconnected
gensets. As seen from the linear program in Equation (4.20), a disconnected genset j, for
which Cj = 0, the feasible solution is pj = 0 and µj ≥ bj,k free. As whole, the stage 2
optimization problem can be expressed as

min
p,µ

C>µ (4.21)

s.t. Ap+ Eµ ≤ −b (4.22)

(C ◦ Pb)>p = Pload (4.23)

C ◦ (p−j −∆p) ≤ p ≤ C ◦ (p−j + ∆p) (4.24)

C ◦ pmin ≤ p ≤ C ◦ pmax (4.25)

where ◦ means the Hadamard elementwise vector product. In the linear program in
Equations (4.21) through (4.25), the variables are defined as:

A :=


a1 0m1×1 . . . 0m1×1

0m2×1 a2 0m2×1
...

. . .
...

0mj×1 0mj×1 . . . aM



E :=


−1m1

0m1×1 . . . 0m1×1
0m2×1 −1m2 0m2×1

...
. . .

...
0mj×1 0mj×1 . . . −1mM


b :=

 b1...
bM

 , pmin :=

 p1,0...
pM,0

 , pmax :=

 p1,m1

...
pM,mM
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where

aj :=

 aj,1...
aj,mj

 ∈ Rmj , bj =

 bj,1...
bj,mj

 ∈ Rmj (4.26)

Equation (4.22) together with the minimization of the auxiliary variable µ in (4.21) en-
sure minimization of the PWL SFOC-curves. Equation (4.23) ensures that the active power
delivered from the gensets corresponds to the demanded active power on the bus. Equation
(4.24) ensures that the active power delivered for this instant of the optimization does not
exceed the maximum absolute value of rate of change, where p−j is the active power value
when the optimization is initiated for this time instant. ∆p is the maximum allowable
rate of change over the optimization period. Equation (4.25) ensures that the disconnected
gensets are set to zero active power, and that the connected gensets do not exceed their
minimum and maximum power levels. This completes stage 2 of the optimization. Thus,
the goal of optimizing the scheduling as well as optimizing the load sharing between the
connected gensets is reached, as proposed by Thorat and Skjetne (2018). The process of
the optimization process can be seen illustrated using a flowchart diagram, presented in
fig. 4.1.

Pload

MILP optimization
STAGE 1:

Scheduling of online
gensets

STAGE 2:
LP optimization of
SFOC-curves for
online gensets

Low level control of gensets

c-vector

p-vector

Figure 4.1: Flowchart describing the process of the optimization of the genset scheduling and load
sharing.
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4.4 Implementation of MILP optimization problem for-
mulation in Matlab

The MILP optimization problem formulation is implemented in Matlab, and gives rise to
a MILP optimization algorithm. This Matlab implementation, which is later used for veri-
fication of the MILP optimization, is done using a simplified marine power plant consisting
of six equal gensets. See Appendix A.1 for Matlab code,milp optimization algorithm.m.
The MILP optimization algorithm is later implemented in the simulation environment of
the MVPPSS, see Section 5.3. The implementation of the LP optimization problem as
proposed by Thorat and Skjetne (2018) required some creative thinking. The proposed
method yields correct results and is shown in Appendix A.2. Note that the method, i.e. the
optimization problem formulation as a whole, is based on the work presented by Thorat
and Skjetne (2018), but the code for simulating an optimization of a simplified marine
power plant and the implementation of the MILP optimization algorithm in a simulation
environment is a contribution of this thesis.
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Chapter 5
Marine Vessel and Power Plant
System Simulator

This chapter investigates and introduces the MVPPSS. This chapter’s focus is to explore
the simulator’s capabilities and limitations, as well as understanding the MVPPSS by ex-
ploring the simulator’s outline and structure, modeling and assumptions. Parts of this
chapter are based on my project thesis (Lund, 2019), written at NTNU during the fall of
2019.

5.1 Background and Outline

The Marine Vessel and Power Plant System Simulator (MVPPSS) (Bø et al., 2015a), devel-
oped at NTNU, is a simulator developed as an extension to the Marine Systems Simulator
(Tristan et al., 2006). There exist several previously developed marine power plant and
marine dynamics simulation solutions (Bø et al., 2015a) such as Marine Cybernetics’
Cybersea technology platform, U.S. Office of Naval Research’s Electric Ship Research
and Development Consortium (Xie et al., 2009), Marine System Simulator library and
simulator for Matlab/Simulink (MSS, 2010), Italian Integrated Power Plant Ship Sim-
ulator Simulink environment (Bosich et al., 2012), NTNU models thruster power con-
sumption and power management system functions (Hansen et al., 2001) and NTNU bond
graph model library (Pedersen and Pedersen, 2012). Whereas these solutions mainly fo-
cus on the electrical power system or the positioning system/vessel dynamics separately,
the MVPPSS is a simulator combining the two systems by extending the Marine Systems
Simulator (MSS). The MVPPSS is a modular system simulator. This means that its pur-
pose is to model the system as a whole, including interactions between the positioning
system and the electrical power system by modeling subsystems as modules and connect-
ing them as a whole system. This gives possibilities of simulating a vessel with realistic
interactions between power plant, hydrodynamics, steering gear, vessel motion, thruster
drive dynamics, machinery system and high-level plant controllers such as PMS and DP

31



Chapter 5. Marine Vessel and Power Plant System Simulator

(Bø et al., 2015b).

Some use cases of the MVPPSS include: realistic power consumption profile; the
power load fluctuations are represented in a realistic way since the thruster models and DP
controller are connected to the power plant, fault consequence analysis; plant behavior if
an electrical fault occurs, such as a loss of a power source, operation optimization; opti-
mization of operation with regards to emissions, maintenance or fuel consumption due to
the detailed level of modeling such as temperature and power output and concept evalua-
tion; investigation of new power sources and their effect on control and performance of the
system since new subsystems such as ESDs can be introduced in the simulator (Bø et al.,
2015a).

The MVPPSS can simulate several operations of a marine vessel. Some examples in-
clude transit operation, maneuvering of the vessel and DP operation. According to Bø
et al. (2015b), the simulator is designed using the following assumptions:

Steady-state electrical system: This means that the electrical systems are assumed to
be in steady state during simulations. This means that some features can not be simulated,
such as phase imbalance, transient voltage fault, short circuit and harmonic distortion.
However, the simulator provides real-time capabilities of simulating the electrical system,
which means it is possible to simulate faults such as under/over-frequency, slow under-
/over voltage fault and reverse power.

Mean-value engine model: The diesel engine models are modeled based on physical
laws. The in-cylinder process is modeled using simplifications which means it only pro-
vides a cycle average output of shaft torque, and mass and energy flow of the combustion
gas.

Power management system: A PMS is included in the simulations. The PMS’s pri-
mary objective is to ensure that there is enough power available for the electrical system,
given the loading condition. The PMS controls which power producers that should be
turned on, and can start additional power producers if there is not enough power available
in the plant. It can also command loads to reduce power or to be disconnected if the power
consumption is too big compared to the available power.

Protection relay: Protection relays are not modeled in the MVPPSS. Because of this,
in order to simulate a partial blackout, a total loss of power to an area, there is need of
implementing some custom protection relays. Another alternative is to post-process the
results to find out when breakers should be opened, and then run a new simulation with
open breakers at the given time.

Fixed pitch, variable speed thrusters: The thrusters are assumed to be fixed pitch
propellers, running with variable speed. Both azimuth thrusters and fixed thrusters can be
simulated.

32



5.1 Background and Outline

To better understand the architecture of a simulation model in the MVPPSS, an ex-
ample of a simulation model of a DP controlled semi-submersible is shown in Figure 5.1.
This shows the complexity of the modular simulator.

Figure 5.1: Overview of a typical simulation model in the MVPPSS. This system contains a vessel
model, observer, DP controller, thrust allocation and electrical system. Central block is used for
calculations. Courtesy: Bø et al. (2015a).

A brief explanation of the components modeled by subsystems in Figure 5.1;

Vessel dynamics: Contains the vessel dynamics which calculate the vessel position
and velocities using equations of motions. The vessel motion is calculated by taking into
account all the forces acting on the vessel, including thruster forces and environmental
forces.

Observer: Estimates the position and velocity of the vessel from measurements. A
frequently used state estimator is the Kalman filter (Fossen and Perez, 2009).

DP Controller: Calculates the generalized forces (in surge, sway and yaw for a 3-
DOF model) based on the current states of the vessel (position, velocity) and the setpoint
(desired position).

Thrust allocation: Distributes the generalized forces among the thrusters. Calculates
the forces each thruster needs to produce and the angles assigned to azimuth thrusters.

Electric system: Converts the commanded forces for each thruster to actual thrust as
well as calculating the electrical power consumption.

Environmental model: Generates environmental loads affecting the vessel, such as
forces from current, wind and waves.
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The content of the electrical system block seen in Figure 5.1 is shown in Figure 5.2.

Figure 5.2: Typical set up of the electrical system in the MVPPSS. This electrical system contains
bus-tie breakers, thrusters, generator sets and ”other loads”-block. Courtesy: Bø et al. (2015a).

The electric power plant modeled in the electrical system block in the MVPPSS mim-
ics a single line diagram (SLD) (Bø et al., 2015b). This makes it intuitive to design and
model a power plant according to technical drawings and industry standards. The SLD
makes it easy and intuitive to understand the configuration of the power plant, as well
as the power flow between components. Even though the electrical system looks like an
SLD, there are no signals containing information sent between the components. This is
merely done for the visualization of the marine power plant configuration. The structural
layout of subsystems in Simulink means that if each component had been connected to ev-
ery other component it interacts with, a very messy Simulink diagram would be the result.
The components in the electrical system, seen in Figure 5.2, according to Bø et al. (2015a)
consist of;

Generator set: Includes a prime mover, e.g. a diesel engine, a generator, a speed gov-
ernor and an automatic voltage regulator (AVR).

Thruster drives: Includes a frequency converter, an electric motor, a propeller and a
controller.

Other components: Includes for example hotel and drilling loads which are modeled
as power consumption. Can also be used to model ESDs such as batteries with a frequency
converter. When a battery is modeled in this block, the load is negative when the battery
delivers power (discharges) and positive when the battery consumes power (charges).

Switchboards: The purpose of the switchboards is to connect all power loads and
power producers.

Breakers: Responsible for connecting and disconnecting components in the electrical
system to the bus(es).
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5.2 Mathematical Modeling and Simulator
Implementation

This section provides a deeper insight in the MVPPSS and explores the mathematical
equations and assumptions on which the processes in the MVPPSS are based on. The
mathematical background and dynamic models presented in this section are based on the
findings presented in (Skjetne, 2017).

5.2.1 Mechanical System
The mechanical system, i.e. the engine, provides mechanical energy delivered to a gener-
ator, which in turn converts the mechanical energy to electrical energy. The mechanical
dynamics are governed by the swing equation (Skjetne, 2017)

Jmω̇m = Tm − Te − Td, (5.1)

where Tm is the mechanical torque provided by the engine, Te is the electrical load
torque from the generator and Td is a damping torque (Skjetne, 2017). Given that the goal
is to develop a system dependent on electrical variables instead of mechanical variables,
the following conversions and relations are applied:

θe =
Np
2
θm (5.2)

ωe = θ̇e =
Np
2
θ̇m =

Np
2
ωm (5.3)

ωm,b =
2

Np
ωb =

4π

Np
fb [rad/s] (5.4)

nm,b = 30
ωm,b
π

=
120

Np
fb [rpm], (5.5)

where Equation 5.2 and Equation 5.3 describe the relationships between mechanical
angle, θm, and electrical angle, θe, where Np is the number of poles in the generator and
ωm is the mechanical rotor velocity. Equation 5.4 and Equation 5.5 describe the relation-
ships between the bases, where ωm,b and nm,b represent the rotor mechanical base velocity
of the engine, in [rad/s] and [rpm] respectively, and ωb is the electric base frequency of the
genset/bus.

To convert the expression in Equation 5.1 to per-unit, Equation 5.1 is divided by Tb,
the base torque of the genset:

Jm
Tb
ω̇m =

Tm
Tb
− Te
Tb
− TD
Tb

= tm − te − td, (5.6)

where the lower-case letters indicate variables are presented in per-unit. Defining

H :=
1
2Jmω

2
m,b

Sb
=

1
2Jmωm,b

Tb
=

stored kinetic energy at nominal speed
genset power rating

, (5.7)
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which is the intertia constant, with unit in seconds. Sb is the three-phase base apparent
power for the genset. Rearranging and inserting into Equation 5.6 yields

2
H

ωm,b
ω̇m = tm − te − td. (5.8)

The inertia constant H typically is of magnitude 1-10 [s], while the inertia Jm varies
widely from genset to genset (Glover et al., 2007). The damping term, td is according to
Skjetne (2017) modeled as a linear term:

td := Dfwω (5.9)

where Dfw > 0 is the damping gain due to friction and windage torques, and

ω :=
ωe
ωb

=
ωm
ωm,b

(5.10)

is the per-unit angular velocity.
In order to use the electric load Pe from the generator as an input to the model, the

following relation is used:

te =
Te
Tb

=
ωm,b
ωm

Pe
Sb

=
ωb
ωe

Pe
Sb

=
pe
ω
, pe =

Pe
Sb

(5.11)

Also, for the model to address the effects of electrical losses, the per-unit electric load
from the generator is expressed as pe ≈ p + pscl where p is the supplied active power to
the electrical network and pscl is the stator conductor losses, given by

pscl = 3rsî
2
a = 3rs

|sa|2

v̂2an
= rs

|s|2

v̂2ll
= rs

p2 + q2

v̂2ll
, (5.12)

where rs is the per-unit stator resistance, îa is the per-unit instantaneous induced root
mean sqaure (RMS) current for the stator a-phase of the generator, sa is the per-unit com-
plex stator a-phase electric power produced by the generator, v̂an is the per-unit RMS
terminal voltage for the stator a-phase of the generator, s is the per-unit complex electric
power produced by the generaor, v̂ll is the per-unit bus line-to-line voltage when connected
to the power network and q is the delivered reactive power.

Using the relations in Equations 5.3, 5.4 and 5.10 and inserting Equations 5.9, 5.11
and 5.12 into Equation 5.8 yields the following model (Skjetne, 2017):

2Hω̇ = tm −Dfwω −
p+ pscl (p, q, v̂ll)

ω
(5.13)

The dynamics from the fuel index u to the mechanical torque Tm is modeled in the
frequency-domain (s-domain) as

Tm(s)

U(s)
=

ku
1 + τes

e−ρs, (5.14)
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as proposed by Blanke (1981). Here, τe is a time constant of the cylinder, ρ is an aver-
age time delay from the fuel index setting to the corresponding fuel entering the cylinders
and ku is a gain (Skjetne, 2017). In (Blanke, 1981), τe is approximated as

τe ≈
0.9

ωm,b
. (5.15)

Modeling the delayed fuel input as Uρ(s) := U(s)e−ρs and denoting tm = Tm

Tb
yields

tm(s) =
1

(1 + τes)

ku
Tb
Uρ(s), (5.16)

which in the time-domain is expressed as

ṫm = − 1

τe

(
tm −

ku
Tb
uρ

)
, (5.17)

where uρ(t) = u(t− ρ).
The resulting engine model can be found by evaluating Equations 5.13 and 5.17 at

steady state, which yields

ku
Tb
uρ = Dfwω +

pe
ω
. (5.18)

Following the method in (Skjetne, 2017), calibrating uρ = 1 at the rated values of
ω = 1 and pe = 1, yields

ku = Tb (Dfw + 1) . (5.19)

As stated by Skjetne (2017), “It is not desired to implement the electrical angle θe in
a simulator, since this will wind-up to large values with time. Instead it is common to use
the power angle defined by δ := θe − θbus where θbus is the resulting electrical angle of
the bus voltage”. Hence, introducing ωbus, the per-unit frequency of the bus voltage, the
resulting dynamic mechanical system model is expressed as

δ̇ = ωb (ω − ωbus) (5.20a)

2Hω̇ = tm −Dfwω −
p

ω
− rs

p2 + q2

ωv̂2ll
(5.20b)

ṫm = − 1

τe
tm +

Dfw + 1

τe
uρ. (5.20c)

5.2.2 Speed Control
The engine speed, and thus frequency, is controlled by the engine speed controller, also
known as the governor. The governor’s objective is to keep the engine frequency within
an acceptable range. The allowed range of variation in frequency, according to main class
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regulations, is ±5% for steady load conditions and ±10% for transient load conditions
(Skjetne, 2017). Often, the governor is a PID-controller. In Figure 5.3, a block diagram of
the inner control loop of the speed controller is shown.

.

Figure 5.3: Inner speed control loop. Courtesy: Skjetne (2017)

The speed controller can operate in various modes, often droop mode or isochronous
mode are applied. Briefly explained, isochronous mode means having the governor keep
the same frequency for all power outputs, while the droop mode ensures a drop in the fre-
quency level when the load increases and vice versa. For the purposes and goals of this
thesis, the droop speed control is applied.

When using droop speed control, it is advantageous to normalize the active power P ,
such that the droop percentage can be used directly (Skjetne, 2017). The corrected setpoint
frequency to the governor of Genset j is calculated as

fsp,j = fref,j −
d%− Droop ,j

100

Pj
Pn,j

(5.21)

where Pn,j is the rated 100% active power value and fref,j is the per-unit no-load
frequency of Genset j. The block diagram of the control loop using droop speed control
can be seen in Figure 5.4.

Figure 5.4: Droop speed control. Courtesy: Skjetne (2017).
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5.2.3 Electrical System
The generator’s stator and rotor both consist of windings. The rotor windings’ objective
is to induce a constant magnetic field which rotates with the shaft of the generator. The
stator windings are set up in a configuration with a 120◦ relative angle to each other, in
order to produce a 3-phase current delivered to the electrical network (Skjetne, 2017).

In Figure 5.5, an a-phase equivalent circuit of the generator can be seen, including the
field excitation system (rotor).

Figure 5.5: A-phase equivalent circuit of the generator, including the field excitation of the rotor.
Courtesy: Skjetne (2017).

The induced voltage in the generator’s stator is adjusted by controlling the excitation
system through the DC field current If . Assuming that the generator is operated at constant
frequency ω and that Rf and Lf are the resistance and self-inductance of the magnetizing
field windings, respectively. Then, the field voltage Vf can be expressed in terms of the
field current If :

Vf = RfIf + Lf
dIf
dt
, (5.22)

as proposed by Gönen (2011). By taking the Laplace transform of Equation 5.22, the
field current If is related to the field voltage Vf by a stable linear filter (Skjetne, 2017):

If (s)

Vf (s)
=

kf
τfs+ 1

, kf =
1

Rf
, τf =

Lf
Rf

. (5.23)

Since the rotations of the rotor relative to the stator windings depend on the angle θe(t),
the magnetic flux induced by the rotation of the rotor near the stator will also rotate. The
magnetic flux is experienced by the stator windings as

Φ(t) = Φamp(t) sin θe(t), (5.24)

where Φamp = k1If (t), under the assumption that we have magnetic linearity without
magnetic saturation and hysteresis effects (Skjetne, 2017). k1 is some constant based on
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the construction of the machine and its characteristics. By disregarding the rapid transient
of Equation 5.22, by Faraday’s law and Lenz’s law, the induced electromotive force (EMF),
Ea(t), in the stator is according to Skjetne (2017):

Ea(t) = N Φ̇(t) = Nk1If (t)ωe(t) cos θe(t), (5.25)

where N is the number of turns of the wire in the stator. This shows that the induced
voltage has frequency θ̇e(t) = ωe(t) [rad/s] and an RMS value of

Êa(t) = kωe(t)If (t), (5.26)

where k = Nk1√
2

is a constant value.

In order to get all values in per-unit, the following transformations of the variables are
done:

rf :=
Rf
Zb
, if :=

If
Ib
, and vf :=

Vf
Vb
, (5.27)

where Zb is the base impedance for the genset, Ib is the base current for the genset and
Vb is the electric base voltage (line-to-line) for the genset/bus. Applying these relations to
Equation 5.22 yields

d

dt
if = − 1

τf

(
if −

1

rf
vf

)
(5.28)

êa =
Êa
Vb

=
kωbωIb
Vb

if =
kωb
Zb

ωif . (5.29)

êa is the per-unit RMS induced voltage for the stator a-phase of the generator.

In steady state, if =
vf
rf

which means that êa = k
ωbvf
Zbrf

ω. Defining

k :=
rfZb√

3ωb
=

Rf√
3ωb

=⇒ êa =
rf√

3
ωif (5.30)

and choosing ω = 1 and rf if = 1 such that êa = 1√
3

and êll =
√

3êa = 1.

Equation 5.28 and Equation 5.30 forms a dynamic system where the per-unit field volt-
age in the rotor of the generator vf is the control input from the AVR and the per-unit RMS
induced voltage for the stator a-phase of the generator, êa, is the output of the generator
(Skjetne, 2017).

The phasor line-to-neutral voltage at the terminals of the generator (bus line-to-neutral
voltage), ṽan, can, following Kirchoff’s voltage law, be calculated as

ṽan = −zs ı̃a + ẽa = − (rs + jωxs) ı̃a + ẽa (5.31)

where ı̃ is the stator line current for the a-phase, ẽa = êae
jθe , rs := Rs

Zb
is the per-unit

resistance of the stator a-winding and
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xs :=
Xs

Zb
=
ωbLs
Zb

= ωbls (5.32)

is the synchronous reactance at base frequency. In Equation 5.32, Xs is the stator
synchronous reactance of the generator, Ls is the stator synchronous inductance of the
generator and ls is the per-unit stator synchronous inductance of the generator.

5.2.4 Voltage Control

The purpose of the AVR is to maintain the generator’s terminal voltage, V̂t within an
acceptable range, by controlling the magnetization. As the speed governor, described in
Section 5.2.2, the AVR often uses droop control in order to control the voltage. The droop
curve is often chosen with a value of ±2.5% for the allowed variation of the voltage over
the nominal reactive power range (Skjetne, 2017). Droop correction of the voltage level
is also used for equal distribution of reactive power between the different gensets. For
this application, the droop value is also often 2.5%. The reactive power, Q, is normalized,
such that the droop-percent value can be used directly. Normalizing the reactive power,
the corrected setpoint to the AVR of Genset j is calculated as

v̂sp,j = v̂ref,j −
d%−Droop,j

100

Qj
Qn,j

(5.33)

A block diagram of the control loop is illustrated in Figure 5.6.

Figure 5.6: Droop control AVR. Courtesy: Skjetne (2017).

5.2.5 Power Load Sharing

The power load sharing between gensets is in the MVPPSS ensured using equivalent cir-
cuits, like the one illustrated in Figure 5.7.
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Figure 5.7: 3-phase equivalent circuit where the generators are represented by a Thevenin equivalent
circuit and the consumers by a common load impedance. Courtesy: Skjetne (2017).

The steps in the power load sharing consist of the following steps (Skjetne, 2017):

1. Assuming the load is balanced, the load impedance for the a-phase, ZL, is cal-
culated. Usually, the knowledge of the bus voltage from the previous iteration is
needed in order to do this. This problem is overcome by using a unit delay or low-
pass filter with initial values.

2. The equivalent complex Thévenin voltage, ṼTa, and impedance, ZT , are calculated
for the connected generators. Equal frequency of the voltage output from each gen-
erator is assumed.

3. The resulting per-phase bus voltage Ṽan is calculated.

4. The current Ĩa and the active and reactive power levels, P and Q, supplied by each
generator are calculated.

The mathematical derivations of each of these steps can be found in (Skjetne, 2017).
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5.3 Implementation of MILP Optimization Algorithm
This section describes the implementation of the developed MILP optimization algorithm,
based on the MILP optimization problem formulation of Chapter 4, in the MVPPSS.
The different features and functions of the MILP optimization algorithm are addressed
and explanations of how they are implemented within the simulation environment of the
MVPPSS are provided.

In order to include MILP optimization of a simulation model in the MVPPSS, the de-
veloped MILP algorithm, described in Section 4.4, must be connected to the simulation
model. The calculated optimal scheduling scheme and the optimal power levels for all
gensets should be used as setpoints to the gensets in the simulation model. By using these
as setpoints, the gensets in the marine power plant should be operated in an optimal man-
ner, with respect to the chosen optimization objective and fuel consumption. Including the
MILP optimization algorithm in the MVPPSS is done by using the Matlab-function block
in Simulink. This block allows for the user to define own functions within the Simulink
environment. The contents of the Matlab-function block is an adapted and altered version
of the code presented in Section 4.4. One of the changes include that the demanded load is
not fed directly to the optimization algorithm, like when implemented in Matlab, but the
experienced load by the simulation model is sent in as an input to the algorithm. Also, the
calculated optimal scheduling scheme and power levels are outputs from the algorithm,
which are used as setpoints for the controllers in the simulator. Many of the calculations
within the optimization algorithm depend on the previous values of variables, hence many
variables are fed back as inputs to be used as previous values. To make sure the optimiza-
tion does not execute for each tiny time step of the simulation in Simulink, a feature that
keeps track of the last time the optimization was executed is implemented. This feature
allows for the periodic execution of the optimization to be chosen, since a conditional
statement stating that optimization should only be executed if the time since last optimiza-
tion is bigger than a set value is included. This value is initially set to ten seconds, but can
be changed, which is the case for the case study conducted later in this thesis. See Chapter
7. One drawback of this method is that the simulations in the MVPPSS use a variable step
size in its solver, the ode15s solver (Bø et al., 2015b). This means that some of the step
sizes of the solver might exceed the value of the periodic execution of the optimization.
This means that the optimization might not execute as often as desired if a big step size
occurs. However, evaluation of the step sizes after each simulation showed that the step
sizes rarely exceeded a value of 10 seconds, 20 seconds at most, and for the most parts,
the step sizes were less than 1 second. Efforts were given to run the simulations with pre-
determined fixed step sizes, i.e. other types of solvers, but the simulations were unable to
finish as errors occured.

The initialization files used for initializing simulation models are based on an initializa-
tion file made by Torstein Bø, which is part of the MVPPSS installation package. Proper
adjustments have been made in the initialization files in order to use them with desired
power plant configurations. Therefore, the initialization files must be viewed as Torstein
Bø’s original work, whereas additions to these have been made through the work of this
thesis. When optimizing a simulation model of a marine power plant in the MVPPSS,
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the constants and variables needed for optimization are initialized by additions made to
the initialization file. By adding the needed variables and constants to the initialization
file, all variables needed for optimization and running the simulator are loaded to Matlab’s
workspace.

The Matlab function block with its inputs, outputs and feedback can be found in Ap-
pendix A.3. Its content, i.e. the implementation of the MILP optimization algorithm’s
code, can be found in Appendix A.4.

5.3.1 Genset Scheduling
The genset scheduling is stage 1 of the optimization algorithm. The optimal scheduling
scheme is found by solving the mixed integer linear program, as formulated in Equation
4.11. To solve the mixed integer linear program, the Matlab function intlinprog is used.
When running a model in Simulink, Simulink translates the block diagrams to C/C++ code
and solves the corresponding equations in C/C++. The Matlab function intlinprog is not
supported for code generation in Simulink. Therefore, the function must be declared as an
extrinsic function, using the command coder.extrinsic(intlinprog). By declaring the func-
tion extrinsic, the function call is executed using the Matlab engine instead of translating
it to C/C++ code. This leads to more complex calculations and is more computationally
demanding, thus affecting simulation time. However, it is an acceptable approach as the
simulations performed in this thesis usually finish in minutes, some times up to half an
hour. The alternative would be to write C/C++ code for intlinprog.

5.3.2 Load Sharing Between Active Gensets
The optimization of the load sharing with respect to minimizing the fuel consumption of
the power plant is stage 2 of the optimization algorithm. The optimal load sharing is found
by solving the linear program, seen in Equations 4.21 through 4.25. The linear program
minimizes the total sum of the SFOC-curves for the gensets such that the power demand
is met. The SFOC-curves are represented as PWL curves with discrete values in Matlab,
and they are loaded to Matlab’s workspace when running the initialization file that must
be run before simulations in the MVPPSS. The linear program which minimizes the fuel
consumption is solved by using the Matlab function linprog. This function must also be
declared as an extrinsic function in Simulink, ref. previous section. The optimal power
levels for each genset are outputs from the optimization algorithm, and are used as set-
points in the control of each genset. The gensets are controlled towards their optimal
power levels using droop control.

5.3.3 Droop Control
When the MILP optimization algorithm has calculated the optimal power levels, these are
used as setpoints for the control of the gensets. Using droop control, the gensets can be
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controlled to a desired frequency according to Equation 5.21. The control input is the
no-load frequency. Studying the contents of the genset model in the MVPPSS, it was
discovered that the speed governor use a slightly different equation for calculating the
frequency setpoint, namely

ωsp = ωNL(1−
d%−Droop

100
p). (5.34)

Rearranging this yields

ωNL =
ωsp

1− d%−Droop

100 p
. (5.35)

Keeping ωsp constant at 1.0 (p.u.), the no-load frequency corresponding to the given
amount of active power (p.u.) can thus be calculated. Using this no-load frequency as the
control input to the speed governor of the genset will ensure the genset’s power level is
controlled towards the optimal power level. Thus, the droop equation, shown in Equation
5.35, serves as a guidance function for mapping the setpoint of the power level to the com-
manded no-load frequency.

In Figure 5.8, a typical droop curve can be seen, using 4 % droop. The figure illus-
trates the idea behind droop control, and how the frequency and rated power are connected
through the droop curve. It is essentially by changing the droop curve for each genset the
power is controlled with the power level setpoints, as the no-load frequency is constantly
calculated and updated. Thus, for each optimization, a different droop curve for each
genset is made. This new droop curve fits the objective of controlling the genset towards
the desired power level, through obtaining the desired frequency from calculating a new
no-load frequency, as Equation 5.35 shows.

Figure 5.8: Droop curve using 4 % droop. No-load frequency at 60 Hz. Courtesy: (Cosse et al.,
2011).
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5.3.4 Estimation of Fuel Consumption
Estimating the fuel consumption of the gensets is done by including the SFOC-curves used
in the load sharing optimization as lookup tables for the calculation of fuel consumption.
The SFOC has unit g/kWh, thus the fuel consumption FC, can be calculated according to

FC = SFOC · p ·Pb (5.36)

where Pb is the rated base power of the genset and p is the active power (p.u.) of the
genset. The SFOC-curves are PWL curves, which means if the active power of the genset
is in between two data points of the PWL curve, the estimation will interpolate between
the two data points to find an accurate SFOC value corresponding to the current active
power level.
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Chapter 6
Verification of MILP Optimization
Algorithm

The task of optimal genset scheduling and load sharing of a marine power plant is consid-
ered in this thesis. The corresponding MILP optimization problem to genset scheduling
and load sharing is formulated in Chapter 4. The MILP optimization problem is imple-
mented in Matlab, and gives rise to a MILP optimization algorithm applicable for opti-
mization of marine power plants. Onwards, the MILP optimization algorithm is incorpo-
rated into the simulation environment of the MVPPSS, as described in Section 5.3. This
makes it possible to use the MILP optimization algorithm within a realistic marine power
plant system simulator.

In this chapter, the MILP optimization algorithm made from the optimization problem
formulation in Chapter 4 is verified. The MILP optimization algorithm can be used to
find the optimal genset scheduling and load sharing for a marine power plant. The MILP
optimization algorithm is verified in two steps. In the first step, the optimization algorithm
is verified by optimizing the control of a simplified marine power plant with a determin-
istic load profile, ensuring that the correct results are obtained. Then, in the second step,
the optimization algorithm is verified by optimizing the control of a simulation model of
a marine power plant within the MVPPSS, also using a deterministic load profile. This
second step verifies that the MILP optimization algorithm produces the desired results,
also within the framework of the chosen simulation environment. Also, this demonstrates
the ability of the MILP optimization algorithm to serve in an online optimization layer of
a marine vessel and that the simulation model correctly controls the components using the
optimal setpoints calculated by the MILP optimization algorithm.
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6.1 Verification of Optimization of a Simplified Marine
Power Plant

6.1.1 Background and Problem Formulation

The first step of verifying the MILP optimization algorithm verifies that the implemented
MILP optimization algorithm works properly and provides results according to the desired
behavior. Verification is conducted by simulating the genset scheduling and load sharing
on a simplified marine power plant, using the MILP optimization problem formulation,
expressed in Equation 4.11 and Equations 4.21 through 4.25. The simulation of the genset
scheduling and load sharing is performed by iterating through an array containing the load
profile for retrieving the current load, and for a given periodic time instant, solving the
MILP optimization problem corresponding to the given time instant. The MILP optimiza-
tion algorithm sends out two results; a scheduling vector containing the connection scheme
of the gensets and a load sharing vector containing the load sharing between the connected
gensets.

Load Profile

The capabilities of the MILP optimization are demonstrated using a deterministic load
profile. The deterministic load profile provides a possibility to verify and validate the op-
timization algorithm’s performance, as it is easy to anticipate the scheduling behavior for
a deterministic load profile with known values and development of the demanded load.
The deterministic load profile is a load profile linearly increasing from zero load, before
decreasing linearly to zero load over the time horizon of the simulation, which is 4000 s.
The deterministic load profile used for the first step of verification can be seen in Figure
6.1.

Figure 6.1: Deterministic load profile used for first step of verification of MILP optimization.

Power Plant Configuration

The configuration of the power plant used in the verification of the MILP optimization
is shown in Figure 6.2. This configuration consists of six gensets with an equal capacity
of 8000 kW, according to the 46-engine-family of four stroke Wärtsilä engines (Wärtsilä,
2019). The simplified marine power plant used for verification is not a simulation model,
and only the static behavior of the power plant is modeled, i.e. no engine dynamics are
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included. The bus is subject to a load, Pload, which is represented by instantaneous values
of the deterministic load profile from Figure 6.1.

Pload

G1 G2 G3 G4 G5 G6

Figure 6.2: Simplified marine power plant configuration used for optimization verification.

The SFOC-curve used for optimizing the load sharing of the active gensets is con-
structed using regression analysis on the working points of the 46-engine-family of four
stroke Wärtsilä engines (Wärtsilä, 2019). The data set contains measured fuel oil con-
sumption as a function of the engine load, in per-unit. The SFOC curve does not neces-
sarily provide an accurate representation of the realistic fuel consumption, as the curve is
constructed using regression analysis from a set of data points, in addition to the measure-
ments typically being steady state measurements in a laboratory environment (Thorat and
Skjetne, 2018). However, for the use as a data foundation in this thesis, the data from the
estimated SFOC-curve are good enough. The measurements used in the regression anal-
ysis are the data points presented in (Jalkanen et al., 2011), provided by Wärtsilä product
guide for the 46-engine-family (Wärtsilä, 2019). The resulting SFOC curve can be seen in
Figure 6.3.

0

50

100

150

200

250

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1 1,1

S
F
O
C
,g
/k
W
h

Engine load (per-unit)

Figure 6.3: SFOC as a function of engine load following from regression analysis of data points of
the 46-engine-family of four stroke Wärtsilä engines.

The SFOC-curve presented in Figure 6.3 is used to create the PWL curves which are
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implemented into the MILP optimization algorithm and used for minimization of the fuel
consumption for each genset.

Optimization Objectives

Four simulations are conducted, each with a different optimization objective. Demon-
strating the performance of the optimization algorithm, four optimizations using different
optimization objectives regarding the scheduling of the gensets are explored. The differ-
ent optimization objectives are described in Table 6.1. The MILP formulation presented
in Equation (4.11) includes weights of the different optimization objectives. The weights
used in the algorithm for each optimization objective are shown in Table 6.2. In addition
to optimizing the scheduling of the gensets, the load sharing between the active gensets is
optimized by minimizing the fuel consumption. This minimization is executed regardless
of the chosen optimization objective.

Optimization objective Description

Opt. Obj. 1
Minimizing online capacity of the

connected gensets.

Opt. Obj. 2
Minimizing online capacity and running

time of the connected gensets.

Opt. Obj. 3
Minimizing online capacity and number of
connections/disconnections of the gensets.

Opt. Obj. 4 Combining all of the above objectives.

Table 6.1: Description of optimization objectives in the MILP optimization algorithm.

Optimization objective w1 w2 w3 w4

Opt. Obj. 1 1 0 0 0
Opt. Obj. 2 1 1 0 0
Opt. Obj. 3 1 0 1 1
Opt. Obj. 4 1 10 10 10

Table 6.2: Weighting scheme used in the MILP formulation of Equation 4.11 for the four different
optimization objectives in verification of optimization of a simplified marine power plant.

The optimal loading factor is set to 0.80, according to the optimal running condition
for the gensets from Figure 6.3. Technical specifications of the gensets are presented in
(Wärtsilä, 2019), using a maximum output of active power of 8000 kW. Using an optimal
loading factor of 0.80 means that the MILP optimization algorithm will connect a new
genset when the demanded load increases to over 80 % MCR of the connected gensets.
The periodic execution of the optimization is ten seconds. The optimization algorithm
is implemented in Matlab, and the code used for running the genset scheduling and load
sharing optimization is presented in Appendix appendix A.1.
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6.1.2 Simulations

Optimization Objective 1

Figure 6.4: Online capacity of gensets and demanded load (top), and number of connected gensets
(bottom) when optimizing genset scheduling and load sharing of a simplified marine power plant
using Optimization Objective 1.

Figure 6.5: Running time of gensets when optimizing genset scheduling and load sharing of a
simplified marine power plant using Optimization Objective 1.

Figure 6.6: Load sharing between gensets when optimizing genset scheduling and load sharing of a
simplified marine power plant using Optimization Objective 1.
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Optimization Objective 2

Figure 6.7: Online capacity of gensets and demanded load (top), and number of connected gensets
(bottom) when optimizing genset scheduling and load sharing of a simplified marine power plant
using Optimization Objective 2.

Figure 6.8: Running time of gensets when optimizing genset scheduling and load sharing of a
simplified marine power plant using Optimization Objective 2.

Figure 6.9: Close up of the running time of the gensets when optimizing genset scheduling and load
sharing of a simplified marine power plant using Optimization Objective 2.
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Figure 6.10: Load sharing between gensets when optimizing genset scheduling and load sharing of
a simplified marine power plant using Optimization Objective 2.

Optimization Objective 3

Figure 6.11: Online capacity of gensets and demanded load (top), and number of connected gensets
(bottom) when optimizing genset scheduling and load sharing of a simplified marine power plant
using Optimization Objective 3.

Figure 6.12: Running time of gensets when optimizing genset scheduling and load sharing of a
simplified marine power plant using Optimization Objective 3.
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Figure 6.13: Load sharing between gensets when optimizing genset scheduling and load sharing of
a simplified marine power plant using Optimization Objective 3.

Optimization Objective 4

Figure 6.14: Online capacity of gensets and demanded load (top), and number of connected gensets
(bottom) when optimizing genset scheduling and load sharing of a simplified marine power plant
using Optimization Objective 4.

Figure 6.15: Running time of gensets when optimizing genset scheduling and load sharing of a
simplified marine power plant using Optimization Objective 4.
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Figure 6.16: Load sharing between gensets when optimizing genset scheduling and load sharing of
a simplified marine power plant using Optimization Objective 4.

6.1.3 Discussion

In Figures 6.4, 6.7, 6.11 and 6.14 the online capacity and demanded load, and the number
of online gensets are shown for Optimization Objective 1, 2, 3 and 4. The figures show
that gensets are connected/disconnected as the demanded load increases/decreases and that
this happens when the demanded load is 80 % of the online capacity. This is as expected
when the optimal loading factor is set to 0.80.

Figure 6.5 shows how the running time of the gensets develops throughout the sim-
ulation when using Optimization Objective 1. As expected from using this optimization
objective, the gensets are connected/disconnected consecutively, one by one, as the de-
manded load increases/decreases, which can be seen in Figure 6.5. This characteristic can
also be seen in Figure 6.6 which shows the load contribution from each genset.

Figure 6.6 shows the load sharing between the active gensets when using Optimization
Objective 1. This figure also illustrates how the gensets are connected/disconnected con-
secutively as the load increases/decreases. One can see the load share of certain gensets
alternating between zero and a distinct load share not equal to zero. This happens for
Genset 2 right after the time Genset 2 is connected (approx. at 350 s) and right before
Genset 2 is disconnected (approx. at 3650 s). The same happens with Genset 4 after
Genset 5 is connected (approx. at 1400 s) and before Genset 5 is disconnected (approx.
at 2600 s). While this may seem like Genset 2 and Genset 4 are being connected and dis-
connected every other execution of the optimization, they are however connected for the
whole time. The reason why they are not providing any power every other optimization
execution is that the optimization of the load sharing between the active gensets chooses
the optimal operating point at 0 % MCR.

In Figure 6.8, the running time of gensets when using Optimization Objective 2 is
shown. This optimization objective results in multiple connections/disconnections of the
gensets. This happens since the goal of the optimization is to minimize the number of run-
ning time for each genset, such that the algorithm connects and disconnects gensets in a
manner which ensures the running time is kept as low as possible. Thus, if a genset has ac-
cumulated a long running time, the optimization of the scheduling variable, C, will choose
a different connection scheme than one that contains the connection of the long running
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genset. Figure 6.8 shows that the gensets are operated in a way which equally distributes
the running time between them, which gives the somewhat interconnected gathering of the
plots of the running time. This can be seen in greater detail in Figure 6.9, which shows
a close up of this characteristic. The illustration of the load sharing between the gensets,
shown in Figure 6.10, depicts the same behavior, as the optimization algorithm constantly
connects different gensets. This can be seen by which of the gensets that contribute with
power to the bus. However, when the demanded load is highest (approx. 1800-2200 s),
all gensets provide power, since the load is so high that all gensets are required to be con-
nected.

The running time of the gensets when using Optimization Objective 3 can be seen in
Figure 6.12. Optimization Objective 3 seeks to minimize the number of connections and
disconnections, thus a development of the running time of the gensets as depicted in Figure
6.5 (using Optimization Objective 1) is expected. This is in fact the case, however with a
minor difference, which can be identified even easier in Figure 6.13, which shows the load
sharing between the active gensets. When the optimization algorithm is going to connect
a new genset, the algorithm connects and disconnects all gensets, one by one, before the
last one is connected ”permanently”. This is due to the way the objective function and
constraints are formulated in the MILP optimization problem. An elaborate explanation
and illustration of what happens mathematically is included in Appendix A.5. Other than
this, the results indicate that using Optimization Objective 3 fulfills the goal of minimizing
the connections and disconnections.

Figures 6.15 and 6.16 show the running time of gensets and load sharing between
gensets, respectively, when using Optimization Objective 4. This optimization objective
seeks to combine the characteristics of Optimization Objective 1, 2 and 3, with equal
weights for minimizing running time and connections/disconnections (see Tables 6.1 and
6.2. The development of the running time and the connections/disconnections of gensets
seen from Figures 6.15 and 6.16 show that there actually is a trade off between mini-
mizing running time and connections/disconnections of the gensets. Comparing Figure
6.15 with Figure 6.8, which illustrates the running time of gensets when using Optimiza-
tion Objective 2, one can see that the connections and disconnections happen much less
frequently when Optimization Objective 4 is applied. This is as expected since the mini-
mization of the connections/disconnections are added as a term to the objective function
by giving w3 and w4 non-zero positive values. Figure 6.15 shows that the gensets are
frequently connected/disconnected in the beginning of the simulation, indicating that the
optimization algorithm prioritizes minimizing the running time of the gensets rather than
the connections/disconnections of the gensets. Later in the simulation, the optimization
algorithm seems to prioritize minimizing the connections/disconnections rather than the
running time of the gensets. This can be explained by investigating the objective function
of the MILP optimization problem, Equation 4.11. The term related to minimizing the
running time of the gensets, the second term in Equation 4.11, will decrease with time due
to |d| growing large with time, as it sums up the running time of all of the gensets. This
means that
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lim
t→∞

w2
d(t)

|d(t)|+ ε
= 0, (6.1)

thus showing that as the time of the simulation goes by, the term related to minimizing
the running hours will be lighter weighted than the terms related to minimizing connec-
tions and disconnections. This happens because |d| increases faster than |Son| and |Soff |,
unless gensets are connected and disconnected several times per second, which is an un-
likely scenario.

Aspects of the optimization which could be improved are:

• The rate of change of the power level for a genset is not included in the optimization.
This means that a genset’s optimal power level in theory could go from 0 % MCR to
100 % MCR from one optimization to the next. To provide a more realistic optimal
operation of the components, the rate of change allowed for each genset should be
included as constraints in the LP calculating the optimal power levels.

• The periodic execution of the optimization is frequent, often ranging from 1 second
to 10 seconds. This is done for illustrational purposes in this thesis, but realistically,
an optimization of a marine power plant would not be executed this often.

• As discussed, some gensets experience being put in the operating point of 0 % MCR,
or idle. As 0 % MCR is a highly inefficient operating point for a single genset,
alterations to the optimization algorithm could be made, ensuring that no genset is
put in idle. This would reduce the number of connected gensets, which in turn would
decrease the wear and tear of the equipment. This said however, the algorithm does
minimize the fuel consumption even when one genset is operated very inefficiently.
This single genset does contribute with a high fuel consumption, but the system as
a whole has its lowest fuel consumption when this engine is put in idle. This can be
viewed as a matter of local vs global minima.

• The discussed characteristic of the algorithm ”working through” non-connected
gensets before connecting the last one tried could be altered to make this behav-
ior disappear, as it truly does not minimize the connections and disconnections of
gensets when they previously have been connected/disconnected an equal amount
of times.
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6.2 Verification of Optimization of a Simulated Marine
Power Plant

6.2.1 Background and Problem Formulation

The second step of the verification of the MILP optimization algorithm is to use the opti-
mization algorithm on a simulation model of a marine power plant in the MVPPSS. This
verifies that the optimization is implemented correctly within the simulation environment
of the MVPPSS and shows that the algorithm produces the optimal genset scheduling and
load sharing also when it is connected to the MVPPSS. Also, this stage verifies that the
MVPPSS is able to be controlled by the optimization algorithm and that the simulated ma-
rine power plant follows the setpoints of scheduling and power loads from the optimiza-
tion. Thus, the second step verification confirms that the developed MILP optimization
algorithm is able to function as an online optimization algorithm of a simulated marine
power plant.

Load Profile

For the verification of the MILP optimization algorithm connected with the MVPPSS,
a deterministic load profile is used. Following the reasoning in Section 6.1.1, using a
deterministic load profile provides the opportunity of recognizing the expected and de-
sired behavior of the optimization algorithm. However, for this stage of the verification,
the deterministic load profile contains steps of constant load levels after a new genset is
connected or disconnected. This ensures that the gensets have time to reach steady state
operation in between the connection or disconnection of new gensets, thus providing sta-
ble power load levels and frequency and voltage levels. The deterministic load profile used
for the verification of the optimization algorithm implemented together with the MVPPSS
can be seen in Figure 6.17. A deterministic load profile with a shorter time horizon is
used for Optimization Objective 2. This is due to unexpected behavior of the MVPPSS
when connecting and disconnecting gensets frequently, and forces the load profile to be
altered in order to run a complete simulation when using Optimization Objective 2. This
is discussed further in Section 6.2.3. The load profile used when Optimization Objective
2 is the objective is presented in Figure 6.18.

Figure 6.17: Deterministic load profile used for Opt. Obj. 1, 3 and 4 in verification of MILP
optimization in the MVPPSS.
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Figure 6.18: Deterministic load profile used for Opt. Obj. 2 in verification of MILP optimization in
the MVPPSS.

Power Plant Configuration

The configuration of the power plant coincides with the configuration described in Section
6.1.1, however, the marine power plant is a simulation model and not just a static sim-
plified marine power plant. The simulation model consists of six gensets with an equal
capacity of 8000 kW. The SFOC-curve described in Section 6.1.1 is used for the creation
of PWL curves which are used for minimization of the fuel consumption of the gensets.

Optimization Objectives

To verify that the MILP optimization algorithm has been implemented correctly in the
MVPPSS, four different optimization objectives are used for the simulations. The opti-
mization objectives are the same as those used in the optimization of the simplified marine
power plant, as shown in Table 6.1. However, some of the weights used in the objective
function of Equation 4.11 are different for the optimization objectives. The difference in
the weighting schemes is due to some unexpected behavior of the MVPPSS when opti-
mizing with certain weights. This is further discussed in Section 6.2.3. The weights used
in the optimization for each optimization objective are shown in Table 6.3.

Optimization objective w1 w2 w3 w4

Opt. Obj. 1 1 0 0 0
Opt. Obj. 2 1000 0.1 0 0
Opt. Obj. 3 1 0 1 1
Opt. Obj. 4 1000 0.1 1000 1000

Table 6.3: Weighting scheme used in the MILP formulation of Equation 4.11 for the four different
optimization objectives in verification of optimization of a simulation model.

When implementing the MILP optimization algorithm in the MVPPSS, the conditional
execution of the algorithm depends on both the time variable itself and the time since the
last optimization was executed, as described in Section 5.3. For Optimization Objectives
1, the first optimization is executed after 0.1 s, and for Optimization Objectives 2, 3 and
4, after 1 s. The periodic execution of the optimization is for Optimization Objective 1
and 3 ten seconds, for Optimization Objective 2 four seconds, and for Optimization Ob-
jective 4 one second. The periodic execution of the optimization differs for the different
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optimization objectives because of problems that occurred when including minimization
of running hours in the optimization, i.e. Optimization Objectives 2 and 4. This is ad-
dressed in Section 6.2.3. For all optimization objectives, Genset 1 is always initialized as
connected and providing power according to 80 % MCR. This is done to ensure that there
is always enough power available when the simulation is started and before the optimiza-
tion algorithm provides optimal setpoints to the simulator.

6.2.2 Simulations

Optimization Objective 1

Figure 6.19: Connection status of gensets when optimizing genset scheduling and load sharing
using Optimization Objective 1 on a simulation model in the MVPPSS.
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Figure 6.20: Active power delivered by gensets when optimizing genset scheduling and load sharing
using Optimization Objective 1 on a simulation model in the MVPPSS.

Figure 6.21: Load sharing between gensets when optimizing genset scheduling and load sharing
using Optimization Objective 1 on a simulation model in the MVPPSS.
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Optimization Objective 2

Figure 6.22: Connection status of gensets when optimizing genset scheduling and load sharing
using Optimization Objective 2 on a simulation model in the MVPPSS.
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Figure 6.23: Active power delivered by gensets when optimizing genset scheduling and load sharing
using Optimization Objective 2 on a simulation model in the MVPPSS.

Figure 6.24: Load sharing between gensets when optimizing genset scheduling and load sharing
using Optimization Objective 2 on a simulation model in the MVPPSS.
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Optimization Objective 3

Figure 6.25: Connection status of gensets when optimizing genset scheduling and load sharing
using Optimization Objective 3 on a simulation model in the MVPPSS.

Figure 6.26: Active power delivered by gensets when optimizing genset scheduling and load sharing
using Optimization Objective 3 on a simulation model in the MVPPSS.
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Figure 6.27: Load sharing between gensets when optimizing genset scheduling and load sharing
using Optimization Objective 3 on a simulation model in the MVPPSS.

Optimization Objective 4

Figure 6.28: Connection status of gensets when optimizing genset scheduling and load sharing
using Optimization Objective 4 on a simulation model in the MVPPSS.
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Figure 6.29: Active power delivered by gensets when optimizing genset scheduling and load sharing
using Optimization Objective 4 on a simulation model in the MVPPSS.

Figure 6.30: Load sharing between gensets when optimizing genset scheduling and load sharing
using Optimization Objective 4 on a simulation model in the MVPPSS.

Figure 6.31: Detail image of load sharing between gensets when optimizing genset scheduling and
load sharing using Optimization Objective 4 on a simulation model in the MVPPSS.
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6.2.3 Discussion

Figures 6.19, 6.22, 6.25 and 6.28 show the plotted optimal connection status with the mea-
sured connection status for the marine power plant when using Optimization Objective 1,
2, 3 and 4, respectively. All figures show that the connection statuses of the gensets in the
power plants perfectly follow the optimal connection statuses. Thus, the optimal schedul-
ing setpoints of the power plant are successfully implemented in the simulation model,
and the scheduling of gensets works as desired also within the simulation environment of
the MVPPSS.

The optimal power level and measured power level for each genset when using Opti-
mization Objective 1, 2, 3 and 4 are plotted in Figures 6.20, 6.23, 6.26 and 6.29, respec-
tively. The measured power levels mostly follow the optimal power levels, though with
some fluctuations and time delays, especially when gensets are ramped up. Due to the
modeled engine dynamics, some transients occur together with load fluctuations, as would
be expected in a simulation model. This is the case for all optimization objectives, though
the measured power level of the gensets in the simulations using Optimization Objective
2 experience larger fluctuations than when using the other optimization objectives. This
might be due to the frequent connections and disconnections of the gensets which happens
for this optimization objective. The MVPPSS seems to have problems handling frequent
connections and disconnections of gensets.

Figure 6.21 shows the load sharing between the active gensets when using Optimiza-
tion Objective 1. The illustration confirms that the connections and disconnections of
gensets happen according to when the load gets too big to be handled by the previous
gensets, which happens right before each plateau in the load profile. The way the new
gensets are connected when the load increases is as expected with the desired behavior of
Optimization Objective 1, which simply chooses ”next genset on the list” when choosing
which genset to connect, since all gensets have the same capacity. Had the gensets been
of different capacity, using this optimization objective would to some degree lead to a fa-
vorization of connecting the gensets with the smallest capacity, as discussed in Section 4.1.

Figure 6.24 shows the load sharing between gensets when using Optimization Objec-
tive 2. The scheduling of the gensets is in accordance with the expected behavior of this
optimization objective, as new gensets are connected each time the optimization is per-
formed. The power levels of the gensets can be seen to fluctuate a bit when there are two
gensets connected at the same time. This matches the results found in 6.23, which showed
significant fluctuations in the active power level of the gensets.

In Figure 6.27, the load sharing between gensets when using Optimization Objective
3 is presented. The behavior of both scheduling and load sharing is in accordance with
Optimization Objective 3, and follows from the discussion and reasoning in Section 6.1.3
regarding the optimization algorithm’s results for this optimization objective.

The load sharing between gensets when using Optimization Objective 4 can be seen in
Figure 6.30. One can see that the scheduling in the start of the simulation is done accord-
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ing to minimizing the running time of the gensets, as there are frequent connections and
disconnections of gensets. After approximately 80 seconds, the optimization algorithm no
longer connects and disconnects gensets with minimization of running time in mind, but
rather with minimization of connections and disconnections. This can be explained by the
same line of thought and reasoning as in Section 6.1.3, regarding the fact that |d| grows
large quick and hence other terms in the objective function from Equation 4.11 dominate.
After the period where gensets are connected and disconnected every other optimization
period, when Genset 4 and Genset 5 are connected, they both experience big fluctuations
in the power level. This can be seen in Figure 6.31, and is probably an effect of the fre-
quent connection and disconnection of gensets.

Some problems were encountered when optimization by using Optimization Objec-
tive 2 was performed. The simulation of an optimized power plant using the MILP opti-
mization algorithm had troubles with implementing the optimal scheduling scheme in the
MVPPSS. The simulator would shut down and give an error stating that the Simulink has
reached its minimium step size and is unable to reduce step size further. By further investi-
gating the variable outputs from the simulator, it was detected that when this error occured,
the frequency of the gensets had been fluctuating with an increasing amplitude. This indi-
cates unstability in the model. An investigation of the scheduling scheme provided from
the MILP optimization algorithm was also done. The produced connection and disconnec-
tion plan created from the optimization of the power plant was tried to be fed in manually
to the simulation model, i.e. without the use of online optimization during the simulation.
The MILP algorithm was disconnected and the connections and disconnections schemes
were sent in as step functions to the simulator. This resulted in the same error and shut-
down of the simulation. This indicates that there are certain scheduling schemes not ac-
cepted by the MVPPSS. From the thorough investigation of this problem, there seems to
be a problem for the MVPPSS when gensets are being connected and disconnected fre-
quently. These problems are the reason why a different deterministic load profile was used
when using Optimization Objective 2 compared to Optimization Objective 1, 3 and 4. The
simulation model with the MILP optimization algorithm using Optimization Objective 2
would not complete the simulation using the load profile used for the other optimization
objectives, even trying with several different execution periods of the optimization.

The robustness of the simulation model with implemented MILP optimization can be
questioned, as its ability to run through a simulation without the mentioned error depends
on the periodic execution of the optimization and chosen optimization objectives. The
fact that the simulation model highly depends on the scheduling scheme, i.e. the connec-
tion and disconnection of the gensets, is a drawback to the simulation model including
optimization. Especially, the frequent connections and disconnections seemed to provide
trouble. This could be avoided by increasing the execution period of the optimization, i.e.
performing the optimization less frequently. One drawback of doing this however, is the
risk of the demanded load changing in between the optimizations, such that the demanded
load becomes too high for the connected gensets, leading to a fault in the simulator.

Using a deterministic load profile is very advantageous when verifying the MILP op-
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timization algorithm, due to the easy way of recognizing and validating desired results.
Performing the simulations with a realistic load profile as well could serve as a stress test
and robustness test of the simulation model. By letting the simulation model run with the
MILP optimization as an optimization layer of the power plant for several hours could
verify a robust optimization method of the simulation method. A realistic load profile is
also meaningful to use when determining the performance of a power plant because of the
resemblance with an actual marine operation and a realistic operation scenario.

For initialization of the simulation model, Genset 1 is always intitialized with as con-
nected and an active power setpoint of 0.8 per unit. This can be seen in Figure 6.23, as the
time horizon is short enough for it to be visible in the plots. However, this is the case for
all simulations. This is done in order to ensure that the power plant has enough provided
power when a new simulation is initialized.
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Chapter 7
Case Study - Online Optimization
and Optimal Design of Marine
Power Plants Using MILP
Optimization

In this chapter, a case study using the developed MILP optimization algorithm in a simu-
lation environment, the MVPPSS, is conducted. The case study explores the optimization
of the control of three marine power plants. The three different configurations are then
evaluated with respect to chosen KPIs, and from this evaluation, the optimal design of the
marine power plant is proposed. This demonstrates the ability of using the optimization
for design purposes of marine power plants.

7.1 Problem Formulation and Marine Power Plant Con-
figurations

This section describes in detail the set up of the different simulations performed.

The case study presented in this chapter is a study of three different marine power plant
configurations, where each configuration is evaluated with respect to chosen KPIs. Each
marine power system is simulated in a fixed configuration, where all gensets are connected
throughout the whole time horizon of the simulation. Then, the three marine power sys-
tems are simulated in a non-fixed configuration, using the MILP optimization algorithm
for connecting/disconnecting gensets and load sharing between gensets. The three power
systems’ performance are determined by using the chosen KPIs, and using these results
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the optimal marine power plant configuration for this operation is proposed.

This case study demonstrates the ability of the MILP optimization algorithm to be
used in the online optimization layer of a marine power plant during a marine operation.
This feature is simulated by optimizing the operation of the power plant while feeding the
power system with a realistic load profile, resembling how the EEMS would be fed with
instantaneous power demands from power consumers aboard the ship during a real opera-
tion. In addition, using the MILP optimization as a design tool when designing a marine
power plant is simulated by using the predetermined realistic load profile as power de-
mands. A so called offline optimization, which optimizes the operation of a marine power
plant with a predetermined or estimated load profile, is an important design tool for an
optimal power plant configuration (Reddy et al., 2019). By using multiple probable load
profiles of the vessel in combination with safety and reliability requirements for the power
plant, an optimal power plant configuration can be obtained (Reddy et al., 2019). The
simulations conducted in this case study actually resembles the method of using offline
optimization for the design of a marine power plant, as the load profile is predetermined.
The realistic load profile used for the simulations in this case study could be one of several
likely load profiles used in a real offline optimization of a power plant. In addition to using
several likely load profiles, some safety, reliability and performance requirements would
also be included in a real design optimization.

The objective of this case study is to demonstrate the MILP optimization algorithm’s
ability of optimizing a marine power plant online and to be used as part of an offline op-
timization of the power plant configuration. The results of the case study can be used to
further investigate features and developments of the optimization algorithm, as well as to
make an informed decision of which of the proposed power plant configurations should be
installed on a vessel with the given load profile.

7.1.1 Power Plant Configurations
The three different power plant configurations have different qualities and characteristics
in terms of types of power sources, number of power producers and power capacity per
power producer. However, the combined total capacity of all the gensets are the same for
each configuration. The configurations are denoted Power plant 1, Power plant 2 and
Power plant 3.

Power plant 1 consists of six gensets and one battery ESD, i.e. a hybrid electric
marine power plant, connected to one bus. The gensets each have a base value capacity
of 8000 kW. The battery is a Corvus Energy Storage System, a battery package of several
Corvus Energy AT6500 Modules connected to the power plant, thought to have a total
amount of energy of 2.6 MWh, with a capacity of 8 MW. See Appendix B.4. The battery
is used in a simplified manner in this case study, in which the battery simply is put in
”discharge mode”, providing a constant delivered power of 8 MW throughout the whole
simulation. See Appendix B.1 for an illustration of the simulation model in the MVPPSS.
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Power plant 2 is a power plant configuration with three gensets connected to one bus.
This is a configuration with few high-power gensets. Thus, each genset has a base value
capacity of 16000 kW. The simulation model of the configuration can be seen in Appendix
B.2.

Power plant 3 has twelve gensets connected to one bus. Each genset has a base value
capacity of 3000 kW, meaning that this is a configuration with many low-power gensets.
The configuration can be seen in Appendix B.3.

All configurations calculate the fuel consumption using the SFOC-curve presented in
Figure 6.3.

7.1.2 Optimization Objectives
Using the developed MILP optimization algorithm as optimization of the marine power
plant, there are several optimization objectives implemented in the algorithm that can be
used, as shown in Chapter 4. Optimization Objective 1, minimizing online capacity of
gensets, is the chosen optimization objective for the case study. The description of the
optimization objectives, as well as the corresponding weights in the objective function of
Equation 4.11, can be found in Table 6.1 and Table 6.2, respectively.

7.1.3 Load Profile
The load profile used in the case study should be a realistic load profile. Using a realistic
load profile makes the results transferable to a real marine operation. The realistic load
profile is based on the operation of a real vessel under construction. The vessel operates
within the conditions shown in Table 7.1. The data have been provided by ABB.

Operating Conditions Operating Code Annualized Operation Time Total Power Demand [kW]
Alongside, berthed A 10 % 4695

Cargo Handling,Alongside B 25 % 6335
Cargo Handling LitM C 5 % 6788

Slow-Speed transit, 8 kts D 7.5 % 11081
Slow-Speed transit, 10 kts E 7.5 % 12534
Mid-Speed transit, 12 kts F 10 % 14770

Mid-Speed RAS, 12 kts, 2 Tx stations G 10 % 17219
Mid-Speed RAS, 12 kts, 4 Tx stations H 10 % 17792
High-Speed RAS, 14 kts, 2 Tx stations I 3.33 % 20557
High-Speed RAS, 14 kts, 4 Tx stations J 3.33 % 21129

High-Speed transit, 18 kts K 3.33 % 29083
Max speed, 20 kts L 5 % 37668

Table 7.1: Operational conditions of the vessel of interest used for simulations of marine power
plant cases.

It is assumed that the time scale of the operation is one week, or in other words 86400
seconds. There exists no information of the actual load profile of the vessel, other than the
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different operating conditions and the annualized operation time. Therefore, a somewhat
realistic load profile is made for the marine power plant by randomizing the load condi-
tions from Table 7.1. Since the time scale of one week, or 86400 seconds, is a relatively
long time horizon for simulation purposes, the time scale of the load profile is scaled down
to use in simulations in the MVPPSS. Thus, the scaled down load profile has a duration of
4700 seconds. In addition, the load profile is made such that the change from one operating
condition to another happens over the course of 10 seconds. This is done in order to avoid
too rapid load fluctuations, which could be unacceptable for the simulation model in the
MVPPSS and lead to the generators tripping. The scaled down load profile is presented in
Figure 7.1.

Figure 7.1: Load profile with scaled down time.

The realistic load profile presented in Figure 7.1 is used for simulations of all power
plant configurations, i.e. Power plant 1, Power plant 2 and Power plant 3.

7.1.4 Key Performance Indicators

A marine power plant can be evaluated by several performance indicators that can be mea-
sured and optimized. Such performance indicators can be fuel consumption, total emis-
sion, total cost, running hours of engines, number of starts/stops or other characteristics.
Given the implemented optimization objectives in the MILP optimization algorithm, the
chosen KPIs for the case study are running hours of gensets, connections/disconnections
of gensets and total fuel consumption, denoted d, Son/Soff and FC, respectively. The
KPIs will be presented for each of the three power plants, for both the fixed and the non-
fixed configurations.
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7.2 Simulations of Marine Power Plants in the MVPPSS

7.2.1 Power plant 1 - Fixed Configuration

Figure 7.2: Connection status of gensets for Power plant 1 in fixed configuration.
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Figure 7.3: Power level of gensets for Power plant 1 in fixed configuration.

Figure 7.4: Load sharing between gensets for Power plant 1 in fixed configuration.
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Figure 7.5: Fuel consumption of gensets for Power plant 1 in fixed configuration.

Figure 7.6: Total fuel consumption of gensets for Power plant 1 in fixed configuration.
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7.2.2 Power plant 1 - Non-Fixed Configuration

Figure 7.7: Connection status of gensets for Power plant 1 in non-fixed configuration.
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Figure 7.8: Power level of gensets for Power plant 1 in non-fixed configuration.

Figure 7.9: Load sharing between gensets for Power plant 1 in non-fixed configuration.
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Figure 7.10: Fuel consumption of gensets for Power plant 1 in non-fixed configuration.

Figure 7.11: Total fuel consumption of gensets for Power plant 1 in non-fixed configuration.
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7.2.3 Power plant 2 - Fixed Configuration

Figure 7.12: Connection status of gensets for Power plant 2 in fixed configuration.

Figure 7.13: Power level of gensets for Power plant 2 in fixed configuration.
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Figure 7.14: Load sharing between gensets for Power plant 2 in fixed configuration.

Figure 7.15: Fuel consumption of gensets for Power plant 2 in fixed configuration.

Figure 7.16: Total fuel consumption of gensets for Power plant 2 in fixed configuration.
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7.2.4 Power plant 2 - Non-Fixed Configuration

Figure 7.17: Connection status of gensets for Power plant 2 in non-fixed configuration.

Figure 7.18: Power level of gensets for Power plant 2 in non-fixed configuration.
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Figure 7.19: Load sharing between gensets for Power plant 2 in non-fixed configuration.

Figure 7.20: Fuel consumption of gensets for Power plant 2 in non-fixed configuration.
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Figure 7.21: Total fuel consumption of gensets for Power plant 2 in non-fixed configuration.

7.2.5 Power plant 3 - Fixed Configuration

Figure 7.22: Connection status of gensets for Power plant 3 in fixed configuration.
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Figure 7.23: Power level of gensets for Power plant 3 in fixed configuration.

Figure 7.24: Load sharing between gensets for Power plant 3 in fixed configuration.

86



7.2 Simulations of Marine Power Plants in the MVPPSS

Figure 7.25: Fuel consumption of gensets for Power plant 3 in fixed configuration.

Figure 7.26: Total fuel consumption of gensets for Power plant 3 in fixed configuration.
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7.2.6 Power plant 3 - Non-Fixed Configuration

Figure 7.27: Connection status of gensets for Power plant 3 in non-fixed configuration.
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Figure 7.28: Power level of gensets for Power plant 3 in non-fixed configuration.

Figure 7.29: Load sharing between gensets for Power plant 3 in non-fixed configuration.

89



Chapter 7. Case Study - Online Optimization and Optimal Design of Marine Power
Plants Using MILP Optimization

Figure 7.30: Fuel consumption of gensets for Power plant 3 in non-fixed configuration.

Figure 7.31: Total fuel consumption of gensets for Power plant 3 in non-fixed configuration.
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7.3 Comments, Evaluation and Discussion

7.3.1 Comments

The connection status of gensets in the power plants in fixed configuration can be seen
in Figures 7.2, 7.12 and 7.22. One can see that all gensets are connected at all times,
which shows that there is no difference in connection status for any genset throughout
the simulation, and thus that the configuration of Power plant 1, Power plant 2 and
Power plant 3 is fixed.

The measured power levels of the gensets in the power plants in fixed configuration,
shown in Figures 7.3, 7.12 and 7.22, do not resemble the optimal power levels. This is
in accordance with the power plant being set in a fixed position, where there is no active
load sharing. Thus, the gensets all have the same droop curve, meaning they produce the
same amount of active power. The fact that all gensets produce the same amount of active
power when the power plants are in fixed configuration can also be seen in Figures 7.4,
7.14 and 7.24, where the load sharing between the active gensets are shown. The load
share contribution from each genset all add up to the required active power load, Pload,
which is a desired characteristic.

Load sharing between active gensets in Power plant 1, Power plant 2 and
Power plant 3 in fixed configuration is shown in Figures 7.4, 7.14 and 7.24, respec-
tively. The area plots depicting the amount of power delivered from each genset show
that all gensets are connected at all times, and are equally sharing the required power load
between each other. This makes the gensets often operate in very inefficient operating con-
ditions, most often with a percentage of MCR much lower than its optimal operating point.

Figures 7.5, 7.15 and 7.25 show the fuel consumption of gensets in Power plant 1,
Power plant 2 and Power plant 3, respectively, in fixed configuration. The figures
show that the fuel consumption is the same for all gensets, due to the power plants’ fixed
configuration. This is as expected.

The total fuel consumption of all gensets in Power plant 1, Power plant 2 and
Power plant 3 operating in fixed condition can be seen in Figures 7.6, 7.16 and 7.26, re-
spectively. The total fuel consumption is found by superpositioning the fuel consumption
of each genset.

Figures 7.7, 7.17 and 7.27 show the measured connection status plotted against the op-
timal connection status of all gensets inPower plant 1, Power plant 2 andPower plant 3,
respectively, in non-fixed configuration. One can see that the measured connection status
of the gensets in all power plants follow the optimal setpoint of the connection status per-
fectly, indicating that the simulation model correctly connects and disconnects gensets
according to the MILP optimization algorithm’s output.

The measured power level is plotted against the optimal power level of each genset in
Power plant 1, Power plant 2 and Power plant 3 in non-fixed configuration. See Fig-
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ures 7.8, 7.18 and 7.28 respectively. These plots show that the gensets provide the desired
optimal power and that the measured power level curve follows the optimal power level
curve, though with some fluctuations and delays. This happens because of the dynamics
in the modeled gensets, and is expected behavior of a simulation model like the one used
in this case study.

Figures 7.9, 7.19 and 7.29 show the load sharing between the active gensets in
Power plant 1, Power plant 2 and Power plant 3, respectively, in non-fixed config-
uration. As one can see in the figures, not all gensets provide active power to the main
bus. This is due to the optimal scheduling and load sharing which is calculated by the
MILP optimization algorithm, and ensures that only the necessary gensets for the given
load are connected. The figures depicting the load sharing between the active gensets are
in accordance with Figures 7.7, 7.17 and 7.27 and Figures 7.8, 7.18 and 7.28 in terms of
the gensets’ connection statuses and power levels.

Fuel consumption for each genset in Power plant 1, Power plant 2 and
Power plant 3 in non-fixed configuration are presented in Figures 7.10, 7.20 and 7.30,
respectively. Studying the corresponding connection status plots, i.e. Figures 7.7, 7.17
and 7.27, and power level plots, i.e. 7.8, 7.18 and 7.28, one can conclude that the fuel
consumption curves correlate with the connection status and power levels of each genset.
By correlation, it is meant that the fuel consumption curves develop according to the con-
nection status of the gensets, i.e. when connection status is disconnected, then the fuel
consumption is zero, and according to the power level of the gensets, i.e. fuel consump-
tion decreases when a genset is operated near its optimal MCR. Elaboration follows in the
next paragraph.

Figure 7.10 shows the fuel consumption for each genset in Power plant 1 in non-fixed
configuration. As expected, Genset 6 has zero fuel consumption, as it is disconnected
(seen from Figure 7.7) and provides zero active power. The remaining gensets consume
fuel as expected when comparing Figure 7.10 with Figures 7.7 and 7.8, both in terms of
when gensets are switched on and off and when power levels increase or decrease, pro-
vided that a known minimum fuel consumption occurs around 0.8 MCR. One example of
this can be seen for Genset 2 which at approximately 2500 s is connected and providing
a power level of about 0.4, before its provided power level increases to around 0.6. The
response of this in Figure 7.10 can be seen as a sudden increase in fuel connsumption for
Genset 2 when the genset is turned on and operated at a power level of 0.4, before it
decreases little by little when the power level increases to around 0.6, implying that the
genset is being operated closer to its optimal level of MCR.

The total fuel consumption of the gensets in Power plant 1, Power plant 2 and
Power plant 3 in non-fixed configuration is seen in Figures 7.11, 7.21 and 7.31. Again,
the total fuel consumption for each power plant is found by superpositioning the fuel con-
sumption of each genset.

Power plant 1 is a hybrid electric marine power plant with a battery ESD. The battery
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is implemented in the simulation model in a way where the power contribution from the
battery simply reduces the required active power load, Pload, accordingly to the delivered
power from the battery. This can be seen as a reduction in the load profile of the simula-
tion. Figures 7.4 and 7.9 show a reduced Pload which sometimes is close to zero (1 kW)
for both the fixed and non-fixed configuration of Power plant 1. Pload is close to zero
because of a simplification in the battery power contribution which sets Pload to 1 kW if
the demanded load from the load profile is less than the contribution of supplied power
from the battery. Had this feature not been implemented, the required load would become
negative, making the optimization problem infeasible. For Power plant 1 in non-fixed
configuration, when the required load is close to zero, Genset 1 is kept connected, but
providing power according to 1 kW. Thus, Genset 1 consumes fuel according to 1 kW
load demand, which is approximately at 0.01 % MCR, which is a very inefficient operat-
ing point for the gensets. Hence, the fuel consumption of Genset 1 is high in the periods
where Pload is close to zero, as can be seen in Figure 7.10. The total fuel consumption,
shown in Figure 7.11, is not very high in these periods compared to other periods of the
operation, however considering that only one genset is connected and that the demanded
power is low, the fuel consumption is considered high. This has room for improvement
and will be addressed further in Section 7.3.3.

7.3.2 Evaluation

The results from the simulations of the different marine power plants are evaluated by the
KPIs described in Section 7.1.4. In Table 7.2, the measured KPIs for each power plant and
configuration are shown.

Power plant configuration Power plant 1 Power plant 2 Power plant 3
Fixed Non-fixed Fixed Non-fixed Fixed Non-fixed

Running time of gensets [s] 28200 8433 14100 7509 56400 23227
Connections 6 21 3 12 12 51
Disconnections 0 19 0 10 0 45
Total fuel consumption [kg] 1.3581 · 104 3.6095 · 103 1.2490 · 104 6.1327 · 103 1.2490 · 104 4.6261 · 103

Table 7.2: Performance of marine power plant configurations measured by chosen KPIs.

The KPIs are measured or calculated during the simulations of the marine power
plants. The running time of the gensets represents the total combined time that all gensets
are connected. For example, a genset connected the whole time of the simulation will have
a contribution of 4700 s. The connections and disconnections variables are incremented
each time a genset is connected or disconnected and thus count the total amount of connec-
tions and disconnections of all gensets. The total fuel consumption for each power plant
is calculated by integrating the total fuel consumption curve of the respective power plant
configuration, shown in Figures 7.6, 7.11, 7.16, 7.21, 7.26 and 7.31, over the time horizon
of the simulation.
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From Table 7.2, one can see that each marine power plant in its non-fixed configura-
tion has less total fuel consumption compared to its fixed configuration counterpart. This
shows that optimizing the power plant using the MILP optimization algorithm indeed leads
to a reduction in fuel consumption using this simulation model. The power plant configu-
ration with the lowest fuel consumption is Power plant 1 with a total fuel consumption
of 4.6095 · 103 kgs, when optimized with the MILP optimization algorithm.

The running time of gensets for the different configurations presented in Table 7.2
shows that the running time generally increases with the number of gensets in the power
plant. This is as expected, as the inclusion of more gensets in the marine power plants
mean that more gensets will be connected at the same times, introducing a multiplication
of the running hours. The increase in running time with the increase in number of gensets
applies to both the fixed and the non-fixed configurations of the marine power plants.

Considering the connections and disconnections of gensets for each power plant, one
can see from Table 7.2 that the connections for the fixed configurations of the power plants
coincide with the number of gensets. The disconnections for the fixed configurations are
all zero, as expected, as the gensets only are connected once and stay connected the entire
simulation. For the non-fixed configurations, the connections and disconnections gener-
ally increase with the number of gensets in the power plants, which is as expected.

Considering all KPIs, Power plant 1 is the power plant configuration that shows
the most promising measurements. It has a total fuel consumption of 3.6095 tonnes,
1.0166 tonnes less than the second lowest total fuel consumption, which is achieved by
Power plant 3. Power plant 1’s running time of gensets is also short, second shortest
of all, with a total of 8433 seconds, only 924 seconds longer than the shortest running time
of gensets of 7509 seconds, achieved by Power plant 2. The number of connections
and disconnections of Power plant 1 are the second lowest among the three non-fixed,
i.e. optimized, configurations. Power plant 3 has a total of 96 connections and dis-
connections, whereas Power plant 1 has a total of 40 connections and disconnections.
Power plant 2 only has 22 connections and disconnections throughout the time hori-
zon of the simulation. From these KPIs follows that a natural choice of configuration of
a marine power plant with a probable realistic load profile as shown in Figure 7.1 and
Optimization Objective 1 shown in Table 6.3 would be Power plant 1. Thus, by using
the MILP optimization algorithm in an offline optimization of three different power plant
configurations, Power plant 1 is proposed as the optimal design of a marine power plant
with a realistic load profile as seen in Figure 7.1 when the desired optimization behavior
is according to Optimization Objective 1.

The load profile used for the simulations of the marine power plants has been fed to
the simulation model, and its values have been read at instantaneous points in time, during
the time horizon of the simulation. In a real operation of a marine power plant, the loads
would be fed to the EEMS in a similar manner, only from calculations of demanded load
from the power system itself. By implementing the optimization algorithm in the EEMS of
a marine power plant and using it as an optimization layer of the power system, the process
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of getting demanded load, finding the optimal genset scheduling and sending setpoints to
the generators will resemble the process in these simulations of optimizing marine power
plants. Thus, one can conclude that an online optimization method of marine power plants
has been developed using the MILP optimization algorithm in the simulation environment
of the MVPPSS.

As a side note, comparingPower plant 2 withPower plant 3, shows thatPower plant 3
has a lower fuel consumption than Power plant 2, when both are optimized, and every-
thing else than the sizing and number of gensets is the same. This finding is in accordance
with the findings of Wu (2017), who found that a marine power plant configuration with
more but smaller gensets outperformed a marine power plant configuration with less but
bigger gensets with respect to the fuel consumption.

7.3.3 Discussion
The results from the simulations presented in Table 7.2 represent the performance of each
power plant configuration, using the chosen KPIs. The fuel consumption is of course of
great interest when a marine power plant is designed, due to the costs related to this post.
However, the other KPIs such as running time and connections/disconnections also repre-
sent an important aspect when evaluating the performance of a power plant. These KPIs
directly affect the wear and tear of the equipment, which can lead to great expenses for the
ship owner. The proposed marine power plant, Power plant 1, is the power plant with
the most promising performance using the defined KPIs. This is a simplified evaluation
of an optimal power plant, which in itself could be its own master’s thesis. For example,
finding an optimal marine power plant regarding the power plant’s economic performance
was done by Simonsen (2019). It is also important to emphasize that the proposed opti-
mal marine power plant depends highly on the chosen optimization objective in the MILP
optimization algorithm. As described in Section 6.2.1, the optimization can be performed
using four different optimization objectives. While this case study performed the optimiza-
tion using Optimization Objective 1, using other optimization objectives could lead to a
different result. In addition, the performance indicators could be of different importance
for different operations or different vessels, where in one case the fuel consumption must
be considered the most, while another case might have strict requirements for the running
time of gensets. Thus, the optimization objective should be chosen carefully with respect
to the wanted behavior and characteristics of the power plant.

Using offline optimization to choose an optimal design of a marine power plant should
include using several probable load profiles together with the performance and safety re-
quirements for the power plant (Reddy et al., 2019). Such requirements could be a min-
imum number of gensets or a minimum total capacity etc. The load profile used in this
case study is realistic in the way that the operating conditions are probable and taken from
a real marine operation, but the combination of these could be more realistic. The load
profile could be altered to not include such big load fluctuations over short amounts of
time, in addition to including some white noise or other high frequent fluctuations for a
more probable load variation.
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Other improvements in the case study would be to tweak the MILP optimization al-
gorithm in a way which makes the optimization problem for when Pload is equal to zero
feasible. By doing this, one could set the required load equal to zero instead of 1 kW when
the battery contributes with more delivered power than is required. This would mean that
the marine power plant could operate in all electric operation and even greater fuel savings
could be introduced for Power plant 1 since there would be no need to run a genset in
an inefficient operating point. Another way to bypass this problem would be to include
the battery in the MILP optimization algorithm. By including an ESD in the MILP op-
timization, the presence of the battery could be utilized in a much better way than it is
now, and different usage strategies of the battery could be used, depending on what is the
wanted characteristics of the power plant configuration. This is considered as the most
promising addition to the MILP optimization algorithm regarding further fuel consump-
tion reductions and reduction of wear and tear on the equipment. Including a battery in
the simulation model could easily be done by using the already established battery model
in the MVPPSS, which makes it possible to implement different usage strategies of the
battery. Thus, the only thing needed for including a battery in the optimization is code
written for the usage strategy of the battery, and the inclusion of a battery in the MILP
optimization algorithm. This could be done following the method of (Skjong et al., 2017).

The estimation of fuel consumption could be made more accurate and realistic, as its
current implementation does not take transients and dynamics into account, e.g. costs of
starting and stopping a genset or revving the engine up to another operating level. Due to
this simplified estimation of fuel consumption, which only uses SFOC-curves as a lookup
table, the fuel consumption of Power plant 2 and Power plant 3 are exactly the same,
since all other parameters are equal, including the SFOC-curves of the engines. The fuel
consumption of Power plant 1 would also have been the same, had it not been for the
load reduction introduced by the presence of the battery ESD. Since the same SFOC curves
are used for engines of different capacity, this could be a source of error in calculation of
the total fuel consumption for different power plant configurations. For a real case with
different engine sizes and numbers of engines, the SFOC curves would most likely not be
the same.

An interesting addition to the MILP optimization algorithm would be to use online
values of fuel consumption instead of using predetermined SFOC-curves for the optimiza-
tion. Exact measurements of fuel consumption could constantly be updating the data on
which the optimization should be performed, thus improving the optimal load sharing of
the connected gensets. This could further be explored by using machine learning to make
a ”smart” optimization layer to recognize and decide the most optimal operating point of
each genset.

There are also other optimization algorithms that could be better suited for an offline
optimization used for finding the optimal design of a power plant. This could for instance
be a genetic algorithm, dynamic programming or particle swarm optimization (PSO).
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8.1 Conclusions

This thesis has explored the wide field of optimization of marine power plants. Many
methods are applicable for the purpose of operating a marine power plant in a more op-
timal manner, and this thesis has contributed to exploring the possibility of using MILP
as an optimization method of a marine power plant. MILP is especially well fitted for
unit commitment and scheduling problems, which makes it highly applicable for genset
scheduling and load sharing in a marine power plant.

A formulation of the optimization problem corresponding to genset scheduling and
load sharing has been made and implemented in Matlab. The MILP formulation used in
this thesis is based on the method presented by Thorat and Skjetne (2018). This resulted in
the proposed MILP optimization algorithm, which optimizes the scheduling of the gensets
in a marine power plant with respect to either minimizing online capacity, minimizing run-
ning time of gensets, minimizing the connections/disconnections of gensets or a weighted
combination of all of these. The MILP optimization algorithm also optimized the load
sharing between the active gensets, such that fuel consumption is minimized. The MILP
optimization algorithm has through verification proven capable of controlling a simplified
marine power plant with satisfactory and expected results according to the optimization
objectives.

A simulation model of a marine power plant has been established in the MVPPSS.
Using the MVPPSS as a simulation environment, the MILP optimization algorithm has
been implemented in the simulation model. This provides the possibility of performing
realistic simulations of the optimization of a marine power plant. The calculated optimal
scheduling scheme of gensets is used as a setpoint to the control of connection status for
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the gensets. The power level of each genset is controlled by using the calculated optimal
active power level as setpoint to the droop based speed governor, where the control input is
the no-load frequency. Based on the droop equation, a guidance function for mapping the
active power setpoints to the commanded no-load frequency has been included for the pur-
pose of power control. A verification of the implemented MILP algorithm in the MVPPSS
environment has been conducted, and showed that the simulation model is possible to con-
trol using optimal setpoints from the optimization algorithm. Optimizing the power plant
using the optimization objective of minimizing the running time of gensets was challeng-
ing, and required alterations of the experimental setup in order to simulate properly. Most
likely, the simulation model reacts like this due to frequent connections/disconnections of
gensets. Simulation models using the other optimization objectives worked satisfactorily.

A case study has been conducted, comparing the performance of three different con-
figurations of marine power plants. Using the MILP optimization algorithm for control
of the power plants, compared to running the power plants in fixed configuration, i.e. all
gensets connected, showed that the fuel consumption was significantly reduced for all
power plants. Power plant 1 showed the best performance through simulations and was
proposed as the optimal design for the given vessel and operation. This power plant was
a hybrid power plant, consisting of six gensets and a battery ESD. The case study demon-
strated how the optimization can be used for optimal design purposes when projecting and
designing a marine power plant.

8.2 Recommendations for Further Work
• While there are several features that can be further developed in the MILP optimiza-

tion algorithm, such as including a redundancy margin (Thorat and Skjetne, 2018)
or the use of variable speed gensets (Skjong et al., 2017), the most natural exten-
sion to the algorithm would be the possibility to include ESDs, such as batteries, in
the MILP optimization algorithm. This has a big potential to further reducing fuel
consumption and introduce the possibility to use different battery usage strategies.
This means increasing the complexity of the optimization algorithm, and probably
will lead to a further improvement of performance. A battery could be included in
the MILP optimization algorithm using a method similar to that of (Skjong et al.,
2017).

• Including an online optimization of continuously updated SFOC for each genset
could improve the accuracy of the fuel consumption and lead to more optimal load-
ing conditions of each genset. This could be an improvement because the actual
SFOC can vary with several variables, e.g. temperature and wear and tear of equip-
ment.

• In order to fully utilize the extents of the MVPPSS, a simulation model of a ves-
sel including the DP system as well as environmental modeling and electrical sys-
tem could be made, including the implemented MILP optimization algorithm. This
could simulate complex marine operations and provide accurate estimations of KPIs.
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A.1 Implementation in Matlab

1 % clear;
2 % clc;
3 %% Load Profile Selection
4 %%%%%%%%%%%%%%%%%%% %%%%%%%%%%%%%%%%%
5

6 %Choose the deterministic load profile by uncommenting the
7 %following two lines.
8 operation_time = 4000; %4373
9 load_profile = deterministicLoadProfile(operation_time);

10

11

12 %load_profile = deterministicLoadProfile3;
13 % The load profile can be altered in the function
14 % "deterministicLoadProfile.m"
15

16

17 %Choose the realistic load profile by uncommenting the
18 %following two lines
19 %load_profile = plotLoadProfile;
20 operation_time = length(load_profile);
21 %The load profile can be altered in the function
22 %"plotLoadProfile.m"
23

24 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
25

26 %% Variables Used for Genset Scheduling
27 %%%%%%%%%%%%%% %%%%%%%%%%
28

29 T_s = 10; %Periodic execution of optimization
30 epsilon = 0.1;
31 P_b = [8000, 8000, 8000, 8000, 8000, 8000];
32

33 n_gensets = length(P_b);
34 P_b_onenorm = sum(P_b);
35 optimal_loading_factor = 0.80; %Optimal running condition
36 Gamma = optimal_loading_factor*eye(n_gensets);
37 ones_vector = ones(n_gensets, 1);
38 N_min = 0;
39 intcon = zeros(1, n_gensets);
40 for i = 1:n_gensets
41 intcon(i) = i;
42 end
43
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44 %Boundaries ensure c-variables binary
45 lb_gs = zeros(n_gensets,1);
46 ub_gs = ones(n_gensets,1);
47

48 %Weighting scheme of objective function - chooses
49 %optimization objective
50 w1 = 1;
51 w2 = 0;
52 w3 = 0;
53 w4 = 0;
54

55 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
56

57 %% Variables Used for Load Sharing
58 %%%%%%%%%%%%%%%% %%%%%%%%%%%%%
59

60 %Defining SFOC-curves for each genset:
61

62 f_sfoc = [0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, ...
63 0.35, 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, ...
64 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, 1.00; ...
65 240, 225, 216, 210, 205, 201, 197, ...
66 193, 190, 187, 185, 183, 181, 180, ...
67 179, 178, 178, 179, 179, 181, 182];
68

69 %For GENSET 1
70 f_sfoc_1 = f_sfoc;
71

72 %For GENSET 2
73 f_sfoc_2 = f_sfoc;
74

75 %For GENSET 3
76 f_sfoc_3 = f_sfoc;
77

78 %For GENSET 4
79 f_sfoc_4 = f_sfoc;
80

81 %For GENSET 5
82 f_sfoc_5 = f_sfoc;
83

84 %For GENSET 6
85 f_sfoc_6 = f_sfoc;
86

87 %Using fuel consumption data points to form matrix constraints
88 %for the minimization of fuel consumption
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89

90 m = length(f_sfoc_1) - 1;
91

92 %Preallocating for speed
93 a_1 = zeros(m,1);
94 b_1 = zeros(m,1);
95

96 a_2 = zeros(m,1);
97 b_2 = zeros(m,1);
98

99 a_3 = zeros(m,1);
100 b_3 = zeros(m,1);
101

102 a_4 = zeros(m,1);
103 b_4 = zeros(m,1);
104

105 a_5 = zeros(m,1);
106 b_5 = zeros(m,1);
107

108 a_6 = zeros(m,1);
109 b_6 = zeros(m,1);
110

111 for k = 2:m+1
112 a_1(k-1) = (f_sfoc_1(2, k) - ...
113 f_sfoc_1(2, k-1))/(f_sfoc_1(1, k) - f_sfoc_1(1, k-1));
114 b_1(k-1) = f_sfoc_1(2, k-1) - a_1(k-1)*f_sfoc_1(1, k-1);
115 end
116

117 for k = 2:m+1
118 a_2(k-1) = (f_sfoc_2(2, k) - ...
119 f_sfoc_2(2, k-1))/(f_sfoc_2(1, k) - f_sfoc_2(1, k-1));
120 b_2(k-1) = f_sfoc_2(2, k-1) - a_2(k-1)*f_sfoc_2(1, k-1);
121 end
122

123 for k = 2:m+1
124 a_3(k-1) = (f_sfoc_3(2, k) - ...
125 f_sfoc_3(2, k-1))/(f_sfoc_3(1, k) - f_sfoc_3(1, k-1));
126 b_3(k-1) = f_sfoc_3(2, k-1) - a_3(k-1)*f_sfoc_3(1, k-1);
127 end
128

129 for k = 2:m+1
130 a_4(k-1) = (f_sfoc_4(2, k) - ...
131 f_sfoc_4(2, k-1))/(f_sfoc_4(1, k) - f_sfoc_4(1, k-1));
132 b_4(k-1) = f_sfoc_4(2, k-1) - a_4(k-1)*f_sfoc_4(1, k-1);
133 end
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134

135 for k = 2:m+1
136 a_5(k-1) = (f_sfoc_5(2, k) - ...
137 f_sfoc_5(2, k-1))/(f_sfoc_5(1, k) - f_sfoc_5(1, k-1));
138 b_5(k-1) = f_sfoc_5(2, k-1) - a_5(k-1)*f_sfoc_5(1, k-1);
139 end
140

141 for k = 2:m+1
142 a_6(k-1) = (f_sfoc_6(2, k) - ...
143 f_sfoc_6(2, k-1))/(f_sfoc_6(1, k) - f_sfoc_6(1, k-1));
144 b_6(k-1) = f_sfoc_6(2, k-1) - a_6(k-1)*f_sfoc_6(1, k-1);
145 end
146

147 A_ls = [a_1, zeros(m, 1), zeros(m, 1), zeros(m, 1), ...
148 zeros(m, 1), zeros(m, 1); ...
149 zeros(m, 1), a_2, zeros(m, 1), zeros(m, 1), ...
150 zeros(m, 1), zeros(m, 1);
151 zeros(m, 1), zeros(m, 1), a_3, zeros(m, 1), ...
152 zeros(m, 1), zeros(m, 1);
153 zeros(m, 1), zeros(m, 1), zeros(m, 1), a_4, ...
154 zeros(m, 1), zeros(m, 1);
155 zeros(m, 1), zeros(m, 1), zeros(m, 1), zeros(m, 1), ...
156 a_5, zeros(m, 1);
157 zeros(m, 1), zeros(m, 1), zeros(m, 1), zeros(m, 1), ...
158 zeros(m, 1), a_6];
159

160 E_ls = [-1*ones(m, 1), zeros(m, 1), zeros(m, 1), ...
161 zeros(m, 1), zeros(m, 1), zeros(m, 1);
162 zeros(m, 1), -1*ones(m, 1), zeros(m, 1), ...
163 zeros(m, 1), zeros(m, 1), zeros(m, 1);
164 zeros(m, 1), zeros(m, 1), -1*ones(m, 1), zeros(m, 1), ...
165 zeros(m, 1), zeros(m, 1);
166 zeros(m, 1), zeros(m, 1), zeros(m, 1), -1*ones(m, 1), ...
167 zeros(m, 1), zeros(m, 1);
168 zeros(m, 1), zeros(m, 1), zeros(m, 1), zeros(m, 1), ...
169 -1*ones(m, 1), zeros(m, 1);
170 zeros(m, 1), zeros(m, 1), zeros(m, 1), zeros(m, 1), ...
171 zeros(m, 1), -1*ones(m, 1)];
172

173 b_ls = [b_1;
174 b_2;
175 b_3;
176 b_4;
177 b_5;
178 b_6];
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179

180 %Defining upper and lower values of p-value for each engine
181 p_min = [f_sfoc_1(1, 1);
182 f_sfoc_2(1, 1);
183 f_sfoc_3(1, 1);
184 f_sfoc_4(1, 1);
185 f_sfoc_5(1, 1);
186 f_sfoc_6(1, 1)];
187

188 p_max = [f_sfoc_1(1, m+1);
189 f_sfoc_2(1, m+1);
190 f_sfoc_3(1, m+1);
191 f_sfoc_4(1, m+1);
192 f_sfoc_5(1, m+1);
193 f_sfoc_6(1, m+1)];
194

195 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
196

197 %% Initialization of Optimization Variables
198 %%%%%%%%%% %%%%%%%%
199

200 Son = zeros(n_gensets, 1);
201 Soff = zeros(n_gensets, 1);
202

203 d = zeros(n_gensets, 1); %Variable counting running hour of
204 %gensets
205

206 d_prev = zeros(n_gensets, 1);
207 C_prev = zeros(n_gensets, 1);
208 C = zeros(n_gensets, 1);
209

210 DeltaCPlus = zeros(n_gensets, 1);
211 DeltaCMinus = zeros(n_gensets, 1);
212

213 d_onenorm = sum(d);
214 Son_onenorm = sum(Son);
215 Soff_onenorm = sum(Soff);
216

217 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
218

219 %% Preallocation of Data Storage Variables
220 %%%%%%%%%% %%%%%%%%%%%
221

222 online_capacity_vector = zeros(1, ceil(operation_time/T_s));
223 no_online_gs_vector = zeros(1, ceil(operation_time/T_s));
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224 running_time_gs_matrix = zeros(n_gensets, ...
225 ceil(operation_time/T_s));
226 switches_on_vector = zeros(n_gensets, ...
227 ceil(operation_time/T_s));
228 switches_off_vector = zeros(n_gensets, ...
229 ceil(operation_time/T_s));
230

231 %d_matrix = zeros(n_gensets, ceil(operation_time/T_s));
232 C_matrix = zeros(n_gensets, ceil(operation_time/T_s));
233 p_matrix = zeros(n_gensets, ceil(operation_time/T_s));
234

235 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
236

237 %% Simulation of Optimization of Marine Power Plant
238 %%%%% %%%%%
239

240 for i = 1:T_s:operation_time
241 %% Optimization Stage 1 - Genset Scheduling
242 %%%%%%%%%%% %%%%%%%%%
243 %Solving mixed integer linear program for
244 %scheduling // STAGE 1
245 P_load = load_profile(1,i);
246

247 A_gs = [-P_b*Gamma;
248 -ones_vector’];
249 b_gs = [-P_load; -N_min];
250

251 d_prev = d;
252 C_prev = C;
253

254 d = d_prev + T_s*C_prev;
255

256 d_onenorm = sum(d);
257

258 obj_function_gs = (w1*(1/P_b_onenorm)*P_b’ + ...
259 w2*(d/(d_onenorm + epsilon)) + ...
260 w3*(Son/(Son_onenorm + epsilon)) + ...
261 w4*(Soff/(Soff_onenorm + epsilon)))’;
262

263 C = intlinprog(obj_function_gs, intcon, A_gs, b_gs, ...
264 [], [], lb_gs, ub_gs);
265

266 DeltaC = C - C_prev;
267

268 for j = 1:n_gensets
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269 if DeltaC(j) > 0.99
270 DeltaCPlus(j) = DeltaCPlus(j) + 1;
271 end
272

273 if DeltaC(j) < -0.99
274 DeltaCMinus(j) = DeltaCMinus(j) + 1;
275 end
276 end
277

278 Son = DeltaCPlus;
279 Soff = DeltaCMinus;
280

281 Son_onenorm = sum(Son);
282 Soff_onenorm = sum(Soff);
283

284 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
285

286 %% Optimization Stage 2 - Load Sharing
287 %%%%%%%%%%%%% %%%%%%%%%%%
288

289 %Objective function
290 c_ls_star_1 = [C; 0; 0; 0; 0; 0; 0];
291

292 obj_function_ls = c_ls_star_1’;
293

294 %Inequality constraint: A_star * my_star <= -b
295 A_ls_star = [E_ls, A_ls];
296 b_ls = -b_ls;
297

298 %Equality constraint:
299 %(c_star_2 P_b_star)’
300 %* mu_star = P_load
301

302 c_ls_star_2 = [0; 0; 0; 0; 0; 0; C];
303

304 P_b_ls_star = [0; 0; 0; 0; 0; 0; P_b’];
305

306 A_eq_star = [c_ls_star_2(1)*P_b_ls_star(1);
307 c_ls_star_2(2)*P_b_ls_star(2);
308 c_ls_star_2(3)*P_b_ls_star(3);
309 c_ls_star_2(4)*P_b_ls_star(4);
310 c_ls_star_2(5)*P_b_ls_star(5);
311 c_ls_star_2(6)*P_b_ls_star(6);
312 c_ls_star_2(7)*P_b_ls_star(7);
313 c_ls_star_2(8)*P_b_ls_star(8);
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314 c_ls_star_2(9)*P_b_ls_star(9);
315 c_ls_star_2(10)*P_b_ls_star(10);
316 c_ls_star_2(11)*P_b_ls_star(11);
317 c_ls_star_2(12)*P_b_ls_star(12)]’;
318

319 b_ls_eq = P_load;
320

321 lb_ls = [-inf;
322 -inf;
323 -inf;
324 -inf;
325 -inf;
326 -inf;
327 c_ls_star_2(7)*0;
328 c_ls_star_2(8)*0;
329 c_ls_star_2(9)*0;
330 c_ls_star_2(10)*0;
331 c_ls_star_2(11)*0;
332 c_ls_star_2(12)*0];
333

334 ub_ls = [inf;
335 inf;
336 inf;
337 inf;
338 inf;
339 inf;
340 c_ls_star_2(7)*1;
341 c_ls_star_2(8)*1;
342 c_ls_star_2(9)*1;
343 c_ls_star_2(10)*1;
344 c_ls_star_2(11)*1;
345 c_ls_star_2(12)*1];
346

347 mu_star = linprog(obj_function_ls, A_ls_star, b_ls, ...
348 A_eq_star, b_ls_eq, lb_ls, ub_ls);
349

350 p = mu_star(7:12);
351

352 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
353

354 %% Data Storage of Operation Variables
355 %%%%%%%%%%%%% %%%%%%%%%%
356

357 online_capacity = P_b*C; %online capacity
358 no_online_gs = sum(C); %number of online gensets
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359

360 online_capacity_vector(ceil(i/T_s)) = online_capacity;
361

362 no_online_gs_vector(ceil(i/T_s)) = no_online_gs;
363

364 running_time_gs_matrix(:, ceil(i/T_s)) = d;
365 switches_on_vector(:, ceil(i/T_s)) = Son;
366 switches_off_vector(:, ceil(i/T_s)) = Soff;
367

368

369 %Storing all scheduling configurations for entire time
370 %horizon
371 C_matrix(:, ceil(i/T_s)) = C;
372

373 %Storing all load sharing configurations for entire
374 %time horizon
375 p_matrix(:, ceil(i/T_s)) = p;
376

377 fprintf(’%f %% Complete\n’, 100*(i/operation_time));
378

379 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
380 end
381 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
382 %% Rearranging Data Sets for Plotting of Operation Variables
383 %%%
384 fprintf(’Optimization complete. Enjoy results\n’);
385

386 %Extended with "true" time value in bottom row, i.e. 10
387 %instead of index 1, 20 instead of index 2, because the
388 %optimization periodic execution T = 10.
389 %Preallocating for speed
390 online_capacity_vector_ext = zeros(2, ...
391 ceil(operation_time/T_s));
392 no_online_gs_vector_ext = zeros(2, ceil(operation_time/T_s));
393 running_time_gs_matrix_ext = zeros(n_gensets + 1, ...
394 ceil(operation_time/T_s));
395 p_matrix_ext = zeros(n_gensets + 1, ceil(operation_time/T_s));
396

397 for i = 1:ceil(operation_time/T_s)
398 online_capacity_vector_ext(2, i) = i*T_s - T_s;
399 no_online_gs_vector_ext(2, i) = i*T_s - T_s;
400 running_time_gs_matrix_ext(n_gensets + 1, i) = ...
401 i*T_s - T_s;
402 p_matrix_ext(n_gensets + 1, i) = i*T_s - T_s;
403 end
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404 online_capacity_vector_ext(1, :) = online_capacity_vector;
405 no_online_gs_vector_ext(1, :) = no_online_gs_vector;
406 running_time_gs_matrix_ext(1:n_gensets, :) = ...
407 running_time_gs_matrix;
408 p_matrix_ext(1:n_gensets, :) = p_matrix;
409

410 P_matrix_ext = p_matrix_ext;
411

412 for i = 1:length(p_matrix_ext)
413 for j = 1:n_gensets
414 P_matrix_ext(j,i) = P_matrix_ext(j,i)*P_b(j);
415 end
416 end
417

418 plotVerificationSimpl;
419

420 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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A.2 LP Formulation Method
The LP in Equations 4.21 through 4.25 introduces the auxiliary variable µ for the mini-
mization of the PWL SFOC-curves.

Matlab needs a linear program to be on the form

min
x
f>x

s.t. Ax ≤ b
Aeqx = beq

Our linear program is formulated as

min
p,µ

C>µ

s.t. Ap+ Eµ ≤ −b
(C ◦ Pb)>p = Pload

C ◦ (p−j −∆p) ≤ p ≤ C ◦ (p−j + ∆p)

C ◦ pmin ≤ p ≤ C ◦ pmax

This introduces the problem: how can p be included as an optimization variable when
it is not part of the objective function? The following is a suggested method which has
proven to provide correct optimization and reasonable results from the LP. The method
includes introducing µ∗, which contains both µ and p: µ∗ := [µ p]>. Then, the objec-
tive function and constraints are converted to fit with the new optimization variable, µ∗.
For illustrational purposes, an imaginary configuration of four gensets are used as a basis
for derivation of equations, in order to illustrate the dimensions of the matrices and vectors.

In the following steps, explanations of the needed alterations and conversions of the
linear program are presented.

1.)
Concerning a power plant with four gensets, µ∗ = [µ1 µ2 µ3 µ4 p1 p2 p3 p4]>.
The first necessary conversion is to convert the constraint in Equation 4.22, the inequality
constraint. This is done by introducing a new inequality:

Ap+ Eµ ≤ −b −→ A∗µ∗ ≤ −b

where

A∗ =
[
[E] [A]

]
and µ∗ =

[
µ
p

]
which gives
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. . .
...
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µ1

µ2

µ3

µ4

p1
p2
p3
p4


≤ −


b1
b2
b3
b4



2.)
Introducing C∗ = [C> 0 0 0 0]>, gives the following conversion of the objective
function:

min
p,µ

C>µ −→ min
µ∗

C∗>µ∗

which yields the new objective function.

3.)
Lastly, the equality constraint from Equation 4.23 is converted by introducing
C∗∗ = [0 0 0 0 C>]> and doing the following alterations:

(C ◦ Pb)>p = Pload −→ (C∗∗ ◦ P ∗∗b )>µ∗ = Pload

where

P ∗∗b = [0 0 0 0 P>b ]>

which gives

[
0 0 0 0 C1Pb1 C2Pb2 C3Pb3 C4Pb4

]


µ1

µ2

µ3

µ4

p1
p2
p3
p4


= Pload

Equations 4.24 and 4.25 are corrected by using the introduced variableC∗∗ and includ-
ing them in the optimization solver in Matlab as upper and lower bounds of the feasible
solution region.
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A.3 Implementation in the MVPPSS - Simulink model

GensetWNL

GensetVNL

P_load_LP

P_load

P_load_LP

w

epsilon

P_b

P_b_onenorm

Gamma

ones_vector

N_min

intcon

lb_gs

ub_gs

A_ls

E_ls

b_ls

p_min

p_max

C_prev

p_prev

d_prev

d_onenorm_prev

Son_prev

Son_onenorm_prev

Soff_prev

Soff_onenorm_prev

previous_time

counter_prev

TOO_prev

time_period_prev

time

C

p

d

d_onenorm

Son

Son_onenorm

Soff

Soff_onenorm

current_time

counter

TOO

time_period

MILP optimization

OptimizationObjective Vector

epsilon

P_b

P_b_onenorm

Gamma

ones_vector

N_min

intcon

lower bound gs

upper bound gs

Amatrix ls

E matrix ls

bmatrix ls

lower bound p

upper bound p

p

droop

w_sp

w_NL

Mapping of p to w

Fuel Consumption Estimation
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A.4 Implementation in the MVPPSS - Matlab function
block

1 function [C, p, d, d_onenorm, Son, Son_onenorm, Soff, ...
2 Soff_onenorm, current_time,counter, TOO, ...
3 time_period] = fcn(P_load_LP, w, epsilon, P_b, ...
4 P_b_onenorm, Gamma, ones_vector, N_min, intcon, ...
5 lb_gs, ub_gs, A_ls, E_ls, b_ls, p_min, p_max, ...
6 C_prev, p_prev, d_prev, d_onenorm_prev, ...
7 Son_prev, Son_onenorm_prev, Soff_prev, ...
8 Soff_onenorm_prev, previous_time, counter_prev, ...
9 TOO_prev, time_period_prev, time)

10

11 coder.extrinsic(’intlinprog’);
12 coder.extrinsic(’linprog’);
13

14 w1 = w(1);
15 w2 = w(2);
16 w3 = w(3);
17 w4 = w(4);
18

19 P_load = P_load_LP;
20

21 C = C_prev;
22 p = p_prev;
23 d = d_prev;
24 d_onenorm = d_onenorm_prev;
25 Son = Son_prev;
26 Son_onenorm = Son_onenorm_prev;
27 Soff = Soff_prev;
28 Soff_onenorm = Soff_onenorm_prev;
29 current_time = time;
30 TOO = TOO_prev;
31 time_period = time_period_prev;
32 counter = counter_prev;
33

34

35 if time > 1 %to prevent that first milp genset scheduling is
36 %performed at t = 0 => P_load = 0 => 0 gensets
37 %activated until next periodic execution at 10 s
38 %=> voltage error!
39

40 if current_time - TOO > 10 %1
41

42 counter = counter + 1;
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43 time_period = current_time - TOO;
44 if counter == 1
45 time_period = current_time;
46 end
47

48 % MILP Optimization Stage 1 - Genset Scheduling.
49 A_gs = [-P_b*Gamma;
50 -ones_vector’];
51 b_gs = [-P_load; -N_min];
52

53 d = d_prev + time_period*C_prev;
54

55 d_onenorm = sum(d);
56

57 obj_function_gs = (w1*(1/P_b_onenorm)*P_b’ + ...
58 w2*(d/(d_onenorm + epsilon)) + ...
59 w3*(Son/(Son_onenorm + epsilon)) + ...
60 w4*(Soff/(Soff_onenorm + epsilon)))’;
61

62 C = intlinprog(obj_function_gs, intcon, A_gs, ...
63 b_gs,[], [], lb_gs, ub_gs);
64

65 DeltaC = C - C_prev;
66

67 for j = 1:length(C)
68 if DeltaC(j) > 0.99
69 Son(j) = Son(j) + 1;
70 end
71

72 if DeltaC(j) < -0.99
73 Soff(j) = Soff(j) + 1;
74 end
75 end
76

77 Son_onenorm = sum(Son);
78 Soff_onenorm = sum(Soff);
79

80

81 % MILP Optimization Stage 2 - Load Sharing Between Gensets.
82

83 %Objective function for load sharing optimization
84 c_ls_star_1 = [C; 0; 0; 0; 0; 0; 0];
85

86 obj_function_ls = c_ls_star_1’;
87
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88 %Inequality constraint: A_star * my_star <= -b
89 A_ls_star = [E_ls, A_ls];
90 b_ls = -b_ls;
91

92 %Equality constraint: (c_star_2 Hadamard elementwise
93 %vector product P_b_star)’*mu_star = P_load
94

95 c_ls_star_2 = [0; 0; 0; 0; 0; 0; C];
96

97 P_b_ls_star = [0; 0; 0; 0; 0; 0; P_b’];
98

99 A_eq_star = [c_ls_star_2(1)*P_b_ls_star(1);
100 c_ls_star_2(2)*P_b_ls_star(2);
101 c_ls_star_2(3)*P_b_ls_star(3);
102 c_ls_star_2(4)*P_b_ls_star(4);
103 c_ls_star_2(5)*P_b_ls_star(5);
104 c_ls_star_2(6)*P_b_ls_star(6);
105 c_ls_star_2(7)*P_b_ls_star(7);
106 c_ls_star_2(8)*P_b_ls_star(8);
107 c_ls_star_2(9)*P_b_ls_star(9);
108 c_ls_star_2(10)*P_b_ls_star(10);
109 c_ls_star_2(11)*P_b_ls_star(11);
110 c_ls_star_2(12)*P_b_ls_star(12)]’;
111

112 b_ls_eq = P_load;
113

114 lb_ls = [-inf;
115 -inf;
116 -inf;
117 -inf;
118 -inf;
119 -inf;
120 c_ls_star_2(7)*0;
121 c_ls_star_2(8)*0;
122 c_ls_star_2(9)*0;
123 c_ls_star_2(10)*0;
124 c_ls_star_2(11)*0;
125 c_ls_star_2(12)*0];
126

127 ub_ls = [inf;
128 inf;
129 inf;
130 inf;
131 inf;
132 inf;
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133 c_ls_star_2(7)*1;
134 c_ls_star_2(8)*1;
135 c_ls_star_2(9)*1;
136 c_ls_star_2(10)*1;
137 c_ls_star_2(11)*1;
138 c_ls_star_2(12)*1];
139

140 mu_star = linprog(obj_function_ls, A_ls_star, ...
141 b_ls, A_eq_star, b_ls_eq, lb_ls, ub_ls);
142

143 p = mu_star(7:12);
144

145

146 TOO = current_time;
147 else
148 TOO = TOO;
149 end
150

151

152 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
153 end
154

155 end
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A.5 Optimization Objective Minimizing Connections/Dis-
connections

Considering only the two terms from Equation 4.11 concerning connections and discon-
nections, i.e. the third and fourth term yields the objective function:(

w3
son

|son|+ ε
+ w4

soff

|soff |+ ε

)>
C

Reducing this to only including the son and soff variables, as these are the variables
changing due to connections and disconnections yields the objective function(

son + soff
)>
C

Again, using a power plant with four genset for illustrational purposes, the following
will show how the optimization algorithm chooses the scheduling scheme as the optimiza-
tion algorithm is executed several times. Considering a constant load corresponding to
the need of connecting one genset is used as the demanded load input to the optimization
algorithm. The following behavior of the algorithm will then be as follows:

Iteration 1

son =


0
0
0
0

 , soff =


0
0
0
0

 ⇒ min
C

(son + soff )>C =


1
0
0
0


The first genset is connected by the algorithm because it is first in line and everything

else is equal for all gensets. The son variable is then updated and will look different for
iteration 2, i.e. the next execution of the optimization algorithm.

Iteration 2

son =


1
0
0
0

 , soff =


0
0
0
0

 ⇒ min
C

(son + soff )>C =


0
1
0
0


This time, the second generation is connected by the algorithm. This is due to the first

genset, connected last optimization, has been given a value of 1 in the son variable. Thus,
the objective function will have the lowest value if one of the other gensets, which all have
values of 0, are connected instead. After this disconnection of Genset 1 and connection of
Genset 2, the son and soff variables are updated accordingly, for the next execution of the
optimization algorithm.
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Iteration 3

son =


1
1
0
0

 , soff =


1
0
0
0

 ⇒ min
C

(son + soff )>C =


0
0
1
0


For the third iteration of the optimization, Genset 3 is connected, due to the values as-

signed to Genset 1 and 2 in the son and soff variables. As stated before, the lowest value
of the objective function is accomplished by choosing one of the gensets with values of 0,
i.e. Genset 3 and 4. Thus, Genset 3 is connected.

Iteration 4

son =


1
1
1
0

 , soff =


1
1
0
0

 ⇒ min
C

(son + soff )>C =


0
0
0
1


Following the reasoning presented for iteration 2 and 3, the genset connected in itera-

tion 4 is Genset 4.

Iteration 5

son =


1
1
1
1

 , soff =


1
1
1
0

 ⇒ min
C

(son + soff )>C =


0
0
0
1


For this iteration, Genset 4 is again chosen to be the connected genset. This can be

seen from the son and soff variables. Every genset has now been connected once, and all
have a value of 1 in the son variable. The difference is in the soff variable, where Genset
4 has a value of 0, while every other genset has a value of 1. This makes the algorithm
choose Genset 4 again, as it corresponds to the smallest value of the objective function.
The optimization algorithm will continue to choose Genset 4 as the optimal genset to con-
nect for all iterations, given the simple optimization problem illustrated here.

Thus, we see that the optimization algorithm when minimizing connections/discon-
nections will ”go through” all gensets, connect and disconnect them one by one, before
choosing the last one in line to be connected. This happens due to the fact that the opti-
mization algorithm needs a difference in the son and soff variables in order to choose one
genset to be connected permanently.
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Appendix B
Case study - Equipment and Power
Plant Configurations in the
MVPPSS
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B.1 Power plant 1

Power Loads
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LoadGeneration
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Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1
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B.2 Power plant 2

Power Loads

nbus

switchboard2bus

Generators

switchboard

EEMS

LoadGeneration

Merger1

Swb Out1

Swb Out1

Swb Out1
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B.3 Power plant 3

Power Loads

nbus

switchboard2bus

Generators

switchboard

EEMS

LoadGeneration
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Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

Swb Out1

130



B.4 Corvus Energy System

AT6500

2014

www.corvus-energy.com

Founded in 2009, Corvus Energy provides purpose-engineered 
energy storage solutions for marine, oil & gas and port 
applications. Corvus Energy has the largest installed base 
of ESSs with the largest number of projects completed in the 
maritime industry. More than 90% of large commercial hybrid 
vessels utilize a Corvus ESS. 

Custom developed mechanical and electrical design combined 
with state-of-the-art battery management systems, provides 
Corvus Energy’s customers with not only lower maintenance 
costs but also reduced fuel consumption, and emissions.  A 
Corvus ESS assists with regulatory compliance and emission 
control area (ECA) limits and provides immediate benefits with a 
rapid return on investment.

Manufacturer of proven high power energy storage 
systems (ESS) for hybrid and electric propulsion

Proven performance and technology powering  
the commercial marine industry

The Leader in Energy Storage 
for Maritime Industries

World’s First All Electric Car Ferry 
Norled AS, MF Ampere

Corvus ESS 1.040kWh
The MF Ampere replaces a conventional diesel ferry that
would burn 1,000,000 litres of diesel/year and emit 2680 metric tons of CO2 
and 37 metric tons of NOx into the atmosphere. 

Over 24 megawatt-hours in over 30 marine  
systems deployed
Rapid return on investment

The only lithium battery Type-Approved  
by DNV-GL, Lloyd’s Register and ABS

Corvus ESS 2.6MWh

Corvus ESS 260kWh

Corvus ESS 117kWh
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The Marine Industry Standard

CORVUS Energy Storage Benefits

COMMISSIONED PROJECTS 
Over 24 megawatt-hours in over 30  
marine systems deployed

SUPERIOR LIFE SPAN 
Excellent cycle life & shelf life

TEMPERATURE RANGE 
0°C  to +50°C 

WATER RESISTANT 
IP67 enclosure

COMPACT AND LIGHTWEIGHT 
High energy and power density with a small system footprint

INDUSTRY LEADING BATTERY MANAGEMENT SYSTEM (BMS) 
High performance rapid charge/discharge (C-Rates) for  
megawatt scale systems

SCALABLE 
Infinite scalability at megawatt power levels

Rapid return on investment

Safe and proven heavy duty power

Improved operating costs

Reduced harmful emissions

Better system redundancy

The only lithium battery Type-Approved  
by DNV-GL, Lloyd’s Register and ABS

CORVUS Energy AT6500 Module Specifications
COMPONENT AT6500-50  

AIR-COOLED
AT6500-100 

AIR-COOLED
AT6500-50-LQ 

LIQUID-COOLED
AT6500-100-LQ  

LIQUID-COOLED

Maximum Voltage 50.4V 100.8V 50.4V 100.8V

Nominal Voltage 44.4V 88.8V 44.4V 88.8V

Minimum Voltage 38.4V 76.8V 38.4V 76.8V

Capacity 150Ah 75Ah 150Ah 75Ah

RMS ¹ C-Rate 0.8C ² 0.8C ² 1.5C 1.5C

RMS ¹ Current 120A 60A 225A 113A

Energy 6.5kWh 6.5kWh 6.5kWh 6.5kWh

Weight 70 kg (154 lb.) 70 kg (154 lb.) 72 kg (158 lb.) 72 kg (158 lb.)

Size 59x33x38 cm (26x13x15 in) 59x33x38 cm (26x13x15 in) 59x33x38 cm (26x13x15 in) 59x33x38 cm (26x13x15 in)

¹ RMS - True continuous operation; indefinite alternating charge and discharge
² Using Corvus CUBE Racking System

2015-05-22

Corvus Energy manufactures the world’s most durable Energy Storage Systems (ESS). Designed for heavy 
industrial applications, a Corvus ESS will reduce fuel consumption, maintenance, emissions & increase reliability. 
Contact us today to learn how Corvus energy storage can improve your bottom line:

CONTACT 

ABOUT US 

HEAD OFFICE NORWAY 
Toll Free:          +1 (888) 390-7239
Tech Support   +1 (604) 227-1932 

#220-13155 Delf Place
Richmond, BC V6V 2A2 Canada 
info@corvus-energy.com

Bergen Office  
+47 918 25 618 
sales@corvus-energy.com

www.corvus-energy.com

AT6500-LQ MODULE 
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