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gian University of Science and Technology (NTNU) in Trondheim, Norway. The
work has been a collaboration with on-going research under H2020-HydroFlex-
WP3 project organized by HydroCen. Two weeks were spent at EDR Medeso’s
office to develop expertise with the software ANSYS.
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Abstract

This thesis documents optimization of the draft tube designs to Francis turbine
operating at variable speed. Optimal designs are discussed in terms of increased
pressure recovery and decreased volume, relative to a reference design. Three
operation points corresponding to part load, best efficiency point, and high load
operating conditions are considered for the analysis.

The draft tube geometry is constructed as a function of 11 design variables. Box-
Behnken design is used to provide design samples, which in turn are evaluated by
computational fluid dynamics simulations. The simulations calculate the optimiza-
tion objectives, which are the pressure recovery factor at different operation points
and the draft tube volume. The simulated objective values are utilized for building
response surfaces in MATLAB, which in turn, are used to predict responses for new
designs.

100 ·106 random designs were evaluated by the response surfaces, where 10.2 ·106

designs were found to give equal or better performance across all four objectives.
5 optimized designs were suggested; the first 4 corresponding to designs with the
highest given score for a single objective, while at the same time being at least as
good as the reference across the remaining three. The last proposed design was
selected by considering simultaneous improvement across all 4 objectives.

The predicted responses of the suggested designs were verified against simulations.
The results showed substantial improvements for all designs, except the design
favoring decreased draft tube volume. The pressure recovery of this design was
predicted to be at least as good as the reference, but simulation results for part
load and best efficiency point operating conditions showed small degradations.
Part load results showed higher uncertainty than the other operating conditions.
Despite potential errors in simulations and predictions, improved designs were
found, demonstrating that the optimization method works.
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Sammendrag

Denne masteroppgaven omhandler optimalisering av sugerøret til en Francisturbin
som opererer på variabelt turtall. Forbedrede design er diskutert relativt et refer-
ansedesign, i form av økt trykkgjenvinning gjennom sugerøret og redusert volum.
Analysen er begrenset til å optimere sugerøret for tre ulike driftspunkt, henholdsvis
lav last, best punkt og høy last.

Sugerørsgeometrien er konstruert som en funksjon av 11 ulike variabler. Box-
Behnken Design er benyttet til å gjøre et utvalg av design som videre er evaluert
med CFD-simuleringer i ANSYS CFX. Simuleringene regner ut optimeringsob-
jektivene, som er trykkgjenvinningskoeffisienten ved de tre driftspunktene og volu-
met av sugerøret. Disse verdiene benyttes til å bygge respons overflater for hvert
objektiv i MATLAB, som videre predikerer responsen av nye design.

100 ·106 tilfeldige design er evaluert av respons overflatene, der 10.2·106 design er
predikert til å være like gode eller bedre enn referansedesignet for alle objektivene.
Blant denne mengden er 5 optimaliserte design foreslått, hvorav 4 maksimerer hvert
objektiv enkeltvis, mens det siste vekter en samlet forbedring av alle objektivene.

Den predikerte responsen av de foreslåtte designene er verifisert med CFD- sim-
uleringer. Alle designene viser forbedringer i alle objektiver, med unntak av de-
signet som vekter reduksjon av sugerørsvolumet. Trykkgjenvinningskoeffisientene
er predikert til å være forbedret, men simuleringer på driftspunktene lav last og
best punkt gir resultater like under referanseverdiene. Generelt viser lav last en
gjennomgående høyere usikkerhet i analysen, sammenlignet med de andre drift-
spunktene. Til tross for potensielle usikkerhetsmomenter i simuleringer og pre-
dikasjoner, er forbedrede design blitt predikert og verifisert. Dette demonstrerer at
optimeringsmetoden fungerer.
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Chapter I

Introduction

This chapter gives an introduction to the thesis. The first section explains hy-
dropower plants’ role in the energy market, the draft tubes importance, and the
motivation behind variable speed operation. The second section quantifies the
objective and the limitations of the thesis. The final section describes the thesis
outline.

1.1 Background and motivation
Hydropower is the primary source of electricity in Norway, and it contributed to
95% of the domestic power production in 2018 [7]. Among the various types of
turbines, 60% of the global hydropower capacity is covered by Francis turbines [8].
Francis turbines are also the most utilized type of turbine in Norway [9].

The draft tube (DT) is located after the runner of a Francis turbine. Its main task
is to convert kinetic energy of the water leaving the runner into pressure energy.
The pressure recovery in the DT increases the transferred energy into the runner.
Hence, the performance of the DT affects the efficiency of the hydropower plant.

Energy production from solar and wind highly depends on weather conditions.
This leads to unpredictable power production, which creates fluctuations in the
electricity market. These fluctuations are expected to increase, whereas power
production from wind and solar would be more present in the future energy mix
[10].

Hydropower has the advantage of robust power supply and adjustability. Thus, hy-
dropower plants are expected to dampen the fluctuations in the electricity marked.
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As a consequence, hydropower plants are commonly operated at other discharges
than their best efficiency point (BEP), introducing additional losses. Variable speed
operation (VSO) of the runner has been suggested by several studies as a measure
to improve efficiency at off-design operating conditions [11]. However, VSO intro-
duces another flow condition in the DT. Consequently, improved hydropower plant
efficiency may be attainable by optimization of the DT for VSO.

1.2 Objective and limitations
The main objective of this master thesis is defined as:

Design and optimization of a high head Francis turbine draft tube for variable-
speed turbine operation. Focus will be steady-state operating conditions of the
turbine.

The work is part of on-going research activities in the Waterpower Laboratory at
NTNU related to the HydroFlex research-project organized by HydroCen [12]. A
newly optimized runner design for VSO has been developed as part of this research,
and is utilized for providing operating conditions for the DT optimization work.

As a starting point for the optimization, a scaled version of the DT in Tokke power
plant in Norway is utilized. This is the draft tube utilized in the Francis-99 research
project [13], and a physical model of the DT exists in the Waterpower Laboratory
at NTNU.

The optimization is performed with computational fluid dynamics (CFD) analysis
of a parametric DT design. The optimal DT design is discussed in terms of achiev-
ing high pressure recovery and small volume.

Available Computational resources and time put restrictions on the work presented
in this thesis. The analysis is limited to a discussion around design optimization of 3
operation points (OP); Part Load (PL), BEP, and High Load (HL). The simulations
run on a relatively coarse mesh, and turbulence is modeled with the k − ε model.
Transient effects are neglected from the analysis as all simulations are modeled as
steady-state. The presence of possible cavitation is not considered.

1.3 Outline
The thesis is structured in 6 chapters, following this introduction. Chapter 2 ex-
plains relevant theory about hydropower plants, optimization and CFD modeling.
Chapter 3 lists previous work related to design development of DTs. The method of
the optimization is presented in Chapter 4, as well as tests performed to investigate
numerical accuracy and potential modeling errors introduced by the boundary con-
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ditions (BCs). The results of the optimization and additional tests are displayed in
Chapter 5. Chapter 6 discusses optimal designs and uncertainties. Finally, Chapter
7 concludes on whether optimal designs for the three considered OPs were found
and propose avenues for future research.

The Francis 99 DT is hereby referred to as DTFrancis 99 throughout the thesis. The
VSO runner utilized for the analysis is referred to as the runner.

Symbols and abbreviations are only defined the first time they are mentioned in the
text, but an overview is listed in the nomenclature. Several abbreviations and index
notations are utilized to more compactly describe the different types of simulations
performed. This scheme will be further outlined with the methodology in Chapter
4.

To make the thesis more readable, references used throughout entire sections or
chapters will only be cited once at the beginning of the respective body of text.
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Chapter II

Theory

This chapter is divided into three main sections. The first presents theory about
hydropower plants and draft tubes, the second presents CFD theory, and the last
presents optimization theory using surrogate models.

2.1 Hydropower plants
Hydropower plants convert potential energy of stored water into electricity. There
exist various types of turbines, which in general belong to two main groups: im-
pulse turbines and reaction turbines. In reaction turbines, both kinetic and pressure
energy in the water is converted into mechanical work in the runner. Francis
turbines belong to this category.

Figure 2.1: Sketch of a hydropower plant with a Francis Turbine. Water is entering the
runner in the tangential direction and leaving in the axial direction, relative the rotation axis.
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The water is directed to the Francis turbine from the headwater through the pen-
stock, as seen in figure 3.1. It then flows through the runner and is discharged
through the DT into the tailwater. The DT’s main task is to convert kinetic energy
at the outlet of the runner into pressure energy at the outlet of the DT. Additional
advantages of the DT are that it enables placing the runner above the tailwater
without losing any head. However, placing the runner too high above the tailwater
is not desirable, as it increases the risk of cavitation. The DT increases the overall
efficiency of the hydropower plant as illustrated in figure 2.2.

Figure 2.2: Specific energy conversion in a Francis turbine. cm denotes water velocity in
the meridian direction, as cu denotes water velocity in the tangential direction of the runner.

Water enters the inlet of the runner with both kinetic- and pressure energy, which
both contribute to power production. The remaining kinetic energy in the water
at the outlet of the runner is considered as losses. However, it can be utilized by
converting it into pressure energy with the DT. The tailwater bounds the pressure
at the outlet of the DT. Thus, pressure recovery throughout the DT decreases the
pressure at the outlet of the runner. Hence, the total energy converted to the
rotational energy of the runner will increase.

Low head reaction turbines are characterized by a higher fraction of kinetic- relative
pressure energy in the water. Thus, kinetic energy losses are more present, and
pressure recovery in the DT becomes more substantial for turbine efficiency.

2.1.1 Variable speed operation
Traditionally, Francis runners operate at synchronous speed. The historical reason
is that generators require a specific rotational speed of the runner to produce elec-
tricity with the correct frequency for the electrical grid.
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Turbines are designed for operating at BEP, where the hydropower plant efficiency
is highest, and discharge is denoted Q∗. The discharge regulates produced power.
At PL operating conditions, Q < Q∗ and less power is produced compared to
BEP. In contrast, when operating at HL, Q > Q∗ and more power is produced.
However, two significant losses reduce the turbine efficiency when operating at
off-design conditions: incidence losses at the inlet of the runner and swirl losses
at the outlet of the runner. By introducing VSO of the turbine, these losses are
reduced by adjusting the runner speed. Hence, the power production is regulated
by both runner speed and discharge, which increase efficiency when operating at
off-design conditions.

Notably, VSO requires additional frequency adjustments of the generated power,
before transmission into the electrical grid. Two frequently used methods for achiev-
ing this are Full Size Frequency Converters and Doubly-Fed Induction Machines
[14]. Both techniques introduce additional losses, compared to operating at syn-
chronous speed.

2.1.2 Relating draft tube losses to turbine efficiency
The following section and subsection 2.1.3 is based on the theory given in Lyutov
2015 [15].

Index i of the variables refer to locations in the hydropower plant. Index 0 denotes
the inlet of the stay vanes, index 1 denotes the runner-DT interface, and index 2
denotes the DT outlet. The index locations are illustrated with the absolute velocity
c in Figure 3.1.

The hydraulic efficiency ηh of a hydropower plant turbine is defined as:

ηh =
HR

H
(2.1)

HR is the useful head converted into power, and H is the available head. By
definition, H denotes the difference in total head between the entrance of the spiral
casing to the outlet of the DT.

H = EQ,0 − EQ,2 (2.2)

EQ,i = pi/ρg + zi + c2i /2g is the discharged averaged head at interface i. p
denotes pressure, g is the gravity constant and z potential height. pi and ci are
further defined as:
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pi =
1

Q

∫∫
Ai

p(c · dA) (2.3)

ci =
1

Ai

∫∫
Ai

c · dA = Q/Ai (2.4)

To better understand the energy conservation in a hydropower plant, three fluxes,
namely the actual total flow energy Ei, the actual kinetic flow energy Ek,i and the
discharged-based kinetic flow energy Ek,Q,i, are defined for interface i = 0, 1, 2.

Ei =
1

Q

∫∫
Ai

(
p

ρg
+ z +

c2

2g

)
(c · dA) (2.5)

Ek,i =
1

Q

∫∫
Ai

c2

2g
(c · dA) (2.6)

Ek,Q,i =
1

Q

∫∫
Ai

Q2

2gA2
i

(c · dA) =
Q2

2gA2
i

(2.7)

The flow at the inlet of the spiral casing is approximately uniform over the section,
which gives E0 ≈ EQ,0. In contrast, the flow at the outlet of the DT is not uniform,
which gives rise to the outlet losses, hout.

hout = E2 − EQ,2 = Ek,2 − Ek,Q,2 (2.8)

The hydraulic losses, hDT in the DT, define the change in flow energy throughout
it.

hDT = E2 − E1 (2.9)

Additionally, the flow will have losses related to interaction with the spiral casing,
stay vanes, guide vanes (GVs), and the runner, defined as h01.

h01 = E0 − E1 −HR (2.10)

Rewriting Equation 2.2 with Equation 2.8, Equation 2.9 and Equation 2.10, we get
that the head is the sum of useful head and losses, h = h01 + hDT + hout.
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H = HR + h (2.11)

Finally, Equation 2.1 can be rewritten as a function of the losses associated with
the draft tube; hDT and hout.

ηh =
HR

HR + h
=

HR

HR + h01 + hDT + hout
(2.12)

Equation 2.12 shows that DT losses are inversely related to hydraulic efficiency.
Thus improve the DT performance increases the efficiency of the hydropower plant.

2.1.3 Performance characteristics
The most common characteristic used in draft tube optimization is the pressure
recovery factor, Cp. It reflects the increase of pressure head throughout the DT.

Cp =

1
Q

∫∫
A2

( pρg + z)(c · dA)− 1
Q

∫∫
A1

( pρg + z)(c · dA)

Ek,Q,1
(2.13)

Index 1 and 2 denote the inlet and the outlet of the DT and Ek,Q,1 is defined
by Equation 2.7. High Cp is desirable as it indicates that the DT can reduce the
pressure of the runner outlet effectively. Rewriting Equation 2.13 with the theory
presented in subsection 2.1.2, Cp can also be expressed as:

Cp =
Ek,1
Ek,Q,1

−
(
A1

A2

)2

− (hDT − hout)
Ek,Q,1

(2.14)

Assuming an ideal DT with no losses, the ideal pressure recovery factor will sim-
plify to Cp,ideal =

Ek,1
Ek,Q,1

−
(
A1

A2

)2
. Hence, the efficiency of the DT in terms of

pressure recovery, is defined as:

ηCp =
Cp

Cp,ideal
(2.15)

The DT efficiency would improve by reducing the losses. Thus, the DT perform-
ance can be discussed in terms of the energy loss coefficient, ξ.

ξ =
hDT
Ek,Q,1

(2.16)
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A low ξ is desirable, whereas hDT defines the hydrodynamic losses in the DT.

2.1.4 Draft tube topology
A curved DT consists of three major parts, the cone, the elbow, and the exit diffuser.
The water first enters the cone from the outlet of the runner. It then flows through
the elbow, the curved part, and is discharged through the exit diffuser. The direction
tangential to the center axis of the DT is referred to as the meridional direction. The
DT topology is illustrated in Figure 2.3.

Figure 2.3: Curved DT topology, showing the three main parts: the cone, the elbow ,and
the exit diffuser. The dashed line illustrates the DTs symmetry axis. The flow direction

tangential to this axis is defined as the meridian direction.

2.1.5 Flow phenomenon
The flow in the DT is complex due to unsteadiness, turbulence, separation, curvature
and secondary flow, swirl, and vortex breakdown [5]. The flow is also highly
dependent on the OP of the turbine.

Turbulence

Turbulence is described as fluctuations in the flow field. It is complicated as it
is three dimensional in space, unsteady, and consists of many time and length
scales. A flow becomes turbulent when the inertia forces dominate over the viscous
forces, which is related to a high Reynolds number (Re). Internal flow is defined as
turbulent when Re exceeds 4000.
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Swirling flow

The velocity triangles in Figure 2.4 illustrate how the flow enters the DT at various
OPs. The velocity triangles display the relationship between the velocity of the
water, the runner speed, u, and the velocity of the water relative to the runner blade
w. The vectors will always form a triangle based on the relation ~w = ~c− ~u and the
direction of ~w will always be approximately tangential to the blade curvature at the
runner outlet.

Figure 2.4: Runner outlet velocity triangles for PL, BEP and HL operation. cm and cu is
the axial and tangential velocity component of the water, while w is the velocity of the

water relative the runner blade with speed u, and Q is the discharge.

The tangential velocity of the water leaving the runner is associated with losses.
Hence when a Francis turbine is operating at BEP, the water enters the DT in
approximately the axial direction, meaning c ≈ cm.

When operating at PL, Q < Q∗ and the axial velocity of the water cm is reduced.
A swirling component, cu, in the rotating direction of the runner is introduced to
maintain the fixed relation between w and u. In contrast, operating at HL, Q >
Q∗ and the axial velocity of the water is increased. This imposes a tangential
component of the water in the opposite direction.

Vortex breakdown and backflow

When the discharge is reduced from operating with approximately axial flow to
operating with increased tangential velocities, a sudden change in the flow regime
will occur if the swirl becomes strong enough. This phenomenon is called a vortex
breakdown, and the concept is analogous with hydraulic jumps in open-channel
flows [16]. The swirling flow entering the DT separates into two concentric regions:
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an outer region where the primary fluid transport occurs and an inner region which
may contain a stagnation zone or a dead water core. A pressure gradient outwards in
the radial direction from the DT center axis occurs, creating a low-pressure region
in the middle part of the cone. Secondary flow along the DTs center axis may be
present as a consequence of the unfavorable pressure gradient. The phenomenon
is called backflow and illustrated in Figure 2.5. Vortex breakdown gives rise to a
rotating vortex rope around the DT center axis. Its shape is a helical corkscrew, and
it is a highly transient flow phenomenon. The rotating vortex rope becomes visible
if cavitation is present, due to a low-pressure region in its center.

Figure 2.5: Theoretical axial velocity profiles in a DT [1].

Cavitation

If the static pressure of the water drops below the vapor pressure, cavitation will oc-
cur. Small cavities of vapor will form and move into higher pressure regions where
they collapse and implode. This blocks the flow and reduces the DT performance.
The local pressure and temperature at the cavity center increase tremendously,
which may damage the surrounding material. The risk of cavitation increases when
operating at off-design conditions, and the higher the turbine is placed above the
tailwater.

Cavitation column

If the swirl becomes high enough when operating at HL, a standing cavitation
column located symmetrically around the DT centerline will occur. If the frequency
of the cavitation column is near resonance with the standing wave frequency of the
DT, the cavitation column is pulsating, which leads to mass flow oscillations in the
entire hydropower plant.
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Surge

Vortex breakdown, cavitation, the rotating vortex rope, and the cavitation column
lead to pressure fluctuations in the DT, denoted the surge. The pressure fluctuations
propagate to other parts of the hydropower plant, which leads to unstable power
production.

Wall separation

If the cross-section area of the DT diverges too much, boundary layer separation
will occur. This leads to recirculating zones close to the walls, which block the flow
and give rise to pressure losses. The radial pressure gradient from a swirling flow
decreases the possible flow separation. Thus, reaction turbines are often designed
to have a small swirling component of the water entering the DT [17].

Flow in curved conduits

The DT elbow forces the fluid to change direction to a curvature pathway. This
leads to increased pressure at the outer wall and decreased pressure at the inner
wall of the bend. The velocity will decrease on the pressure side and increase at
the suction side. After the bend, the flow close to the inner wall slows down. The
flow close to the outer wall accelerates. This variation in flow velocity can cause
separation and eddy zones at both the inner and at the outer wall.

Figure 2.6: Possible separation and eddy zones in a pipe bend.

The phenomenon of separation downstream of the elbow can be reduced by con-
tracting the draft tubes cross-section area slightly in the elbow [2]. The convergent
section helps the flow to follow the wall curvature and by this reduce hydraulic
losses. The cross-sectional area along a contracting elbow is illustrated in Fig-
ure 2.7.
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(a) Cross-section locations (b) Relative area of cross sections

Figure 2.7: Suggested relationship between cross-sectional area locations (a) and relative
areas (b) for a DT with a contracting elbow [2].
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2.2 Modeling theory
The software ANSYS is utilized for CFD calculations in the following research. It
is an element-based finite volume method, which implies that the spatial domain
is discretized into finite volumes. Quantities such as mass and momentum are
conserved for these volumes during the simulation. The most relevant modeling
theory for the following work is presented in this section. It is primarily written
with the ANSYS 2020R1 User guides [3, 18–20] as references.

2.2.1 Types of errors
CFD calculations strive to predict the physical behavior of flows. However, the
results will always include uncertainties due to various sources of errors. Modeling
errors represent the most significant factor of uncertainty. They are results of the
necessity to describe flow aspects such as turbulence by an empirical turbulence
model or assuming transient effects to be irrelevant. Discretization errors represent
the difference between the solution provided by the exact equations and the discret-
ized ones solved by the CFD code. The quality of the mesh utilized and the choice
of discretization schemes are the significant sources of numerical error.

Additionally, iteration error related to a not fully converged solution and round-off
errors related to the numerical decimal precision of the computer also contributes to
the numerical uncertainty. The overall precision of CFD calculations may also be
affected by user errors, application uncertainty, and software errors. User errors are
caused by incorrect use of the CFD software, as application uncertainty is related to
insufficient information to define a simulation. Last mentioned can, by example, be
insufficient information to describe a boundary condition. Software error denotes
inconsistently between documented equations and the actual implementation in the
CFD software.

Accuracy of a CFD prediction is checked by verification, validation, and numerical
accuracy tests. Verification is the process of ensuring that the programming and
computational implementation is correct. As Ansys is a closed source software, no
source code is available. However, Ansys is extensively used for research and in
the industry, and is ranked among the best CFD software available [21]. Validation
involves comparing CFD results to experimental data. Numerical accuracy can be
indicated by the Grid Convergence Index(GCI). This method is further described
in subsection 2.2.8.

2.2.2 Turbulence modeling
The small length scales of turbulent flow require an extremely fine discretization to
resolve the general Navier Stokes equations for mass and momentum conservation
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correctly. Such fine mesh does not apply to numerical analysis and would require
enormous computational power. To enable the effects of turbulence to be predicted,
a wide range of turbulence models have been developed.

The k-ε model

The k-ε turbulence model is chosen for the work. It is an eddy viscosity turbulence
model, which models turbulence as small eddies that are continuously forming
and dissipating. The k − ε model introduces two variables, namely the turbulent
kinetic energy k, and the turbulence eddy dissipation ε. k defines the variance of
the fluctuations in velocity as ε defines the rate in which the velocity fluctuations
dissipate.

The k − ε model offers comprise in terms of accuracy and robustness. However,
it shows weakness when predicting flows with boundary layer separation, rotating
fluids, and flows over curved surfaces. The presence of swirling flow can lead to
an over-prediction of turbulent mixing and decay of the core vortex. Although all
these flows are present in a DT, several optimization studies are utilizing the k − ε
model [15, 22, 23]. There exist curvature correction models in ANSYS’ k − ε
model, but they have not been generally validated for complex flows. Notably,
choosing k − ε as the turbulence model will lead to modeling errors. However,
the objectives of interest in the research are calculated from averaged quantities of
pressure and velocities, so the modeling errors from turbulent uncertainties might
not be considerable.

2.2.3 Govern equations
Eddy viscosity turbulence models are statistical models that assume that flow quant-
ities can be decomposed into one mean- and one fluctuating part. This is substituted
into the Navier-Stokes equations, which are further time-averaged. The resulting
modification is called the Reynolds Averaged Navier-Stokes (RANS) equations.
They describe time-averaged conservation of mass and momentum and are defined
by ANSYS CFX as:

∂ρ

∂t
+

∂

∂xj
(ρcj) = 0 (2.17)

∂ρci
∂t

+
∂

∂xj

(
ρcicj

)
= − ∂p

′

∂xi
+

∂

∂xj

[
µeff

(
∂ci
∂xj

+
∂cj
∂xi

)]
+ SM (2.18)

The left side of Equation 2.18 represents inertia forces, and the right-hand side is
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a sum of pressure forces, viscous forces, and external forces. p′ is the modified
pressure defined as:

p′ = p+
2

3
ρk (2.19)

µeff is the effective viscosity, defined as the sum of the dynamic viscosity µ and
turbulent viscosity µt. The eddy viscosity model introduces the turbulent viscosity
due to additional turbulent stresses. For the k − ε model, it is defined as:

µt = ρCµ
k2

ε
(2.20)

Where Cµ is an empirical constant. The k-ε model is a two-equation model as it
introduces two additional transport equations of the turbulent kinetic energy and
the dissipation rate:

∂(ρk)

∂t
+

∂

∂xj
(ρcjk) =

∂

∂xj

[(
µ+

µt
σk

)
∂k

∂xj

]
+ Pk − ρε (2.21)

∂(ρε)

∂t
+

∂

∂xj
(ρcjε) =

∂

∂xj

[(
µ+

µt
σε

)
∂ε

∂xj

]
+
ε

k

(
Cε1Pk − Cε2ρε

)
(2.22)

Cε1, Cε2, σk, σε are empirical constants and Pk is the turbulence production due
to viscous forces. An overview of the values of the empirical constants and further
definition of the turbulence production term is presented in Appendix A.

2.2.4 Mesh
The mesh is a discrete representation of the geometric domain. It consists of
small sub-domains called elements. The simulation time and the numerical error is
highly dependent on the number of nodes and elements, and the elements shape and
dimensions. In general, a high number of elements gives more accurate results, but
also increases the computational time. On the other hand, having too few elements
can lead to a miscalculated response or convergence failure. The elements can take
different shapes, as illustrated in Figure 2.8.
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(a) Hexahedral (b) Tetrahedral (c) Wedge (d) Pyramid

Figure 2.8: Different shape configurations of mesh elements [3].

Calculations of normal vectors and fluxes typically have less round of errors for
hexahedral elements, compared to tetrahedral, wedge and pyramid elements. A
structural mesh consists of hexahedral elements, whereas an unstructured mesh
can be comprised of all types of elements. The storage of a structural mesh is
more efficient in the computer memory. Thus, a simulation of a structural mesh
will use less computational time than an unstructured mesh. The advantage of an
unstructured mesh is that it is easier to build if the geometry is very intricate.

The ANSYS CFX 2020R1 Reference Guide [18] lists several guidelines for how to
perform a successful mesh generation:

• Avoid high mesh stretching ratios.

• Avoid jumps in mesh density.

• Avoid poor mesh angles.

• Avoid non-scalable mesh topologies.

• Avoid non-orthogonal elements in boundary layers.

• Use a finer grid in more critical areas.

The overall quality of a mesh can be checked against various mesh metric variables.
ANSYS CFX post evaluates the mesh in terms of orthogonality, volume expansion,
and aspect ratio. Orthogonality relates to how close the angles between adjacent
element faces or adjacent element edges are to some optimal angle, e.g., 90◦ for a
squared surface. Poor orthogonality angels are a source of discretization error and
difficulties with obtaining a converged solution. Volume expansion relates to the
rate of change in the magnitude of adjacent volumes. High volume expansion ratios
may lead to discretization errors of transient and body force terms. Aspect ratio is
a measure of how much an element is stretched. If an element is too stretch, the
consequence may be round-off errors and difficulties with obtaining a converged
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solution. Element Quality, Aspect Ratio, Jacobian Ratio, Warping Factor, Parallel
Deviation, Maximum Corner Angle, Skewness, Orthogonal Quality, and Character-
istic Length are additional mesh metric variables provided by ANSYS Meshing. A
more detailed explanation of each variable is found in Ansys Meshing User Guide
[20].

2.2.5 Discretization schemes
The mesh is utilized for building control volumes. The CFX-solver is vertex-
oriented, which means that the control volumes are centered around the vertices
of the elements. The solution variables and fluid properties are stored in the nodes
located at the vertices. Cell-centered is another control volume orientation, and the
difference between the two approaches is illustrated in Figure 2.9.

Figure 2.9: Cell-centered (a) and a vertex-centered (b) control volumes illustrated on
triangular 2D mesh elements [4].

The governing equations are solved for each control volume by integrating the
terms of the partial derivatives into either volume or surface integrals. The volume
and surface integrals are further approximated with discretization schemes, which
are solved during a simulation.

Figure 2.10: Illustration of volume sectors and integration points within a mesh element
[3].
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Figure 2.10 illustrates how a mesh element is divided into sectors. Lines divide the
element from the center of the edges to the center of the element. Integration points
are located at the center of these lines. In general, volume integrals are discretized
within each element sector and further accumulated to the sector’s control volume.
Surface integrals are discretized at the integration points and then distributed to the
adjacent control volumes.

The numerical error associated with the schemes is related to the order of the
scheme of accuracy. It is found, by a series expansion of the schemes truncated
part, and can be measured in terms of both spatial lengths or time step. A high
order of accuracy generally implies that errors are reduced more quickly with
mesh or time step size refinement. This comes with the disadvantages of increased
computational load and typically less robustness. ANSYS CFX uses second-order
accurate approximations as much as possible. A detailed description of all terms of
the governing equations is given in the Ansys CFX 2020R1 Solver Theory Guide
[3]. The choice of discretization scheme for the advection term must be chosen
prior a simulation. For transient simulation, a time discretization scheme must also
be chosen.

Advection schemes

In general, Ansys CFX defines the advection scheme for an arbitrary variable φ as:

φip = φup + β∇φ ·∆~r (2.23)

Where φip is the value of the variable in an integration point, φup is the variable
value in the upwind node, and ~r is the vector from the upwind node to the integra-
tion point. β and∇φ denotes a blending factor and the advective flux. The different
advection schemes are dependent on the choice of β and ∇φ.

β = 0 corresponds to the first order Upwind Difference Scheme. It is very robust,
but the low order of accuracy introduces an artificial diffusion term. This smears
out gradients in the solution, making the numerical error large.

Specified Blend Factor is another option, where β can be specified, and the order
of accuracy increases with β. This may reduce the artificial diffusion, but might
introduce dispersive discretization errors. Dispersive discretization errors are seen
as artificial oscillations in regions of steep gradients and is a result of an unbounded
scheme.

The Central Difference Scheme is second-order accurate as β = 1, and φ evaluated
in the local element. This scheme might also lead to dispersive errors and is not
recommended with models other than the LES turbulence model.
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The High Resolution scheme strikes a good balance between robustness and ac-
curacy. β is calculated locally for each node. It is chosen to be as close to 1 as
possible without introducing dispersion with new extremes. This way, the order of
the accuracy of the scheme is as close to second-order as possible. The advective
flux is evaluated in the upwind node.

2.2.6 Modeling flow near the wall
Turbulent flow close to a wall is characterized by steep velocity gradients and the
presence of large viscous effects. To fully solve the turbulent boundary layer,
an extremely fine mesh close to the wall is required. Such fine meshes are built
with thin inflation layers, which results in a high number of elements and high
computational time. An alternative is to model the flow close to the wall with a
wall function. Thus a coarser mesh can be utilized and computational resources
saved.

Experiments and mathematical analysis show that the turbulent boundary layers
can be divided into different regions. Closest to the wall is the viscous sublayer,
where molecular viscosity dominates the momentum transport, and the flow is
approximately laminar. Further out is the logarithmic layer, where turbulence
dominants the mixing process. Between these two layers is the buffer layer, where
both the effect of molecular viscosity and turbulence are of equal importance.

(a) Linear plot (b) Log-linear plot

Figure 2.11: Mean velocity profiles in turbulent boundary layers [5].

Figure 2.11(a) shows an overview of the different regions in a turbulent boundary
layer as Figure 2.11(b) shows a close up of the inner region where y+ and u+ are
scales of the distance from the wall and the tangential velocity. Boundary layer
theory shows that the relationship can be approximated as linear, u+ = y+, in
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the viscous sublayer. In the logarithmic sublayer, the relationship is shown to be
logarithmic. This concept is famously known as the log law of the wall, which
gives rise to the wall function defined as:

u+ =
u

uτ
=

1

κ
ln(y+) + C (2.24)

Where κ is the von Karman constant and C is the log-layer constant depending on
the wall roughness. Further is y+ defined as:

y+ =
yuτ
ν

uτ =
(τw
ρ

)1/2
(2.25)

Where y is the distance from the wall, ν is the kinematic viscosity, uτ is the friction
velocity, τw is the wall shear stress, and ρ is the density. Equation 2.25 defines the
y+ value for the node closest to the wall by letting y = ∆y be the distance from
the wall to the first node. The velocity of the first node is then calculated from
Equation 2.24. When using a wall function, it is essential that the y+ value of the
first node is placed within the logarithmic region. Additionally, it is recommended
to place at least 10 nodes within the turbulent boundary layer to resolve it entirely.

The range of the logarithmic regions depends on the flow. A widely used correlation
assumes the lower limit of the logarithmic layer to be y+ ≥ 30 and the upper limit
to be y

δ < 0.2, where δ is the length of the turbulent boundary layer [24]. Defining
the turbulent Reynolds number as Reτ = δuτ

ν , the range of y+ in the logarithmic
region of the turbulent BL is given by:

30 ≤ y+ ≤ 0.2 ·Reτ (2.26)

A comparison between the wall function and experimental data is presented in Fig-
ure 2.12. The upper limit of the logarithmic region denotes where the logarithmic
wall function stops correlating with the experimental data. The upper limits are
seen to vary dependent on the Reynolds number of the flow. However, an upper
limit of the logarithmic region of about y+ ∼ 200 − 300 can be observed as a
sufficient minimum limit of the represented flows.
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Figure 2.12: Wall function compared to experimental data for different Reynolds numbers
[6].

The k− ε turbulence model in Ansys CFX uses a scalable wall function. In simple
terms, this involves that y+ in the first node is never taken to be lower than 11.06.
This is because the logarithmic law is assumed to model the flow in the buffer layer
better than the linear assumption for y+ ≥ 11.06. As a result, the k − ε model will
work, even when the mesh is too fine. However, it is not preferable to have such
fine mesh as it would be computationally expensive and give an inaccurate picture
of the flow field.

2.2.7 Convergence
The sets of algebraic equations solved in a simulation are related by non-linearity
and require an iterative approach to be solved. It is essential to achieve a satis-
factory converged result with a low iterative error. For each iteration, a residual is
reported as a measure of the error related to the overall conservation of the flow
properties. A converged result is characterized by a reduction in the residuals.
Convergence can also be observed by keeping track of the flow variables at fixed
locations with monitor points. When the flow variables are stabilizing at approx-
imately fixed values, convergence is indicated.

The convergence rate can be controlled by changing the time step. It works as
an "acceleration parameter" by reducing the number of iterations required to reach
convergence for a steady-state simulation, or the number of iterations required for
each time step in a time-dependent analysis. For steady-state modeling, a false time
step is applied by the CFX solver, which normally under-relaxes the equations as
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they iterate towards the final solution. However, the equations solved are implicit,
so by increasing the time scale, a converged solution can usually be found faster.
On the other hand, if the time scale used is too large, the resulting convergence
behavior will become fluctuating. The time step can be controlled in several ways
by changing the time scale factor. This scales the time step calculated by the CFX
solver. A more detailed description of how the solver calculates the time scale is
found in the ANSYS CFX 2020R1 Solver Theory guide [3].

2.2.8 Grid independent solution
A grid-independent solution means that the result of a CFD simulation does not
change when the mesh is refined. It is desirable to decrease the discretization error.
The Grid Convergence Index (GCI) measures the percentage a computed value
is away from the asymptotic numerical value. In other words, a low GCI value
indicates that the simulation results are close to being grid-independent.

The GCI-Method by Celik [25] can be performed to calculate the GCI-value of
a mesh. The method is based on the central philosophy of comparing the results
of simulations done with three different mesh resolutions. The final GCI-value is
defined as:

GCI =
1.25ea
rp − 1

(2.27)

ea is the approximate relative error between two simulations, r is a refinement
factor between grids, and p is the apparent order of the method. A more detailed
explanation of how the GCI-Method is performed is attached in Appendix B.

2.2.9 Modeling flows in rotating domains
Modeling flow in a rotating frame is done by applying external forces, SM,rot, to
the govern equation defined in Equation 2.18.

SM,rot = Scor + Scfg (2.28)

The rotational forces is a sum of Coriolis forces, Scor, and centrifugal forces, Scfg ,
defined as:

Scor = −2ρω ×U (2.29)
Scfg = −ρω × (ω × r) (2.30)
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ω is the angular velocity of the rotational domain, r is the distance from the rota-
tional axis, and U is the velocity in the rotating frame of reference.

In the present study, the runner is simulated together with the stationary domains
of the GVs and the DT. This requires further domain interface models, further
described in subsection 2.2.10.

2.2.10 Domain interface modeling
Domain interface models are methods for connecting or matching meshes. Ansys
CFX offers three different options: Translational periodicity, rotational periodicity,
and general connection.

Rotational periodicity is an option for simplifying repeating, periodic interfaces.
The mesh of passages around guide vane blades or runner blades can be simplified
to only contain one passage, by connecting the two faces in the peripheral direction.
By this, the method assumes a symmetric axis flow, which could be a source of
modeling errors. The benefit of the method is a reduced domain, which reduces the
computational cost.

General connection is an option used when meshes with a different frame of ref-
erence and/or meshes of different sizes are connected. The option got the three
models: Frozen rotor, stage, and transient rotor-stator, for modeling the change in
frame of reference.

Frozen rotor is a steady-state approach where the flow is modeled from one domain
to the next, by assuming the relative position of the domains to be fixed. In other
words, it tries to find a steady-state solution for a "frozen rotor". The fluxes are
mapped from one interface to the other and scaled by the eventual pitch difference.
However, the modeling errors can be considerable since it neglects transient effects
on the interface and fixes the runner for a particular position.

Stage (mixing-plane) model is also a steady-state model, which performs a circum-
ferential averaging of the fluxes on the interfaces. This accounts for time average
effects between the blade passages but neglects transient effects at the surfaces as.

The transient rotor-stator model is the last frame change/mixing model, which are
modeling transient behavior. This is the most realistic model, but also the most
computationally expensive.
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2.3 Optimization theory
Design optimization may be performed several ways. Cavazutti presents an over-
view of theory and different techniques related to the theme [26]. This thesis is
performed with Surrogate-based Optimization (SBO).

2.3.1 Surrogate-based optimization
This section is written with Marjavaaras doctoral thesis about CFD driven SBO as
a reference [5].

The steps of an SBO analysis are summarized in Figure 2.13. The strategy is to
build mathematical functions, namely surrogate models, which are used to discuss
optimal designs. Surrogate models approximate performance characteristics of
interest. The performance characteristics are called objectives, and their corres-
ponding surrogate models is commonly called the objective functions.

Figure 2.13: Flow chart of the steps of a Surrogate-based optimization analysis.

1. Geometric Parameterization

The first step is to create a parametric design of the geometry with N design
variable (DVs). The DT geometry will also depend on some design constraints,
i.e., a linear change of one DV to another or curvature controlled by Bezier curves.
However, the design constraints describe fixed relations between the DVs for the
entire optimization, in contrast to the DVs, which vary. Further, must a lower, xli,
and an upper, xui , limit for each design parameter, xi be specified. The range of all
the design parameters is called the design space (DS).

Design variables: x = (x1, x2, ..., xN ) (2.31)

Design space: xli ≤ xi ≤ xui , i = 1, 2, ..., N (2.32)

2. Design of Experiment

Secondly, the design space is populated in M samples, which are called design
points (DPs), by using a Design of Experiments (DOE) method.
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Design points: x(1),x(2), ...,x(M) , x(j) = x
(j)
1 , x

(j)
2 , ..., x

(j)
N (2.33)

DOE is used for guiding the choice of the experiments to be performed in an
efficient way [26]. The goal is to obtain the required information with a minimum
of sampling points. Box-Behnken Design (BBD) and Full Factorial Designs are
examples of DOEs.

3. Computer Analysis

The samples are investigated in step 3 by CFD calculation. The objective(s) of
interest are obtained from simulations of each DP.

Objective data: y(1), y(2), ..., y(M) (2.34)

4. Surrogate Model Construction

The data is used to build objective functions in step 4. The goal is to find a function,
ŷ(x), which fits simulation results such that:

ŷ(x(1)) ≈ y(1), ŷ(x(2)) ≈ y(2), ..., ŷ(x(M)) ≈ y(M) (2.35)

Response surface modeling (RSM) is a commonly used surrogate modeling tech-
nique that fits the simulated results as second-order polynomials.

5. Result discussion

Optimal designs are discussed in step 5 by utilizing the objective function(s). The
object function predicts the objective performance of numerous designs much faster
than CFD simulations. Thus large numbers of designs can be explored. If an
optimization problem involves several objectives, the problem is called a multi-
objective optimization problem. Thus an optimal design is discussed as a trade-off
in improvements in the objectives.

2.3.2 Bézier curves
Bézier curves are parametric curves commonly used in computer graphics [27].
They are built up by Bernstein polynomials, bi,n(t), defined as:

bi,n(t) =

(
n

i

)
ti(1− t)n−1 , i = 0, 1, ..., n (2.36)
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n ∈ N defines the degree of the curve, and t ∈ [0, 1] is the parameter of the
curve. The French engineer Pierre Bézier developed the Bézier curves in 1960.
The curve is controlled by n+1 control points P i, which define a control polygon.
Mathematically, an nth order Bézier curve is given as:

B(t) =

n∑
i=0

bi,n(t)P i , 0 ≤ t ≤ 1 (2.37)

Figure 2.14: Illustration of a quadratic Bézier curve.

A second-order Bézier curve, also known as a quadratic Bézier curve is illustrated
in Figure 2.14. From Equation 2.36 and Equation 2.37, the parametric description
of the curve becomes:

B(t) = (1− t)2P 0 + 2t(1− t)P 1 + t2P 2 , 0 ≤ t ≤ 1 (2.38)

P 0 denotes the starting point, and P 2 denotes the ending point. The nature of
a Bézier curve makes the derivative in the starting point parallel to the tangent
between P 0 and P 1. Similarly, the slope at the ending point is parallel to the
tangent between P 1 and P 2. Thus, P 1 can be utilized to control curvature. The
derivative of the quadratic Bézier curve is defined as:

B′(t) = 2(1− t)(P 1 − P 0) + 2t(P 2 − P 1) , 0 ≤ t ≤ 1 (2.39)

2.3.3 Box-Behnken Design
BBD was created by George E. P. Box and Donald Behnken in 1960 to be a DOE
method that supported RSM [28].
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BBD is an DOE method based on incomplete three-levels full factorial design [26].
The term level indicates that each variable takes three different values - a lower,
a central, and an upper value. Full factorial design is another DOE method that
includes all possible combinations of the DVs for a given level. By this, the three-
levels full factorial design gives a total of m = 3n samples, where n is the number
of DVs.

(a) Box-Behnken Design (b) Three level Full Factorial Design

Figure 2.15: A sampling comparison between Box-Behnken Design(a) and Three Level
Full Factorial Design (b) for n = 3 design variables. The black dots are design points of the
sample, and the values -1, 0 and 1 correspond to the lower-, center- and upper value of the

the design variables. The solid lines represents the limit of the design space and the vertices
corresponds to extremes.

BBD is built up by blocks of DPs that consist of some DVs combined like a Full
Factorial Design, and some DVs kept constant at their center values.

The DPs are combined in a particular manner to facilitate rotatability. A rotatable
design means that the variance of the predicted response at any point is a function
of the distance from the center value alone. The center point, meaning the DP
where all DVs equals their center value, is usually added some extra times to the
sampling, to reduce the variance.

Compared to three-level Full Factorial Design, BBD limits the order of samples for
higher numbers of parameters. This reduces the computational time needed. BBD
also avoids extremes, meaning samples where all the design variables equal their
upper or lower limits. Hence, numerical uncertainty might be reduced as extreme
designs typically can have problems converge [29]. However, avoiding extreme
designs leads to more significant uncertainty in such part of the design space. This
restricts the center values to be chosen close to the optimal design to obtain an
accurate prediction.
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2.3.4 Response surface modeling
This section is written with Myers’ book: Response Surface Methodology [30] as
a reference.

RSM fits data into a polynomial predictor, denoted by ŷ(x). The predictor is a
function of n DVs, x = x1, x2, ..., xn, and a second order RSM is defined as:

ŷ(x) = β0 +

n∑
i=1

βixi +

n−1∑
i=1

n∑
j>i

βijxixj +

n∑
i=1

βiix
2
i (2.40)

xi corresponds to linear terms, x2i - quadratic terms, xixj - interaction terms, and
β are unknown regression coefficients. The minimum number of data samples
needed to estimate β are p = (n+ 1)(n+ 2)/2. The difference between the RSM
approximation and the real objective value, y(x), is represented with a random
error ε.

y(x) = ŷ(x) + ε (2.41)

BBD always define m samples so that m ≥ p and the problem is overdetermined.
Further more, the fitting problem is solved by Least Square Minimization of the
error. In matrix notation, Equation 2.41 can be written as:

y = Xβ + ε (2.42)

y = y(1), y(2), ..., y(m) are the sample targets collected, X is a m × p matrix of
the linear, quadratic and mixed DVs terms, and β and ε are column vectors of size
p× 1 and m× 1.

X =
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1 x
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The square of the error can further be defined as:

L =

n∑
i=1

ε2i = εT ε = (y −Xβ)
T

(y −Xβ) (2.44)
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Least Square Minimization estimates the regression coefficients b, which minimize
Equation 2.44 with respect to β. Hence, the regression coefficients become:

b = (XTX)
−1
XTy (2.45)

Finally, the RSM is found from Equation 2.40 where β = b. The RSM can be
verified against new simulation data. Additionally, the Goodness-of-Fit can be
evaluated for several statistics, such as the Root Mean Squared Error (σe) or the
Adjusted R-squared (R2

adj) defined as:

σe =

√√√√ 1

m

m∑
i=1

(
e(i)
)2

,
(
e(i)
)2

=

∥∥∥∥ ŷ(i) − y(i)y(i)

∥∥∥∥ (2.46)

R2
adj = 1−

∑m
i=1 (y(i) − ŷ(i))2∑m
i=1 (y(i) − ȳ(i))2

· m− 1

m− p
(2.47)

ȳ is the empirical mean of the sampled targets. A well fitted model is characterized
by a Root Mean Squared Error close to 0 and an Adjusted R-squared coefficient
close to one.
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Chapter III

Previous work

This chapter presents the historical lines of draft tube development and previous
work of draft tube optimization.

DTs were developed in connection with the emergence of reaction turbines in the
first half of the 19th century [17]. The first one consisted of a cylindrical pipe,
which allowed the turbine to be placed above the tailwater without losing any head
[5]. Later on, the development of straight diffuser DTs increased the efficiency of
the hydropower plants by slowing down the flow and recovering the pressure. The
first DTs restricted the runner diameter to be small since larger runner diameters
require long diffusers, and long diffusers increase the construction costs. The bell-
mouth DT partially solved this problem. It has a diffuser shape with curved walls.
This shape improved the efficiency of the DT when operating outside of design
conditions, as it allowed for higher swirl and more pressure recovery per length.
Moody improved this design with a cone filled center, which fills up the space of a
dead zone in the water when operating in off-design conditions.

It was not before Kaplan developed the curved DT that runner diameters up to 10m
were possible. The drawback of this design is that the DT performance is reduced
compared to the previously discussed types, because of hydrodynamic losses in the
bend. The benefit of higher power output from larger runners makes curved DTs
commonly used today.
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Figure 3.1: Draft tube type development through the times

Traditionally, DTs have been designed based on analytic methods, heuristics, and
model tests [17]. The general shape of a DT is a diffuser and the inverse design
method by Clabuk and Modi [31] and derivative-based optimization by Madsen
[32] represent early approaches for diffuser designs.

Today, computational fluid dynamics (CFD) is a commonly used tool in DT design
development, due to its benefits of flexibility and cost-effectiveness. However,
CFD calculations can be time-consuming, so design development is commonly
done by combining CFD with optimization algorithms. Marjavaara describes how
Surrogate Models can be utilized as a tool for CFD driven optimization of DTs[5].

DT optimization studies commonly use Cp, [22, 33–37] and ξ [22, 33, 35, 37] as
objectives. The goal of a optimization is always to increase Cp and decrease ξ to
achieve higher DT performance. Economic perspectives may also be emphasized
by considering the DT size as an objective [23]. Excavating and material consump-
tion influence the civil costs, which again depend on parameters such as the DT
volume, surface area and overall length dimensions. Hence, if a size dimension is
chosen as an optimization objective, it is reduced to limit civil costs.

Cp are defined in Equation 2.13 with discharged averaged surface integrals in
the nominator, whereas several studies rather use area averaged surface integrals
[22, 33, 34, 36]. Thus the predictions of Cp would be slightly different, but not
change the fact that Cp should be increased to achieve higher DT performance. In
subsection 2.1.3 the definitions of Cp and ξ accounts for potential height variations
between the DT inlet and outlet. However, several optimization studies excludes
potential height from the analysis, whereas gravity forces are not considered in the
CFD simulations [22, 33–37].

Accurate flow predictions in the DT is computationally expensive due to complex
and unsteady flow. For instance, simulating the rotating vortex rope requires a very
fine mesh and a sophisticated turbulence model [38]. However, when considering
averaged characteristics such as the Cp and ξ, moderate meshes and more simple
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turbulence models are assumed to be accurate enough [39]. Hence, DT optim-
izations are typically performed with steady-state RANS-equations together with
k − ε or SST turbulence models [15, 37]. Optimization studies are commonly
done by investigate the DT performance as a separate entity of the hydropower
plant [22, 33–37]. The flow condition in the DT is highly dependent on the OP of
the turbine. Hence, the BC must provoke the OP of interest. Several studies choose
OP close to BEP [40], as optimization performed by McNabb consider 9 different
OPs [23].

Coupled runner and DT optimization was performed by Lyutov [15]. This enables
more accurate flow modeling at the runner-DT interface. The trade-off is increased
computational effort with a larger computational domain. The study also optimized
the runner alone and compared the resulting turbine efficiencies. The conclusion
drawn showed advantages of simultaneously DT and Runner optimization in terms
of 0.3% higher efficiency.

The number of DVs typically depends on if the purpose of the optimization. The
runner outlet dimensions typically fix the inlet dimensions of the DT. When up-
grading an already existing hydropower plant, the total height and length of the
DT will typically be fixed, due to previously excavation work. Marjavaara and
Lundström performed a redesign of the DT in Yngerdsforsen hydropower plant in
Sweden, where three design variables were chosen [22]. Shojaeefard performed a
DT optimization with only two parameters, for an already existing lab turbine at the
Iranian Research Organization for Science and Technology [35]. For new design
development, it is an advantage to keep the variable number high to explore more
designs. However, more DVs would also be more computationally expensive. Ly-
utov states that 5-12 is the typical amount of DVs used for curved DT optimizations
[15].

To the best of the Author’s knowledge, design optimization of DTs in VSO hydro-
power plants has never been done. However, the main strategies of DT optimization
performed on traditionally synchronous speed operating hydropower plants are
applicable for this work.
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Chapter IV

Method

This chapter presents the methodology of the work. It describes how the para-
metric design of the draft tube is constructed and how the mesh is generated.
Furthermore, it defines how the optimization study is performed and how various
uncertainties are investigated.

4.1 Software
This work is performed with the software ANSYS 2020 R1 and MATLAB R2020a.
ANSYS SpaceClaim is utilized to create the DT geometry, ANSYS Meshing and
ANSYS TurboGrid for meshing, ANSYS CFX for CFD calculations and ANSYS
Workbench for organizing the parametric optimization study. MATLAB is further
utilized for RSM and searches for improved design.

4.2 Full Simulation and Partial Simulation
Simulations are both performed of the DT alone and the DT together with GVs
and the runner. The simulations performed with GVs and the runner are referred
to as Full Simulations (FS), and the simulations performed with only the DT are
referred to as Partial Simulations (PS). The DT design DTi utilized for FS or PS
are indicated with index notation FSi or PSi

A PS is less computationally expensive compared to FS as the computational do-
main is reduced. Hence, the optimization simulations are performed as PSs, but
FSs are done to provide BC at the DT inlet for the PS. BCi denotes BC obtained
from FS with DTi.
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4.3 Geometric Parameterization
11 geometric parameters (GPs) are chosen to parameterize the DT geometry. An-
sys SpaceClaim is utilized to build the geometry. A script written in the Py-
thon programming language imports the GPs, and calculates the points: Pi, i =
0, 1, 2, 3, 4, 5, shown in Figure 4.1. These points define the meridian line of the
DT. Cross-sections are drawn at positions along the line with spline curves, which
are lofted into volumes. The DT is divided into segments to more easily control
the mesh in different regions. The script also creates Named Selections of surfaces
and segments, which work as identifications for further addressing the mesh and
simulation set-up. The entire DT construction script is appended as an electronic
attachment. The black-colored variables denote GPs of the optimization as grey-
colored variables are derived from the GPs or fixed for the optimization in Fig-
ure 4.1, Figure 4.2, Figure 4.3, and Figure 4.5.

Figure 4.1: The geometric parameterization of the draft tube.

4.3.1 The Cone
The DT inlet is fixed to ensure that it always matches the runner outlet. d0 rep-
resents the diameter of the runner hub facing the DT tube. The water enters the
DT within the diameter d1 through an inclined surface of height h0 around the hub.
The cone geometry is circular and diverging with a linear increase of the diameter d.
The GP h1 defines the length of the cone, and the GP d2 defines the diameter of the
cone outlet. The cone geometry is illustrated in Figure 4.2, and the corresponding
variables and geometric relations are summarized in Table 4.1.
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Variable Value Explanation
h1 GP Cone height.
d2 GP Diameter of the cone outlet.
P0 [0, 0,−171] Center point of the runner hub wall.
P1 P0 − h0k̂ Center point of the cone inlet.
P2 P1 − h1k̂ Center point of the cone outlet.
d d1 + (d2 − d1) · t Cross-sectional diameter in the cone.
d0 40.00mm Fixed diameter of the runner hub wall.
d1 350.09mm Fixed diameter of the DT inlet.
h0 8.13mm DT inlet height.

Table 4.1: Geometric variables and relations in the cone, t ∈ [0, 1].

Figure 4.2: The geometric parameterization of the cone.

4.3.2 The Elbow
A quadratic Bézier curve defines the centerline of the elbow. The curve starts in P2,
ends in P4, and has a control point in P3. Figure 4.3 illustrates how the elbow is
constructed by sketching 20 cross-sections along the centerline. Planes are created
perpendicular to the Bézier curve by using the derivative in locations along it as the
normal vector.
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The cross-sectional area shape is changed from circular at the inlet of the elbow
to rectangular with two opposing straight and bowed sides at the outlet. The GP
d2 defines the diameter of the elbow inlet. The GPs l3 and d3 define the length
of the straight sides and the diameter of the bowed sides of the elbow outlet. The
orientation of the elbow outlet is defined by the GP α, which denotes the angle
between the outlets normal vector and the horizontal plane. The cross-sections
throughout the elbow are described with the two parameters; l and r. l is increased
linearly along the Bézier curve from 0 at the inlet to l3

2 at the outlet. r is adjusted
so that the cross-sectional area follows the relationship in Figure 4.4, inspired
by Figure 2.7. Hence, the elbow is slightly contracted at the end to reduce flow
separation due to the curved wall. Variables and geometric relations in the elbow
are summarized in Table 4.2.

Figure 4.3: The geometric parameterization of the elbow.
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Figure 4.4: Nondenominational area relation in the elbow. AP2 denote the area of the
elbow inlet, AP4 is the area of the elbow outlet and A(t) is the cross-sectional area along

the elbow center line parameterized by t ∈ [0, 1].

Variable Value Explanation
d2 GP Diameter of the cone outlet.
l1 GP Horizontal length of the elbow.
l2 GP Vertical length of the elbow.
d3 GP Diameter of the elbow outlet.
l3 GP Length of straight sides of the elbow outlet
α GP Angle between the normal vector of the

elbow outlet and the horizontal plane.
P2 P1 − h1k̂ Center point of the elbow inlet.
P3 P2 − (l2 + l1 · sin(α))k̂ Control point of the Bézier curve.
P4 P2 + l1î− l2k̂ Center point of the elbow outlet.
A A(t) Cross-sectional area of the elbow.
l l3

2 · t Cross-sectional parameter.

r 2l
π ·
(√

1 + A
4πl2 − 1

)
Cross-sectional parameter.

Table 4.2: Geometric variables and relations in the elbow, t ∈ [0, 1]

4.3.3 The Exit diffuser
The exit diffuser is built of 15 cross-sections along the straight centerline between
P4 and P5, illustrated in Figure 4.5. The orientation of the outlet is held fixed,
parallel with the yz-plane. The orientation of the inlet is dependent on the GP α.
Hence, the orientation of each cross-section sketched throughout the exit diffuser
is linearly changed.
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The inlet is defined by the GPs l3 and d3, and the outlet is defined by the GPs l4, l5
and r1. The total length of the exit diffuser is defined by L− l1. The cross-sections
throughout the exit diffuser are defined by the parameters h, b, and r. They change
linearly from the inlet to the outlet of the exit diffuser, more detailed explained in
Table 4.3.

Figure 4.5: The geometric parameterization of the cone.

Variable Value Explanation
d3 GP Diameter of the exit diffuser inlet.
l3 GP Length of straight sides of the exit diffuser

inlet.
α GP Angle between the normal vector of the

exit diffuser inlet and the horizontal plane.
L GP Horizontal length of the entire DT.
l4 GP Height of the DT outlet.
l5 GP Width of the DT outlet.
r1 GP Radius of the outlet corners.
P4 P2 + l1î− l2k̂ Center point of the exit diffuser inlet.
P5 P4 + (L− l1) · cos(α)̂i+

(L− l1) · sin(α)k̂

Center point of the DT outlet.

b 1
2 (l3 + (l5 − 2r1 − l3) · t) Cross-sectional parameter.

h (l4 − 2r1) · t Cross-sectional parameter.
r r1 · t Cross-sectional parameter.

Table 4.3: Geometric variables and relations in the elbow, t ∈ [0, 1].
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4.4 Mesh generation
The resulting DT geometry consists of 15 volume segments, illustrated in Fig-
ure 4.6. The segments have their meshes generated in a specific order listed in
Table 4.4. A Shared Topology procedure is applied to neighbouring segments. This
makes the mesh generated for one segment a boundary for the subsequent segment,
ensuring compatible mesh interfaces at the seams.

Figure 4.6: Segments and interfaces of the mesh set-up.

Most of the segments are meshed with Multizone Method. This is a sweeping
meshing algorithm providing a hexahedral mesh. The length of the elements in the
merdian direction is controlled separately for each segment by the sweep element
size. The segments in the transition between the cone and the elbow and the
elbow and the exit diffuser are meshed with Patch Conforming Method. This
method provide unstructured tetrahedral elements, enable the number of elements
in the cross-section perpendicular to the flowing direction to change throughout the
segment. The number of mesh elements in the cone, the elbow, and the exit diffuser
is controlled by Face Sizing at one cross-section in each part. The element sizing is
specified at the red marked faces in Figure 4.6.

Segment 1 is meshed with the Patch Conforming Method, as the Multizone Method
worked poorly due to the inclined surface of the DT inlet. The element size is
controlled at both the inclined surface where the water is entering the DT and at the
runner hub interface wall.

10 inflation layers are applied to increase the mesh resolution close to the wall. The
inflation layers are specified with the first layer thickness and the growth rate of the
distance between each layer. The growth rate is kept by the default value of 1.2
for all segments. The first layer thickness is slightly increased for the segments in
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the elbow compared to the segments in the cone, and even further increased for the
segments in the exit diffuser. The inflation layers in the transition segments between
the cone, the elbow, and the exit diffuser are applied smooth transition setting rather
than first layer thickness, to ensure that the mesh is gradually changed between the
different parts of the DT.

The mesh resolution is higher in the cone, where the flow is more complex. The
element size is gradually increased throughout the segments from the cone to the
beginning of the exit diffuser. The mesh resolution is gradually increased in the
meridional direction of the exit diffuser to ensure better BC modeling at the DT
outlet. The mesh is coarser in some parts to limit the computational cost. The mesh
settings for all the segments and interface sizing are summarized in Table 4.4 and
Table 4.5.

(a) Inlet (b) Outlet

(c) Side view

Figure 4.7: Mesh generated on the reference draft tube.
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Segment Mesh method Inflation layer Update Order
1 Patch Conforming FLT: 0.5mm 13
2 Multizone, 7.0mm FLT: 0.5mm 1
3 Multizone, 10.0mm FLT: 0.5mm 2
4 Patch Conforming Smooth transition 14
5 Multizone, 15.0mm FLT: 0.6mm 3
6 Multizone, 20.0mm FLT: 0.6mm 4
7 Multizone, 25.0mm FLT: 0.6mm 5
8 Multizone, 30.0mm FLT: 0.6mm 6
9 Multizone, 40.0mm FLT: 0.6mm 7
10 Patch Conforming Smooth transition 15
11 Multizone, 50.0mm FLT: 1.0mm 8
12 Multizone, 40.0mm FLT: 1.0mm 9
13 Multizone, 25.0mm FLT: 1.0mm 10
14 Multizone, 15.0mm FLT: 1.0mm 11
15 Multizone, 1.0mm FLT: 1.0mm 12

Table 4.4: Mesh method, inflation layer settings and update order for the segments of the
DT geometry. The length value of Multizone method denotes the sweep element size. FLT

denotes the first layer thickness of the inflation layers.

Interface Element size
Hub 2mm
Inlet 5mm
Cone 5mm
Elbow 15mm
Exit Diffuser 20mm

Table 4.5: Interface sizing settings of the mesh. Interfaces are illustrated in Figure 2.8

It should be noted that a mistake was made with the inflation layer setup in the
optimization study. Segment 5 were specified to only have 5 inflation layers,
and not 10 as the rest of the segments. The amount of inflation layers specified
for a segment only puts an upper bond of inflation layer the meshing algorithm
will produce. Since segment 5 was the first segment to be meshed in the elbow,
the entire elbow was meshed with only 5 inflation layers. This error caused the
mesh algorithm not to work for several DT geometries . Additionally, it was
discovered too late to do the entire optimization study all over. A more detailed
description of which DT designs that were present for this mistake is described
in subsection 5.3.1 and a reflection of how this affected the optimization study is
described in section 6.2.
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4.5 Guide vanes and Runner mesh
This study reuses the meshes of the GVs and runner utilized by Ilievs [? ].The
meshes of the flow passages around a GV and a runner blade is built in ANSYS
TurboGrid. The meshes provided consist of purely hexahedral elements. As the
GV opening varies with the turbine OP, the mesh of the GV passage is different for
each OP.

The turbine configuration consists of 28 GVs and 17 runner blades. The entire
geometry is built by doing a mesh transformation in ANSYS CFX-Pre. The meshes
of the GV passages and runner blade passages are copied and rotated around the
center axis of the turbine. The final mesh is illustrated in Figure 4.8.

(a) Single GV passage (b) Single runner blade passage
(c) Entire GV and runner

geometry, seen from above

(d) Entire GV and runner geometry, side view

Figure 4.8: Mesh of the guide vanes and the runner.
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4.6 Optimization study
Three OPs corresponding to PL, BEP, and HL are considered for the analysis. An
overview of the runner speed, discharge, GV openings, and head of the different
OPs is shown in Table 4.6.

OP Runner speed [rpm] Discharge [m3/s] GV opening [◦] Head [m]
PL 338.40 0.10577 5.535 12.0
BEP 348.43 0.19066 10.000 12.0
HL 351.70 0.22477 12.076 12.0

Table 4.6: Operation points of the optimization.

The optimization is preformed as an SBO analysis. Two main objectives are chosen,
namely the pressure recovery factor (Cp) and the DT volume (V ). Four RSMs are
built for predictingCp at each of the three OPs and V . Cp is defined to be calculated
as:

Cp =

1
Q

∫
out

P (~v · d~S)− 1
Q

∫
in
P (~v · d~S)

1
2ρ
(

Q
Ain

)2 (4.1)

It should be noted that potential height z is excluded from the definition of Cp in
Equation 4.1 compared to the previous definition from the theory in Equation 2.13.
The reason is that z will not contribute to a static pressure gradient in the simula-
tions because gravity forces are excluded.

4.6.1 Design Space
The design space in terms of GPs is presented in Table 4.7. Central values (CVs) of
the GPs are found from measuring DTFrancis 99. The parameterization and design
constraints described in section 4.3 generates a DT which looks quite similar, but
not identical to DTFrancis 99. The DT generated by the CVs of the GPs is referred
to as DTref throughout the text.

The design space was first suggested to be within ±30% of the CVs. The per-
centage range was further reduced for d2, l3, l4, l5, d3 and r1. This was done to
ensure that all possible DT designs have an increased cross-sectional area from the
DT inlet to the outlet. Hence, a diffuser shaped DT will always be produced. The
design space was also reduced to ensure that the mesh algorithm works.
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DV x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11
GP h1[mm] l1[mm] l2[mm] α[◦] L[mm] d2[mm] l3[mm] l4[mm] l5[mm] d3[mm] r1[mm]
LL 334 1021 533 13.0 3062 364 263 511 470 293 144
CV 477 1459 761 15.0 4374 404 277 636 588 308 160
UL 620 1897 989 17.0 5686 444 291 761 706 323 176

Table 4.7: Design space for the optimization. The abbreviation of the first column denotes
DV: design variable, GP: geometric parameter, LL: lower limit, CV: center value and UL:

upper limit.

Notably, l4 equals 639mm at DTFrancis 99. By an accident, the value of 636mm
was used as the center value for the optimization.

For the simulations, the GPs are taken as input for geometry generation, as for the
RSM, non-dimensional DVs are utilized. The design space of all DVs are xi ∈
[−1, 1]. A GP and its corresponding DV is by this related as:

xi =
GPi − GPCVi

1
2 · (GPULi − GPLLi)

(4.2)

4.6.2 Design of Experiment
BBD is chosen as the DOE method. For 11 DVs, BBD is built with 11 blocks with
16 factorial parts per block. This makes up a total of 176 different combinations
of the design variables. Additionally, the center point must be added, creating 177
different designs that are simulated for each OP. For the RSM, the center point is
added 11 extra times to facilitate rotatability.

4.6.3 CFD set up
The simulation setup in ANSYS CFX is summarized in Table 4.8. Several mod-
eling assumptions are made to provide simulations that would be computationally
possible within the time limits of the work and the resources available. As a trade-
off, these assumptions might introduce modeling errors. However, the goal of
the optimization is not to obtain a highly accurate solution of the flow field, but
to capture the most important trends so that Cp can be predicted with sufficient
precision.
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Parameter Description

General

Analyse type RANS, steady state
Discretization Advection scheme: High Resolution

Turbulence numeric: High Resolution
Turbulence model k − ε model with scalable wall function,

5% intensity at the inlet of the domain
Convergence criteria RMS of: continuity, momentum, pressure and

turbulence quantities ≤ 10−4

Temperature 19◦C
Assumptions Incompressible, Single-phase, Adiabatic,

No gravity force
Solver accuracy Double precision

FS

Boundary condition Inlet: Mass flow rate with normalized velocity direc-
tion (cr = −0.458589, cθ = −0.888649, and cz = 0)
Outlet: Average static pressure equal zero
Walls: No slip condition, smooth walls

Domain interface Frozen Rotor
Time scale factor Linear increase the first 600 iterations from 1 to 7,

then kept constant at 7.
Iterations Minimum: 1200, Maximum: 1500

PS

Boundary condition Inlet: Velocity magnitude and direction
Outlet: Average static pressure equal zero.
Walls: No slip condition, smooth walls

Time scale factor Constant, 0.5 for PL and BEP and 0.1 for HL
Iterations Minimum: 400 for PL and BEP, 500 for HL

Maximum: 600 for PL and BEP, 700 for HL

Table 4.8: Simulation setup in ANSYS CFX.

The optimization simulations are performed as PSs, but FSs are utilized to obtain
BCs of the DT inlet. The velocity profile at the runner-DT interface is exported
from FSref of each OP, and utilized as inlet BC for all PSs. Hence, only one costly
FS is needed, as 177 less costly PSs are performed in the optimization of each OPs.

The inlet BC of FSs is given as the mass flow rate of the OP. The flow is assumed
to enter the GVs in a uniform direction, corresponding to the outlet direction of the
flow in the stay vanes passages of the reference design. The outlet BC is static,
average pressure equal to 0, and walls are given no-slip condition for both PSs and
FSs. The domain interface of the FSs is modeled as a Frozen Rotor. The runner
domain and the hub wall in the DT domain are specified to rotate with the runner
speed corresponding to the OP.

The simulations are calculated as steady-state using the k − ε model for modeling
turbulence. High resolution are chosen for the advection scheme and the turbulence



50 4. Method

numeric. The water temperature equals 19◦C, and the flow is assumed to be adia-
batic, incompressible, and single-phase. Hence, modeling cavitation is impossible
with this setup and, therefore, neglected from the analysis.

Gravity forces are excluded from the analysis. This is feasible even though the flow
in an actual hydropower plant is driven by gravity forces, as the CFD flow is driven
by BCs. However, if the Cp predicted by the CFD calculations is validated against
experimental data, the presence of the hydrostatic pressure in the experimental data
must be taken into account.

A time scale factor is applied to control the speed of convergence in the simulations.
Its value is found by trial and error until the simulation convergences with sufficient
time without fluctuating behavior of the residuals. The timescale factor imposed at
the FSs is increased linearly from 1-7 over the first 600 iterations and kept constant
at 7 for the remanding ones. For the PSs, the timescale factor is kept constant, equal
to 0.5, for PL and BEP simulations and 0.1 for HL simulations. A convergence
criterion is defined to be Root Mean Square (RMS) of the residuals of RMS ≤
10−4. The number of iterations is chosen by trial and error testing of FSref and
PSref until sufficient convergence is achieved. As the timescale factor is chosen to
be lower for PS at HL, compared to PS at PL and BEP, the number of iterations is
slightly higher. All simulations are solved with double precision in the solver.

4.6.4 Objective calculations
The objectives are calculated in ANSYS CFX Post with the CFX Expression Lan-
guage (CEL). The integrals of Cp defined in Equation 4.1 are calculated with
the command massF lowAve()@, which predicts a mass flow averaged integral.
When modeling flow with constant density, the results become the same as a dis-
charged averaged integral. Written in CEL, the objectives are calculated as:

Cp = (massFlowAve(Pressure)@dt_outlet -
massFlowAve(Pressure)@dt_inlet)/
(0.5*Density*(massFlow()@dt_inlet/
Density/area()@dt_inlet)^2)

V = volume()@DT

dt inlet, dt outlet and DT are defined in CFX Pre as the surfaces of the DT inlet,
outlet and the entire DT domain. CEL is also utilized to evaluate y+ values and
mesh metrics during the simulations.
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4.6.5 Response surface modeling and new design exploration
4 response surfaces are built in total, one for Cp and at each OP and one for V .
All the RSM and design exploration is performed in MATLAB. Several built-
in functionalities from the Curve Fitting Toolbox are utilized. The RSMs are
built-in MATLAB with the function fitlm(). By using the model specification
′quadratic′, it returns a second-order regression model built by fitting the input
data with least square minimization of the error. The input data is a matrix of the
DVs and their corresponding simulation results of the objectives. The script utilized
for RSM is appended as an electronic attachment.

The accuracy of the response surfaces is evaluated with the Goodness-of-Fit in-
dicators σe and R2

adj . Sensitivity analyses of the response surfaces are performed
by utilizing the function rstool(). The analyses indicate how the DT performance
depends on each DV individually.

The function predict() is further utilized to predict responses of new designs. The
function takes in a linear regression model object and an array of DVs as an input
and returns a predicted response as an output. 100 millions (M) random designs are
evaluated for each objective. The designs are divided into 10 batches of 10M each
to not run out of memory when predicting the responses.

Pareto fronts are used to visualize possible improvements of Cp and V simultan-
eously, for each OP. A search for optimal designs is performed by sorting out all
designs with all four objectives, equal or improved, compared to DTref . The
maximum improvement of each objective individually is further searched for in
this population. Finally, a design that considers improvements in all four objectives
simultaneously is found.

4.7 Verification and validation
The accuracy of the optimization simulations is verified in several ways. The
modeling of the turbulent BL near the wall is considered by investigating the y+

value. Mesh metrics of the aspect ratio, orthogonal angle, volume expansion, and
mesh quality are checked.

A GCI analysis of Cp is performed for each OPs to evaluate the numerical accuracy
of the mesh. DTref is utilized as the geometry, and the medium-resolution mesh is
achieved with the mesh settings used in the optimization simulations. The coarser
and the finer meshes are generated by tweaking sizes defined in the settings of the
medium resolution mesh. However, the first layer thickness of the inflation layers is
kept constant for all mesh resolutions. An overview of all the mesh settings applied
for generating the mesh is presented in Appendix C.
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Possible modeling errors introduced by excluding the GVs and the runner from the
simulations are investigated. This analysis is further referred to as DT inlet BC test.

Validation of the CFD results is impossible because the optimization study invest-
igates new DT designs. Hence, there exists no experimental data to compare with
the simulations. However, the optimized DT designs predicted by the RSMs, are
verified with PS and FS.

4.7.1 Draft tube inlet boundary condition tests
Excluding the runner and GVs from the optimization-simulations might lead to
modeling errors. The velocity profile imposed at the DT inlet is a stiff BC, which is
assuming the flow field to be fixed. Additionally, the velocity profile at the runner-
DT interface is assumed to be equal for all DT designs by excluding the runner
and the GVs from the analysis. The elliptic nature of the governing equations can
further cause the potential errors introduced at the DT inlet to propagate into the
DT domain. To investigate how much this affects calculations of Cp, two types of
analyses are performed. Since V is purely dependent on the geometry and not the
flow condition, it is not considered by the BC uncertainty analysis.

Three different DT designs are considered for the analysis, respectively DTref and
two other designs, denoted DTa and DTb. Compared to DTref , DTa is smaller and
more diverging, and DTb is larger and less diverging. Table 4.9 shows the GPs of
DTa and DTb.

h1[mm] d2[mm] l1[mm] l2[mm] d3[mm] l3[mm] l4[mm] l5[mm] L[mm] r1[mm] α[◦]
DTa 335 404 1021 533 308 277 639 588 3062 160 10.5
DTb 620 404 1896 989 308 360 447 588 5685 112 15

Table 4.9: Geometric parameters of DTa and DTb.

The first test investigates the difference between doing a FS versus a PS with the
same DT design. The inlet BC for the PS is obtained by exporting the velocity
profile from the runner-DT interface in the FS. The first test can be expressed as
comparing simulations of:

FSi vs. PSi with BCi i = ref, a, b (4.3)

The second test investigates the effect of using different inlet BCs. PS simulations
are performed for each DT design with inlet BC achieved from FS of all three DT
designs. The second test can be expressed as comparing simulations of:
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PSi with BCi vs. PSi with BCj i, j = ref, a, b i 6= j (4.4)

The CFD setup is the same as for the optimization study. The tests are performed
for all OPs. It should be noted that the analysis was performed early in the work
when a larger design space was considered. This is the reason why some of the
GPs of DTa and DTb exceed the design space of the optimization study.
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Chapter V

Results

This chapter presents all results of the research. The first section evaluates the
mesh in terms of y+, mesh metrics, and GCI. The second section presents the
key findings from the DT inlet BC tests. The last section describes the results
of the optimization study. An evaluation of the response surfaces is shown in
terms of the Goodness-of-fit indicators and the sensitivity plots. The strategy of
finding optimized designs is described, and five candidates for improved designs
are suggested. Scripts and simulation results are attached to the thesis as electronic
attachments, but an overview of the files is presented in Appendix E.

5.1 Mesh
The quality of the mesh is presented in terms of y+ values, mesh metrics paramet-
ers, and the GCI analysis. The GV and the runner are not considered in the mesh
quality analysis, whereas they are previously discussed by Iliev [11].

5.1.1 y+ values

Table 5.1 summarizes the averaged values of y+, achieved from all the optimization
simulations for each OP.



56 5. Results

PL5 IL PL10 IL BEP5 IL BEP10 IL HL5 IL HL10 IL

Average 86.74 62.1 65.4 50.1 70.9 54.1
Minimum 18.1 16.5 16.9 15.2 18.6 16.4
Maximum 312.5 143.7 214.2 131.0 279.2 120.8

Table 5.1: y+ values achieved from the optimization simulations at different OPs. The
subscript 5IL and 10IL denotes simulations performed with 5 and 10 inflation layer in the

elbow.

5.1.2 Mesh metrics
Table 5.2 summarizes the averaged values of different mesh metrics obtained from
the optimization-simulations performed at PL. The mesh metrics are assumed to be
equal for all OPs since the same meshing algorithm is utilized for all OP.

Parameter Value5 IL Value10 IL Recommended
Aspect ratio Average: 7

Max: 75
Average: 9
Max: 85

<1000

Orthogonality angle Average: 82.6◦

Min: 16.9◦
Average: 83.1◦

Min: 31.3◦
>20?

Volume expansion Average: 2
Max: 4350

Average: 2
Max: 185

<20

Mesh quality Average: 0.62
Min: 0.02

Average: 0.59
Min: 0.02

Range: 0-1,
1 is ideal

Amount of elements 8.4 · 105 8.9 · 105 -
Amount of nodes 6.5 · 105 6.9 · 105 -

Table 5.2: Average mesh quality parameters obtained from the optimization simulations
with 5 and 10 inflation layers in the elbow.

5.1.3 GCI results
The results from the GCI analysis are presented in Table 5.3. The analysis shows
approximately a factor of 10 higher GCI index values of PL, compared to BEP
and HL. For the optimization simulations, the medium resolution mesh is utilized.
Thus the value of GCICpmedium indicates the grid convergence of the simulations
performed at each OPs.
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PL BEP HL
(N1, N2, N3) · 105 [−] 26.32, 8.95, 3.73 26.33, 8.96, 3.72 26.27, 8.95, 3.74

r21, r32 [−] 1.4321, 1.3382 1.4319, 1.3398 1.4316, 1.3373
Cp 1, Cp 2, Cp 3 [−] 1.2275, 1.2333, 1.2273 0.8471, 0.8449, 0.8426 0.8894, 0.8918, 0.8949

p [−] 0.1044 0.8359 1.3716
C21
p, ext[−] 1.0757 0.8534 0.8856
e21a [%] 0.47 0.26 0.27
e21ext [%] 14.11 0.73 0.43

C32
p, ext [−] 1.4276 0.8534 0.8856
e32a [%] 0.49 0.28 0.34
e32ext [%] 13.61 0.99 0.70

GCI
Cp
fine [%] 15.46 0.92 0.53

GCI
Cp
medium [%] 19.69 1.25 0.87

Table 5.3: GCI results for each operation point.

5.2 Draft tube inlet boundary condition tests
Cp plotted along the meridional distance of DTref for the test cases described in
subsection 4.7.1, is shown in Figure 5.1. Similar plots are also achieved from
simulations of DTa and DTb indicating the same trends observed for DTref . Plots
of all designs are attached in Appendix D.

The first test case investigates the difference between doing an FS versus a PS of
the same DT design. The plots to the left in Figure 5.1 show that FS gives a slightly
higher Cp than PS. The difference is most present at PL, at the entrance of the DT.
Besides the offset introduced at the DT inlet, Cp seems to follow the same pattern
throughout the DT for PS and FS.

The second test-case investigates the effect of using different BCs achieved from
FS of different DT designs at PSs of a fixed DT design. The different simulations
results of Cp plotted along with the meridional distance of the DT is shown in the
plots to the right in Figure 5.1. Cp is following approximately the same pattern
for all simulations, except in a region of about 20-40% distance from the inlet at
BEP and HL. A smaller offset is also observed for PL in the area around 40% of
the meridional distance. However, at the DT outlet, Cp becomes approximately the
same for all simulations.

An overview of the absolute relative errors observed between Cp for the various
simulations performed are displayed in Table 5.4. A significant difference in Cp
is observed for test 1, which is a factor of 10 higher for PL, compared to BEP and
HL. Test 2 shows approximately no variation in Cp for PSs with different BCs.
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Test 1 Test 2
ε
(1)
ref ε

(1)
ave ε

(2)
a ε

(2)
b ε

(2)
ave

PL 13.96 % 14.61% 0.08% 0.49% 0.23%
BEP 2.11% 1.95% 0.15% 0.13% 0.38%
HL 1.46% 1.51% 0.37% 0.24% 0.57%

Table 5.4: Absolute difference of Cp calculated for the DT inlet BC test. ε(1)ref denotes the

absolute difference of PS and FS performed with DTref , as ε(1)ave denotes the averaged
absolute difference for the same comparison also done with DTa and DTb. ε(2)a denotes the

absolute difference between PSref with BCref and BCa, as ε(2)a denotes the absolute
difference between PSref with BCref and BCb. ε(2)ave denotes the averaged absolute
difference of PSs performed of the designs DTref , DTa, and DTb done with their

respectively BCs and the other designs BCs.



5.2. Draft tube inlet boundary condition tests 59

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

(a) Test 1 PL

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

(b) Test 2 PL

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

(c) Test 1 BEP

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

(d) Test 2 BEP

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-0.2

0

0.2

0.4

0.6

0.8

1

(e) Test 1 HL

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

(f) Test 2 HL

Figure 5.1: Cp plotted along the merdional distance of DTref for the draft tube inlet
boundary condition tests.
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5.3 Optimization study
The optimization study was run as three separate parametric studies for each OP
in ANSYS Workbench. The simulation results of the objectives at all DPs are
appended as an electronic attachment. The simulations ran with 12 cores, and the
CPU time was in the order of magnitude of 104 CPU seconds for each DP. In total,
3 · 177 = 531 simulations were performed.

5.3.1 Challenges with geometry and mesh generation
Several DPs failed with the message of incomplete geometry generation in ANSYS
SpaceClaim. Investigation of the problem showed that the error was caused by the
script generating the geometry hanging. When rerunning the failed DPs multiple
times, the geometry generation eventually worked without any changes in the setup.
However, this error increased the time needed to obtain the simulation results.

As previously mentioned in section 4.4 and section 5.1, an error in the mesh settings
caused the elbow to be meshed with only 5 inflation layers. As a consequence, the
mesh algorithm failed for several DPs, and no simulations were performed. In total,
22 out of 177 DPs failed for PL and HL, as 23 out of 177 DPs failed for BEP. When
the inflation layer error was discovered, there was not enough time left to rerun
all DPs. However, the failed DPs were rerun with 10 inflation layers in the elbow.
Thus only 4 DPs failed for each OP.

5.3.2 Performance of the reference design
The objective values from simulations of the reference design DTref are displayed
in Table 5.5. Optimized designs are discussed in terms of increased performance
relative to this design. Response surfaces are built with simulation results from PS.
Thus, predicted responses from the response surfaces are considered as improved
if they obtain better scores in the objectives than PSref with BCref . Simulations of
suggested improved designs are compared with both FS and PS results of DTref .

Cp PL[−] Cp BEP [−] Cp HL[−] V [m3]
FSref 1.4330 0.8639 0.9058 1.1160
PSref w/BCref 1.2327 0.8446 0.8927 1.116

Table 5.5: PS and FS objective results of DTref . Optimized DT designs are discussed
based on improvements in the objectives, meaning increasing Cp for each OP and

decreasing V .
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5.3.3 Response surface modeling
Response surfaces, RSMA, were first built with the results obtained from the
optimization-simulations with 5 inflation layers in the elbow. Once the error of the
meshing was discovered, refined response surfaces, RSMB were built, including
the updated DPs with 10 inflation layers in the elbow. RSMB was used for further
discussion of optimized designs. In total, 78 regression coefficients are produced
for each response surface, due to the 11 DVs.

Goodness-of-fit

The simulation results of the DPs with 10 inflation layers in the elbow, were com-
pared against their respective predictions with RSMA. The comparison showed
an averaged absolute error of the differences relative the simulated results of 1.9%
for Cp PL, 0.6% for Cp BEP , 0.6% for Cp HL and 0.0002% for V . The close fit
confirms a high trend-capturing accuracy of the response surfaces.

An overview of the goodness-of-fit indicators R2
adj and σe, obtained from both

RSMA and RSMB are shown in Table 5.6. R2
adj is close to 1 and σe close to 0,

which are indicating a good fit. RSMB shows improvement for both goodness-of-
fit indicators, except for Cp HL.

R2
adj σe

Cp PL Cp BEP Cp HL V Cp PL Cp BEP Cp HL V
RSMA 0.95148 0.98596 0.98886 0.99999 0.02234 0.00451 0.00471 0.00024
RSMB 0.95959 0.98643 0.98859 0.99999 0.02166 0.00449 0.00472 0.00022

Table 5.6: Indicators for the RSMs goodness-of-fit. RSMA denotes the response surfaces
provided by the simulations results performed with 5 inflation layers in the elbow, and
RSMB defines the refined response surfaces where the additional design points with 10

inflation layers in the elbow is added. R2
adj = 1 and σe = 0 indicate a perfect fit.

The error-residuals of simulated versus predicted objective values are displayed in
Figure 5.2. Compared to the other objectives, a slightly higher residual error is
observed for Cp PL, and a slightly lower residual error is observed for V .
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Figure 5.2: Normalized residuals, defined as the difference between simulated and
predicted value, divided by the simulated value for all response surfaces of RSMB .

Sensitivity plots

The sensitivity of each objective centered around their CV is shown in Figure 5.3.
The contours of each response surface are plotted by only letting one DV vary
and the rest fixed at their CVs. This reflects general trends of how the objectives
depend on each DV. Similar and conflicting behavior of how the objectives respond
to changes in the same DV can be observed.

Cp PL is most sensitive to changes in d2, l4 and l5, whereas Cp BEP and Cp HL are
most sensitive to l4 and l5. In general, Cp BEP and Cp HL contours look similar,
indicating that these objectives correlating for the same DT designs. V is seen to
be most sensitive to L and increase for all variables, except l1 and r1.

The contour of d2 obtains a maximum value slightly above its center value for Cp
at all OPs. This observation is most apparent at PL. The contours of h1 and L show
contradicting behaviour for Cp and V . V increases with h1 and L, whereas Cp
decreases for all OPs. However, Cp HL is seen to decrease for both high and low
values of h1. All objectives increase with l4 and l5 and are seen to be very sensitive
to them.
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Figure 5.3: One-dimensional contours of the 11-dimensional RSMs showing the parameter
sensitivity at the center point. Different parameters have different, and sometimes

contradictory, effect on the DT optimization objectives.
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5.3.4 Design exploration
100M random, distributed DT designs are generated uniformly within the design
space. The designs are then evaluated by RSMs for each of the four objectives.
Out of this population, 32.6M showed improvement in Cp PL, 45.3M showed im-
provement in Cp BEP , 42.8M showed improvement in Cp HL, and 51.2M showed
improvement in V . Further more, the maximum improvement of each objective,
separately, is found to be 12.62% in Cp PL, 5.38% in Cp BEP , 6.64% in Cp HL,
and 46.52 % in V .

Figure 5.4, Figure 5.5, and Figure 5.6 show Cp plotted against V for each of the
OPs. The objectives are normalized by their respective improvements over PSref .
That is, all potentially improved designs lie in the 4th quadrant, whereCp/Cp ref >
1 and V/Vref < 1. Out of the 100M predicted responses, 14.2M designs showed
improvements of both Cp and V at PL, 19.1M at BEP, and 19.1M at HL.

For all OPs, an outer edge of the modeled responses becomes present in the 4th
quadrant, relative the reference design as an origin. This contour indicates the
maximum possible improvement for each pair of objectives plotted simultaneously,
and is referred to as a Pareto Front. A design located at the Pareto Front is said to be
Pareto optimal, and characterized by that any further improvement of one objective
is impossible without worsening another.

Figure 5.4: Comparison between the optimization objectives Cp PL and V . 100M random
designs are predicted and normalized by the objective value of the reference design. 14.2M
of these designs show improvements in both objectives, and are located in the 4th quadrant,

relative the reference design as the origin.
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Figure 5.5: Comparison between the optimization objectives Cp BEP and V . 100M
random designs are predicted and normalized by the objective value of the reference

design. 19.1M of these designs show improvements in both objectives, and are located in
the 4th quadrant, relative the reference design as the origin.

Figure 5.6: Comparison between the optimization objectives Cp HL and V . 100M random
designs are predicted and normalized by the objective value of the reference design. 19.1M
of these designs show improvements in both objectives, and are located in the 4th quadrant,

relative the reference design as the origin.
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Search for optimized designs

The modeled responses are sorted into a population of predicted improved DT
designs, referred to as Predicted Improved Modeled Population (PIMP). The designs
in PIMP all have equal or better performance than PSref across all four objectives.
Out of the 100M modeled responses, 10.2M designs showed the potential of being
better than DTref .

Among PIMP, the maximum possible improvement for each objective is found to
be 12.4% in Cp PL, 5.0% in Cp BEP , 6.6% in Cp HL, and 39.7% in V . The designs
that maximize the improvement in each of the objectives, are, respectively, denoted
DTPL, DTBEP , DTHL and DTV . Each of these designs favors improvement
of only one objective, while at the same time making sure that the remaining
objectives are at least as good as the reference.

A design that considers improvements for all four objectives simultaneously is also
found by filtering the designs in PIMP. The design is found by letting d define
the fraction of how much the objectives should be improved in their range from
their value at PSref to their maximum value in PIMP. Then PIMP is filtered by
several searches of gradually increased d until only one design is left. This design
is found for d = 0.66 and referred to as DT66. The design is predicted to give
8.3% improvement in Cp PL, 4.4% improvement in Cp BEP , 4.6% improvement in
Cp HL and 27.4% improvement in V .

The predicted performance of the suggested improved designs are plotted in Fig-
ure 5.4, Figure 5.5, and Figure 5.6. The designs located close to the Pareto Front
indicate them to be Pareto optimal in the objectives plotted.

Finally, the predictions of the suggested improved designs are verified against PS
and FS. The settings of the simulations are the same as for all previous simulations,
defined in subsection 4.6.3, except that the general mesh algorithm was found to
not work for DT66 in the elbow. Thus, a few more elements had to be added, and
the order of meshing segments was changed for the elbow. The mesh settings of
DT66 are presented in Appendix C. Table 5.7 shows the GPs of the candidates of
improved DT designs described above and Figure 5.7 illustrates their geometries.

GP h1[mm] l1[mm] l2[mm] α[◦] L[mm] d2[mm] l3[mm] l4[mm] l5[mm] d3[mm] r1[mm]
DTref 477 1459 761 15.0 4374 404 277 636 588 308 160
DTPL 602 1058 975 15.2 3078 418 287 720 694 322 169
DTBEP 617 1864 950 13.1 3641 441 273 733 683 322 149
DTHL 592 1025 923 13.9 3135 441 286 745 678 322 152
DTV 335 1874 533 13.5 3100 400 279 563 684 296 175
DT66 335 1827 974 13.6 3065 407 265 710 662 323 176

Table 5.7: GPs comparison between DTref and candidates of optimized designs.
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DTPL DTBEP DTHL DTV DT66 DTref

Cp PL[−]

Predicted 1.3863 1.2758 1.3259 1.2514 1.3351 1.2327
PSi w/BCref 1.3503 1.2739 1.2975 1.2569 1.2733 1.2327
FSi 1.5179 1.4519 1.5445 1.4104 1.5184 1.4330
PSi w/BCi 1.3348 1.2542 1.2982 1.2387 1.2654

Cp BEP [−]

Predicted 0.8742 0.8870 0.8799 0.8462 0.8817 0.8446
PSi w/BCref 0.8789 0.8863 0.8824 0.8415 0.8786 0.8446
FSi 0.8990 0.9105 0.9046 0.8633 0.8997 0.8639
PS w/BCi 0.8794 0.8913 0.8855 0.8485 0.8860

Cp HL[−]

Predicted 0.9468 0.9422 0.9520 0.8944 0.9339 0.8927
PSi w/BCref 0.9550 0.9573 0.9546 0.9045 0.9290 0.8927
FSi 0.9792 0.9744 0.9731 0.9190 0.9483 0.9058
PSi w/BCi 0.9539 0.9542 0.9548 0.9056 0.9314

V [m3]
Predicted 1.0163 1.0699 1.0527 0.6731 0.8103 1.1160
Simulated 1.0122 1.0668 1.0501 0.6776 0.8083 1.1160

Table 5.8: Comparison of predicted and simulated objective results between the suggested
designs and the reference design.

An overview of the prediction and simulation of the suggested improved designs
are displayed in Table 5.8. Whereas optimization-simulations are performed as PS,
the prediction values should be compared against PS. FS of the suggested designs
confirms the findings from the DT inlet BC test; that Cp is under-predicted for PSs.
The percentage changes of simulation results between the suggested designs and
the reference design are displayed in Table 5.9. The results verify improvements in
the objectives of the suggested designs, despite FSs of DTV , which obtain reduced
Cp at BEP and PL.

DTPL DTBEP DTHL DTV DT66

Cp PL
FS [%] 5.92 1.32 7.78 -1.58 5.96
PS [%] 8.28 1.74 5.31 0.49 2.65

Cp BEP
FS [%] 4.06 5.34 4.71 -0.07 4.14
PS [%] 4.12 5.53 4.84 0.46 4.90

Cp HL
FS [%] 8.10 7.57 7.43 1.46 4.69
PS [%] 6.86 6.89 6.96 1.45 4.34

V [%] -9.30 -4.41 -5.91 -39.28 -27.57

Table 5.9: Percentage change in the objectives of the suggested designs relative to the
reference design.
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(b) DTPL
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(e) DTV
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Figure 5.7: Illustrations of the reference design and the suggested improved designs.
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Chapter VI

Discussion

This chapter discusses the findings of the research. The first section discusses
general trends observed from the response surfaces and evaluates the suggested
improved designs. The second section discusses the different uncertainties of the
analysis.

6.1 Finding an optimized design
Out of the 100M predicted responses, 10.2M designs yielded better performance
across all four objectives, suggesting the existence of improved designs. Simulation
results of the suggested improved designs show a close correlation between pre-
dicted and simulated responses, and DT with better performance in the objectives
were confirmed by CFD.

6.1.1 Trends of the response surface
From Figure 5.3, the sensitivity of the objective to changes in each variable can be
observed separately. The DVs of highest importance are identified by considering
the variation in the objectives. It should be emphasized that the design space limits
the indications of the most essential DVs. Thus if the design space was changed for
some DVs, the observations might be different. The optimal range of each DV can
also be discussed by considering the gradient of the contours. However, since only
one DV is varied for each plot, trends can only be indicated. Since the response
surfaces are functions of 11 DVs, their actual response is more complicated when
allowing variations in all variables simultaneously.

The diameter of the cone outlet is described by d2. Its contours obtain a maximum
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value slightly above its center value for Cp at all OPs, but the observation is most
apparent at PL. It indicates that d2 should be increased slightly from its reference
value to achieve maximum pressure recovery. Thus, high d2 would give a more
diverging cone, which can achieve higher pressure recovery. However, if the outlet
diameter of the cone is increased too much, flow separation from the wall may
occur. The maximum value of Cp close to the center value of d2 indicates that the
reference cone is close to optimal. It should be noted that h1, denoting the cone
length, is kept constant for these observations. Since the divergence of the cone
is also dependent on h1, maximum pressure recovery would probably be indicated
for other d2 values if h1 is changed.

Increased Cp for PL and BEP combined with reduced V are indicated by reducing
h1. However, Figure 5.3 indicates that h1 should be maintained around its CV to
optimize Cp at HL. Again, it should be emphasized that pressure recovery in the
cone is also highly dependent on d2. Thus, the entire picture might not be reflected
from the one variable contours.

The DT volume will intuitively increase with larger geometric dimensions. Sur-
prisingly, l1 and r1 are shown to decrease V for higher values in Figure 5.3. This
can be explained by the DTs’ design constraints and the nature of the sensitivity
plots. l1 describes the horizontal length of the DT volume, whereas L describes the
entire horizontal length of the DT. In the sensitivity plots, only one DV changed,
whereas the others are held fixed. Thus, increasing l1 and keeping L fixed increase
the horizontal length of the elbow, as the horizontal length of the exit diffuser
decreases. Since the cross-sectional area is higher in the exit diffuser than in the
elbow, this reduces the entire DT volume. r1 is describing the bowed corners of the
DT outlet. Thus, increasing r1 will lead to a decreased DT volume.

l4 and l5, which describe the height and width dimensions of the DT outlet, are
shown to be crucial for all objectives. However, both Cp and V are increased for
higher values of these dimensions. Since a higher Cp, and lower V is desired, the
objectives must be balanced when configuring these parameters.

A contradicting behavior is observed in the contour plots of L. Intuitively, V
increases with the horizontal length of the DT. In contrast, Cp appears to decrease
for higher values of L. Thus, an optimal design is shown to be obtained for lower
values of L. This observation is found by keeping the horizontal length of the
elbow, l1, constant. This indicates that designs with an increased horizontal length
ratio of the elbow, relative to the exit diffuser, may be more optimal.

The observations from the sensitivity plots could be utilized for adjustments of the
design space. E.g., the vertical length of the elbow l2 and r1 show less influence
over the objectives, relative to the other variables. Thus, more limited optimization
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could be done by excluding these variables from the analysis. Small changes in
the contours may also indicate that the design space is too small for the given
parameter.

6.1.2 Evaluation of the suggested designs
An optimized DT design is not unambiguous as several objectives are considered
for the analysis. Depending on how the objectives are weighted relative to each
other, various optimized designs can be found. E.g., if a hydropower plant is
assumed to operate more at PL than HL, Cp PL should be weighted more than
Cp HL.

An optimized draft tube have been suggested for each objective which separately
maximize one objective without worsening the others relative to the reference design.
Additionally, DT66 was suggested as a design that optimize for a weighted sum of
all four objectives. The suggested designs are found by filtration and maximum
search in PIMP. Other improved designs can be found by considering other search
criteria. For example, a more specific weighting of improvement in each objective
could be emphasized.

The GPs of each suggested design is presented in Table 5.7, and their resulting
geometries can be seen in Figure 5.7.

Some general trends are found from the GPs of the suggested improved designs.
The horizontal length L of the DT is decreased, and the width of the outlet l5 is
increased for all designs. Increased performance from decreasing L was indicated
by the sensitivity plot in Figure 5.3 and discussed in subsection 6.1.1. Increasing l5
was also found to be important for higher Cp. All suggested designs, except DTV ,
are found to have increased outlet diameter of the cone d2, vertical length of the
elbow l2, and diameter of the elbow outlet d3. For these designs, the values of d3
is approximately equal to the upper limit of the design space, which may indicate
that even better designs can be attainable for higher values of d3.

Table 5.9 shows that all suggested designs had improvements in all objectives,
except DTV . FSs of PL and BEP are seen to decrease Cp relative the reference
design. The reduction equals 1.58% for PL and 0.07% for BEP. Thus, if the goal
is to find a DT with reduced V and no worsening in Cp, another design should be
considered.

Simulation results of DTBEP confirm that this design obtains highest improvement
for Cp at BEP. Thus, if optimizing BEP is desirable, DTBEP is a valid candidate.

DTPL was predicted to give the highest value of Cp at PL among the suggested
designs, but FS of DTHL and DT66 gave higher values of Cp at PL. DTHL was
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analogously predicted to give the highest value of Cp at HL. However, FS of DTPL
and DTBEP obtained the highest values of Cp at HL. Despite that, both DTPL and
DTHL are verified to both give relative high improvement in Cp at both PL and
HL, making them a good choice if improving the hydropower plant at off-design
operating conditions is of most importance.

DT66 was chosen so that it improves all objectives simultaneously. The perform-
ance of the design is predicted to be located close to the Pareto front, in Figure 5.4,
Figure 5.5, and Figure 5.6, indicating a Pareto optimal design. Simulation results
confirms that the design obtains substantial improvements across all four object-
ives. DT66 also achieves notably better reduction in V , compared to the DT designs
favoring improvements inCp. Thus, if improvements in all objectives are desirable,
DT66 is a strong candidate.

It should be noted that the values of all objectives predicted and simulated, are listed
with four decimals in Table 5.8. By considering the uncertainty further discussed
in section 6.2, the number of decimals might reflect a higher accuracy than the
uncertainty allows.

6.2 Uncertainty and errors
Understanding possible sources of errors are essential for relating uncertainty to the
results. In general, the simulations and RSM split the errors into two main categor-
ies. The hierarchy of simulation errors from highest to lowest is modeling errors,
discretization errors, and iteration errors. However, a clear separation between the
different categories does not exits, as e.g., modeling errors may influence the nu-
merical errors. The same intricate relationship also exists between the errors in the
simulations and the RSM, as poor simulation results may increase the uncertainty
of the RSM.

6.2.1 Mesh evaluation
The quality of the mesh affects the accuracy of the simulations. The shape and
size of elements, the resolution of cells close to the wall, and the GCI analysis are
utilized to evaluate uncertainties and errors related to the mesh.

Boundary layer modeling

Table 5.1 lists the y+ values obtained from the simulations. The averaged values
are within the recommended range, ensuring that the first node is placed within the
logarithmic region of the turbulent BL.

No evaluation of the y+ values of the GV and runner blades are reported in this
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thesis, but a previous evaluation of the mesh is presented by Iliev [11]. The quality
of these meshes was assumed to be sufficient, without any further investigation.
However, this does not exclude the GVs and the runner as potential sources of
errors.

The minimum values of y+ are found to be below the recommended limit of 30. As
stated in subsection 2.2.6, the logarithmic BL is assumed to start around y+ = 30.
y+ > 11.6 defines the lower bound of the buffer region, where the logarithmic
relation is assumed to model the flow better than the linear relation in the viscous
sub-layer. All minimum values of y+ are found to be above 11.6, indicating no
placement of nodes within the viscous sublayer. However, increasing the first layer
thickness of the node might help to increase the minimum values of y+ further.

The maximum values of y+ for the mesh with 5 inflation layers in the elbow are in
the range of about 200-300. High values like these may be an indication of the first
node being placed far out in the logarithmic region of the BL, or in the worst case,
outside of it. This may lead to a non-physical high thickness of the BL.

The average, minimum, and maximum values of y+ are decreased when increasing
the number of inflation layers in the elbow. The first layer thickness of the inflation
layers is constant, independent of the number of inflation layers in the elbow. As
seen in section subsection 2.2.6, y+ is a function of the first nodal placement close
to the wall, kinematic viscosity, and the friction velocity. Since the former two
are constant across the two approaches, the discrepancy must be attributed to the
latter. This indicates that the friction velocity and the wall shear stress is modeled
differently when the number of inflation layers in the elbow is changed. In general,
the simulations performed with 10 inflation layers in the elbow result in more
acceptable y+ values. This may indicate that the simulation performed with 10
inflation layers, undulating matters are more accurate. Considering the y+ values
obtained and the upper limit of the logarithmic region y+ ∼ 200 − 300, ANSYS’
recommendation of having 10 nodes in the logarithmic region is likely not achieved,
which in turn may lead to poor modeling of the BL. Reducing the growth rate factor
of the inflation layers may overcome this issue.

Correct modeling of the BL is crucial to obtain correct values of the shear stress
and viscous losses. This will affect the calculation of pressure losses and be es-
sential for finding Cp. It should be noted that by using a wall function, the flow
is not simulated, but modeled for the inner part of the wall BL. This may result in
modeling errors, despite having y+ values within the acceptable limits.
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Mesh element quality

According to the mesh metrics listed in Table 5.2, the averaged values are within
the recommended limits. However, the minimum values of the orthogonality angle
of the mesh with 5 inflation layers, and the maximum volume expansion for both
5 and 10 inflation layers, are outside the recommended limits. This indicates that
both meshes used in the simulations contained some elements of poor quality.

Both values for orthogonality angels and volume expansion are outside the recom-
mended range. Mesh elements with these values are potential sources of discret-
ization errors. Since the averaged values are within the acceptable limits, most
elements are assumed to have sufficient quality. However, the elliptic nature of the
governing equations might lead to a propagation of discretization error from the
poor mesh elements.

Ansys Mechanical rates the averaged mesh quality as 60%, where 100% is ideal.
The exact consequence of this rating is unclear, but it suggests that it is possible to
obtain higher quality meshes. The worst performing mesh element has a quality of
2%, highlighting the variation of mesh quality among the elements.

The number of elements and nodes affects the simulation time. Thus, increasing the
mesh resolution for better accuracy must be traded off for a longer computational
time. An unstructured mesh is utilized for the optimization study, but instead, con-
sidering a structured mesh, computational time may be decreased as information is
stored more efficiently. Additionally, more efficiently solvers exist for structured
meshes.

GCI analysis

The results of the GCI analysis presented in Table 5.3, show considerable larger
GCI for PL compared to BEP and HL. In general, a low GCI value indicates a
well-converged result that is close to grid-independent.

A possible cause of the high GCI value obtained for PL might be the observed
oscillation. The calculated values of Cp are lower for both the fine and the coarse
meshes, compared to the medium resolution mesh. The oscillation can indicate
instabilities, which makes it impossible to find a converged solution. A possible
source of this issue may be that the simulation is badly posed with the BCs. Thus,
performing the GCI study on an FS might give a lower GCI value.

For the optimization simulations in this work, the medium resolution mesh is util-
ized. TheGCImedium values emphasize that numerical uncertainty is likely present
in the results.
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6.2.2 Draft tube inlet boundary condition evaluation
As seen in DT inlet BC test 1, there is a difference in Cp calculated from FSi
and PSi. However, Figure 5.1 indicates that when modeling Cp along the meridian
distance of the DT, both FS and PS appear to follow the same trends. For all designs
and all OPs, FSi predicts Cp to be higher than PSi. The biggest difference between
FS and PS is observed around the inlet region, indicating that the inlet BC for PS
causing modeling errors.

PL was found to result in a larger difference in Cp compared to the two other OPs.
HL had a slightly smaller difference in Cp compared to BEP, indicating that the
difference in Cp between FSi and PSi is less for higher discharge. A possible
explanation could be that Cp is defined, as seen in Equation 4.1, with the discharge
in the denominator. Thus, modeling errors of the flow field introduced by excluding
the GVs and the runner are not necessarily smaller at higher loads. However, with
respect to Cp, the differences between FSi and PSi are found to be smaller for
higher loads.

According to the results from DT inlet BC test 2, there is a difference in Cp
calculated when PS is performed with different BCs. In contrast to test 1, the
absolute differences in Cp decrease for lower discharge. ?? highlights that Cp does
not follow the same trend along the DTs meridian line for the different simulations.
However, the data presented in Table 5.4 indicate that the absolute difference ob-
served for Cp is less than 1%. Thus using BCref for all PS in the optimization
should be a sufficient approximation.

In Table 5.4 it can be seen that ε(1) > ε(2). This indicates that values ofCp obtained
from simulations are more sensitive to the presence of the GV and runner than to
the BC imposed on the PS.

The DT inlet BC tests were only conducted on three different DT designs. Thus, it
is impossible to quantify potential modeling errors introduced by removing the GVs
and runner from the simulations. However, the magnitude of the errors observed at
different OPs were of comparable size for all DTs. This indicates that some general
trends are captured from the test results.

Simulation results of the suggested designs, strengthen the findings from the DT
inlet BC tests. Table 5.8 shows that FS gives higher Cp values than PS. Also,
comparing PSi with BCref and PSi with BCi indicate a small difference in Cp.

The DT inlet BC tests investigate modeling errors introduced by excluding the GVs
and the runner from the simulations. Despite the modeling errors introduced by
fixing the velocity profile at the DT inlet, improved DT designs are found.
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6.2.3 Simulation assumptions
Simulation assumptions such as the choice of turbulence model, neglecting transi-
ent effects, and modeling the flow as single-phase might introduce modeling errors
that must be considered.

Choosing a more sophisticated turbulence model than k − ε, would model turbu-
lence effects better. However, this would likely increase the computational time
needed and require a significantly finer mesh. For instance, using the SST turbu-
lence model without a wall function would require y+ values below 1, requiring a
very fine mesh close to the wall to solve the flow field in the viscous sublayer.

All simulations performed are steady-state, even though the flow in the DT is
highly time-dependent. The transient effects of the rotating vortex rope at PL and
the pulsating cavitation column at HL are, therefore, not considered. This might
explain the larger errors found for PL in the GCI analysis and the DT inlet BC
tests. This indicates that it might be impossible to force a steady solution of the
rotating vortex rope.

The objective of the thesis was to consider the steady-state operating conditions
of the turbine. Even though the rotational speed of the runner is fixed for each
simulation, assuming the flow to be steady-state might be a debatable decision.
However, performing all simulations as transient would increase the computational
time substantially. One way to circumvent this would be to use transient simula-
tions as an evaluation tool for a subset of the most promising candidates. This was
initially part of the research plan but was omitted due to limited time.

The effects of cavitation are neglected from the simulations by not considering
multi-phase flow. However, the consequences of cavitation are large, both locally
in the DT, as well as for the entire hydropower plant. Thus, multi-phase simulations
should also be considered to verify the suggested improved designs. A solution
with smaller computational cost is to investigate low-pressure zones in single-phase
simulations. If the pressure is found to be below the vapor pressure, cavitation is
indicated.

6.2.4 Geometry scripting errors
Some DPs caused the geometry generation script to fail. Rerunning the script
with the same parameters eventually succeeded, implying a problem related to
multiprocessing or resource acquisition on the host system. This error caused some
delay, but since the program eventually managed to finish successfully, the issue did
not affect the correctness of the subsequent analysis. In the future, it may be useful
to troubleshoot the script further to streamline the optimization process better.
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6.2.5 Response Surface Modeling accuracy
Response surfaces were first built by the optimization simulations performed with
only 5 inflation layers in the elbow, denotedRSMA. The comparison of simulation
results of DPs with 10 inflation layers in the elbow and their predicted responses
with RSMA shows a close fit. This indicates a high trend-capturing accuracy and
confirms that RSMs may be a good surrogate model. This close fit also indicates
that simulating most of the DPs with 5 inflation layers in the elbow does not cause
a large difference.

The response surfaces were further refined with the updated DPs as RSMB , which
were utilized for further optimization. RSMB was built with 4 DPs excluded due
to meshing algorithm failure. There was no time for considering different meshing
algorithms that could potentially work for all DPs. The optimization problem is
overdetermined, meaning that the number of samples is higher than the number
of regression coefficients. Thus, the response surfaces could be built without the
failed DPs. However, it will have caused a decrease in the accuracy of the RSM.

The goodness-of-fit indicators for bothRSMA andRSMB are shown in Table 5.6.
R2
adj is close to 1, and σe is close to 0 for all the response surfaces, indicating a

good fit. The refined response surfaces show improvement in all objectives, except
Cp HL, which is slightly worsened.

The residual error is the sampled versus predicted responses of the objectives are
shown in Figure 5.2. It can be observed that the uncertainty for the response
surfaces is highest for Cp PL and lowest for V . The response surfaces of Cp BEP
and Cp HL were shown to have approximately the same uncertainty.

The higher uncertainty forCp PL may be a result of the generally higher uncertainty
found for simulating this OP compared to BEP and HL. The relatively low uncer-
tainty found for V is most likely caused by the fact that V is a purely geometric
problem. V is calculated from the aggregate volume of all mesh elements and is
thus not affected by simulation errors.

Uncertainty from the simulations propagates further into the RSM. Thus the ac-
curacy of the response surfaces may be improved by improving simulation fidelity.
However, there may be an upper limit of how much the response surfaces can be
improved. The responses of the objectives might not fit a second-order response
surface perfectly, independent of simulation quality. Thus, other surrogate models
may be worth considering. However, it must be stressed that the overall goal of
the optimization is not to achieve highly accurate results but to capture the most
important trends.
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A strong correlation between predicted and simulated responses of the suggested
designs can be seen in Table 5.8. This confirms that the RSM works for finding
better designs. As the optimization simulations were performed as PS, predicted
responses must be compared against the PS values.

FSs of the suggested designs result in higher Cp values compared to PS. This
strengthens the findings of the DT inlet BC tests. The response surfaces do not
capture the difference between PS and FS. As the FS gives more realistic pictures
of the flow condition in the DT, a possible improvement of the RSM may be to
utilize FS rather than PS for the optimization simulations. A less computationally
expensive improvement may be to decrease the modeling error of PS, by consider-
ing another BC at the inlet.
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Chapter VII

Conclusion

This chapter concludes the research carried out. The first section summarizes the
key findings, and the other section discuss ideas for further work.

7.1 Key findings
The purpose of this thesis has been to optimize a draft tube design for a variable
speed operating Francis turbine. An optimal design was discussed in terms of
increased pressure recovery and decreased volume, relative to a reference design.
Three operation points corresponding to part load, best efficiency point, and high
load, were considered for the analysis. Four optimization objectives were built
with response surface modeling and utilized to predict the pressure recovery at the
different operation points, and the draft tube volume.

From 100 ·106 predicted responses, 10.2 ·106 designs were found to give improved
performance across all four objectives simultaneously. Five optimized designs were
proposed; the first four corresponding to designs with the highest given score for
a single objective, while simultaneously avoiding any reduction in performance
for the other objectives compared to the reference. The last proposed design was
selected by considering simultaneous improvement across all four objectives.

Common among the suggested designs was a reduction in the horizontal length of
the draft tube. Additionally, all designs, except the one favoring decreased volume,
were found to have the diameter of the elbow outlet close to the upper limit of the
design space. This indicates that even better designs might be found by extending
the limits of this value.
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The simulations were performed with a velocity boundary condition at the draft
tube inlet exported from a simulation of guide vanes, runner, and the reference draft
tube. The effect of excluding the guide vanes and the runner from the simulations
indicated that the pressure recovery would be under-predicted by simulating only
the draft tube. This result was further confirmed by simulations of the predicted
improved designs, including the guide vanes and the runner.

An error in the mesh setup caused most of the design points to be simulated with
five inflation layers in the elbow. This may have caused the viscous losses, and the
shear stresses in the turbulent boundary layer to be modeled incorrectly. Response
surfaces were first built by the results obtained from the design points simulated
with too few inflation layers in the elbow. Predictions of these response surfaces,
compared to design points simulated with ten inflation layers in the elbow, showed
a close fit. This indicates that potential modeling errors, introduced by simulating
most of the designs with too few inflation layers, are unlikely to have affected the
analysis.

Results from part load were subject to a higher uncertainty than the results from
the other operating points. A possible explanation was that part load operation of
a turbine gives rise to a highly transient flow in the draft tube. Thus, modeling the
flow in the draft tube as steady-state may introduce significant modeling errors.

The choice of turbulence model and assumptions of steady-state and single-phase
flow may introduce modeling errors. The mesh and choice of discretization schemes
give rise to discretization errors. Iteration errors due to not fully converged simu-
lations may also be a source of concern. However, the results from the research
should be valid when performing a relativistic comparison of the performance.

Response surfaces were built with high accuracy, as indicated by the goodness-of-
fit scores. The predicted responses of the suggested designs were verified against
simulations. The results showed a close fit between the predicted and simulated
objectives, demonstrating that the optimization method works.

Simulation results of the design favoring decreased volume showed small reduc-
tions in the pressure recovery at part load and best efficiency point. Thus, this
design should not be considered optimal, unless a reduction of the volume is of
higher importance than the associated worsening in pressure recovery. The simu-
lation results of the other suggested designs showed improvements for all optimiz-
ation objectives. Thus, all these designs can be suggested as improvements. The
ultimate choice of design depends on which operating points it is most important
to improve, and civil costs, which may constrain the draft tube volume.
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7.2 Further work
The accuracy of the analysis may be improved in several ways. By reducing
simulation error, the response surface models’ fidelity may be improved.

Modeling errors may be reduced by considering other boundary conditions. For
instance, total pressure and velocity direction could be specified at the draft tube
inlet and mass flow rate at the outlet. Performing the entire optimization with guide
vanes and the runner is another, more computational expensive suggestion. Choos-
ing a more sophisticated turbulence model will capture turbulence effects better,
and considering transient simulations may reduce the high uncertainty observed
when operating at part load. Discretization error may be reduced by rerunning the
simulations with an inflation layer setup that models the turbulent boundary layer
better. Additionally, a higher quality mesh may be considered.

Increasing the limits of the design variables that were indicated to be too small,
could potentially lead to even better designs. The optimization study can also be
repeated with only the design variables that the response surfaces were the most
sensitive to. That way, the analysis will only consider the parameters of the highest
importance. Additionally, it may be possible to achieve a better approximation by
exploring different types of surrogate models.

The proposed designs should be verified against simulations with higher accuracy.
If these simulations confirm the improvements, a natural next step would be to
validate the findings with physical prototype testing.

This thesis was limited to consider improved draft tube performance in terms of
increased pressure recovery and decreased volume. Other characteristics such as
the energy loss coefficient, the draft tube efficiency, or the surface area of the draft
tube may also be considered as objectives.
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Appendix - A

The k-ε model

The empirical values and equations presented in this section are found from the
ANSYS CFX 2020R1 Solver Theory Guide [3]. An overview of the default values
ANSYS CFX utilize for the k − ε model is shown in Table A.1.

Constant Value
Cµ 0.09
Cε1 1.45
Cε2 1.90
σk 1.00
σε 1.30

Table A.1: Empircal constants default values of the k − ε model in ANSYS CFX

The turbulence production term Pk is modeled as:

Pk = µt

(
∂ci
∂xj

+
∂cj
∂xi

)
∂ci
∂xj
− 2

3

∂ck
∂xk

(
3µt

∂ck
∂xk

+ ρk

)
(A.1)

It reflects the turbulence production due to viscous forces. The second term does
not contribute significantly to the production for incompressible flow as ∂ck/∂xk
becomes small.

Equation 2.22 and Equation 2.22 presented in subsection 2.2.3, shows the trans-
port equations of kinetic energy and turbulent dissipation rate without influence of
buoyancy forces. If buoyancy forces also are considered, the buoyancy terms Pkb
and Pεb must be added to the transport equations and the buoyancy turbulence must
be modeled as well.
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Appendix - B

The GCI-method

A grid independent solution of a CFD simulation is desirable, meaning that the
results should not change when the mesh is refined. Calculating the GCI value gives
an indication of how much the solution would change with a further refinement of
the mesh. The GCI value should be small to ensure that the computation is within
the asymptotic range. This subsection lists the methods steps, as a more deeply
description can be found in [25].

Step 1

Define a representative mesh size h.

h =

[
1

N

N∑
i=1

(∆Vi)

]1/3
(B.1)

where ∆Vi is the volume of the ith mesh element and N is the total number of
mesh elements.

Step 2

Select three different mesh resolutions, and run simulations to determine the ob-
jectives derived from key variables of the results. The objective(s) can i.e. be
the pressure recovery factor or the energy loss coefficient defined in AUTOREF
cp and AUTOref ELC. The objective of interest are refered to with the variable
φ and the grid refinement factor between the different meshes are defined as r =
hcoarse/hfine. From experience it is desireble that r > 1.3.

Step 3

Calculate p, the apparent order of the method with the equations:
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p =
1

ln(r21)
|ln|ε32/ε21|+ q(p)| (B.2)

q(p) = ln

(
rp21 − s
rp32 − s

)
(B.3)

s = 1 · (ε32/ε21) (B.4)

where h1 < h2 < h3, r21 = h2/h1, r32 = h3/h2, ε32 = φ3 − φ2, ε21 = φ2 − φ1

Step 4

Calculate the extrapolated objective values from:

φ21ext = (rp21φ1 − φ2)/(rp21 − 1) (B.5)

Step 5

Calculate the error estimates of the approximate relative error (Equation B.6), ex-
trapolated relative error (Equation B.7) and the fine-grid convergence index (Equa-
tion B.8.

e21a =

∣∣∣∣φ1 − φ2φ1

∣∣∣∣ (B.6)

e21ext =

∣∣∣∣φ21ext − φ2φ21ext

∣∣∣∣ (B.7)

GCI21fine =
1.25e21a
rp21 − 1

(B.8)

Step 4 and 5 can also be done similar for calculating the numerical error for mesh
2, by switching index 1 to 2 and index 2 to 3. Notably, the GCI-index only reports
numerical uncertainty and does not account for modeling errors.
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Appendix - C

Mesh settings

The mesh setup of the GCI analysis and DT66 are presented in Table C.1 and
Table C.2. The medium mesh setup of the GCI analysis is utilized for provid-
ing mesh for the optimization-simulations. An explanation of how the mesh is
generated is given in section 4.4.

No. Method SES[mm] FLT GR Order
C M F DT66 [mm] C M F DT66 C/M/F DT66

1 PC - - - - 0.5 1.25 1.20 1.18 1.20 13 13
2 MZ 10.0 7.0 5.0 7.0 0.5 1.25 1.20 1.18 1.20 1 1
3 MZ 15.0 10.0 7.0 10.0 0.5 1.25 1.20 1.18 1.20 2 2
4 PC - - - - ST 1.25 1.20 1.18 1.20 14 14
5 MZ 20.0 15.0 10.0 15.0 0.6 1.25 1.20 1.18 1.20 3 7
6 MZ 25.0 20.0 12.0 20.0 0.6 1.25 1.20 1.18 1.20 4 6
7 MZ 30.0 25.0 15.0 25.0 0.6 1.25 1.20 1.18 1.20 5 5
8 MZ 40.0 30.0 20.0 30.0 0.6 1.25 1.20 1.18 1.20 6 4
9 MZ 45.0 40.0 25.0 40.0 0.6 1.25 1.20 1.18 1.20 7 3

10 PC - - - - ST 1.25 1.20 1.18 1.20 15 15
11 MZ 60.0 50.0 35.0 50.0 1.0 1.25 1.20 1.18 1.20 8 8
12 MZ 50.0 40.0 30.0 40.0 1.0 1.25 1.20 1.18 1.20 9 9
13 MZ 40.0 25.0 15.0 25.0 1.0 1.25 1.20 1.18 1.20 10 10
14 MZ 25.0 15.0 12.0 15.0 1.0 1.25 1.20 1.18 1.20 11 11
15 MZ 15.0 10.0 8.0 10.0 1.0 1.25 1.20 1.18 1.20 12 12

Table C.1: Mesh setup for the GCI analyse and DT66. C, M and F denotes coarse, medium
and fine meshes. PC = Patch Confoming Mesh method and MZ = Multizone mesh method.

SES = Sweep Element Size of Multizone Mesh Method. FLT = First Layer Thickness of
inflation layers, GR = Growth rate of inflation layers and ST = smooth transition of inflation

layers. No. denotes the mesh segments, illustrated in Figure 2.8.
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Interface Element size[mm]
C M F DT66

Hub 5.0 2.0 1.5 2.0
Inlet 10.0 5.0 3.0 5.0
Cone 10.0 5.0 3.0 5.0
Elbow 16.0 15.0 12.0 10.01

Exit Diffuser 25.0 20.0 12.0 20.0

Table C.2: Interface sizing setup for the GCI analyse and DT66. C, M and F denotes
coarse, medium and fine meshes. Interfaces are illustrated in Figure 2.8.

1The interface utilized for sizing in the elbow is the interface between segment 7 and 8,
instead of the interface between segment 4 and 5.
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Appendix - D

DT inlet BC tests

D.1 Test 1:
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Figure D.1: PL comparison of Cp plotted as a function of merdional distance along DT for
FS and PS.
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Figure D.2: BEP comparison of Cp plotted as a function of merdional distance along DT
for FS and PS.
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Figure D.3: HL comparison of Cp plotted as a function of merdional distance along DT for
FS and PS.
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D.2 Test 2:
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(b) PL DTb
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(c) BEP DTa
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(d) BEP DTb
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(e) HL DTa
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(f) HL DTb

Figure D.4: Cp plotted along the merdional DT distance for DT inlet BC test 2 of design
DTa and DTb.
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Appendix - E

Electronic attachments

The elctronic attachments of this thesis are organized in folders. The folder name
and content is listed in Table E.1.

Folder Content
Geometry Python script of the geometry configuration
GCI MATLAB script of the GCI calculations.
Optimization-Simulations Ansys WB-projects of the simulations at different

OPs.
DT inlet BC velocity csv files

RSM createRSMsRefined: MATLAB script for RSM
searchOptimal: MATLAB script for searching
optimal designs
PLr.csv, BEPr.csv, HLr.csv: simulation result files

Table E.1: Overview of electronic attachments
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