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A B S T R A C T   

This paper presents a hydrothermal scheduling toolchain suitable for detailed studies of procurement of spinning 
reserves in the hydro-dominated Nordic power system. The toolchain combines a long-term model to find the 
expected marginal value of water in the hydropower reservoirs and initial states for thermal generators, and a 
short-term model to optimize the daily unit commitment and dispatch. The short-term model has a detailed 
description of both hydro and thermal generation technologies to realistically constrain their capabilities as 
reserve capacity providers. The toolchain is applied on a data description representing a 2030 scenario of the 
Northern European power system to quantify the benefits of exchanging spinning reserve capacity both between 
bidding zones and between countries within the Nordic market. By allowing 10% of the transmission line ca
pacity for exchange of reserves, we find that the daily average economic benefit is 290 k€  and 102 k€  for reserve 
exchange between bidding zones and countries, respectively. Moreover, we quantify and illustrate the impor
tance of applying unit commitment for hydropower stations and strictly enforcing their minimum power 
requirements.   

1. Introduction 

In the transition towards a low-carbon European power system, 
increasing shares of wind power in the system, retirement of thermal 
and nuclear power plants and increasing exchange capacities due to new 
interconnectors, are all examples of the structural system changes that 
are going to take place. Along with these structural changes, there is an 
increasing need for fast-responding reserves in the power system to 
ensure system security. 

Increasing exchange capacity between countries amplifies the pos
sibility to trade reserve capacity and balancing energy across borders. 
Cross-border balancing allows more efficient use of the system re
sources, which in turn has the potential to lower the overall need for 
reserve capacity and increase the level of reliability [1]. Traditionally, 
the procurement of reserves in Europe has been seen as a national task, 
leading to suboptimal solutions, as quantified in [2]. This practice is 
currently under change, guided by the European Union’s Electricity 
Balancing Network Code (EBGL) [3], aiming at integration of balancing 

markets to enhance the efficiency of the European balancing processes. 
In the Nordic system, the transmission system operators (TSOs) are 

responsible for matching supply and demand of electricity in real time. 
To ensure this balance, the TSOs need to be able to acquire balancing 
services, both in terms of reserve capacity and balancing energy. The 
market framework and market clearing sequences adopted in the Nordic 
system are described in [4–6]. Currently, reserve capacity is procured on 
a national level, and volume requirements for specific bidding zones 
within each country are being developed. As an example, the Norwegian 
TSO (Statnett) procures primary (FCR) and secondary reserves (aFRR) 
for Norway through market-based approaches using the marginal pric
ing principle [7]. The availability of flexible providers of spinning 
reserve capacity varies significantly across the Nordic market zones, 
from the hydro-dominated areas in Western Norway and Northern 
Sweden, to the load centers in South-East. Following up on the EBGL, the 
Nordic TSOs proposed a methodology for allocation of cross-zonal ca
pacity for exchange of balancing capacity to ease the provision of aFRR 
[8]. 
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In this study we consider spinning reserve capacity (typically FCR 
and aFRR) as a generic product, and assess the potential for reducing 
system variable costs when allowing the exchange of such reserve ca
pacity over existing power lines between bidding zones and countries in 
the Nordic power market. We emphasize the point that this potential 
cannot be accurately assessed without detailed treatment of the hydro
power system with its many complex cascade arrangements. For this 
purpose we apply a hydrothermal scheduling toolchain comprising a 
long-term model to find the expected marginal value of stored water in 
the reservoirs and initial states for thermal generators, and a short-term 
model to optimize the daily operation for selected representative days. 

A mapping of recent power system models is presented in [9], and a 
brief discussion on the ones that we find most relevant in this context is 
provided below. In particular, the toolchain presented in this paper has 
similarities to the toolchain developed within the research project ’Wind 
power integration in a liberalised electricity market’ (WILMAR), 
detailed in [10,11]. The WILMAR toolchain combines a short-term 
multi-market model [10] with a long-term model [11] to address the 
importance of both short-term uncertainties (in wind power and de
mand) and long-term dynamics in hydro storages. To account for the 
value of having power plants online as well as energy stored in heat and 
electricity storages at the end of the planning horizon, the WILMAR 
toolchain uses dual values obtained for these storages in the previous 
planning loop. The short-term model is further refined to include unit 
commitment decisions on thermal generators in [12]. The METIS 
short-term power market model uses weather scenarios to simulate the 
market clearing and reserve procurement in the European system [13, 
14], but has a simplified representation of long-term hydropower stor
ages based on guide curves. Similar approximations of hydropower 
representations are made in the detailed market simulation models 
Antares [15] and SiSTEM [16]. 

In [17] the potentials for reduction of balancing costs through a 
common Northern European balancing (or secondary control) market is 
investigated, assessing the relationship between balancing cost and the 
available share of transmission capacity for exchange of balancing en
ergy. A toolchain combining a long-term hydrothermal scheduling tool 
and a separate model for reserve procurement and system balancing was 
presented in [18]. Our work differs from [18] in the more detailed 
treatment of hydropower and in allowing reserve capacity procurement 
impacting the energy prices through a co-optimization of these two 
”products”. The implications of cross-border transmission capacity 
reservation for aFRR exchange within the Northern European power 
system is presented in [19]. The authors aim at recreating today’s 
sequential market design for reserve procurement and the day-ahead 
energy market clearing. A three-step approach was taken, where first 
the future spot market energy prices are estimated, then reserves are 
procured, and finally the dispatch. In [1] the value of inter-zonal coor
dination of reserve sizing, procurement and activation is investigated in 
the European market context. In [20] the timing of procuring reserves is 
analyzed, comparing the impact of procuring reserves before, together 
with and after the energy-market clearing. Recently, [21] studied the 
impacts of an integrated European intraday market, emphasizing the 
flexibility provided by pumped storage hydropower. A detailed market 
simulator involving short-term scheduling of hydropower system in 
day-ahead and real-time markets was presented in [22], relying on 
water values computed in a separate and less detailed procedure for the 
aggregated hydropower system. 

In our work, we go a step further in representing the detailed hy
dropower throughout the toolchain to realistically represent the avail
able flexibility associated with hydropower operation. 

The contributions of this work are twofold: 

• We present a toolchain combining long- and short-term hydrother
mal scheduling models in a consistent manner to quantify the benefit 
of exchanging spinning reserve capacity across bidding zones and 
countries in the Nordic power market. The toolchain framework has 

been presented in our previous works [23,24], but the coupling be
tween the long- and short-term models are further elaborated here. 
Moreover, the short-term model is extended by modelling the unit 
commitment decisions for hydropower stations as well as detailed 
constraints for the exchange of reserve capacity between countries 
and bidding zones. 

• We assess the benefits of exchanging spinning reserve capacity be
tween bidding zones and countries within the Nordic market for a set 
of representative days for a scenario of the 2030 Northern European 
power system. To the best of our knowledge, this type of assessment 
has not been reported in the technical literature using models and 
toolchains with similar level of detail on both the hydro and thermal 
generation system. 

2. Mathematical model 

We apply a fundamental hydrothermal scheduling toolchain, 
combining a long-term model briefly described in Section 2.1 and a 
short-term model detailed in Sections 2.2 and 2.3. 

2.1. Long-Term model 

The long-term hydropower scheduling problem is complex due to the 
coupling in time between hydropower reservoirs, and the high degree of 
uncertainty in the future weather conditions. The operational decision 
in one time period will affect the reservoir levels in the next period, and 
this coupling in time between hydropower reservoir levels makes the 
problem dynamic. The problem is also stochastic because future un
certainty must be considered when decisions are made. Typically, future 
values of weather-related input data (such as inflow, snow, wind, solar 
radiation and temperature) as well as exogenous power prices are 
considered uncertain, and will affect the strategy for operating the hy
dropower reservoirs. Therefore, the problem is normally solved by some 
variant of the stochastic dynamic programming algorithm [25]. 

The long-term model used in this framework is the Scenario Fan 
Simulator (FanSi) model described in [23]. The FanSi model solves a 
two-stage stochastic linear programming (LP) problem to determine the 
decisions for each week. Uncertainties in weather and exogenous power 
prices are considered and represented by a fan of scenarios. From the 
long-term model a set of Benders cuts of type (1) is found for each week 
t. These cuts describe the future expected cost function (FCF) αt+1 of 
operating the system the remaining period of analyses seen from the 
beginning of the next week t+ 1. The FCF is expressed as a function of 
what we will here refer to as the long-term state variables; The hydro 
storage levels vht for all reservoirs h ∈ H at the end of the week t. The 
cuts in (1) are created and used for specific scenarios of stochastic var
iables, and therefore there is no need to treat these stochastic variables 
as state variables. The cut coefficients πhc (water values) and the inter
cept βc are cut parameters computed by the FanSi model. 

αt+1 +
∑

h∈H

πhcvht ≥ βc ∀c (1)  

2.2. Short-Term model 

A short-term model with more technical details and finer time res
olution is used to compute the daily unit commitment and dispatch for 
the same system and system boundary considered by the long-term 
model. A first version of the model was presented in [26] and later 
updated in [24]. It is further improved in this work, detailing the unit 
commitment of hydropower stations and the nonconvex hydropower 
production function as described in Section 2.3 and the possibility to 
exchange reserve capacity between countries and bidding zones. The 
short-term model is coupled with the long-term strategic model through 
the Benders cuts in (1) referring to the end of the week, as illustrated in 
Fig. 1. 
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The short-term problem is formulated as a deterministic MIP prob
lem considering a 48 h time horizon. The decisions from the first 24 
hours are stored, as illustrated in Fig. 1. The last 24 hours in each 
problem serve the purpose of valuating the short-term state variables that 
are not considered as state variables in the FCF. In this work these are the 
thermal and hydropower unit commitment status variables, as well as 
power and water flows that are subject to ramping constraints. 

A linear interpolation in the FCFs of type (1) between two consecu
tive weeks was used to account for seasonal variations in water values, 
as indicated in Fig. 1 and represented in (2) in Section 2.3. This concept 
was first introduced in [24]. As an example, the fraction γ equals 57 for 
Monday, 47 for Tuesday, and so on. 

Long-term state variables (reservoir volumes) are passed from the 
long-term to the short-term model, while the short-term state variables 
(hydro and thermal commitment statuses, and power and water flows 
subject to ramping constraints) are obtained in an iterative approach as 
follows: First we solve the short-term problem by letting the short-term 
state variables take the values indicated by the long-term model. Since 
states from the long-term model are continuous we decided to turn on 
partially started units and stations. Subsequently, we solve the short- 
term problem and use the short-term state variables at the end of the 
first day as initial states when solving the short-term problem a second 
time. This last step is particularly important for thermal units with high 
start/stop costs, where the partial startups suggested from the long-term 
model should be refined. 

The short-term model uses the same data sources as used in the long- 
term model, with the addition of some extra details describing the 
generation technologies. The short-term model is implemented in the 
high-level open-source modeling language Pyomo [27] and uses CPLEX 
[28] as the optimization solver. 

2.3. Short-Term problem formulation 

This section presents the mathematical formulation of the two-day 
optimization problem that is solved for each representative sequence 
in the short-term model. The formulation represents a deterministic unit 
commitment model jointly optimizing the use of energy and procure
ment of spinning reserve capacity. The problem is defined for a set of A 

bidding zones using K time steps. We let H and G be the sets of hy
dropower stations and thermal generating units, respectively, while D 

denotes the set of price-elastic demands. We use hourly time resolution 
for both days, so |K | = 48. Units are in MW (power), MWh (energy), 
Mm3 (water volume and inflows), m3/s (water flows) and 103 €  (costs). 
Γk denotes the conversion between water flow in m3/s and water volume 
in Mm3. All variables (except the FCF α) in the model are non-negative, 
and many have time-dependent lower and upper boundaries which are 
not explicitly stated here. To ease the formulation, but without loss of 
generality, we omit the conversion between power and energy by 
assuming a time-step length of one hour. 

2.3.1. Objective 
The objective in (2) is to minimize the system costs associated with 

unit commitment and dispatch of the system over a two-day period and 
the expected cost of operating the system in the future. The cost 

elements represented in the objective function are the start-up cost (cS) 
of thermal and hydropower units, generation pgk from thermal units at a 
marginal cost CG

g , curtailment yE
ak of price-inelastic demand at cost CE

a , 
relaxation of the up (yR+

ak ) and down (yR−
ak ) reserve requirements at cost 

CR
a , and meeting the price-elastic demand yD

dk with value CD
dk. The future 

expected operating cost is interpolated between αt and αt+1 with the 
fraction γ in (2), and these are constrained by Benders cuts in (1). 

Zt = min
∑

k∈K

(
∑

j∈H ∪G

cS
jk +

∑

g∈G

CG
g pgk +

∑

a∈A

(

CE
a yE

ak + CR
a yR+

ak + CR
a yR−

ak

)

−
∑

d∈D

CD
dkyD

dk

)

+ γαt +

(

1 − γ

)

αt+1

(2)  

2.3.2. Hydropower constraints 
The hydropower system is modeled using the building blocks of 

hydropower modules h connected through the three waterways 
discharge (qD), bypass (qB) and spillage (qS), as represented by equa
tions  (3). A module comprises one reservoir and one power station, and 
has a set of upstream modules Ωh from which it receives water through 
one or more of the waterways. Constraint (3a) balances the reservoir 
volume (vhk) with spillage and release decisions (qR) and regulated 
inflow (IR

hk), while (3b) balances the reservoir release with unregulated 
inflow (IU

hk), discharge and bypass. The discharge (3c) and bypass (3d) 
variables are often subject to seasonal variations in both lower (QD,QB) 

and upper (QD
,QB) boundaries to ensure that watercourses are operated 

in a sustainable manner. Some rivers have releases in consecutive pe
riods constrained by a maximum allowed ramping rate (ΔQR

h
) as in (3e). 

vhk − vh,k− 1 + Γk
(
qR

hk+ qS
hk

)

− Γk

⎛

⎝
∑

j∈ΩD
h

qD
jk +

∑

j∈ΩB
h

qB
jk +

∑

j∈ΩS
h

qS
jk

⎞

⎠ = IR
hk ∀h, k

(3a)  

Γk
(
qB

hk + qD
hk − qR

hk

)
= IU

hk ∀h, k (3b)  

QD
h ≤ qD

hk ≤ QD
h ∀h, k (3c)  

QB
h ≤ qB

hk ≤ QB
h ∀h, k (3d)  

− ΔQR
h
≤ qR

hk − qR
h,k− 1 ≤ ΔQR

h
∀h, k (3e)  

qD
hk = uhkQD∗

h +
∑

n∈N h

qD
nhk ∀h, k (3f)  

0 ≤ qD
nhk ≤ QD

nhkuhk ∀n, h, k (3g)  

phk = uhkPh +
∑

n∈N h

ηnhqD
nhk ∀h, k (3h)  

phk + r+hk ≤ Phuhk ∀h, k (3i)  

Phuhk ≤ phk − r−hk ∀h, k (3j)  

cS
hk ≥ CS

h

(
uhk − uh,k− 1

)
∀h, k (3k) 

Eqn. (3f) -(3k) constrain the operation of the hydropower station, 
and are elaborated in the next paragraphs. In practice a hydropower 
station comprises many units (or aggregates), and for fine precisions in 
the calculations, the individual units should be represented, as detailed 
in [29]. For the large-scale system considered here with more than 1000 
modules, a unit-based approach was not possible. This is primarily due 
to lack of detailed data, but also due to the significant increase in 

Fig. 1. Illustration of coupling between short- and long-term models.  
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computational complexity. An approximate curve representing the 
power output as a function of station discharge (PQ curve) is presented 
instead, as explained in the following. A station with several units will 
have a best efficiency point for each combination of units. This is 
illustrated in Fig. 2 where the output from two units loaded in sequence 
is shown as the grey-dotted line with best efficiency points B and C. A 
linear approximation of the PQ-curve in Fig. 2 uses the points B, C and D, 
which is a good approximation when the units are operated at their best 
efficiency points B and C. However, if the station has to run on low 
output, e.g., close to point A, to deliver down-regulation reserves or to 
meet a minimum discharge requirement, the power output is over
estimated with the linear approach. To reflect this, we introduce a 
minimum discharge (QD∗

h )1 and power output (Ph) and model the sta
tion’s power output as in (3f)-(3h). This corresponds to the curve 
defined by the points A, B, C and D. 

The PQ-curve is scaled according to the actual head at the beginning 
of the day. This is a simplification, assuming that the relative head will 
vary little during the day, which is typically the case for the many high- 
head stations in Norway. 

The unit commitment of the hydropower station is controlled by the 
binary variable uhk, indicating if the station is running. The power 
output from a station h above its minimum generation level is described 
as a piecewise linear and concave functional relationship of station 
discharge. The discharge variable is segmented in N h segments as 
shown in (3f), where the use of each segment n is limited by a maximum 
limit (QD

n ) in (3g). The power output is described in (3h), where ηnh 

represents the efficiency (MW/m3/s) per discharge segment n. Spinning 
reserves can be provided by stations, both upwards (r+hk) in (3i) and 
downwards (r−hk) in (3j). When allowing separate reservation of up- and 
down-regulation per station, there may be some stations that are more 
frequently committed in one particular direction, possibly leading to a 
nonzero energy impact. Such effects are not captured in this model, since 
the activation of reserves is not considered. Start-up cost of a station is 
represented by variable cS

hk in (3k) according to a cost CS
h per start-up. 

Pumps and pumped-storage power plants are not included in the 
formulation above for brevity. 

2.3.3. Thermal constraints 
Thermal units are modeled in (4) according to the equations in [30] 

(Chapter 5.3.1–5.3.4) and as further discussed in [24]. Maximum 
ramping rates up (SU

g ) and down (SD
g ) as well as maximum start-up (PSU

g ) 
and shut-down (PSD

g ) ramping capacities are provided per thermal unit. 
Minimum up- and down-times are imposed to reduce component stress. 

We introduce a set of parameters indicating the minimum number of 
hours a unit needs to be up if started (TU

g ) or down if shut-down (TD
g ), and 

the minimum number of hours that a unit needs to be up from the 
beginning of the optimization horizon if it is initially up (TU0

g ) or down 
(TD0

g ) if its initially down. Moreover, we let T = |K | and define the 
following parameters: TUe

g = min(T,TU0
g ) and TDe

g = min(T,TD0
g ). 

ug,k− 1 − ugk + zU
gk − zD

gk = 0 ∀g, k (4a)  

zU
gk + zD

gk ≤ 1 ∀g, k (4b)  

pgk + r+gk ≤ Pgugk ∀g, k (4c)  

Pgugk ≤ pgk − r−gk ∀g, k (4d)  

pgk − pg,k− 1 ≤ SU
g ug,k− 1 + PSU

g zU
gk ∀g, k (4e)  

pg,k− 1 − pgk ≤ SD
g ugk + PSD

g zD
gk ∀g, k (4f)  

∑T
Ue
g

k=1
ugk = TUe

g ∀g (4g)  

∑k+TU
g − 1

k
′
=k

ugk
′ ≥ TU

g zU
gk ∀g, k = TUe

g + 1,…, T − TU
g + 1 (4h)  

∑T

k
′
=k

(
ugk

′ − zU
gk

)
≥ 0 ∀g, k = T − TU

g + 2…,T (4i)  

∑T
De
g

k=1
ugk= 0 ∀g (4j)  

∑k+TD
g − 1

k
′
=k

[
1 − ugk

′

]
≥ TD

g zD
gk ∀g, k = TDe

g + 1,…, T − TD
g + 1 (4k)  

∑T

k
′
=k

(
1 − ugk

′ − zD
gk

)
≥ 0 ∀g, k = T − TD

g + 2,…, T (4l) 

We introduce three binary variables indicating if the unit is on (ugk), 
started up (zU

gk) or shut-down (zD
gk) at the beginning of time step k, 

controlled by (4a) and (4b). Spinning reserves can be provided both 
upwards (r+gk) in (4c) and downwards (r−gk) in (4d). The constraints (4e) 
and (4f) limit upward and downward ramping, respectively. The mini
mum up- and down-times for thermal units are enforced by (4g)-(4i) and 
(4j)-(4l), respectively. 

2.3.4. System-Wide constraints 
Power balances for each bidding zone in each time step are provided 

in (5). Thermal and hydro generations are scheduled to meet the net 
load, i.e., the demand (Dak) subtracted the wind power (Pak), while 
allowing power exchange (f) with neighboring bidding zones. The 
ability to curtail (yE

ak) energy at a high cost and dump (dak) power at a 
zero cost provides the price roof and floor, respectively. 
∑

g∈G a

pgk +
∑

h∈H a

phk −
∑

d∈D a

yD
dk

+
∑

ℓ:(a,b)
∈L a

⎡

⎢
⎢
⎢
⎢
⎢
⎣

(1 − ζℓ)fbak − fabk

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ yE
ak − dak = Dak − Pak ∀a, k

(5) 

Fig. 2. Illustration of the relationship between discharge and power output for 
a hydropower station. 

1 Note that QD∗
h is a technical limit while QD

h in (3c) is an environmental limit, 
and that they generally differ. 
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The transmission system is described by a set of connections ℓ ∈ L , 
and the subset of connections L a is associated with each bidding zone a. 
We let L = L

AC
∪ L

DC comprise both AC (L AC) and HVDC (L DC) 
connections. Each connection ℓ : (a, b) has two directional flow vari
ables: fab and fba. Exchange of up- (f+abk) and down-regulating (f −abk) 
reserve capacity can be allocated each AC connection, according to (6a), 
(6b) and (6e), bounded by the transmission capacity (F). Exchange of 
reserves are not allowed on HVDC connections in (6c). The transmission 
losses depend linearly on the flows by a loss fraction (ζℓ) in (5). Ramping 
limits on HVDC connections between external markets and bidding 
zones are constrained by a maximum ramping rate (Δℓ) in (6d). The 
exchange of reserve capacity is limited to a fraction ϕ of the total 
transmission capacity in (6e). 

0 ≤ fabk + f+abk ≤ Fabk ∀ℓ : (a, b) ∈ L
AC (6a)  

0 ≤ fbak + f −abk ≤ Fbak ∀ℓ : (a, b) ∈ L
AC (6b)  

0 ≤ fabk ≤ Fabk ∀ℓ : (a, b) ∈ L
DC (6c)  

− Δℓ ≤
(
fabk − fbak

)
−
(
fab,k− 1 − fba,k− 1

)
≤ Δℓ ∀ℓ : (a, b) ∈ L

DC (6d)  

0 ≤ f+abk, f −abk ≤ ϕFabk ∀ℓ : (a, b) ∈ L
AC (6e) 

We consider spinning reserve capacity as a generic product, resem
bling the joint requirement for FCR and aFRR reserve capacity. Reserve 
requirements for spinning upward (R+

c ) and downward (R−
c ) reserves are 

defined per group c of bidding zones in (7) and (8). In the case study in 
Section 3 we either treat all bidding zones within each country as a 
group or each bidding zone as a group. A pre-defined set of hydropower 
plants (h ∈ H

R
a ) and thermal power plants (g ∈ G

R
a ) are allowed to 

deliver spinning reserve capacity. We allow for relaxation of the re
quirements in (7) and (8) through variables yR+

ak and yR−
ak , respectively. By 

letting the cost CR
a of using yR+

ak and yR−
ak be marginally lower than the 

energy rationing cost CE
a in (2), we ensure that (7) and (8) are relaxed 

before rationing price-inelastic demand. 

∑

a∈A R
c

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∑

h∈H R
a

r+hk +
∑

g∈G R
a

r+gk + yR+
ak

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

+
∑

a∈A R
c

∑

ℓ:(a,b)
∈L R

a

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
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⎟
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⎟
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⎟
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⎟
⎠

+
∑

a∈A R
c

∑

ℓ:(a,b)
∈L R

a

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

f −bak − f −abk

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

≥ R−
c ∀c, k

(8)  

Where the set AR
c comprises all zones in a group c and the set L

R
a 

comprises all lines connecting from zone a in reserve group c to another 
reserve group. 

2.4. Solution approach 

The applied toolchain comprises a long-term model briefly described 
in Section 2.1 and a short-term model elaborated in Section 2.3. The 
long-term model is run first to find strategies in the form of Benders cuts 
in (1). Subsequently, the short-term model re-optimizes representative 
short-term sequences using the Benders cuts as input. While the long- 

term model is stochastic and based on linear programming, the short- 
term is deterministic, has a finer time resolution, is more constrained, 
and is formulated as a MIP problem. In particular, the long-term model 
does not cover the following constraints and variables described in 
Section 2.3:  

• Hydropower: (3e), variables uhk, r+hk and r−hk. The production function 
in (3f)-(3h) becomes slightly different, see [23] for details.  

• Thermal: (4a)-(4b) and (4e)-(4l), variables ugk, zU
gk, zD

gk, r+gk and r−gk.  

• System wide: (6d)-(6e),(7) and (8), variables f+abk, f
−
abk, yR+

ak and yR−
ak . 

In this work we experiment with three different solution strategies 
for solving the short-term optimization problem described in Section 
2.3:  

1. As an MIP problem, denoted MIP. 
2. As an MIP problem relaxing the integrality requirement for the bi

nary variables associated with hydropower operation, so that uhk ∈

[0,1], denoted HLP.  
3. As an LP problem, relaxing the integrality requirement for the binary 

variables associated with both hydropower stations and thermal 
units, denoted LP. 

Using the MIP strategy will provide the most accurate result, but may 
in some cases be computationally prohibitive. The HLP and LP strategies 
are computationally much faster. In Section 3 we compare the results of 
the two latter with the MIP strategy to evaluate their appropriateness for 
this type of study. 

3. Case study 

3.1. Data description 

A data description of a future scenario of a low-emission Northern 
European power system for year 2030 was used in this case study. A brief 
presentation of this scenario is provided in the following, the reader is 
referred to [31] for more details. The system boundary is illustrated in 
Fig. 3, where the darker color reflects the countries represented by a 
higher level of detail. The current 11 bidding zones within the Nordic 

Fig. 3. Case study system boundary. The Nordic bidding zones and their in
terconnections are indicated. 
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synchronous system are shown in the figure. 
The data description comprises a detailed representation of the 

Nordic hydropower system, with 1093 hydropower modules, most of 
which are part of complex cascades. To limit the number of binary 
variables, only the 292 modules with more than 20 MW installed ca
pacity and 2 Mm3 storage capacity were represented with binary 
commitment variables. These modules were allowed to deliver spinning 
reserve capacity. We assumed their minimum generation to be at 50% of 
the best efficiency point, and a 20% reduction in efficiency when 
operating at minimum generation (point ’A’ in Fig. 2) compared to the 
best efficiency. 

A total of 252 thermal units were represented with start-up costs, 
minimum up- and down-times, and ramping constraints. A set of 26 
flexible thermal units were allowed to deliver spinning reserve capacity 
within the Nordic system in the case study. 

The total amount of installed wind and solar generation capacity is 
based on recent European political targets and commitments, and 
amounts for 30 % of the expected electricity generation. Renewable 
power generation accounts for 54 % of the expected electricity genera
tion. More details on the data description can be found in [31]. 

The combined weather uncertainty in space and time was accounted 
for using 58 historical weather years. The weather years represent un
certainty and natural variation in inflow to the individual hydropower 
reservoirs, wind and solar power generation, and temperature that affect 
the load. Hourly wind and solar generation are calculated based on 
Reanalysis data (https://reanalyses.org/) with a spatial resolution of 2.5 
degrees both in latitude and longitude [32]. 

This data description also includes assumptions for demand, trans
mission capacity between the bidding zones, fuel prices and the CO2 
price for the year 2030 [31]. Nuclear power is assumed decommissioned 
in Germany, but remains an important generation technology in several 
countries, such as Great Britain. With a substantial amount of other 
thermal power generation remaining in the system, fuel and CO2 prices 
still have an important impact on the power prices. A CO2 price of 30 € 
/ton, a gas fuel price of 20 € /MWh and a coal price of 70 € /ton were 
assumed. 

The modeled spinning reserve requirements for the current bidding 
zones within the Nordic synchronous system are shown in Table 1. We 
underline that both the bidding zone configuration and the requirements 
are uncertain towards 2030. We assume that the requirements are static 
in time and symmetric for up- and down-regulating reserves. The re
quirements are based on today’s requirements for FCR and aFRR re
serves and known plans for changing those. We expect that the demand 
for aFRR will double from 300 MW to 600 MW for the Nordic regions by 
2030 [33]. Estimated factors for distribution of this demand per bidding 
zone and country were provided by Statnett. The demand for FCR was 
assumed to be as today; 600 MW in total for FCR-N (normal primary 
reserves, symmetric) and 1200 MW for FCR-D (contingency primary 
reserves, upward). The distribution of demand for primary reserves 

between countries was taken from [6]. Because of new interconnectors 
built to exogenous markets by 2030, we chose to add a requirement for 
1200 MW FCR-D down. This product in not implemented today but will 
probably be implemented after North Sea Link and NordLink come into 
operation. The models used in this study do not differentiate between 
primary and secondary reserves, so the individual reserve requirements 
(for aFRR, FCR-N and FCR-D) were merged into one common reserve 
requirement per bidding zone and country, leading to the numbers in 
Table 1. 

3.2. Selection of test cases 

We selected 3 different inflow years, representing years with low 
(1969), medium (2013) and high (2011) total inflow volumes to the 
Nordic hydropower reservoirs. A set of 4 representative weeks, repre
senting winter (week 9), spring (week 20), summer (week 31) and 
autumn (week 45), were selected to account for seasonal patterns in 
model input, such as demand, inflow and solar power. The FanSi long- 
term model was run to provide cuts as showed in Eq. (1) representing 
the expected value of water for the representative years and weeks. For 
each of these weeks, Monday (D1) and Saturday (D6) were considered as 
representative week and weekend days, respectively. In total, this 
summed up to 24 (3 × 4× 2) representative days to be considered. 
Recall that each representative day is treated as the first day in a two-day 
sequence being optimized in the short-term model. 

For each of the 24 representative days we considered reserve re
quirements both per bidding zone and per country, according to Table 1. 
Moreover, for each case we tested 4 different values (0.0, 0.05, 0.10 and 
0.15) of the transmission capacity fraction (ϕ) made available for ex
change of reserves through AC connections. Finally, to check the 
importance of using binary variables in the modelling of thermal units 
and hydropower stations we ran separate cases using the MIP, HLP and 
LP strategies described in Section 2.4. 

All results presented in the following are obtained by the MIP 
strategy unless explicitly stated otherwise. Energy and reserve capacity 
are co-optimized according to the problem formulation in Section 2.3, 
using cuts obtained from the FanSi long-term model introduced in Sec
tion 2.1. 

3.3. Results 

Table 2 shows the reduction in unit commitment and dispatch costs 
for each representative day when allowing 10% of the transmission line 
capacity for exchange of reserves and when using the MIP strategy, 
compared to the base case where no reserves are exchanged. The highest 
benefit is obtained in the summer (week 31) period, while the lowest 
benefit was seen for the winter period (week 9). As expected, the benefit 
of allowing reserve exchange is higher when considering reserve re
quirements per bidding zone rather than per country, since the latter 
case allows bidding zones within each country to share reserves. 
Assuming 5 weekdays like D1 and 2 weekend days like D6 in a repre
sentative week and giving equal weight to each representative week, the 
average daily cost savings are 290 k€  and 102 k€  when considering 

Table 1 
Spinning reserve requirements.  

Country Bidding zone Requirement [MW] 

Norway NO1 167  
NO2 229  
NO3 83  
NO4 146  
NO5 167 

Sum  792 
Sweden SE1 216  

SE2 157  
SE3 354  
SE4 197 

Sum  924 
Finland FI 335 
Denmark DK2 356 
Sum  2407  

Table 2 
Economic benefit of reserve exchange (in k€).    

Bidding Zone Country 

Day Week Dry Med Wet Dry Med Wet 

D1 9 106 126 83 29 46 38 
D1 20 318 390 229 88 164 96 
D1 31 341 712 288 145 143 104 
D1 45 149 121 84 45 71 36 
D6 9 113 220 168 58 57 103 
D6 20 645 315 421 195 179 102 
D6 31 546 701 696 127 215 150 
D6 45 615 268 184 214 121 90  
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exchange of reserves per bidding zone and country, respectively. 
On average, the HLP and LP relaxations provided a cost reduction at 

10% reserve exchange that was 78% and 71% of the cost reduction from 
the MIP solution in Table 2, respectively. 

Fig. 4 shows the cost reductions for a summer weekday in the wet 
scenario with different fractions of transmission capacity allowed for 
reserve exchange between bidding zones using different strategies (MIP, 
HLP and LP). A substantial decrease in cost reduction is observed when 
gradually increasing the fraction of transmission capacity available for 
reserve exchange. This pattern was found in many of the other cases as 
well, and generally indicates that a major part of the potential economic 
gain of reserve exchange can be harvested by allowing approximately 
10% of the transmission capacity for exchange of reserves. Fig. 4 shows 
significantly lower cost reductions obtained from using the LP and HLP 
strategies compared to the MIP strategy. A similar pattern was found in 
most cases, but we also identified days for which the cost reductions 
were lower when using the MIP strategy than with HLP and LP. As a 
reference, with no reserve requirement at all (i.e. R+

c = R−
c = 0 in (7)- 

(8)), the cost reduction was 492 k€ /day. This value reflects the cost of 
having a reserve requirement per bidding zone without the possibility to 
exchange reserves for this particular day. 

Relaxation of the reserve requirements in (7) and (8) was not 
observed, i.e., the variables yR+

ak and yR−
ak were zero in all cases. By letting 

CR
a take a value marginally below the rationing cost, we have chosen a 

rather strict enforcement of the reserve requirements. In Fig. 5 the 
benefit of 10% reserve exchange for D1 in week 31 for the normal inflow 
year is found for different values of CR

a . When CR
a takes values lower than 

900 € /MWh, the reserve constraints are gradually relaxed, until fully 
relaxed when CR

a=0. For values varying between 900 and 0 € /MWh, CR
a 

becomes lower than the marginal cost of electricity for certain hours, 
activating the use of variables yR+

ak and yR−
ak , and decreasing the economic 

benefit of reserve exchange. 
Fig. 6 shows the procurement of reserves per technology for a spe

cific hour in the dry scenario in week 31 when allowing 10% of the 
transmission capacity for exchange of reserves. The net exchanges of 
reserves per bidding zone are indicated in the top (up-regulation) and 
bottom (down-regulation) of the figure, where a positive value means 
that the bidding zone imports reserve capacity, and vice versa. The 
hydropower-dominated bidding zones NO2, NO3, NO5, SE1 and SE2 are 
the exporters of up-regulating reserve capacity, while NO1, NO4, SE3, 
SE4, DK2 and FI are importers. Export of down-regulation capacity is 
provided by hydropower in SE1, SE2 and thermal power in SE4. 

Fig. 7 shows the ratio between actual and minimum generation for 
all hydropower stations in the hydro-dominated bidding zone NO2 for 

week 31 in the dry and wet inflow year, sorted in decreasing order. 
Recall that the minimum generation was set to 50% of the best efficiency 
point, explaining the large percentage of time spent at a ratio of around 
2.0. As expected the hydropower system is utilized to a much larger 
extent in the wet year. We observe that the differences in utilization 
between the cases with and without reserve exchange are less pro
nounced in the wet year. With the possibility to exchange reserves in the 
dry year, the reserve requirements in the short-term problem become 
less constraining, and some of the hydropower generation is reduced to 
save water for the future, as shown in Fig. 7. Fig. 4. Cost reduction (in k€) for different fractions of transmission capacity 

allowed for reserve exchange for a summer weekday in the wet inflow scenario. 

Fig. 5. Cost reduction due to reserve exchange (in k€) for different values of CR
a 

for a weekday in week 31 in the dry inflow scenario. 

Fig. 6. Reserve procurement of up-regulating (positive) and down-regulating 
(negative) reserves per technology and per bidding zone for hour 9 for D1 in 
week 31 in the dry scenario. The net exchanges of reserves per bidding zone are 
indicated in the top (up-regulation) and bottom (down-regulation) of the figure, 
where a positive value means that the bidding zone imports reserve capacity, 
and vice versa. 
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4. Conclusions 

We presented a hydrothermal scheduling toolchain combining long- 
and short-term models and applied it to quantify the benefit of 
exchanging spinning reserve capacity across bidding zones and coun
tries in the Nordic power market. Considering a set of representative 
days in a data description of a 2030 scenario for the Northern European 
power system, we estimated that the average economic benefit by 
making 10% of the transmission grid capacity available for exchange of 
reserve capacity between bidding zones in the Nordic synchronous 
system to be 290 k€ /day. This number becomes significantly lower if 
reserves are to be shared within and exchanged between countries. 

The case study demonstrates the importance of detailed modelling of 
both the hydro and thermal generation. In particular, the detailed rep
resentation of the hydropower is crucial for accurately capture the 
flexibility of the Nordic system to deliver spinning reserve capacity. By 
relaxing the integrality requirement for the unit commitment decision 
variables in the hydropower system, the economic benefit of reserve 
capacity exchange was on average reduced by 22%. 

We emphasize that the case study results are subject to many as
sumptions regarding the market structure and system representation in 
the reference year 2030. The considered case comprises a substantial 
amount of new wind and solar power compared to today’s system, and 
thus the estimated economic benefit of exchanging reserve capacity is 
not directly valid for today’s system. 
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