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a b s t r a c t 

A computationally-efficient numerical method that uses a Pseudo-Eulerian formulation (PEF) for the de- 

sign calculation of unit operations is presented and validated. This method is applicable to any unit oper- 

ation that can be modelled using a system of ODEs. Performing the design of a unit operation in the PEF 

is tenfold faster than with the conventional Eulerian formulation (EF). The mathematical equivalence be- 

tween the PEF and the EF is demonstrated by proving that the solution of different unit operation design 

problems provides the same numerical result independently of the formulation. It is shown that reducing 

the computation of the unit operation design problems also speeds the computation time of a process 

design or an optimization flowsheet. Additionally, as opposed to other computationally efficient methods 

for unit operation design, the PEF allows the accurate estimation of the concentration or temperature 

profiles of complex unit operations such as a multiphase multicomponent reactor system. 

© 2021 The Author(s). Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

The simulation of chemical engineering processes is a neces- 

ary task in the assessment of the techno-economic performance 

f chemical engineering projects. The flourishment of process sim- 

lations can partly be attributed to the steady and constant devel- 

pment of enhanced computer technologies in the recent decades. 

lthough the computational capabilities of modern-day computers 

ave been significantly enhanced over the past years, the computa- 

ional resources may appear limited with respect to conceptual de- 

ign and optimization superstructure frameworks. The complexity 

f these frameworks ultimately may lead to long overall compu- 

ation times. Undesirable long times are greatly accentuated if the 

rocess has unit operations that are designed with ordinary differ- 

ntial equations (ODE). Due to the relevance of ODE-based models 

or process design, this work will focus on reducing the computa- 

ion time of ODE systems by proposing a method that derives an 

lternative formulation of the governing equations. 

The unit operation design methods can be divided in two main 

ranches: short-cut methods and rigorous methods. The short-cut 

ethods utilize simplified physics and, hence, do not require com- 

lex solution procedures (e.g., the Rayleigh equation in batch distil- 

ation, performance equation in reactor design or the height equiv- 

lent theoretical plate method for packed columns [HETP]). These 
∗ Corresponding author. 
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ethods are usually presented in process design textbooks (e.g. 

 Levenspiel, 1998 ; McCabe et al., 2004 ; Seader and Henley, 2004 ))

o highlight the fundamental concepts behind the unit operation 

ather than providing a rigorous description of the physics. On the 

ther hand, rigorous models include different physics phenomena 

e.g., thermodynamics and transport phenomena) into the mass 

nd energy conservation equations to account for important ef- 

ects. It is a common practice to design ODE-based unit operations 

sing the models available in commercial software such as Aspen 

lus, CO2SIM or Mathcad. In these cases, a parameter is set (de- 

ign specification) and an iterative procedure is utilized to find the 

perating parameter or equipment size that will yield the design 

pecification (e.g., ( Cuadri et al., 2020 ; Lee et al., 2016 )). An al-

ernative procedure, applicable for simplified physics, consists in 

ransforming the mathematical model into a set of nonlinear al- 

ebraic equations and then using shifted-Legendre polynomials to- 

ether with the orthogonal collocation method to design the unit 

peration ( Garma et al., 2019 ). 

Despite being computationally efficient, the applicability of the 

hort-cut approaches is limited because they neglect important ef- 

ects that affect the unit operation design and performance. This 

auses the short-cut models to have worse prediction capabilities 

han their rigorous counterparts. For example, by comparing the 

redictions done by a short-cut model (HETP) ( Alhajaj et al., 2016 ) 

nd a rigorous model ( Tobiesen et al., 2007 ) of an amine-based 

O 2 scrubber, it can be observed the later model has superior pre- 

iction capabilities of the concentration and temperature profiles. 
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Fig. 1. Algorithm to design a unit operation with a) Eulerian formulation (EF) as- 

suming a Newton-Raphson iterative method and b) Pseudo-Eulerian Formulation 

(PEF). 
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Nomenclature 

A C cross-sectional area [m 

2 ] 

a e effective specific interfacial area [m 

2 /m 

3 ] 

f vector of functions 

C concentration [mol/m 

3 ] 

CP heat capacity [kJ/mol K] 

D diffusivity [m 

2 /s] 

E energy flow [kJ/s] 

H thermodynamic factor ( H = y/x ) [ = ] 

h V heat transfer coefficient [kJ/m 

2 s K] 

k mass transfer coefficient [m/s] 

K conductivity [kJ/m K] 

L liquid phase mole flow [mol/s] 

P pressure [kPa] 

R ideal gas constant [kPa m 

3 /mol K] 

T temperature [K] 

V vapor phase mole flow [mol/s] 

v superficial velocity [m/s] 

w MEA weight fraction in a CO 2 -free basis 

x liquid molar fraction 

y vapor molar fraction 

Z compressibility factor [ = ] 

z height or length of the unit operation [m] 

A C cross-sectional area [m 

2 ] 

Superscript 
∗ related to the specified variable 

r reduced vector 

x thermodynamic variable ∗at equilibrium 

Subscript 

0 bottom of the unit operation 

E related to energy 

f top of the unit operation 

i related to component i 

L related to the liquid phase 

spec the actual value of the specified variable 

T total 

V related to the vapor phase 

Greek Letters 

αC O 2 
CO 2 loading [mol CO 2 /mol MEA] 

β state variable vector 

ε absolute error tolerance 

θ independent variable 

κ relative computational speed 

λ heat of phase change [kJ/mol] 

μ viscosity [Pa s] 

� enhancement factor [ = ] 

π vector of input parameters 

ρ density [kg/m 

3 ] 

σ surface tension [N/m] 

ϕ fugacity coefficient 

χ reaction constant [1/s] 

� relative computational cost 

he proper estimation of these profiles is paramount in several 

nit operations (e.g., heat exchangers or gas-liquid contactors) be- 

ause their operation and performance can be affected by mass or 

eat transfer pinch conditions. Considering the need to reduce the 

omputational costs of the simulations without losing the physical 

eaningfulness of the model, the objectives of this work are: 

• Provide a method for developing the governing equations in 

the Pseudo-Eulerian Formulation (PEF). The PEF extends on 
2 
the method previously presented in ( Carranza-Abaid and Jakob- 

sen, 2020 ). 
• Demonstrate the application of this method to the design of a 

plug-flow reactor and a gas-liquid contactor for the removal of 

CO 2 . 
• Highlight the computational advantages of using the PEF as 

well as to show that it is possible to reduce the computational 

costs without oversimplifying the physics. 

. Methodology 

.1. Eulerian formulation 

The differential equations describing the property flows (mass 

nd energy flows) can be derived using the Eulerian formulation 

EF) or the Lagrangian formulation (LF). The difference between 

oth formulations is the frame of reference used to derive the 

quations and the chosen control volume. The EF uses a control 

olume that is fixed in space; thus, it quantifies the property flow 

eld from a stationary location. On the other hand, the control 

olume in the LF moves with the flow field, hence it quantifies 

he property flow field using a moving location. Of the two, the 

F is more used, perhaps because of its computational advantages 

 Jakobsen, 2014 ) or its simpler way of formulating and solving the 

overning equations. 

The main characteristic of the EF is that the property flows are 

he state variables, and the spatial dimension of the system is the 

ndependent variable. The general form of a 1-D model can be ex- 

ressed as a vector of state variables ( β) that are a function of an

ndependent variable ( θ ) and a set of parameters ( π ): 

d 

dθ

(
β( θ ) 

)
= f 

(
β( θ ) , π

)
(1) 

Note that the independent variable can be either a spatial or 

emporal dimension. The simulation of a unit operation described 

y Eq. (1) usually means solving a boundary value problem (BVP) 

here the boundary conditions of each one of the dependent vari- 

bles must be specified in addition to the boundary where those 

onditions apply ( θ0 or θ f ). 

Unit operation design calculation implies that the value of a 

tate variable at a given location in the unit operation is speci- 

ed (usually it is when θ = θ f ). The unit operation design spec- 

fication fixes the state variable ( β∗
spec ) at a certain θ f . Since the 

alue of θ f is an unknown variable of the design problem and, at 

he same time, it is needed to solve Eq. (1) , an iterative procedure

s needed (see Fig. 1 a). A discrepancy function is then applied to 

valuate how far the calculated specified state variable ( β∗) is from 

he specified value ( β∗
spec ). For a constant set of input parameters 

, the evaluation of the discrepancy function ( f ) must be equal or 
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Fig. 2. Sketch of the modelled tubular reactor with two reactions in series. 
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elow a specified tolerance ( ε): 

f = 

∣∣β∗( θ ) − β∗
spec ( θ ) 

∣∣ ≤ ε (2) 

Fig. 1 a illustrates that it is computationally expensive to solve 

 BVP problem in order to comply with Eq. (2) because of the it-

rative nature of the algorithm which is causing a computational 

ottle neck in the unit operation design calculation. 

It is important to remark that a unit operation can be designed 

f and only if the solution of the state variables satisfies β ∈ R . 

nit operation design calculation implicitly assumes that the so- 

ution is within physical boundaries, hence if there is no solution, 

he algorithm will not converge (the program may even crash in 

ome cases if complex numbers appear during the calculations). 

.2. Pseudo-Eulerian formulation 

This formulation is based on deriving the governing equations 

s a function of β∗ instead of θ . The way to do this is to apply

he chain rule between the vector of derivatives and the inverse 

f the ODE that describes the specified state variable. In this way, 

he new ODE system expresses the state variables (the ones that 

re not the specified state variable βr 
) as a function of the spec- 

fied state variable. This procedure gives the following governing 

quations with the PEF: 

d 

d β∗
(
β r 

( β∗) 
)

= f 
r 
(
β r 

( β∗) , μ
)

(3) 

Note that βr 
is a reduced vector with c-1 variables. The PEF 

DE system has a reduced geometry when compared to the ODE 

f the EF. This is because the procedure to derive the PEF equations 

akes the equation corresponding to the specified variable a trivial 

olution. The form of Eq. (3) implies that when the system can be 

onceived within the physical boundaries ( β ∈ R ), all the mass and 

nergy balances are relative to each other, hence, one can calculate 

ow the state variables behave as a function of the specified state 

ariable. 

As seen in Fig. 1 b, solving the ODE set given by Eq. (3) provides

he solution of the mass and energy balances, but it does not cal- 

ulate the final design of the unit operation. This is because the 

DE set is relative to β∗and the solution is then in a "dimension- 

ess" mathematical space that is not dependent on the spatial or 

emporal dimensions. Because of its mathematical properties and 

he physical implications of the PEF of the governing equations, it 

an be considered that the mass and energy balances are formu- 

ated in a different frame of reference than in the EF. 

It should be noted that if the problem does not require to de- 

ign the unit operation (i.e., the equipment volume is not needed), 

hen it is enough to solve the equations with the form of Eq. (3) .

his can save further computation time since the extra computa- 

ional resources needed to give the system spatial dimensions are 

voided. 

On the other hand, if the unit operation design is needed, 

ne must bring the solution from the dimensionless mathemati- 

al space to the spatial or temporal dimensions. This is done by 

dding a “dimensioning” function to the ODE system. This equa- 

ion has the general form: 

dθ

d β∗ = f ∗
(
β r 

( β∗) , μ
)

(4) 

Note that the ODE of Eq. (4) is the reciprocal of the ODE that

escribes the state variable behavior in the EF. 

. Results 

This section presents the application of the PEF for two differ- 

nt unit operation design problems. The first example highlights 
3 
he numerical and conceptual equivalence between the EF and the 

EF models and shows the computational gains of using the PEF. 

he second example validates PEF-based model of a multiphase 

ulticomponent reactor and discusses the effect of the computa- 

ional advantages of using the proposed method on a superstruc- 

ure framework. 

.1. Multiple reactions in an ideal plug-flow reactor 

This subsection presents the implementation of the PEF for the 

esign of an ideal plug-flow reactor ( Fig. 2 ). The reaction mecha- 

ism is illustrated in Fig. 2 and each one of the reactions has a first

rder kinetic behavior. The model considers a reactive liquid phase 

ystem with constant density that operates under an isothermal 

lug-flow hydrodynamic regime where the diffusivity of the com- 

onents is infinitely slow compared to the reaction rate. 

Eulerian Formulation : The equations and the boundary condi- 

ions that model the plug-flow reactor are: 

d C A 
dz 

= −χ1 C A 
v B.C. : C A = C A, 0 f or z = z 0 (5) 

d C B 
dz 

= 

χ1 C A 
v − χ2 C B 

v B.C. : C B = C B, 0 f or z = z 0 (6) 

d C C 
dz 

= 

χ2 C B 
v B.C. : C C = C C, 0 f or z = z 0 (7) 

The design problem consists in finding the reactor volume that 

ields a certain amount of component A, therefore, the discrepancy 

unction is: 

f = 

∣∣C A, f − C A, f | spec 

∣∣ ≤ ε (8) 

Pseudo-Eulerian formulation : considering the same assump- 

ions and using the concentration of component A as the indepen- 

ent variable, the equations are: 

d C B 
d C A 

= −χ1 C A −χ2 C B 
χ1 C A 

B.C. : C B = C B, 0 f or C A = C A, 0 (9) 

d C C 
d C A 

= − χ2 C B 
χ1 C A 

B.C. : C C = C C, 0 f or C A = C A, 0 (10) 

dz 
d C A 

= − v 
χ1 C A 

B.C. : z = z 0 f or C A = C A, 0 (11) 

The key difference between the EF and the PEF is that while 

he PEF express the concentration values of components B and C 

hen the concentration A has certain value ( C A, 0 ), the B.C. in the 

F express the concentration values of A, B, C where the inlet is 

eing fed. From a practical point of view, both formulations “an- 

wer” different questions. While the EF answers: “what happens 

o the component concentrations in a reactor with certain spatial 

imensions?”, the PEF answers: “what should happen in the reac- 

or to achieve this concentration of this component?”. 

The PEF can also be utilized in the design of processes where 

ime is the independent variable (batch or semi batch processes 
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Fig. 3. Concentration profiles obtained with solution of the ODE set given by the a) Eulerian formulation (EF) and b) Pseudo-Eulerian formulation (PEF). Parameters ( π ): 

C A, 0 = 1 mol m 

−3 , C B, 0 = C C, 0 = 0 mol · m 

−3 , χ1 = 1 s −1 , χ2 = 0 . 5 s −1 and v = 1 . 0 m · s −1 . Design spec: C A, f = 0 . 02 mol · m 

−3 . 
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Table 1 

Limits of the varied parameters in the 

Monte Carlo simulations. 

Parameter Min Max 

χ1 / mol · m 

−3 · s −1 0.5 3.0 

χ2 / mol · m 

−3 · s −1 0.01 0.5 

v / m · s −1 0.5 1.5 

C A,F / mol · m 

−3 0.01 0.99 
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ike reactors or drying systems). If we apply the reaction scheme 

hown in Fig. 2 to a batch reactor, Eqs. ( 9-11 ) will have a similar

orm with minor differences: the independent variable would be 

ime (t) instead of length (z) and Eq. (11) will not have the surface

elocity term (v ) . The resulting set of ODEs would find the time t

eeded to reach certain concentration. It should be noted that in 

his case, the design of the unit operation does not include the 

stimation of the physical dimensions of the reactor, which can be 

asily estimated with an algebraic equation that involves time and 

he initial amount of reactants as it has traditionally been done in 

eactor design ( Levenspiel, 1998 ). 

Transforming an already-implemented EF model into a PEF is a 

traightforward task that requires few modifications in the EF pro- 

ramming code. It is enough to evaluate the equations in their EF 

form of Eq. (1) ) and then multiply the numerical result by the in-

erse of the ODE containing the design specification. Note that the 

DE containing the design specification must be multiplied twice 

n order to obtain the inverse of the design specification derivative 

 Eq. (11) was estimated by multiplying Eq. (5) by its inverse two 

imes). Moreover, the boundary conditions should also be modi- 

ed according to the change of independent variables, however, as 

een in Eqs. ( 9-11 ), the numerical values are the same as in the EF.

In order to illustrate the equivalence between both formula- 

ions, a design calculation was performed of a plug-flow reactor 

hat converts 98 % of an inlet stream that only contains 1 mol m 

−3 

f component A (see Fig. 2 ). Fig. 3 presents the obtained concen- 

ration profiles of the 3 components as a function of the indepen- 

ent variable. Fig. 3 a is done by solving Eqs. ( 5-8 ) with the algo-

ithm presented in Fig. 1 a while Fig. 3 b is the solution of Eqs. ( 9-

1 ). The “spaceless” concentration profiles of Fig. 3 b can be trans- 

ormed into the spatial-dependent concentrations profiles shown 

n Fig. 3 a by evaluating Eq. (11) . 

Both ODE systems are solved with the orthogonal collocation 

fth-order method available in Matlab 2019b (bvp5c function). For 

he case of the EF, the Newton-Raphson numerical method was 

sed to find the solution to the design problem by solving the dis- 

repancy function. 

The equivalence between the EF and the PEF can be assessed 

y calculating the average absolute relative deviation (AARD) be- 

ween the numerical results of both formulations. The AARD was 

alculated using the following equation: 

ARD = 

1 

N 

N ∑ 

1 

∣∣∣∣∣ ( Y EF − Y PEF ) √ 

( Y EF ) ( Y PEF ) 

∣∣∣∣∣ (12) 

here N is the total number of compared simulations, Y EF and Y PEF 

re the output variables calculated using the EF and PEF respec- 

ively. 

An analysis of the computational speed and the numerical 

quivalence between both formulations was done by performing 
4 
he simulations for the presented problem at different operating 

onditions. The Monte Carlo method was used to randomly gen- 

rate the input parameters of 1,0 0 0 design problems from which 

he computational speed and the numerical difference between se- 

ected output variables ( C A, f , C B, f , C C, f and z f ) was assessed. The 

aried input parameters and their respective ranges are shown in 

able 1 and the remaining parameters have the same values as 

sed in the calculations needed in Fig. 3 . The initial value to start 

he iterations in the EF calculations to obtain the required z f was 

et to be equal to 1 m. 

Although both models use the same BVP solver, it is important 

o remark that the PEF does not require a discrepancy function to 

olve the design problem specifications, therefore, the entire com- 

utation time is spent on solving a single BVP problem. Contrarily, 

he EF requires to specify the tolerance of the discrepancy function 

ε) , which impacts the computational cost of the design problem 

s seen in Fig. 4 . The computational cost is defined as the num- 

er of times the ODE system is evaluated to solve a single design 

roblem (i.e., the number of times the Matlab function containing 

he ODE system is evaluated). The relative computational cost (�) 

s defined as 

= 

EF computational cost 

P EF computational cost 
(13) 

Fig. 4 presents two probability histograms as a function of �. 

he histograms use the same sampling sets but different discrep- 

ncy function tolerances. The tolerance in Fig. 4 a is set to be 

 = 10 −5 while for Fig. 4 b ε = 10 −9 . In both cases the probabil-

ty of decreasing the computational costs by more than 5 times 

s > 95 % while for an entire order of magnitude is over 60 % for

ig. 4 a and 75 % for Fig. 4 b. If one compares Fig. 4 a and Fig. 4 b,

t is possible to notice that the lower the tolerance, the larger the 

omputational speed-up. This situation occurs because lower tol- 

rances require more iterations in the Newton Raphson while the 

omputational cost for the PEF remains constant because the de- 

ign specification is fed as the upper boundary of the independent 

ariable ( C A, f ). This proves that the removal of the iteration loop in 

he algorithm ( Fig. 1 ) makes the operation unit design calculation 

ore efficient. 

One may wonder, how does the computational cost relate with 

he computational speed and does it speed-up the calculations? To 
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Fig. 4. Probability distribution of the relative computational cost ( ε) at different discrepancy function tolerance: a) ε = 10 −5 and b) ε = 10 −9 . 

Fig. 5. The reciprocal of the relative computational speed versus the relative com- 

putational costs between the Eulerian and the pseudo-Eulerian formulations. 
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Fig. 6. The AARD between the numerical solutions of the EF and the PEF equations 

for the ideal plug-flow reactor study. 

Fig. 7. Sketch of the modelled multicomponent multiphase reactor. V and L repre- 

sent the property flows of the vapor and liquid phases respectively. 

a

e

 

l

pared to the vapor phase. 
nswer this question, a parity plot between � and the inverse of 

he relative computational speed ( 1 /κ) is shown in Fig. 5 . The rela-

ive computational speed is calculated with the following equation: 

= 

EF computational speed 

P EF computational speed 
(14) 

Fig. 5 shows that the relative computational cost is inversely 

roportional to the relative computational speed. Therefore, report- 

ng � or 1 /κ is approximately equivalent. It is important to remark 

hat, although reporting the relative computational time may give 

 more meaningful insight to the end-user, computation times are 

ubject to the available computing resources and other variables 

hat are outside the scope of this discussion. For this reason, it is 

ore convenient to compare the computational costs of algorithms 

nstead of the computation time. 

Both formulations are equivalent from a mathematical stand- 

oint. However, the comparison of obtained solutions may exhibit 

iscrepancies caused by the non-exact nature of the numerical 

ethod used to solve the ODEs and the fact that the EF uses a dis-

repancy function, hence the calculated C A, f will be different from 

 A, f | spec . In contrast, the PEF uses C A, 0 and C A, f as the limits of the 

ndependent variable, therefore, C A, f = C A, f | spec . The difference be- 

ween solutions obtained from both formulations was assessed and 

t is presented in Fig. 6 . It shows that the AARD substantially de-

reases when the discrepancy function of the EF is ε ≥ 10 −7 for all 

he output variables. 

.2. Multicomponent multiphase reactor 

.2.1. PEF governing equations 

This subsection presents the validation of a multicomponent 

ultiphase reactor PEF-based model. The studied case is the CO 2 

apture from a flue gas using an amine-based absorption relevant 

o both the chemical and the environmental engineering field. Ab- 

orbers for CO capture are usually designed to remove a specified 
2 

5 
mount of CO 2 from a given flue gas, hence, developing the gov- 

rning equations in the PEF can be particularly advantageous. 

A sketch of the modelled system is presented in Fig. 7 . The fol-

owing considerations were done in the model development: 

1. The process is adiabatic, isobaric and is operated in steady 

state. 

2. The vapor and liquid phases have a plug-flow hydrodynamic 

regime. 

3. There are four components in the system: CO 2 , mo- 

noethanolamine (MEA), H 2 O and N 2 . 

4. N 2 is not soluble in the liquid phase. 

5. The direction of the mass and energy transfer is assumed to be 

from the vapor phase to the liquid phase. 

6. All thermal effects related to phase-shifting take place in the 

liquid phase. 

7. The energy transport in the liquid phase is infinitely fast com- 
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Table 2 

Description of the parameters used in the model validation of the gas-liquid contactor. 

System Parameter Comment Reference 

1,2 Z Peng - Robinson ( Peng, 1976 ) 

1,2 ϕ i Peng - Robinson ( Peng, 1976 ) 

1,2 H i , P ∗, P ∗
i 

Machine learning based surrogate thermodynamic model ( Carranza-Abaid et al., 2020 ) 

1 a e , k V,i , k L,i Random packing (Berl saddles) ( Bravo and Fair, 1982 ; Onda et al., 1968 ) 

2 a e , k V,i , k L,i Structured packing (Mellapak 250Y) ( Rocha et al., 1993 ; Suess and Spiegel, 1992 ) 

1,2 E Irreversible enhancement factor ( Luo et al., 2015 ) 

1,2 h V Chilton-Colburn analogy ( Chilton and Colburn, 1934 ) 

o

F
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According to assumptions #1 to #3, the model is independent 

f time and the state variables only vary along the axial dimension. 

ollowing the nomenclature of Fig. 7 , the resulting equations in the 

EF are: 

dV r 
i 

d V C O 2 
= 

r r 
i 

r V,C O 2 

( i � = C O 2 ) B.C. : V 

r 
i 

= V 

r 
i, 0 

f or V C O 2 = V C O 2 , 0 

(15) 

d L i 
d V C O 2 

= 

r i 
r V,C O 2 

B.C. : L i = L i, f f or V C O 2 = V C O 2 , f (16) 

d E V 
d V C O 2 

= 

r E,V 

r V,C O 2 

B.C. : E V = E V, 0 f or V C O 2 = V C O 2 , 0 (17) 

d E L 
d V C O 2 

= 

r E,L 

r V,C O 2 

B.C. : E L = E L, 1 f or V C O 2 = V C O 2 , f (18) 

dz 
d V C O 2 

= − 1 
A C r V,C O 2 

B.C. : z = z 0 f or V C O 2 = V C O 2 , 0 (19) 

The form of the mass energy balance equations for gas- 

iquid contactors in the EF can be consulted in the literature 

 Faramarzi et al., 2010 ; Gabrielsen et al., 2007 ; Taylor and Kr-

shna, 1993 ; Tobiesen et al., 2007 ; Tontiwachwuthikul et al., 1992 ). 

The system of ODEs contains 8 equations from which 2 ODEs 

ith the form of Eq. (15) , 3 ODEs with the form of Eq. (16) and one

DE for each one of the remaining equations. Because of assump- 

ion #4, the evaluation of the ODEs corresponding to N 2 are always 

 and therefore can be eliminated from the ODE set. Furthermore, 

t is important to remark that although there are electrolyte com- 

ounds in the liquid mixture (caused by the solubilization of CO 2 ), 

heir mass balances are lumped into the apparent mass balances 

f CO 2 , MEA and H 2 O. 

The source terms in the above equations are estimated using an 

verall mass or energy transfer coefficient. Considering assumption 

5, the rate term for component i can be defined by: 

 i = 

[ 

1 

ZR T V 
a e k V,i 

+ 

H i ϕ i P x 

�a e k L,i C L 

] (
P i − P x i 

)
(20) 

Note that the overall mass transfer coefficient is the term inside 

he square brackets. The first term in the denominator is the resis- 

ance to the mass transfer in the vapor phase while the second 

erm corresponds to the liquid phase resistance. The enhancement 

actor term ( �) only applies to the CO 2 rate of mass transfer. 

Since assumption #6 implies that the liquid phase gives or re- 

oves the necessary amount of energy from the molecule that is 

oing to be transferred between both phases the energy source 

erms are: 

 E,V = 

[
1 

1 
a e h V 

]
( T V − T L ) + 

n ∑ 

i 

r i H V,i (21) 

 E,L = 

[
1 

1 
a e h 

]
( T V − T L ) + 

n ∑ 

i 

r i ( H V,i − λi ) (22) 
V 

6 
Assumption #7 implies that the overall energy transfer coeffi- 

ient is only a function of the vapor phase resistance to energy 

ransfer. The enthalpy of phase change ( λi ) is estimated using a 

igorous method that sums the enthalpies of vaporization and re- 

ction ( Kim et al., 2009 ). 

.2.2. Complementary Equations and Parameters 

The model validation was performed by comparing the simu- 

ated results with the measured values from different pilot plant 

ystems reported in the open literature. A summary of the equa- 

ions used to describe the absorber transport phenomena and ther- 

odynamics is presented in Table 2 . 

Two different systems are used as the benchmark to validate 

he absorber model. System 1 refers to the data measured in a ran- 

om packed column ( Tontiwachwuthikul et al., 1992 ) and system 

 refers to the experimental data obtained in a structured packed 

olumn ( Tobiesen et al., 2007 ). Since the packing material in the 

xperimental setups is different, the correlations to describe the 

ass transfer coefficients will differ as well. 

The correlations used in the gas-liquid contactor model require 

ertain properties of the gas and liquid phases to be estimated. 

he methods used to estimate the physical properties are shown 

n Table 3 . The properties labeled as machine learning models in 

able 3 use a shallow neural network architecture. The models, 

heir parameters and their statistical analysis are presented in the 

upporting information. 

.2.3. Model application 

This subsection shows that, as opposed to shortcut methods, 

he PEF allows the proper estimation of the profiles of the process 

arameters. As discussed in Section 1 , it is important for the unit 

peration models to properly estimate the location of the mass and 

nergy transfer pinch points because they affect the absorber per- 

ormance ( Kvamsdal and Rochelle, 2008 ). As it can be seen in the 

rofiles of αC O 2 
, y C O 2 , T V and T L in Fig. 8 , the calculations not only 

ave good agreement with the stream outlet values, but also on 

he mass and energy balances profiles. Fig. 8 shows a proper pre- 

iction of the temperature bulges that are commonly observed in 

O 2 -amine systems. In the cases of Fig. 8 a) – c), the bulge is lo-

ated at the bottom of the absorber whereas in Fig. 8 d) is located

lose to the top of the absorber. This is because the relation be- 

ween the liquid and vapor flows (L/V ratio) in system 1 is larger 

han in system 2, which means that lower L/V ratios move the 

ulge location higher in the column. The validation of other im- 

ortant process variables is presented in the supporting informa- 

ion S2. 

In the same fashion as in the previous example, a Monte Carlo 

ethod was used to perform 1,0 0 0 simulations in order to assess 

he difference between using the EF or the PEF. The simulations 

ere done using the packing specifications of system 2 and vary- 

ng the inputs inside the ranges shown in Table 4 considering a 

olerance for the discrepancy function of ε = 10 −7 . The results of 

he Monte Carlo simulations are presented in Table 5 . The differ- 

nce between the solutions of both models is negligible for prac- 

ical purposes as the AARD between all the important variables is 
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Table 3 

Methods to estimate the properties of the gas-liquid contactor. 

Property Comment Reference 

ρV Peng-Robinson ( Peng, 1976 ) 

K V Non-linear mixing rule and correction for higher pressures ( Misic and Thodos, 1961 ; Stiel and Thodos, 1964 ; Wassiljewa, 1904 ) 

μV Non-linear mixing rule and correction for higher pressures ( Bromley and Wilke, 1951 ; Misic and Thodos, 1961 ; Stiel and Thodos, 1964 ) 

D i,V Predictive method of the binary diffusion coefficients ( Fuller et al., 1966 ) 

C P V DIPPR equation Parameters taken from Aspen Plus v8.6 Databank 

ρL In-house machine learning model ( Amundsen et al., 2009 ; Hartono et al., 2014 ; Weiland et al., 1998 ) 

σL In-house machine learning model ( Amundsen et al., 2009 ; Hartono et al., 2014 ; Korson et al., 1969 ; Weiland et al., 1998 ) 

μL In-house machine learning model ( Idris et al., 2017 ; Jayarathna et al., 2013a , 2013b ; Vázquez et al., 1997 ) 

D i,L Empirical correlation for alkanolamine solutions ∗ ( Snijder et al., 1993 ) 

∗ D H 2 O,L is held constant and equal to 10 −9 m 

2 /s 

Fig. 8. Comparison between the model predictions and the corresponding experimental values at different operating conditions: a) run 13 (system 1), b) run 17 (system 1), 

c) run 22 (system 1) and d) run 10 (system 2). 

Table 4 

Limits for the Monte Carlo simulations in the absorber case study. 

Variable Min. Max. 

y C O 2 , 0 0.003 0.10 

y C O 2 , 0 0.01 0.2 

αC O 2 , 0 0.1 0.25 

L / V 6 12 

T L , T V / ◦C 40 

V 0 ,T / mol/s 1 

w MEA / % 30 

l

b

n

m

a  

l

e

t

b

Table 5 

Difference between the EF and PEF of selected output variables of the absorber 

model. 

Variable AARD / % Max. AARD / % 

z f 8 × 10 −7 1 × 10 −5 

y C O 2 , 1 5 × 10 −5 2 × 10 −4 

αC O 2 , 0 5 × 10 −9 1 × 10 −8 

T V, 1 2 × 10 −6 8 × 10 −5 

T L, 0 9 × 10 −7 2 × 10 −5 

b

t

t

t

o

q

c

s

o

c

ess than 10 −6 which means that the relative deviation is caused 

y the inherent error of the BVP solver used and the iterative loop 

eeded to obtain the dimensions of the absorber in EF. 

The comparison of the computational costs between both for- 

ulations is given in Fig. 9 . This histogram has a similar shape 

s in the first plug-flow example ( Fig. 4 ). It shows that for a gas-

iquid contactor, a speed-up of around one order of magnitude is 

xpected. Although the computational costs may differ from sys- 

em to system, the relative computational costs of the PEF seem to 

e, in average, around one order of magnitude. 
7 
Another advantage of the PEF over the EF is when an unfeasi- 

le design is proposed as a specification (i.e., when the solution of 

he state variables β / ∈ R ). It was noticed that when the EF is used 

o solve the problem, the procedures run for a long time because 

he iterative algorithm diverges until either the program “crashes”

r the maximum number of iterations is reached. Whereas the PEF 

uickly finds which solution is not feasible and hence stops the 

alculations earlier without spending additional computational re- 

ources. 

From the end-user point of view, spending 1.5 seconds instead 

f 0.1 seconds to design a single unit operation is more a minor in- 

onvenience rather than a fatal issue. However, unit operations are 
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Fig. 9. Results of the relative computational cost between the EF over the PEF. 

Fig. 10. Biogas upgrading technologies a) Aqueous amine process b) Physical- 

solvent process. 
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sually part of larger processes and optimization superstructure 

rameworks. Using the PEF in the evaluation of these frameworks 

s beneficial because if the unit operation speed can be reduced 

ore than ten times, their overall computation speed should also 

e reduced accordingly. 

To illustrate this, let us take the examples of the biogas up- 

rading processes shown in Fig. 10 that remove the CO 2 from the 

aw biogas to produce biomethane ( Carranza-Abaid et al., 2021 ). 

ig. 10 a shows the amine-based biogas upgrading process, which 

ontains two unit operations that are designed with ODE-based 

odels (marked in red). In order to test the PEF computational ad- 

antages, this process was designed and optimized by manipulat- 

ng the solvent flowrate, amine concentration and desorber pres- 

ure. It was found that utilizing the PEF for optimization frame- 

orks can be 9-20 times faster than with the EF. These values 
8 
gree with those shown in Fig. 9 because more than 99 % of 

he computational time is spent on the design of the absorber 

nd the stripper. Conversely, designing the physical solvent pro- 

ess ( Fig. 10 b) with the PEF, a computational speed is around 7 to

6 times faster. Although still quite high, the computational advan- 

ages of the PEF are not as high as in the amine process because 

n the second process. In this case only 80 % of the computational 

ime is spent on the absorber because the calculations involved in 

he flash tanks, recirculation compressors and reboiler are compu- 

ationally intensive as well. The same relative computational speed 

p is observed when any of the two processes is designed at fixed 

onditions or when the processes are optimized. 

Reducing the computation time of any process superstructure 

ramework has great practical potential since it is quite convenient 

or the analysis and selection of materials such as chemical sol- 

ents for CO 2 removal. If one wants to assess the techno-economic 

otential of a novel solvent for CO 2 capture, it necessary to have 

 mixed-integer optimization framework that considers multiple 

rocess parameters, several process configurations, and other rel- 

vant variables (e.g., plant location or solvent supplier). Instead of 

nnecessarily spending days or even weeks in evaluating all the 

ossible scenarios for an optimization, one could perform the same 

omprehensive analysis in few hours by reformulating the models 

ith the PEF. This approach is not only limited for solvent-based 

echnologies since the PEF can be utilized in other superstructure 

rameworks that involve other processes such as simple distilla- 

ion (packed column), reactive distillation, membrane separation, 

dsorption or batch processes. 

. Conclusions 

A Pseudo-Eulerian formulation (PEF) was proposed to develop 

he governing equations for the design calculation of unit opera- 

ions. It was shown that this alternative formulation (PEF) speeds- 

p the unit operation design algorithm by removing the inherent 

terative loop that arises from developing and solving the govern- 

ng equations in the Eulerian framework. It was demonstrated that 

tilizing the PEF algorithm for unit operation design is more than 

enfold faster than the EF algorithm. The solution of the PEF-based 

odel gives similar numerical results as the EF-based models with 

inimal numerical differences that can be attributed to the nu- 

erical methods. 

The PEF approach was used, as an example, to model a mul- 

iphase multicomponent reactive system (CO 2 absorber). It was 

hown that, as opposed, to the short-cut methods, it can properly 

epresent the mass and temperature profiles. This shows that there 

s no need to oversimplify the physics of the unit operations to im- 

lement computationally fast unit operation design algorithms. 

Using the PEF to develop unit operation design models can be 

tilized for greatly improving the computational speed of rigorous 

uperstructure frameworks that involve conceptual process design 

uch as the ones utilized in sensitivity, optimization, or uncertainty 

uantification studies. The computational advantages of the PEF are 

ore significant when there is a larger number of unit operations 

hat are modelled with an ODE. 
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