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## 1 Introduction

-Mahdi
The recent years have seen a profusion in the research on cluster-tilting modules - and, more generally, cluster-tilting subcategories. Of interest is both which algebras possess cluster-tilting modules, and what are the ramifications, so to speak, for an algebra having a cluster-tilting module?

In this thesis we look at both questions. We recall and prove in section 4 a result by Erdmann and Holm stating that if a self-injective algebra possess a non-trivial cluster-tilting module, then it has complexity 0 or 1 (which is to say that projective resolutions are either finite or of bounded dimensions). For the other question, we classify the cluster-tilting modules of finite-dimensional symmetric Nakayama algebras in section 3 and those - with the exception of $d=4$ - for trivial extensions of quiver algebras of Dynkin type $\mathbb{D}$, another class of symmetric algebras, in section 5 . Of particular interest is the latter case as we reduce the problem of looking for clustertilting modules in the module category to that of looking for cluster-tilting subcategories of a certain factor category $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ of the repetitive quiver of $\mathbb{D}_{n}$. This allows the search to be performed combinatorially.

In section 2 we recall some basic definitions and results about symmetric algebras and repetitive algebras as well as about cluster-tilting modules. In the first part of section 5 we recall some definitions and results about translation quivers and derived categories, which we need in the sequel.

We assume basic knowledge of homological algebra and representation theory of algebras as prerequisites. Moreover, we do on several occasions refer to some wellknown results and definitions within the framework we are working, without giving explicit reference. In these cases, we refer the meticulous reader to Happel's book [14], in which most of these results appear.

By 'algebra' we shall mean 'associative algebra with identity,' and we fix an algebraically closed field $k$ and assume all algebras to be $k$-algebras.

## 2 Background theory

## Yeah, this one is cheaper

-Athit

### 2.1 Symmetric algebras

In this section we recall some basic definitions results regarding symmetric algebras.
Definition 1 An algebra $A$ is symmetric if it is isomorphic to its dual,

$$
A \simeq D(A)
$$

as an $A$ - $A$-bimodule, where $D(A):=\operatorname{Hom}_{k}(A, k)$.
Definition 2 An algebra $A$ is weakly symmetric if for each indecomposable projective module $P$ of $A$,

$$
\operatorname{top} P \simeq \operatorname{soc} P
$$

Proposition 1 If $A$ is representation-finite, then weakly symmetric is equivalent symmetric.

Proof See, e.g., [22] Folgerung 2].
Proposition 2 If $A$ is a self-injective algebra and $M$ is an $A$-module, then

$$
\tau M \simeq \Omega^{2} \nu M
$$

$\square$

Proof See, e.g., [24] p. 161].
An important construction in section 5 will be that of trivial extensions, which we now define.

Definition 3 The trivial extension of the algebra $A$ is the algebra $T(A)$, whose additive structure is given by $T(A)=A \oplus D(A)$, where $D(A)$ is the dual of $A$, and whose multiplicative structure is given by

$$
(a, \phi) \cdot\left(a^{\prime}, \phi^{\prime}\right)=\left(a a^{\prime}, a \phi^{\prime}+\phi a^{\prime}\right),
$$

where $(a \phi)(b):=\phi(b a)$ and $(\phi a)(b):=\phi(a b)$.
In particular, we have the following
Proposition 3 The trivial extension algebra $T(A)$ is symmetric.
Proof See, e.g., [24] p. 162].
Lastly, we mention a well-known fact about triangle automorphisms of stabilised module categories.
Proposition 4 If $A$ is a symmetric algebra, the functors $\nu$ and [1] commute with all triangle automorphisms of mod $A$-in particular, they commute with each other.

### 2.2 Translation quivers and mesh categories

References for this section are [1] and [24], [14] and [13].
In this section we recall some basic definitions and results on quivers and quiver algebras, mostly to fix notation. In section 2.2 we do the same for translation quivers and mesh categories.

By a quiver we mean a tuple $Q=\left(Q_{0}, Q_{1}, s, t\right)$ where $Q_{0}$ is the set of vertices and $Q_{1}$ the set of directed arrows between vertices in $Q_{0}$. For a given arrow $\alpha \in Q_{1}$, $s(\alpha) \in Q_{0}$ is the source of $\alpha$ and $t(\alpha) \in Q_{0}$ is the terminus of $\alpha$.

For a vertex $x \in Q_{0}, x^{-} \subseteq Q_{0}$ denotes the set of predecessors of $x$. That is, vertices $y$ such that there is an error $\alpha \in Q_{1}$ with $s(\alpha)=y$ and $s(\alpha)=x$.

Definition 4 A translation quiver is a tuple $(Q, \tau)$ where $Q$ is a quiver and $\tau$ is a bijection between two subsets of $Q_{0}$ such that for each $x \in Q_{0}$ such that $\tau x$ is defined and each $y \in x^{-}$, there is an equal amount of arrows from $y$ to $x$ as from $\tau x$ to $y$. In case $\tau$ is defined on all of $Q_{0},(Q, \tau)$ is a full translation quiver.

Example 1 The prototypical example is the Auslander-Reiten quiver of an algebra along with the Auslander-Reiten translate.

Definition 5 Let $Q$ be a connected, acyclic quiver. We define the stable translation quiver (also infinite translation quiver) $\mathbb{Z} Q$ of $Q$ as follows. The set of vertices is given as $(\mathbb{Z} Q)_{0}=\mathbb{Z} \times Q_{0}$ and for each arrow $\alpha: x \rightarrow y$ in $Q_{1}$ and each $n \in \mathbb{Z}$ two arrows $(n, \alpha):(n, x) \rightarrow(n, y)$ and $(n, \widetilde{\alpha}):(n, y) \rightarrow(n+1, x)$. The translation $\tau$ is full and defined as $\tau(n, x)=(n-1, x)$. This makes $(\mathbb{Z} Q, \tau)$ into a translation quiver.

We define a bijection $\sigma$ on $(\mathbb{Z} Q)_{1}$ given by $\sigma(n, \alpha)=(n-1, \widetilde{\alpha})$ and $\sigma(n, \widetilde{\alpha})=$ $(n, \alpha)$.

Now consider $\mathbb{Z} Q$ as a category whose objects are the vertices and whose morphisms are paths (as well as the identity morphisms). In this category we consider the mesh ideal generated by the mesh relations

$$
m_{x}=\sum_{\alpha: y \rightarrow x} \alpha \circ \sigma(\alpha),
$$

for each $x \in \mathbb{Z} Q$ and for arrows $\alpha$ ending in $x$. Let us denote the quotient category by $\mathcal{T}(Q)$; it will be of importance in section 5

### 2.3 Cluster-tilting modules and subcategories

Cluster-tilting modules were first introduced by Osamu Iyama in [18] and [19] as a generalisation of the famous Auslander correspondence given by Maurice Auslander in [2]. We recall, the Auslander correspondence gives a bijection between the set of finite-dimensional algebras of finite representation type $A$ and so-called Auslander algebras $B$. These are the algebras satisfying

$$
\text { gl. } \operatorname{dim} B \leq 2 \leq \text { dom. } \operatorname{dim} B
$$

and the bijection is given by $A \mapsto \operatorname{End}_{A}(M)$, where $M \in \bmod A$ is an additive generator, $\operatorname{add}(M)=\bmod A$. Iyama considers in [18] finite-dimensional algebras $B$ such that

$$
\text { gl. } \operatorname{dim} B \leq n+1 \leq \text { dom. } \operatorname{dim} B
$$

and proves that the Morita equivalence class of these are in bijection with finitedimensional algebras $A$ with a so-called $n$-cluster-tilting module $M$.

A subcategory $\mathcal{C}$ of a category $\mathcal{D}$ in which extensions are defined, is $n$-clustertilting of $A$ precisely if

$$
\begin{aligned}
\mathcal{C} & =\left\{X \in \bmod \mathcal{D}: \operatorname{Ext}_{D}^{k}(X, M)=0, \text { for } k=1,2, \ldots, n-1\right\} \\
& =\left\{X \in \bmod \mathcal{D}: \operatorname{Ext}_{D}^{k}(M, X)=0, \text { for } k=1,2, \ldots, n-1\right\} .
\end{aligned}
$$

The bijection is given by sending a pair $(A, M)$, for $M$ a $n$-cluster-tilting module, to $\operatorname{End}_{A}(M)$, which will be a $n$-Auslander algebra. Note that the above definition readily generalises to other categories where extensions are defined.

Now we come to an important invariant for cluster-tilting subcategories. Define

## Definition 6

$$
\nu_{d}:=\nu \circ[-d]
$$

in a triangulated category, where $d$ is a positive integer and $\nu$ is a Serre functor.
From this we have an important invariant on cluster-tilting subcategories.
Proposition 5 Suppose $X$ is a d-cluster-tilting subcategory of a derived category $\mathcal{D}^{b}(\Lambda)$. Then

$$
\nu_{d}(X)=X
$$

Proof See, e.g., [21] Proposition 3.4].

## 3 d-cluster-tilting modules of symmetric Nakayama algebras

... with my Duke!
-Ken

In this section we explicitly classify all $d$-cluster-tilting modules of symmetric Nakayama algebras. In [6], Darpö and Iyama proves a numerical criterion for a selfinjective Nakayama algebra to have a $d$-cluster-tilting module. Though a full classification of $d$-cluster-tilting modules of self-injective Nakayama algebras from this criterion is intractable, we may obtain a complete classification if we restrict ourselves to symmetric Nakayama algebras. We leverage the numerical criterion along with a result we prove on the $\Omega$-periodicity of a putative cluster-tilting module to obtain a countable one-parameter family of symmetric Nakayama algebras possessing a non-trivial $d$-cluster-tilting module as well as three possibilities outside this family. Moreover, we prove that this list is exhaustive.

It is known (see, e.g., [1] p. 171]) that a basic, connected finite-dimensional Nakayama algebra $\Lambda$ that is not isomorphic to the base field $k$ is self-injective if and only if it is isomorphic to an algebra of the form $k Q_{n} / R^{h}$ for $h \geq 2$ where $Q_{n}$ is the quiver of $n$ vertices $1,2 \ldots, n$ with arrows $i \rightarrow(i+1)$ for $i=1,2 \ldots, n-1$ and an arrow $n \rightarrow 1$. It is well-known that any self-injective finite-dimensional Nakayama algebra is Morita equivalent to one of this one, so we do not lose generality by restricting our attention to algebras of this form.

Now consider $\Lambda=k Q_{n} / R^{h}$. Recall from proposition 1 that $\Lambda$ is symmetric if and only if soc $P_{i}=S_{i}=\operatorname{top} P_{i}$ for each $i=1,2, \ldots, n$. By symmetry, it is sufficient to consider the case $i=1$. Notice that this is true precisely when $h=a n+1$ for some $a \geq 1$. We thus have the following

Theorem 1 Let $\Lambda$ finite-dimensional symmetric Nakayama algebra that is basic, connected and not isomorphic to the base field $k$. Then

$$
\Lambda \simeq k Q_{n} / R^{a n+1}
$$

for some $a$ and $n$. Moreover, any algebra of the above form is a symmetric Nakayama algebra. $\square$
It is a well-known fact that a finite-dimensional algebra is Morita equivalent to its basic algebra; consequently the existence of a cluster-tilting module of the basic algebra is equivalent to the existence of a cluster-tilting module for said algebra.

Let us now fix $\Lambda=k Q_{n} / R^{a n+1}$ and proceed to find the $d$-cluster-tilting modules for $\Lambda$. We start by proving two numerical lemmas that will be key to proving the classification theorem.

Lemma 1 Let $d, a$, $n$ be positive integers, with $d \geq 2$ and $n \geq 3$. If

$$
\begin{equation*}
((a n+1)(d-1)+2) \mid 2 n, \tag{1}
\end{equation*}
$$

then $(d, a, n)=(2,1,3)$

Proof If $a \geq 2$, then

$$
(a n+1)(d-1)+2 \geq(2 n+1)(d-1)+2>2 n+1
$$

which contradicts the assumption, so $a=1$. If $d \geq 3$, then

$$
(n+1)(d-1)+2>(n+1)(d-1) \geq 2(n+1)>2 n
$$

which also contradicts eq. (1), so $d=2$. Then eq. (1) is reduced to

$$
(n+3) \mid 2 n
$$

Clearly, this is true only if $n+3=2 n$. In this case, $n=3$ and we are done.
Lemma 2 Let $d, a$, $n$ be positive integers, with $d \geq 2$ and $n \geq 3$. Then

$$
\begin{equation*}
((a n+1)(d-1)+2) \mid(d+1) n \tag{2}
\end{equation*}
$$

if and only if $(d, a, n)$ is one of

- $(2,1,6)$;
- $(2,2,3)$; or
- $(2 n-1,1, n)$.

PRoof Suppose $a \geq 3$. Then

$$
\begin{aligned}
(a n+1)(d-1)+2>3 n(d-1) & \geq n(d-1)+2 n(d-1) \\
& \geq n(d-1)+2 n=(d+1) n
\end{aligned}
$$

which contradicts eq. (2). Now let $a=2$. Then we have

$$
((2 n+1)(d-1)+2) \mid(d+1) n
$$

Clearly, the LHS grows faster than the RHS as functions of $d$. Thus if the LHS is larger than the RHS for some fixed $d$, it will be larger for larger values of $d$. To this end, fix $d=4$. Then

$$
(2 n+1)(d-1)+2=(2 n+1)(3)+2=6 n+7>5 n=(d+1) n
$$

which contradicts eq. (2). It remains to check $d=2$ and $d=3$. In the former case,

$$
(2 n+5) \mid 3 n
$$

Then there must exist an integer $r \geq 1$ such that

$$
\begin{aligned}
r(2 n+5) & =3 n \\
5 r & =n(3-2 r)
\end{aligned}
$$

Then clearly $r=1$ is the only possibility and $n=5$. We have thus exhausted the options for $a=2$. Now let $a=1$. Then eq. (2) becomes

$$
((n+1)(d-1)+2) \mid(d+1) n
$$

In the first place, set $d=2$. Then

$$
(n+3) \mid 3 n
$$

Then there must be some integer $r \geq 1$ such that

$$
\begin{aligned}
(n+3) r & =3 n \\
3 r & =n(3-r)
\end{aligned}
$$

Clearly $r=2$ is the only possibility. In that case, $n=6$. Finally suppose $d \geq 3$. There must exist an integer $r \geq 1$ such that

$$
\begin{equation*}
r((n+1)(d-1)+2)=(d+1) n \tag{3}
\end{equation*}
$$

If $r \geq 2$, then

$$
\begin{aligned}
r((n+1)(d-1)+2) & >2(n+1)(d-1) \\
& =2((d-1) n+(d-1)) \\
& >(d-1) n+(d-1) n \\
& \geq(d-1) n+2 n \\
& =(d+1) n
\end{aligned}
$$

a contradiction. Rearranging eq. (3), we obtain

$$
d=2 n-1
$$

and the proof is complete.
Further, we need the following result about the $\Omega$-periodicity of modules in the stable module category.
Lemma 3 Iffor some $\Lambda$-module $M$,

$$
\Omega^{a} M \simeq \Omega^{b} M \simeq M
$$

in the stable module category, for some positive integers $a$ and $b$, then

$$
\Omega^{\operatorname{gcd}(a, b)} M \simeq M
$$

in the stable module category.
Proof The functor

$$
\Omega: \underline{\bmod } \Lambda \rightarrow \underline{\bmod } \Lambda
$$

is an auto-equivalence of the stable module category of $\Lambda$. Thus $\Omega^{-1}$ and $\Omega$ are inverses. The lemma then follows from a simple algebraic manipulation.

We will also need the following useful lemma.
Lemma 4 Let $\Lambda$ be a self-injective finite-dimensional algebra. Then for all finitely-generated $\Lambda$-modules $M$ and $N$ and positive integers $i$,

$$
\operatorname{Ext}_{\Lambda}^{i}(M, N) \simeq \underline{\operatorname{Hom}}_{\Lambda}\left(\Omega^{i} M, N\right) \simeq \underline{\operatorname{Hom}}_{\Lambda}\left(M, \Omega^{-i} N\right)
$$

Proof See, e.g., [26] p. 409].
We can now prove our result, which combined with Darpö and Iyamas result theorem 2 below gives us enough restrictions on $d$ and $n$ to permit a classification of the $d$-cluster-tilting modules.

Proposition 6 If $\Lambda$ has a d-cluster-tilting module $X$, then $(d+1) \mid 2 n$.
Proof Let $r:=\operatorname{gcd}(d+1,2 n)$. Combining theorem 5 from section 3.1 and lemma 3 above,

$$
\Omega^{d+1} X \simeq \Omega^{2 n} X \simeq X
$$

whence

$$
\Omega^{r} X \simeq X
$$

Clearly, $r \geq d$, for if $r<d$, then by lemma 4

$$
\operatorname{Ext}_{\Lambda}^{r}(X, X) \simeq \underline{\operatorname{Hom}}_{\Lambda}\left(\Omega^{r} X, X\right) \simeq \underline{\operatorname{Hom}}_{\Lambda}(X, X) \neq 0
$$

which would contradict $X$ being a $d$-cluster-tilting module. Now suppose $r=d$. Then

$$
\Omega^{d} X \simeq \Omega^{d+1} X \simeq X
$$

and thus by lemma 3 .

$$
\Omega^{\operatorname{gcd}(d, d+1)} X=\Omega^{1} X \simeq X
$$

but this contradicts with $X$ being a $d$-cluster-tilting module, $d \geq 2$. We may then conclude that

$$
\operatorname{gcd}(d+1,2 n)=d+1
$$

which implies that $(d+1) \mid 2 n$.
We now state the result obtained by Darpö and Iyama in [6] Proposition 5.4] and then proceed to stating and proving our classification theorem.

Theorem 2 Let $\Lambda \simeq k Q_{n} / R^{\ell}$ for some integer $\ell \geq 2$. Then there is a d-cluster-tilting module of $\Lambda$ if and only if at least one of the following two conditions are satisfied.

- $(\ell(d-1)+2) \mid(2 n)$
- $(\ell(d-1)+2) \mid(t n)$
where $t=\operatorname{gcd}(d+1,2(\ell-1))$.
Theorem 3 Let $\Lambda \simeq k Q_{n} / R^{a n+1}$ be a symmetric Nakayama algebra. Then there exists a $d$-cluster-tilting module of $\Lambda$ if and only if $(d, a, n)$ is one of the following triples:
- $(2,1,3)$
- $(2,1,6)$
- $(2,2,3)$
- $(2 n-1,1, n)$

That is, there are three special cases and one countable family. In particular, every symmetric Nakayama algebra ( $n \geq 2$ ) has at least one non-trivial d-cluster-tilting module, namely a ( $2 n-1$ )-cluster-tilting module.

PROOF By theorem 2 there are two possibilities on $(d, a, n)$ that are equivalent to the existence of a $d$-cluster-tilting module. The first is

$$
((a n+1)(d-1)+2) \mid(2 n)
$$

By lemma 1 ( $d, a, n)=(2,1,3)$ is the only possibility in this case. The second case is

$$
((a n+1)(d-1)+2) \mid(t n)
$$

where $t=\operatorname{gcd}(d+1,2 a n)$. By proposition $6 t=d+1$ and this yields the remaining three cases by lemma 2 .

Example 2 The two special cases $(a, n)=(1,3)$ and $(a, n)=(1,6)$ have two distinct non-trivial cluster-tilting modules for different values of $d$. Namely, the former has a 2 -cluster-tilting module and a 5 -cluster-tilting module, while the latter has a 2-cluster-tilting module and a 11-cluster-tilting module. Up to isomorphism these are the only two symmetric Nakayama algebras possessing two distinct cluster-tilting modules.

### 3.1 Periodicity of modules of symmetric Nakayama algebras

In this section we will prove the result we used in our proof that any indecomposable module of a symmetric Nakayama algebra has $\Omega$-periodicity (at most) $2 n$. As before, fix $\Lambda=k Q_{n} / R^{a n+1}$.

We denote by $\ell \ell(\Lambda)$ is the Loewy length of $\Lambda$; that is, the length of the radical series of $\Lambda$. In our case, $\ell(P)=\ell \ell(\Lambda)=a n+1$, for any indecomposable projective $\Lambda$ module $P$.

Theorem 4 Let $M \in \operatorname{ind} \Lambda$ with $\ell \ell(M)=t$. Then

$$
M \simeq P_{i} / \operatorname{rad}^{t} P_{i}
$$

for the indecomposable projective module $P_{i}$ corresponding to some vertex i. Consequently, $M$ is uniquely determined by its length and top $M \simeq S_{i}$, the simple module corresponding to vertex $i$.

Proof See, e.g., [1] p. 169] and [4, p. 113].

Corollary 1 For a given $t \in\{1,2, \ldots, \ell \ell(\Lambda)\}$, there are $n$ indecomposable modules of length $t$, up to isomorphism.

Lemma 5 Let $t \in\{1, \ldots, \ell \ell(\Lambda)-1\}$ and let $X_{t}$ be the set of isomorphism classes of nonprojective indecomposable modules of length $t$. Then $\Omega^{2}$ induces a permutation on $X_{t}$.

Proof Let us remark first that the indecomposable projective modules $P$ of $\Lambda$ all have the same length; we denote this length by $l$.

Note that since $\Lambda$ is symmetric, $\tau \simeq \Omega^{2}$ and consequently $M, N \in X_{t}$ are isomorphic if and only if $\Omega^{2} M$ and $\Omega^{2} N$ are isomorphic. Moreover, $\Omega^{2} M$ is indecomposable whenever $M$ is and $X_{t}$ has cardinality $n$ by corollary 1 .

In fact, $\Omega^{2} M \in X_{t}$. To see this, take the canonical projective cover $P$ of $M$. We then have a short exact sequence

$$
0 \rightarrow \Omega M \rightarrow P \rightarrow M \rightarrow 0
$$

and $\ell(\Omega M)=\ell(P)-\ell(M)=l-t$. Now take a projective cover $P^{\prime}$ of $\Omega M$. We then get a short exact sequence

$$
0 \rightarrow \Omega^{2} M \rightarrow P^{\prime} \rightarrow \Omega M \rightarrow 0
$$

and consequently

$$
\ell\left(\Omega^{2} M\right)=\ell\left(P^{\prime}\right)-\ell(\Omega M)=l-(l-t)=t
$$

Now we can state and prove the main theorem for this subsection.
Theorem 5 Let $M \in$ ind $\Lambda$ be non-projective. Then

$$
\Omega^{2 n} M \simeq M
$$

Proof By lemma 5, $\Omega^{2}$ induces a permutation on the set $X_{t}$ of isomorphism classes of the non-projective indecomposable modules of fixed length $t$. Moreover by corollary 1 the cardinality of $X_{t}$ is $n$. Consequently,

$$
\Omega^{2 n} M \simeq M
$$

for any $M \in X_{t}$. Finally by theorem 4 any $M \in$ ind $\Lambda$ belong, up to isomorphism, to $X_{t}$ for some $t$.

## 4 On a paper by Erdmann and Holm

I love it!
-Jay
In this section we prove a well-known result on the complexity of a self-injective algebra possessing a cluster-tilting module due to Erdmann and Holm [8]. We mostly follow the arguments they gave in their paper.

Throughout this section we fix a finite-dimensional algebra $\Lambda$. By $\nu$ in this section we refer both to the Nakayama automorphism of $\Lambda$ to the Nakayama functor of the module category $\bmod \Lambda$ - context will make the distinction clear.

To begin, we first need a rather technical result that plays a central role in the proof of the main theorem.

Theorem 6 Let $\Lambda$ be afinite-dimensional algebra and let $X$ be an $\Lambda$-module with with $\operatorname{Ext}_{\Lambda}^{1}(X, X)=$ 0 . Moreover, let $V$ be an $\Lambda$-module such that $\operatorname{Ext}_{\Lambda}^{1}(X, V) \neq 0$; let $n=\operatorname{dim} \operatorname{Ext}_{\Lambda}^{1}(X, V)$. Then there exists an $\Lambda$-module $U$ with $\operatorname{Ext}_{\Lambda}^{1}(X, U)=0$, along with a short exact sequence

$$
0 \rightarrow V \rightarrow U \rightarrow X^{n} \rightarrow 0
$$

Proof See [8 p. 6] or [5] p. 33].
Recall that the complexity of a module $M$ is a measure of the size of a minimal projective resolution of $M$. Concretely, if $\cdots \rightarrow P_{1} \rightarrow P_{0} \rightarrow 0$ is a minimal projective resolution of $M$, the complexity of $M$ is defined as

$$
\operatorname{cx}(M):=\inf \left\{b \in \mathbb{N} \mid \exists C>0: \operatorname{dim} P_{n} \leq C n^{b-1} \forall n \in \mathbb{N}\right\}
$$

where $\operatorname{dim} P_{n}$ is the dimension of $P_{n}$ as a vector space. Note in particular that $\operatorname{cx}(M)=$ 0 iff the minimal projective resolution of $M$ is finite (that is, there is some positive integer $N$ such that $P_{n}=0$ for all $n \geq N$ ) and that $\operatorname{cx}(M)=1$ iff the minimal projective resolution of $M$ is bounded (that is, there is a constant $D>0$ such that $\operatorname{dim} P_{n}<D$ for each $n \in \mathbb{N}$ ).

We will need the following well-known lemma from homological algebra for the proof of the next lemma.

Lemma 6 (Horseshoe lemma) Let $M, M^{\prime}$ and $M^{\prime \prime}$ be finitely-generated modules over a ring $R$. Suppose $\ldots \rightarrow P_{1}^{\prime} \rightarrow P_{0}^{\prime} \rightarrow 0$ is a projective resolution of $M^{\prime}$ and $\ldots \rightarrow P_{1}^{\prime \prime} \rightarrow$ $P_{0}^{\prime \prime} \rightarrow 0$ is a projective resolution of $M^{\prime \prime}$ and let $P_{i}=P_{i}^{\prime} \oplus P_{i}^{\prime \prime}$. Then there is a projective resolution $\ldots \rightarrow P_{1} \rightarrow P_{0} \rightarrow 0$ of $M$.

First, give a lemma relating the complexity of a module and short exact sequences.
Lemma 7 Suppose $M, N$ and $L$ are finite-dimensional modules of a finite-dimensional, selfinjective algebra $\Lambda$ and that we have a short exact sequence

$$
0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0
$$

If two of $M, N$, $L$ have complexity 0 or 1 , then so does the third.

Proof Suppose that $L$ and $N$ have finite (resp. bounded) projective resolutions. Construct minimal projective resolutions. By the horseshoe lemma the direct sum of these two resolutions is a projective resolution for $M$. It follows that this is finite (resp. bounded).

Alternatively, suppose $L$ and $M$ have finite (resp. bounded) projective resolutions. Construct minimal projective resolutions for $L$ and $N$. Then the direct sum of these will be a projective resolution of $M$ and thus finite (resp. bounded). This implies that the projective resolution for $N$ is finite (resp. bounded). The same follows for the case with $M$ and $N$ having finite (resp. bounded) projective resolutions.

The next lemma concerns the complexity of a module that is $\Omega^{k+2} \nu$-periodic.
Lemma 8 Suppose a $\Lambda$-module $M$ is $\Omega^{k+2} \nu$-periodic, for some nonzero integer $k \geq 1$, then $M$ has complexity 0 or 1 .

Proof Here, $\nu=\nu_{*}: \bmod \Lambda \rightarrow \bmod \Lambda$ is the Nakayama functor induced from the Nakayama automorphism (also refered to as $\nu$ ) of $\Lambda$.

Now, it is well-known that the Nakayama functor $\nu$ is right exact [1, p. 83] and that $\nu(M)=M$ as vector spaces, when $\Lambda$ is self-injective. Moreover, $\nu$ induces a twisted ation on $M$; it is well-known that a module $M$ with a twisted action has the same complexity as $M$ with the untwisted action [8 p. 6]. Combining these facts, we get that $\nu(M)$ and $M$ have the same complexity, given $\operatorname{cx}(M) \leq 1$.

Suppose that $M \in \bmod \Lambda$ is $\Omega^{k+2} \nu$-periodic. If $\operatorname{cx}(M) \neq 0$, construct a minimal projective resolution of $M$ :

$$
\begin{equation*}
\cdots \rightarrow P_{n} \rightarrow P_{n-1} \rightarrow \cdots \rightarrow P_{0} \rightarrow M \rightarrow 0 \tag{4}
\end{equation*}
$$

Let $1 \leq \ell<\infty$ be the $\Omega^{k+2} \nu$-period of $M$. Then

$$
\begin{aligned}
\left(\Omega^{k+2} \nu\right)^{\ell}(M) & \simeq \Omega^{\ell(k+2)} \nu^{\ell}(M) \\
& =\Omega^{\ell(k+2)}(\widetilde{M}) \\
& \simeq M
\end{aligned}
$$

where the first isomorphisms follows from the fact that $\Omega$ and $\nu$ commute, since $\Lambda$ is self-injective, and where we define $\widetilde{M}:=\nu^{\ell}(M)$. By our previous discussion, $M$ and $\widetilde{M}$ have the same complexity, given $\operatorname{cx}(\widetilde{M}) \leq 1$. Thus it is sufficient to show that $\operatorname{cx}(\widetilde{M})=1$.

But this is clear. Since $\Omega^{\ell(k+2)}(\widetilde{M}) \simeq M$ and $\widetilde{M}$ and $M$ are isomorphic as vector spaces, only finitely many projective modules will appear in eq. (4). Then the supremum of the dimension of these (which is necessarily finite), will be an upper bound, which shows that $\operatorname{cx}(\widetilde{M})=\operatorname{cx}(M)=1$.

We now come to the main theorem of [8].
Theorem 7 Suppose $\Lambda$ is a self-injective algebra with an $n$-cluster-tilting module $X, n \geq 2$. Then all $\Lambda$ modules have complexity 0 or 1 .

Proof Let $X$ be a $n$-cluster-tilting module of $\Lambda$. Suppose $U_{0}$ is a $\Lambda$-module with $\mathrm{cx}(M) \geq 2$. Construct modules $U_{1}, \ldots, U_{n}$ inductively as follows.

If $\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{n-i} X, U_{i-1}\right)=0$ for $i \geq 1$, define $U_{i}=U_{i-1} \oplus \Omega^{n-i} X$. Otherwise we can apply theorem 6 with $V=U_{i-1}$ to construct an universal extension

$$
\begin{equation*}
0 \rightarrow U_{i-1} \rightarrow U_{i} \rightarrow\left(\Omega^{n-i} X\right)^{r_{i}} \rightarrow 0 \tag{5}
\end{equation*}
$$

with $\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{n-i} X, U_{i}\right)=0$ and $r_{i}$ defined implicitly. We want to show that $\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{j} X, U_{i}\right)=$ 0 for $n-i \leq j \leq n-1$. Clearly, this is true for $i=1$. For the inductive step, note first that

$$
\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{j} X, \Omega^{n-i} X\right)=\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{i+j-n} X, X\right)=\operatorname{Ext}_{\Lambda}^{i+j+1-n}(X, X)=0
$$

The last equality follows since $X$ is $n$-cluster-tilting. By induction, $\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{j} X, U_{i-1}\right)=$ 0 . By applying $\operatorname{Hom}_{\Lambda}\left(\Omega^{j} X,-\right)$ to eq. (5) and writing down the long exact sequence in homology, we conclude that $\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{j} X, U_{i}\right)=0$ for $n-i \leq j \leq n-1$.

Particularly for $U_{n}$, we have

$$
\operatorname{Ext}_{\Lambda}^{j}\left(X, U_{n}\right)=\operatorname{Ext}_{\Lambda}^{1}\left(\Omega^{j-1} X, U_{n}\right)=0
$$

for $1 \leq j \leq n$. As $X$ is $n$-cluster-tilting, this implies that $U_{n} \in \operatorname{add}(X)$. Subsequently, $U_{n}$ is then $\Omega^{2} \nu$-periodic and, by lemma 8 , has complexity 0 or 1 . Now suppose $U_{n}, \ldots, U_{n-i}, 0 \leq i \leq n-1$ all have complexity 0 or 1 . There is by assumption the short exact sequence

$$
0 \rightarrow U_{n-i} \rightarrow U_{n-i-1} \rightarrow\left(\Omega^{i+1} X\right)^{r_{i+1}} \rightarrow 0
$$

in which the middle two terms have complexity 0 or 1 ; by lemma $7 U_{n-i-1}$ has the same complexity. By downward induction, we conclude that $U_{0}$ has either complexity 0 or 1 . This shows that every $\Lambda$-module has complexity at most 1 .

## 5 Cluster-tilting modules of trivial extensions algebras of Dynkin type

That guy doesn't have green!

> -Lewis

### 5.1 Derived categories

References for this section are [11] and [28].
We begin by recalling the definition of the derived category and recall some results on the derived category of an algebra of Dynkin type $\mathbb{D}_{n}$.

Intuitively, one may think of the (bounded) derived category $\mathcal{D}^{b}(\Lambda)$ as identifying $\Lambda$-modules $M$ their resolutions - that is, with complexes of homology $M$ in the zeroth position and 0 elsewhere. In particular, we consider the category of complexes of $\Lambda$-modules with bounded homology. We then identify two complexes if their homologies are isomorphic, in a process reminiscent of localization of rings at, say, prime ideals. For instance, if the $\Lambda$-module $M$ has a projective resolution

$$
\cdots \rightarrow P_{1} \rightarrow P_{0} \rightarrow 0 \rightarrow 0 \rightarrow \cdots
$$

which is exact at every point except at $P_{0} \rightarrow 0$, then this complex - this resolution of $M$ - has the same homology as the complex consisting only of $M$ in the zeroth position:

$$
\cdots \rightarrow 0 \rightarrow M \rightarrow 0 \rightarrow \cdots
$$

The exact details of the localization procedure and more arguments for why derived categories are interesting, although interesting, are beyond the scope of this thesis. Thus we will confine ourselves to recalling some results on derived categories relevant to our needs. The following result is well known and true in more generality, although we will confine us to the one specific case relevant to us.

Proposition 7 Let $A$ and $A^{\prime}$ be two algebras of Dynkin quivers of the same type (say, $\mathbb{D}_{n}$ ), but with different orientations. Then $A$ and $A^{\prime}$ are derived equivalent.

That is, if ${ }^{b}(A)$ is the bounded derived category of $A$ and $\mathcal{D}^{b}\left(A^{\prime}\right)$ is the derived category of $A^{\prime}$, there is an equivalence of categories

$$
\mathcal{D}^{b}(A) \simeq \mathcal{D}^{b}\left(A^{\prime}\right)
$$

Proof This follows from theorem 9 in section 5.3.
As all of our results in the sequel will depend only on derived categories (and not module categories directly) related to $k \mathbb{D}_{n}$, we may safely pick any orientation on $\mathbb{D}_{n}$ and be sure that our results will be true for any other orientation.

We recall also that for any algebra $A$, the stabilised module category $\bmod A$ has a triangulated structure with shift or suspension funtor $[1]:=\Omega^{-1}$.

Finally, we recall the definition of a Serre functor.

Definition 7 Let $\mathcal{C}$ be a triangulated category with suspension functor [1]. An additive equivalence $\mathbb{S}$ of $\mathcal{C}$ is said to be a Serre functor if

$$
[1] \circ \mathbb{S} \simeq \mathbb{S} \circ[1]
$$

and for each pair $A, B \in \mathcal{C}$, there is an equivalence

$$
\operatorname{Hom}_{\mathcal{C}}(A, B) \simeq D \operatorname{Hom}_{\mathcal{C}}(B, \mathbb{S} A)
$$

We remark that the Nakayama autofunctor $\nu$ on $\mathcal{D}^{b}(A)$, induced from the Nakayama automorphism on $\bmod A$ for an algebra $A$, is a Serre functor.

### 5.2 Notation and Calabi-Yau property

This section serves to introduce and clarify some notation as well as introducing the fractional Calabi-Yau property for derived categories of quiver algebras of type $\mathbb{D}_{n}$. Further, we prove some results following from the fractional Calabi-Yau property, which we will need in the sequel.

Our reference for this section is [16], to which we refer to reader for more on the fractional Calabi-Yau property.

Throughout this section, we are working in the derived category $\mathcal{D}^{b}\left(k \mathbb{D}_{n}\right)$; [1] is the shift functor in this category and $\nu$ is the Nakayama functor in this category, which is induced by the Nakayama automorphism of $k \mathbb{D}_{n}$. We mention that $\nu$ is a Serre functor on $\mathcal{D}^{b}\left(k \mathbb{D}_{n}\right)$.

Definition 8 An algebra $A$ is twisted fractionally $\frac{a}{b}$-Calabi-Yau (abbreviated $\frac{a}{b}$-CY) if

$$
\nu^{b} \simeq[a] \circ \phi^{*}
$$

as functors for some integers $a$ and $b$, where $a \neq 0$ and $\phi^{*}$ is the functor induced by an endomorphism $\phi$ of $A$.

In the special case $\phi=\mathbb{1}_{A}, A$ is fractionally $\frac{a}{b}$-Calabi-Yau (abbreviated twisted $\frac{a}{b}$-CY).

By [16. Proposition 3.1], $k \mathbb{D}_{n}$ is fractionally $\frac{n-2}{n-1}$-CY if $n$ is even and fractionally $\frac{2 n-4}{2 n-2}$ CY if $n$ is odd, so we have the following

Proposition 8 If $n$ is even then,

$$
\nu^{n-1} \simeq[n-2],
$$

and if $n$ is odd then,

$$
\nu^{2 n-2} \simeq[2 n-4] .
$$

Also, by [16. Proposition 3.2], if $n$ is odd, then $k \mathbb{D}_{n}$ is twisted $\frac{n-2}{n-1}$-CY where $\sigma:=\phi^{*}$ is induced by the involution of $\mathbb{D}_{n}$, given by $(n-1) \mapsto n, n \mapsto(n-1)$ and otherwise $i \mapsto i$, so we have the following

Proposition 9 If $n$ is odd, then

$$
\nu^{n-1} \simeq[n-2] \circ \sigma,
$$

where $\sigma$ is the aforementioned involution.
The following proposition on the characterization of the Auslander-Reiten translation in the derived category is well known; see [14, p. 37].

## Proposition 10

$$
\tau \simeq \nu \circ[-1]
$$

From the above two propositions, we have the following corollaries.
Corollary 2

$$
[2] \simeq \tau^{2-2 n}
$$

PROOF By the fractional Calabi-Yau property and proposition 10 .

$$
\begin{aligned}
\tau^{2-2 n} & \simeq \nu^{2-2 n} \circ[2 n-2] \\
& \simeq[-(2 n-4)] \circ[2 n-2] \\
& \simeq[2]
\end{aligned}
$$

Corollary 3

$$
\tau^{3-2 n} \simeq \nu \circ[1]
$$

Proof By proposition 10 and corollary 2 above,

$$
\begin{aligned}
\nu \circ[1] & \simeq \tau \circ[2] \\
& \simeq \tau \circ \tau^{2-2 n} \\
& \simeq \tau^{3-2 n} .
\end{aligned}
$$

### 5.3 Repetitive algebras and Happel's theorem

Before we state Happel's theorem, we need to introduce the notion of the repetitive algebra of an algebra.

Definition 9 Let $A$ be an algebra. We define its repetitive algebra $\widehat{A}$ as follows. The additive structure of $\widehat{A}$ is

$$
\widehat{A}:=\bigoplus_{i \in \mathbb{Z}}(A \oplus D(A))
$$

where $D(A)$ is the dual of $A$; the multiplicative structure is given by

$$
\left(a_{i}, \phi_{i}\right)_{i} \cdot\left(a_{i}^{\prime}, \phi_{i}^{\prime}\right)=\left(a_{i} a_{i}^{\prime}, a_{i} \phi_{i}^{\prime}+\phi_{i} a_{i}^{\prime}\right) .
$$

where $D(A)$ is given the same $A-A^{\text {op-bimodule structure as the one defined in sec- }}$ tion 2.1 .

Note how both the additive and multiplicative structures of $\widehat{A}$ mimic those of the trivial extension algebra $T(A)$ of $A$ (defined in section 2.1), only componentwise. In fact, we note in passing, it is possible to show that $\bmod \widehat{A}$ is equivalent to the algebra of $\mathbb{Z}$-graded $T(A)$-modules. (See [14, p. 64].)

Repetitive categories were first introduced in [17]; also see [14].
Endowed with the repetitive algebra, we now state Happel's theorem.
Theorem 8 Let $A$ be an algebra of finite global dimension. Then there is a triangle equivalence of categories

$$
\mathcal{D}^{b}(A) \simeq \underline{\bmod } \widehat{A}
$$

Proof See [14 p. 88].
Moreover, we have the following theorem, also due to Happel.
Theorem 9 Let $Q$ be a quiver of Dynkin type and let $\mathcal{T}(Q)$ be its mesh category, as defined in section 2.2. There is an equivalence

$$
\mathcal{T}(Q) \simeq \operatorname{ind} \mathcal{D}^{b}(k Q)
$$

where the latter is the category of indecomposable objectsin $\mathcal{D}^{b}(k Q)$. Moreover, the $\tau$-functors in the two categories correspond to each other.

Proof See [14 p.55].

### 5.4 Last step of the equivalence

Throughout this section, let $Q$ be of Dynkin type type $\mathbb{E}_{6}, \mathbb{E}_{7}, \mathbb{E}_{8}, \mathbb{D}_{n}$ or $\mathbb{A}_{n}, n \geq 3$.
In the previous section we considered two now classical equivalences due to Happel. If we limit our attention to $k Q$ - which we will in the sequel - the two equivalences can be stated as

$$
\mathcal{D}^{b}(k Q) \simeq \underline{\bmod } \widehat{k Q}
$$

and

$$
\mathcal{T}(Q) \simeq \operatorname{ind} \mathcal{D}^{b}(k Q)
$$

Our goal in this subsection is to prove that finding a $d$-cluster-tilting module of $T(k Q)$ is equivalent to finding a $d$-cluster-tilting subcategory of a certain factor category $\mathfrak{T}$ (defined in the end of this subsection) of the mesh category $\mathcal{T}(Q)$, defined in section 2.2 .

To do so, we will need a few more recent results by Darpö and Iyama given in [6], as well as one result by Gabriel given in [10]. In the former paper, the authors prove their results in greater generality than what is needed here: we will confine us to $\widehat{k Q}$.

Lemma 9 Let $G$ be a group acting on $\widehat{k Q}$.
The push-down functor $F_{*}: \bmod \widehat{k Q} \rightarrow \bmod (\widehat{k Q} / G)$ induces an equivalence

$$
(\bmod \widehat{k Q}) / G \simeq \bmod (\widehat{k Q} / G)
$$

Proof Combine [6, Lemma 3.5(c)] to get that the induced functor is full and faithul and [10, Theorem 3.6] to get that it is dense.

The following lemma is adopted from [6, Corollary 2.5]. Given an autoequivalence $\phi$ of $\widehat{k Q}$, we define the autofunctor $\phi_{*}: \bmod \widehat{k Q} \rightarrow \widehat{k Q}$ by $\phi_{*}(M)=M \circ \phi^{-1}$. A subcategory $\mathcal{U}$ is said to be $G$-equivariant for a group $G$ if $g_{*}(\mathcal{U})=\mathcal{U}$ for each $g \in G$.

Lemma 10 Let $k$ be an algebraically closed field and $G=\langle\phi\rangle$ be the group generated by an admissible automorphism $\phi$ of $\widehat{k Q}$. Then the push-down functor

$$
F_{*}: \bmod \widehat{k Q} \rightarrow \bmod (\widehat{k Q} / G)
$$

induces a bijection from the class of $G$-equivariant d-cluster-tilting subcategories of $\bmod \widehat{k Q}$ to the class of $d$-cluster-tilting modules of $\bmod (\widehat{k Q} / G)$.

Proposition 11 (Proposition 2.17) Let $\nu$ be the Nakayama functor of $\widehat{k Q}$. $\bmod \widehat{k Q}$ has a Serre functor $\nu_{*} \circ \Omega$.

With the help of the above results, we can prove the following results.

## Lemma 11

$$
\underline{\bmod } T(A) \simeq \underline{\bmod } \widehat{k Q} / \widehat{\nu}
$$

where $\widehat{\nu}$ is the Nakayama automorphisms of $\widehat{k Q}$.
Proof The repetitive category $\widehat{k Q}$ is self-injective and its Nakayama automorphism $\widehat{\nu}=\nu_{\widehat{k Q}}$ is given by degree-one shift (see [6, p.11]). Thus the functor

$$
F: \underline{\bmod } T(k Q) \rightarrow \underline{\bmod } \widehat{k Q} / \widehat{\nu}
$$

given by inclusion into the first factor,

$$
F(a, f)=(0, \ldots, 0, a, f, 0, \ldots, 0)
$$

is clearly an equivalence.
Lemma 12 There is an equivalence

$$
\nu_{*} \simeq \nu \circ[1]
$$

where $\nu$ is the Nakayama functor induced by the Nakayama automorphism of $\widehat{k Q}$ and $\nu_{*}$ is the functor defined in proposition 11 above.

PRoof By proposition 11, $\nu_{*} \circ \Omega$ is a Serre functor for $\underline{\bmod } \widehat{k Q}$. Moreover, it is well known that if a Serre functor exists, then it is unique up to equivalence. In particular, $\nu$ is also a Serre functor on $\underline{\bmod } \widehat{k Q}$, and so

$$
\nu_{*} \circ \Omega \simeq \nu .
$$

Now note that $\Omega^{-1}=[1]$ is the shift functor with the triangulated structure on $\bmod \widehat{A}$, so

$$
\nu_{*} \circ[-1] \simeq \nu
$$

and since [1] an autoequivalence, we have

$$
\nu_{*} \simeq \nu \circ[1] .
$$

Now let $\mathfrak{T}:=\mathfrak{T}(Q):=\mathcal{T}(Q) /\left(\tau^{3-2 n}\right)$. To summarise, we have the following
Theorem 10 There is a triangle equivalence

$$
\underline{\bmod } T(k Q) \simeq \mathcal{D}^{b}(k Q) /(\nu \circ[1])
$$

and a triangle equivalence

$$
\mathfrak{T}(Q) \simeq \operatorname{ind} \mathcal{D}^{b}(k Q) /(\nu \circ[1])
$$

PROOF For the first triangle equivalence, combine lemma 11 lemma 9 lemma 12 and finally theorem 8

For the second triangle equivalence, combine theorem 9 and corollary 3
Since by taking finite direct summands of ind $\mathcal{D}^{b}(k Q) /(\nu \circ[1])$, we obtain $\mathcal{D}^{b}(k Q) /(\nu \circ$ [1]), the existence of a $d$-cluster-tilting module in $\bmod T(k Q)$ is equivalent to the existence of a $d$-cluster-tilting subcategory of $\mathfrak{T}$ by theorem 10 . Since any $d$-clustertilting module in $\bmod T(k Q)$ is also a $d$-cluster-tilting module considered as an object of $\bmod T(k Q)$ and - by possibly adding the indecomposable projectives as direct summands - vice versa, we have the following

Theorem 11 There exists a d-cluster-tilting module of $T(k Q)$ if and only if there exists a $d$-cluster-tilting subcategory of $\mathfrak{T}(Q)$.

Our strategy in the sequel will be to leverage theorem 11 to obtain results on the existence or non-existence of cluster-tilting modules of $T(k Q)$, by working in $\mathfrak{T}$. Given that $\mathfrak{T}$ has only a finite number of objects and morphisms of objects, this allows us to work combinatorially.

### 5.5 Looking for cluster-tilting subcategories of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$

For this subsection, we will be working exclusively in the category $\mathfrak{T}=\mathfrak{T}\left(\mathbb{D}_{n}\right)$. By proposition 7 , results proved in $\mathfrak{T}$ with one specific orientation on $\mathbb{D}_{n}$ will remain true for other orientations on $\mathbb{D}_{n}$ (since these categories are all equivalent). Thus we fix the following orientation on $\mathbb{D}_{n}$ throughout this section: there are arrows $i \rightarrow(i+1)$ for $i=1,2 \ldots, n-2$ as well as an arrow $(n-2) \rightarrow n$. The orientation on the repetitive quiver $\mathcal{T}\left(\mathbb{D}_{n}\right)$ follows that of definition 5 . In this section, $\tau$ denotes the translation in $\mathfrak{T}$.

In $\mathfrak{T}$, the translation functor [1] is induced from the syzygy functor $\Omega^{-1}$ in $\underline{\bmod } T(k Q)$ by the triangle equivalence in theorem 10 and $\nu$ in $\mathfrak{T}$ is defined by $\nu=\tau \circ[1]$, as $\tau=\nu \circ[-1]$ in $\mathcal{D}^{b}(k Q)$.

We note that since $\nu \circ[1] \simeq \mathbb{1}_{\mathfrak{T}}$ and $\nu$ and $[1]$ are equivalences, we have $\nu \simeq[-1]$. Since $\nu$ is a Serre functor, then so is $[-1]$.

Whenever we mention a nonzero path (or simply a path) in $\mathfrak{T}\left(\mathbb{D}_{n}\right)$, we refer to a nonzero morphism in $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. That is, one that is out canceled out by the relations $m_{x}$ in $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ (see definition 5 ).

### 5.5.1 Some results in $\mathfrak{T}$

In this subsection, we mention several results that we will need in the sequel. These results may be referred to without reference.

Lemma 13 If $n$ is even, then

$$
[2 n-3] \simeq \mathbb{1}_{\mathfrak{T}}
$$

and if $n$ is odd, then

$$
[4 n-6] \simeq \mathbb{1}_{\mathfrak{T}}
$$

Proof By proposition 8 if $n$ is even, then

$$
\begin{aligned}
\mathbb{1}_{\mathfrak{T}} & \simeq(\nu \circ[1])^{n-1} \\
& \simeq \nu^{n-1} \circ[n-1] \\
& \simeq[n-2] \circ[n-1] \\
& \simeq[2 n-3] .
\end{aligned}
$$

Otherwise, if $n$ is odd, we have

$$
\begin{aligned}
\mathbb{1}_{\mathfrak{T}} & \simeq(\nu \circ[1])^{2 n-2} \\
& \simeq \nu^{2 n-2} \circ[2 n-2] \\
& \simeq[2 n-4] \circ[2 n-2] \\
& \simeq[4 n-6] .
\end{aligned}
$$

Lemma 14

$$
\tau^{2 n-3} \simeq \mathbb{1}_{\mathfrak{T}}
$$

Proof By lemma 13 above and the facts that $\tau=\nu \circ[-1]$ and $\nu \simeq[-1]$, we have

$$
\begin{aligned}
\tau^{2 n-3} & \simeq(\nu \circ[-1])^{2 n-3} \\
& \simeq([-2])^{2 n-3} \\
& \simeq[-2(2 n-3)] \\
& \simeq([4 n-6])^{-1} \\
& \simeq \mathbb{1}_{\mathfrak{T}} .
\end{aligned}
$$

Lemma 15 If $n$ is even, then

$$
[1] \simeq \tau^{1-n}
$$

and if $n$ is odd, then

$$
[1] \circ \sigma \simeq \tau^{1-n}
$$

where $\sigma$ is the involution given in definition 8 .
PROOF By the fractional Calabi-Yau property definition 8 we have the following if $n$ is even:

$$
\begin{aligned}
\tau^{1-n} & \simeq([-2])^{1-n} \\
& \simeq[2 n-2] \\
& \simeq[2 n-3] \circ[1] \\
& \simeq[1] .
\end{aligned}
$$

By the twisted fractional Calabi-Yau property definition 8 we have the following if $n$ is odd:

$$
\begin{aligned}
\tau^{1-n} & \simeq([-2])^{1-n} \\
& \simeq[2 n-2] \\
& \simeq[2 n-3] \circ[1] \circ \sigma \\
& \simeq[1] \circ \sigma .
\end{aligned}
$$

In particular, we have a useful characterisation for suspensions of vertices by even integers.

Lemma 16 Let $k \in \mathbb{Z}$ and $(i, j) \in \mathfrak{T}\left(\mathbb{D}_{n}\right)$. Then

$$
(i, j)[2 k]=(i+k, j)
$$

Proof since $\sigma$ has order two, we have the following by lemma 15 regardless of the parity of $n$.

$$
\begin{aligned}
(i, j)[2] & \simeq \tau^{2(1-n)}(i, j) \\
& \simeq\left(\tau^{2-2 n} \circ \tau^{2 n-3}\right)(i, j) \\
& \simeq \tau^{-1}(i, j) \\
& \simeq(i+1, j)
\end{aligned}
$$

Hence

$$
\begin{aligned}
(i, j)[2 k] & \simeq \tau^{-k}(i, j) \\
& \simeq(i+k, j)
\end{aligned}
$$

The following proposition is well-known, and will reduce the work on showing if a subcategory $\mathcal{U}$ of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ is $d$-cluster-tilting or not.

Proposition 12 A subcategory $\mathcal{U}$ is a d-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ if and only if

$$
\mathcal{U}=\left\{x \in \mathfrak{T}\left(\mathbb{D}_{n}\right): \operatorname{Ext}_{\mathfrak{T}}^{1,2, \ldots, d-1}(x, \mathcal{U})=0\right\}
$$

which is true if and only if

$$
\mathcal{U}=\left\{x \in \mathfrak{T}\left(\mathbb{D}_{n}\right): \operatorname{Ext}_{\mathfrak{T}}^{1,2, \ldots, d-1}(\mathcal{U}, x)=0\right\}
$$

### 5.5.2 Restrictions on $d$ and $n$

Using the results in the previous subsection, we obtain some restrictions on $d$ and $n$ the existence of a $d$-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ would imply. Let $\mathcal{U}$ be a putative $d$-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. By proposition 5 , then

$$
\nu_{d}(\mathcal{U})=\nu(\mathcal{U}[-d])=\mathcal{U}
$$

Since $\nu \simeq[-1]$ in $\mathfrak{T}$, this is equivalent to

$$
\mathcal{U}[-(d+1)]=\mathcal{U}=\mathcal{U}[d+1] .
$$

Assuming for the moment that $n$ is even, by lemma 13 we have

$$
\mathbb{1}_{\mathfrak{T}} \simeq[2 n-3]
$$

from which it follows that

$$
\mathcal{U}[2 n-3] \simeq \mathcal{U}
$$

also; whence,

$$
\begin{aligned}
\mathcal{U} & \simeq \mathcal{U}[2 n-3] \\
& \simeq \mathcal{U}[2 n-3-(d+1)] \\
& \simeq \cdots \\
& \simeq \mathcal{U}[2 n-3-r(d+1)] \\
& \simeq \mathcal{U}[a]
\end{aligned}
$$

where $a$ is $2 n-3$ modulo $(d+1)$. Now if $(d+1)$ does not divide $(2 n-3)$, then $1 \leq a \leq d$, and so

$$
\begin{aligned}
0 & =\operatorname{Ext}_{\mathfrak{T}}^{a}(\mathcal{U}, \mathcal{U}) \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}(\mathcal{U}, \mathcal{U}[a]) \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}(\mathcal{U}, \mathcal{U}) \\
& \neq 0,
\end{aligned}
$$

as long as $a \neq d$. If $a=d$, then

$$
\begin{aligned}
0 & =\operatorname{Ext}_{\mathfrak{T}}^{1}(\mathcal{U}, \mathcal{U}) \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}(\mathcal{U}[-1], \mathcal{U}) \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}(\mathcal{U}[-1], \mathcal{U}[d]) \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}(\mathcal{U}[-(d+1)], \mathcal{U}) \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}(\mathcal{U}, \mathcal{U}) \\
& \neq 0 .
\end{aligned}
$$

Either case yields self-extensions of $\mathcal{U}$, which contradicts it being a $d$-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. Thus, we have proved the following

Theorem 12 If $n$ is even and there is a d-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$, then

$$
(d+1) \mid(2 n-3) .
$$

Corollary 4 If $d$ is odd and $n$ is even, there is no d-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right) . \quad \square$ If on the other hand $n$ is odd, we can repeat a similar argument to the one above, noting that

$$
\mathcal{U}[4 n-6] \simeq \mathcal{U}
$$

by lemma 13 to obtain the following
Theorem 13 If $n$ is odd and there is a d-cluster-tilting subcategory, then

$$
(d+1) \mid 2(2 n-3)
$$

Lemma 17 Suppose, for $d \geq 2$ and $n$ odd, that there is a $d$-cluster-tilting subcategory $\mathcal{U}$ of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ that is invariant under the functor $\sigma$ from proposition 9 . Then

$$
(d+1) \mid(2 n-3)
$$

PROOF If $n$ is odd, we have

$$
\nu^{n-1} \simeq[n-2] \circ \sigma
$$

by proposition 9 and since

$$
\sigma(\mathcal{U})=\mathcal{U}
$$

where $\sigma$ is the functor described in proposition 9 we get

$$
\mathcal{U}[2 n-3]=\mathcal{U}
$$

Now apply the proof of theorem 12 .

### 5.5.3 Restrictions on $d$

Suppose $d \geq 3$. For what values of $1 \leq j \leq n$ can the vertex $(i, j)$ be part of a $d$-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ ? In general,

$$
\begin{aligned}
0 & =\operatorname{Ext}_{\mathfrak{T}}^{2}[(i, j),(i, j)] \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}[(i, j),(i, j)[2]] \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}\left[(i, j), \tau^{-1}(i, j)\right] \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}[(i, j),(i+1, j)],
\end{aligned}
$$

and if $2 \leq j \leq n-2$, then there is a nonzero path

$$
(i, j) \rightarrow(i, j+1) \rightarrow(i+1, j)
$$

which implies that $\operatorname{Hom}_{\mathfrak{T}}[(i, j),(i+1, j)] \neq 0$. Thus if $(i, j)$ was part of a $d$-clustertilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$, said subcategory would have a self-extension, a contradiction. Whence we have proved the following

Lemma 18 If $d \geq 3$ and $(i, j) \in \mathcal{U}$ for a d-cluster-tilting subcategory $\mathcal{U}$ of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$, then $j=1, j=n-1$ or $j=n$.

If we moreover assume that $d \geq 5$ and $j=n-1$ or $j=n$, we necessarily need that the following be zero

$$
\begin{aligned}
\operatorname{Ext}_{\mathfrak{T}}^{4}[(i, j),(i, j)] & \simeq \operatorname{Hom}_{\mathfrak{T}}[(i, j),(i, j)[4]] \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}\left[(i, j), \tau^{-2}(i, j)\right] \\
& \simeq \operatorname{Hom}_{\mathfrak{T}}[(i, j),(i+2, j)]
\end{aligned}
$$

But if $j=n-1$, there is a nonzero path

$$
(i, n-1) \rightarrow(i+1, n-2) \rightarrow(i+1, n) \rightarrow(i+2, n-1),
$$

contradicting $\operatorname{Hom}_{\mathfrak{T}}[(i, n-1),(i+2, n-1)]=0$. Similarly, if $j=n$, there is a nonzero path

$$
(i, n) \rightarrow(i+1, n-2) \rightarrow(i+1, n) \rightarrow(i+2, n)
$$

contradicting $\operatorname{Hom}_{\mathfrak{T}}[(i, n),(i+2, n)]=0$. Whence we have proved the following
Lemma 19 If $d \geq 5$ and $(i, j) \in \mathcal{U}$ for a d-cluster-tilting subcategory $\mathcal{U}$ of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$, then $j=1$.

Lemmas 18 and 19 hint at dividing the classification problem into four parts: $d \geq 5$, $d=4, d=3$ and finally $d=2$. In the next four subsections, we consider each of these cases. Combined, these sections prove the following

Theorem 14 Let $d \geq 2$. If $d \neq 4$, there is no $d$-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. If $n=4$, there is a 4-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$.

Combining the above theorem with theorem 11 we arrive at our main theorem for this section.

Theorem 15 Let $A=T\left(k \mathbb{D}_{n}\right)$ be the trivial extension of the algebra $k \mathbb{D}_{n}$, for some orientation on $\mathbb{D}_{n}$, and let $d \geq 2$. If $d \neq 4$, there is no $d$-cluster-tilting module of $A$; if $n=4$, then there is a 4-cluster-tilting module of $A$.
5.5.4 $d \geq 5$

We begin by considering the case $d \geq 5$. First, we have the following
Lemma 20 If $d \geq 4$, there is no subcategory $\mathcal{U}$ of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ consisting only of vertices of the form $(i, 1)$ that is 4-cluster-tilting.

PROOF We may assume without loss of generality that

$$
\mathcal{U}=\left\{\nu_{d}^{\ell}(0,1): \ell \in \mathbb{Z}\right\}
$$

by symmetry and since otherwise, if there were a vertex $(i, 1) \in \mathcal{U}$, it would clearly have extensions with the above. Now suppose that for some vertex $(i, 1) \in \mathfrak{T}\left(\mathbb{D}_{n}\right)$ we have

$$
\operatorname{Ext}_{\mathfrak{T}}^{k}((i, 1),(0, n)) \neq 0
$$

where $1 \leq k \leq d-1$. Then

$$
\operatorname{Ext}_{\mathfrak{T}}^{k}((i, 1),(0, n)) \simeq \operatorname{Hom}_{\mathfrak{T}}((i, 1)[-k],(0, n)) \neq 0
$$

which implies that $(i, 1)[-k]=(0,1)$. Consequently,

$$
\operatorname{Ext}_{\mathfrak{T}}^{k}((i, 1),(0,1)) \simeq \operatorname{Hom}_{\mathfrak{T}}((i, 1)[-k],(0,1)) \neq 0
$$

so $(i, 1) \notin \mathcal{U}$. But then

$$
\operatorname{Ext}_{\mathfrak{T}}^{k}(\mathcal{U},(0, n))=0,
$$

which implies $(0, n) \in \mathcal{U}$, contradicting the hypothesis.
The above lemma yields a short proof to the following
Theorem 16 If $d \geq 5$, there is no $d$-cluster-tilting subcategories of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$.
PROOF By lemma 19 a putative $d$-cluster-tilting subcategory $\mathcal{U}$ would consist only of vertices of the form $(i, 1)$. By lemma 20 this is not possible.
5.5.5 $d=4$

Now we investigate the case $d=4$. Since then $d+1=5$, the existence of a 4-clustertilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ implies that

$$
\begin{equation*}
5 \mid(2 n-3) \tag{6}
\end{equation*}
$$

by theorems 12 and 13 A simple modulo calculation shows that eq. (6) is equivalent to

$$
\begin{equation*}
5 \mid(n+1) \tag{7}
\end{equation*}
$$

Now let $\mathcal{U}$ be a putative 4 -cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. If $(i, j) \in \mathcal{U}$, then $j \in\{1, n-1, n\}$ by lemma 18 . Moreover, if $n$ is odd we have the following

Lemma 21 If $n$ is odd and $(i, j) \in \mathcal{U}$, then $j=1$.
PROOF Without loss of generality, we may assume that $i=0$. By definition 8 ,

$$
[1] \simeq \tau^{1-n} \circ \sigma,
$$

where $\sigma(0, n-1)=(0, n), \sigma(0, n)=(0, n-1)$ and $\sigma(0,1)=(0,1)$. If $(0, j) \in \mathcal{U}$, then $(0, j)[2 n-3] \in \mathcal{U}$. Now

$$
(0, j)[2 n-3]=\sigma((2 n-3)(n-1), j)=\sigma(0, j)
$$

If $j=n-1$, then

$$
(0, n-1)[2 n-3]=(0, n) \in \mathcal{U}
$$

since $5 \mid 2 n-3$ and $\mathcal{U}$ is invariant under $\nu_{d}=[5]$ by proposition5. Now note that there is a path

$$
(0, n) \rightarrow(1, n-1)=(0, n-1)[2],
$$

which gives $\mathcal{U}$ a self-extension:

$$
\operatorname{Ext}_{\mathfrak{T}}^{2}((0, n),(0, n-1)) \simeq \operatorname{Hom}_{\mathfrak{T}}((0, n),(0, n-1)[2]) \neq 0
$$

contradicting $\mathcal{U}$ being a 4-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. Conversely, suppose that $j=n$. Then

$$
(0, n)[2 n-3]=(0, n-1) \in \mathcal{U}
$$

and there is a path

$$
(0, n-1) \rightarrow(1, n)=(0, n)[2]
$$

which again implies that $\mathcal{U}$ has a self-extension. Hence only $j=1$ is possible.
If $n$ is odd still, then $\mathcal{U}$ must consist only of vertices of the form $(i, 1)$ (by lemma 21 , this is the only possibility). But this is not possible by lemma 20 . Thus we have proven the following

Lemma 22 If $n$ is odd, then there is no 4-cluster-tilting subcategories of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$.
Combined with eq. (7), lemma 22 gives that

$$
5 \mid(n+1)
$$

and

$$
2 \mid n
$$

whence

$$
n=4+10 k
$$

for some $k \in \mathbb{N}$ are the only possible values for $n$, given the existence of a 4 -clustertilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. If $k=0$, we have an explicit example.

Example $3 \mathcal{U}=\{(0,1),(0,4)\}$ defines a 4-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{4}\right) . \quad \square$


Figure 1: Repetitive quiver $\mathfrak{T}\left(\mathbb{D}_{4}\right)$ for $\mathbb{D}_{4}$

The verification of example 3 is easy and left to the reader; see fig. 1 .
Our conjecture is that $n=4$ is the only example where $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ possess a 4-clustertilting subcategory (hence, any $d$-cluster-tilting subcategory, for $d \geq 2$ ). However, we have not succeeded in proving this yet. Collecting our results for this subsection, however, we have obtained a partial result.

Proposition 13 Suppose there is a 4-cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$. Then $n=4+$ $10 k$ for some $k \in \mathbb{N}$ and if $(i, j) \in \mathcal{U}$, then $j=1, j=n-1$ or $j=n$.

### 5.5.6 $d=3$

In this subsection, we investigate the case $d=3$. By corollary 4 , there can be no 3 -cluster-tilting subcategories of $\mathfrak{T}$ if $n$ is even, so we may limit ourselves to the case where $n$ is odd. In this case, theorem 13 gives

$$
4 \mid 2(2 n-3)
$$

from which we get

$$
2 \mid(2 n-3),
$$

which is a contradiction since $2 n-3$ is always odd. Thus we have proven the following
Theorem 17 There are no 3-cluster-tilting subcategories of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$.
5.5.7 $d=2$

In [12], Grimeland classifies all 2-cluster-tilting subcategories of the category $\mathcal{D}^{b}\left(k \mathbb{D}_{n}\right) / F$, for $n \geq 4$. Her result is that said category has a 2-cluster-tilting subcategory iff $F$ is one of the following.

- $\tau^{t n}$ for $n \geq 5$ odd
- $\tau^{t n-1}[1]$ for $n \geq 5$ odd
- $\tau^{2 t}$ for $n \geq 4$
- $\tau^{2 t-1}[1]$ for $n \geq 5$ odd
where $t \in \mathbb{Z}$. We leverage this result to immediately obtain a full classification of the 2-cluster-tilting subcategories of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$.

Suppose first that $n \geq 4$ is even. Then $F=\tau^{2 n-3}$, but $2 n-3$ is not even, so by the above result there cannot be a 2 -cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$.

Now suppose that $n \geq 5$ is odd. Then still $F=\tau^{2 n-3}$, but we have more options. Note first that $2 n-3=t n$ is clearly never possible for $n \geq 5$. The other two cases involve [1]. From lemma 15 we know that

$$
[1] \simeq \tau^{1-n} \circ \sigma,
$$

but then $F=\tau^{2 n-3}$ cannot involve a term with [1]. This takes care of the two remaining cases and shows that no 2 -cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$ exists for any $n \geq 4$. We write up our discussion as a

Theorem 18 If $n \geq 4$, then there is no 2 -cluster-tilting subcategory of $\mathfrak{T}\left(\mathbb{D}_{n}\right)$.

### 5.6 Looking for cluster-tilting categories of $\mathfrak{T}\left(\mathbb{A}_{n}\right)$ and $\mathfrak{T}\left(\mathbb{E}_{n}\right)$

We mention briefly that the machinery developed in section 5.4 can be applied also to trivial extensions of algebras of Dynkin type $\mathbb{A}$ or $\mathbb{E}$.

Trivial extensions of algebras of Dynkin type $\mathbb{A}$ are known to be symmetric Nakyama algebras; these are already classified in section 3

However, the author - that is, I - am not sure if trivial extensions of algebras of type $\mathbb{E}_{6}, \mathbb{E}_{7}$ or $\mathbb{E}_{8}$ are classified, yet. We do not provide a classification here, but show that we can use the machinery already developed to get only one possible value for $d$ in each. That is, we have the following

Proposition 14 Let $d \geq 2$ and suppose that there is a $d$-cluster-tilting subcategory of $\mathbb{E}_{6}$, $\mathbb{E}_{7}$ or $\mathbb{E}_{8}$, respectively. Then $d$ is 10,16 or 28 , respectively.

Proof It is known (see [16]) that $\mathbb{E}_{6}$ is $\mathbb{E}_{6}$ is fractional $\frac{10}{12}$-Calabi-Yau, while $\mathbb{E}_{7}$ is fractional $\frac{8}{9}$-Calabi-Yau and $\mathbb{E}_{8}$ is fractional $\frac{14}{15}$-Calabi-Yau.

Carrying out a similar argument to the one we gave in the proof of theorem 12 and applying proposition 5 yields the result.

The above proposition is not conclusive, so further research could look at this case or expand the machinery to other algebras that have a similar representation in terms of truncated repetitive quivers.
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