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Abstract

In this thesis we compare different model-families’ ability to predict the 11 year bi-
nary hypertension status, using data from the Trgndelag Health Study, HUNT. The
model-families used are that of logistic regression, random forest and neural net-
works. The goal of each prediction model was to predict the risk of hypertension at
the time of HUNT-3 for otherwise healty people at HUNT-2, using measurements
taken at HUNT-2.

First, a literature review was conducted to assess the current status of research on
hypertension risk prediction models. It was not possible to determine that one model
family should be better than the others based on the included literature.

With the relevant features identified from the literature study, a subset of relevant
data was extracted from the available HUNT data. The final dataset consisted of
n = 18249 participants and p = 19 features. An exploratory analysis of the dataset
showed that ’Systolic BP.’, 'Diastolic BP. and ’Age’ are the features most correlated
with the hypertension status at HUNT-3. ’Cholesterol’, ’Hypertension history in close
family’ and physical characteristics, like "Waist-circumference’, were also notable.

A repeated training and testing scheme was used to obtain performance distri-
butions for the three model-families. Along with the performance distribution, the
Framingham model was evaluated on the datasubset that matched the features used
in the Framingham model. All models were evaluated by the area under the Receiver-
Operator-Curve and the Precision-Recall-Curve, a modified Brier score and a score
named Tjur’s R

We conclude that the variability in the dataset had a greater effect than the choice
of model-family on the performance measures, as the differences between model-
families was smaller than the difference within each model-family. The results sug-
gests that if non-linear effects exists in the data at all, they have little additional pre-
dictive power compared to the linear effects. Further, a subset of particularly impor-
tant features was identified by importance scores. Repeating the analysis using only
these features for the logistic regression and random forest model-families produced
scores that were equally good as using the full feature set for these model families.

The results for all models and feature sets used were comparable to those ob-
tained by the Framingham model and to the relevant literature. Finally, taking into
account model properties, a logistic regression model using the features 'Systolic BP.,
"Diastolic BP., ’Age’, "'Waist-circumference’ and 'Hypertension history in close family’,
fitted with some regularization, but without balanced loss, is proposed as the optimal
modelling setup for this problem. For future work, analysis of datasubsets where the
models were highly wrong or disagreed across model-families is suggested, along with
a bias assessment of the literature on hypertension risk models.



Sammendrag

I denne oppgaven sammenlignes forskjellige modellfamiliers evne til & predikere 11-
ars risikoen for binger hypertensjon status, ved bruk av data fra helseundersgkelsen
1 Trgndelag, HUNT. Modellfamiliene som ble valgt var logistisk regresjon, nevrale
netverk og random forest. Malet for hver enkelt modell var & predikere risikoen for
hypertensjon ved HUNT-3 studien for individer som var friske ved HUNT-2, ved bruk
av malinger tatt i HUNT-2.

Til & begynne med ble det gjennomfgrt et litteraturstudie for a fa oversikt over
forskningen pa risiko modeller for hypertensjon. Det var ikke mulig a fastsla at en av
modellfamiliene skulle vaere bedre enn de andre basert pa litteraturstudiet.

Etter a ha identifisert de relevante attributtene i litteraturstudiet, ble et subsett
av relevante data valgt ut fra det tilgjengelige HUNT datasettet. The endelige data-
settet hadde n = 18249 individer og p = 19 attributter. En utforskende analyse av
datasettet viste at ’Systolisk blodtrykk’, ‘Diastolisk blodtrykk’ og ’Alder’ var de at-
tributtene som var mest korrelerte med hypertensjon-status ved HUNT-3. 'Koleste-
rol’, 'Familiehistorie med hypertensjon’ og fysiske attributter som 'Midjemal’ var ogsa
verdt a nevne.

Et repetert trening og testing oppsett ble brukt for & produsere fordelinger av
ytelsesmal for de tre modellfamiliene. I tillegg ble Framingham modellen evaluert
pa et subsett av data hvor attributtene passet og var tilgjengelig. Alle modellene ble
evaluert med omradet under Receiver-Operator-kurven og Precision-Recall-kurven,
samt et modifisert Brier mal og et mal kalt Tjur’s R?.

Vi konkluderer med at ytelsen var mer pavirket av variabiliteten i datasettet enn
valget av modellfamilie, ettersom det var sterre forskjell innad i fordelingene enn
mellom modellfamilier. Resultatene antyder at hvis det er noen ikke-linesere effekter,
sa har de lite ekstra prediktiv kraft sammenlignet med lineare. Videre ble et subsett
av attributtene identifisert som seerdeles viktige vha. viktighetsmal. En gjentagelse
av analysen med dette subsettet i logistisk regresjon og random forest ga ytelsesmal
som var like gode som ved bruk av alle attributtene for disse modellfamiliene.

Resultatene fra alle modellfamiliene og attributsettene brukt var sammenlignba-
re med det som Framingham modellen oppnadde og til den relevante litteraturen.
Til slutt, ved a ta hensyn til egenskaper til modellene, sa ble den logistiske modellfa-
milien som bruker ’Systolisk blodtrykk’, 'Diastolisk blodtrykk’, ’Alder’, 'Midjemal’ og
"Familiehistorie med hypertensjon’ som attributter, tilpasset med regularisering, uten
balansert tapsfunksjon, foreslatt som det optimale modelloppsett for problemet. For
videre arbeid ble det foreslatt & analysere subsett av data hvor modellene prediker-
te store feil eller var uenige pa tvers av modellfamilier, i tillegg til & gjennomfgre en
subjektivitets-analyse av litteraturen som omhandler hypertensjon risiko modeller.
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Chapter 1

Introduction

Hypertension is a disease that is estimated to affect more than 1.1 billion people all
over the world [1]. It is estimated that hypertension is the cause of over 8 million
deaths each year on a global scale, and increasing. This means that hypertension is
one of the most prevalent cause of human deaths worldwide, at a staggering 14% of all
deaths [2] [3]. The World Health Organization (WHO) classifies hypertension as the
singlemost important risk-factor for being subject to an early death or serious disease
[4]. Its impact is also reflected in economic terms: It is estimated that 10% percent of
the worlds health expenditure can be linked to hypertension [5].

Hypertension in itself is a complex disease that rarely can be traced back to a single
cause. Risk-factors include both genetic causes as well as lifestyle choices. In addi-
tion to its complexity, hypertension is often dubbed "the silent killer" due to its lack
of clearly noticeable symptoms. However, the disease is considered treatable, either
by changes in lifestyle-choices, medication or a combination. Accesibility and usage
of health resources are therefore important for detecting and initializing treatment of
hypertension [6].

The topic of this thesis was chosen in relation to a project called A Digital Twin For
Essential Hypertension Management And Treatment - My Medical Digital Twin”!,
MyMDT for short. It is a multi-diciplinary research effort involving PhD students and
researchers from Medicine, Mathematics, Biomechanics, Computer Science and Me-
chanical engineering at the Norwegian Univerisity of Science and Technology (NTNU).
The research group is led by Prof. Ulrik Wisloeff. The research project is focused on
developing a personalized medical digital tool that gives insight into an individual’s
blood pressure. This digital tool will be produced by merging mathematical models de-
rived from population-data with mathematical models derived from personal sensor

data, collected by custom-made sensors. As an important source of population data, a

thttps:/www.ntnu.no/cerg/mymdt



large population study called HUNT is utilized.

The HUNT Study is a large population study used for medical and health-related
research. HUNT is an acronym for the study’s norwegian name: Helseundersgkelsen
i Nord-Trgndelag. As the name suggests, the study population is dervied from the
county of Troendelag in Norway. The study includes cohorts from the 1980’s, start-
ing with the health survey HUNT-1 (1984-86), covering over 125 000 participants.
These cohorts were followed with health surveys, conducted every 11 years: HUNT-2
(1995-97) and HUNT-3 (2006-08) [7]. There is a more recent survey conducted, named
HUNT-4, but neither data nor any results have been published or made available at
the time of writing.

The motivation behind the HUNT study was primarily to address arterial hyperten-
sion, diabetes, chest X-ray screening of tuberculosis and quality of life. The scope of
the study has expanded since then, becoming an important data source for the pur-
poses of gaining knowledge on numerous effects, causes and associations in medical
science. For the purpose of this thesis, it is data collected in health surveys HUNT-2
and HUNT-3 that is used.

The aim of this thesis is to construct and evaluate predictive models for hypertension,
based on HUNT-2 and HUNT-3 study. In particular we want to compare prediction
models based on logistic regression, random forest and neural networks. Further we
want to explore if an ensembling method, regularization methods and class weight
scaling improve the predictive performance of the resulting prediction models. Sec-
ondary aims include reviewing the current state of literature on predictive models for
hypertension where similar model-families have been applied and comparing the re-
sults found in literature to those achieved in this thesis.

To construct prediction models, the model-families of logistic regression, random forests
and neural networks were chosen for their differing model properties. Logistic regres-
sion models are simple, yet effective and easily understandable models. It is therefore
a popular choice for modelling problems with binary outcomes. While a logistic re-
gression model is capable of capturing the linear effects of its input, neural network
and random forest models are capable of modelling the non-linear effects of its inputs.
The motivation for using both neural network and random forest models are that by
their construction, the non-linearities they capture can be quite dissimilar. In total,
the three families were chosen to complement each other. This should allow the anal-
ysis to be able to capture a wide span of different patterns if they are present in the
data.

Modelling hypertension risk and creating a well-performing prediction model for hy-
pertension is a goal of this thesis as well as for the MyMDT project. While HUNT data
has 11 years between health surveys and measurements, the MyMDT project will use
real-time measurements obtained from sensors. A well-performing risk prediction



model derived from the HUNT data can inform the work that is done in MyMDT, by
providing a benchmark and inform the priors of datamodels. In addition, a last contri-
bution of this thesis is to validate an existing risk prediction model, the Framingham
model [8], on the HUNT data. This model has not been validated on a Scandinavian
population before.

Since the topic of this thesis touches upon different fields, it should be noted that
some terms are used that have different names in different fields. One of these is
feature’, which is also called predictor, explanatory variable, independent variable,
covariate, a risk factor, and more. Another is 'target’, which is also called response,
predicted variable, dependent variable, outcome, label, and more. Another important
term is ’binary’, which is called dichotomous in some fields. There are possibly more,
but these are the most important ones.

In Chapter 2, the methods for constructing the prediction models are outlined. A
literature review on hypertension risk models is given in Chapter 3. How relevant
data was selected from the HUNT data and an exploratory analysis is detailed in
Chapter 4, before the setup for the analysis is given in Chapter 5. The results from
the analysis is presented in Chapter 6. A discussion follows in Chapter 7 before a
conclusion and suggestions for future work is given in Chapter 8.



Chapter 2

Background

2.1 Data learning methods

2.1.1 Generalization error vs. training error

The error of a data-learning model can be divided into two categories: Its training
error and its generalization error. The training error is the error of a model as mea-
sured on the data that is used to fit the model, while the generalization error is the
performance of a model as measured on unseen data [9]. To get an unbiased estimate
of the generalization error, it is common to divide the dataset into a training set and
a test set. The training set is used to fit the model, while the test set is only used to
measure the error of the fitted model, as a estimate of its generalization error.

Ideally, a model has enough flexibility to fit the general patterns of the data, with-
out fitting to random noise patterns that may be present. If a model is not flexible
enough, the model would be underfitting the data, not capturing the general patterns.
Hence, both generalization and training error would be higher than necessary. If a
model is too complex, it may be overfitting, fitting to random noise patterns. This is a
simplistic view of the differences between generalization error and training error, but
it suffices as a motivation for the usage of regularisation methods.

To mitigate the risk of overfitting the model to its training data, regularisation
methods are applied. Regularisation in this context is defined as "... is any modifica-
tion we make to a learning algorithm that is intended to reduce its generalization error
but not its training error” [9]. For each model-family, the regularisation method used
with it is described.

2.1.2 Notation and terms

Assume n datapoints and p features. Each datapoint is described as a tuple (x;, y;)
fori e {1,...,n}, where x; = [xil Tio ... xip] is a row-vector encoding the features



and y; encodes the associated target value.

All datapoints can be described as a n x p feature matrix X = [x1 @2 ... @]
associated with a n x 1 target vector y = [y1 y2 ... y»]. Each y; Vi is modelled to
be a realization of a Bernoulli-distributed random variable Y;, assumed independent
of all other Yj,i # j. The probability parameter 7; is conditional on y;’s associated
features x;. A Bernoulli distribution has probability mass function:

1—m, =0
Jyvi (Wilmi) :{ oo

T

T, yi=1

The probability parameter 7; is assumed to be a function of the features, i.e. 7, =
P(y; = 1|x;) = g(x;). If a model assumes a functional form for the function g(.), the
model is referred to as a parametric method. In that case, fitting a model entails
fitting the parameters of the assumed function. If a model approximates the function
g(.) = g(.) directly, the model is non-parametric. Regardless, the prediction of 7; is
denoted P(y; = 1|x;) = ; by convention.

The model-families used to produce 3; is that of logistic regression, random forest
and neural networks. For simplicity, each method is described for a single datapoint,
the tuple (x,y) and the predicted probability parameter g.

Note that the parameters for a model family that is set before modellfitting is
referred to as that models tuningparameters.

2.1.3 Logistic regression

This section is based upon chapter 5.1 in [10]. To accomodate an intercept in the
model, x is extended as x* = [1 a:] ,1.e. with a 1 appended as the first vector value.
Logistic regression is a type of generalized linear model, useful for modelling re-
lationships between features and binary target values. It is a parametric method,
relating ¢ with features x=* by a link function h. In the case of logistic regression,

this link function is the logit function. Defining 3 = [ﬂo 61 ... Bp] as a vector
parameters, logistic regression models the relation between 3 and x=* as
9(9) = «* "
sl /A Q * T (21)
= logit(y) = log(; _@) =x'B" =Po+ bzt + Bprp

Th parameters ; are called coefficients by convention. They assign weight to the
different features x; j € {1, ..., p}. The intercept, fy, is a base effect applied regardless
of the values of x*. To produce a prediction ¢, the inverse of the logit is applied to z*3”:

) _ em*/@T



The Sigmoid function is shown in Figure 2.2.

An important reason for the popularity of logistic regression is seen by investigat-
ing the odds of event probabilities: L. = e B = PotBizittBpry — B [T, e,
Not only is this easy to do calculations on, but it also gives an intuitive interpretation
of changes in features. Suppose an increase in feature z; of 1, a positive or negative
B; would give an increasing or decreasing effect on the odds.

Fitting a logistic regression model entails estimating the coefficient vector 3, often
done by using the maximum likelihood principle with respect to a set of datapoints
(X,vy). A commonly used loss-function that is optimized to find estimates of 3 is the
binary cross-entropy loss function:

L(§) = =Y yilog(§s) + (1 = y;)log(1 - §i) (2.3)
=1

Although the solution 3 is not available in closed form, the optimization problem
is convex. This means that any locally best solution is the unique global solution
[11]. Hence, the numerical procedure is guaranteed to asymptotically find the optimal
solution of 3 that minimizes equation 2.3 as the number of datapoints increases. This
implies that a logistic regression model can produce the best possible prediction model
for linear feature effects.

2.1.3.1 Regularisation: Lasso, Ridge and Elastic loss

This section is based upon chapter 6.2.2 in [11] as well as [9].

Lasso and Ridge regularisation are types of regularisation that modifies the loss-
function that the model is fitted to minimize. The modification is to add the norm
of parameters in a model to the loss. For Lasso, the norm is the L1 norm. For
Ridge, the norm is the L2 norm. The norm is scaled by a tuningparameter \ to con-
trol the intensity of the regularisation. Denoting a set of parameters in a model as
B=1[B0 Bi ... Bp,the penalty terms added to the loss function is:

P P

Lasso penalty: \||3||; = )\Z 18il, Ridge penalty: \||8|] = \3T3 = )\Zﬁf (2.4)
i=0 i=0

with )\ as a tuningparameter determining the strength of regularization. Lasso loss

has the property that it encourages sparse solutions, i.e. coefficients may be set to

zero, while Ridge regression encourages parameters to be more equal in absolute size.
The Elastic loss is simply a mixed Lasso and Ridge loss, where the ratio is con-

trolled by an another tuningparameter v € [0, 1]:

Elastic loss: A(v||8]]1 + (1 —7)||8]l2) (2.5)

For the cases v = 0 or v = 1, the elastic loss reduces to the Ridge or Lasso loss
respectively.
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(a) Basic example of a deci- (b) 2 dimensional represen- (c) Linearly separable re-
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tors X1, Xo. for the tree in Figure 2.1a, ideal to split by decision
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predicted decision. ple decision boundaries for

logistic regression and deci-
sion trees are shown.

Figure 2.1: Decision trees, decision regions and comparison between optimal logistic
regression and decision tree spaces. Adapted from [11].

2.1.4 Random Forest

This section is based upon [12], [13] and [11].

The Random Forest model-family is a non-parametric model-family, quite different
from logistic regression and neural networks. Random forest models are applicable
for both classification and regression tasks, but is only described for the classification-
case. In essence, random forest models produce ensembles of decision trees using a
combination of bagging and a stochastic method for fitting decorrelated decision trees.

The basic building block of a random forest is the decision tree. An example of a
simple decision tree is shown in Figure 2.1a. In Figure 2.1b, the decision regions cor-
responding to the endnodes of Figure 2.1a is shown. In Figure 2.1c, a comparison of
two target spaces is shown. The figures in the top row are ideal for separation using
logistic regression on the axis values, while the figures in the bottom row are ideal
for separation using decision trees. Notice that the methods allows for quite different
separation boundaries.

A decision tree is read by starting at the top node, and moving down the branches
to the left if the datapoints feature satisfy the criterion, and to the right if it does not.
When a terminal node, also called a end-node or leaf, is reached, the decision is the
label of that leaf.



As an example, given a datapoint (X1, Xo) = (¢; —1,t2+ 1) and the tree in 2.1a, the
decision path goes left at the top node, and right at the subsequent node, resulting
in decision Rs. Single decision trees are highly interpretable, as the mechanics are
easily explained.

A decision tree is built by considering two steps: 1) Dividing the feature space
into non-overlapping regions, and 2) For every decision that reaches a specific region,
associate the same category or predict the same value.

Decision trees are learned by a top-down, greedy approach. This means that we
start building our decision trees from the "top" where all the training data is in one
region. A split is chosen if it is optimal at that node, not considering what implications
this split may have for later splits.

The measure used to quantify the usefulness of a split, is commonly the Gini index,

G:

K
G = Pkl = Pro) (2.6)
k=1
where p,,; is the proportion of training data in the mth region that are from the kth
target category. Notice that this criteria corresponds to the variance of K independent
Bernoulli distributed variables. The Gini index is often referred to as a measure of
impurity, as values of p,, close to 0 or 1 will give a low Gini index. A high Gini index
suggests a split will produce a region with more datapoints of mixed target categories,
hence "impurity".

Modelfitting stops when each terminal node has lower than a fixed number of
training datapoints in its region. One could also stop training by the number of splits
or stop when all possible splits yield a reduction in impurity lower than a predefined
value. All of these choices involve tuningparameters.

In the case of a classification problem, a simple way of producing a prediction for
datapoints that end up in a region, is to classify them the target catecory that the
most training datapoints in that region belong to. An alternative used in this thesis
is to predict target probabilities equal to the distribution of target categories in the
training data belonging to that region.

Ensembles are in its simplest form a way of constructing a prediction model from
an average of multiple prediction models:

B
Q = fEnsemble(w) = éz fb($) (27)
b=1

where each f®) (x) is a separate prediction model.
It has shown to be an effective way of constructing high performing prediction
models, even though the individual prediction models in the ensemble are not [11].

9



However, given the same training data, fitting multiple decision trees would give iden-
tical trees and an ensemble would give no benefit.

Bagging, a conjunction of the words bootstrap aggregating, is used to introduce
stochasticity in how the ensemble is created. To understand bagging, we first begin
with the bootstrap method.

The bootstrap method is a resampling method where a sample from a dataset is
generated by sampling from the empirical distribution on the dataset. Simply, sam-
ples are drawn by choosing randomly from the dataset with replacement, where each
datapoint have equal probability of being chosen. Since we are sampling with replace-
ment, the bootstrap sample may be of arbitrary size, but it is common for it to be of
equal size to the original dataset.

A bootstrap sampled dataset may contain multiple examples of the same data-
point, as each datapoint may be sampled more than once. If we denote the size of the
dataset as b, the probability of a datapoint not being included is asymptotically given
as:

1, 1

For n independent picks: P(not selected)’ = (1 — =)’ =00 et & 3

- (2.8)

A motivation for bagging in this context of ensembles is a reduction in variance
compared to the individual prediction models: Consider a set of B independent pre-
diction models, Z, ..., Zp, each with variance ¢2. The mean Z has variance %, ie.
the average of a set of independent prediction has lower variance than its individual
models [11].

Performing bootstrap sampling B times on the same dataset, produces B boot-
strapped datasets. Denoting each prediction model fitted on a bootstrap sample as a

function f®) (z), bagging will produce a final model:

B
7= frg(@) = 3 > O (@) 2.9
b=1

Bagging in itself has yielded great results for many predictive models. However,
there is one flaw in our argument: As the bootstrapped datasets are derived from
the same dataset, the prediction models are not trained on completely independent
datasets. Hence, the prediction models themselves will not be independent. Assuming
Cov(Z;, Zj) = po?,Vi # j, the variance in the mean Z is really:

n o on 2

1
Var(Zi+ ...+ Zp) = Z Z Cov(Z;, Zj) = % + po? — EPUQ —Boeo=po?  (2.10)
j=1i=1

This means that the reduction in variance for the aggregated prediction is dependent
on the correlation between the trees.
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In random forest models, the prediction models used are decision trees fitted on
bootstrapped datasets. To further decorrelate the decision trees, each split is only
considered for a subset of the features in the training data. The subset of features to
split by is randomly chosen with equal probability for all at each split. The number
of features to subsample is a tuningparameter and commonly set to m = ,/p. The
number of decision trees B is not a tuningparameter in the typical sense, it just needs
to be large enough for the ensemble to converge. This can be seen by monitoring the
training performance as more trees are added the ensemble.

2.1.4.1 Regularisation: Cost-complexity pruning

Cost-complexity pruning is a post-hoc regularising method for decision tree models
[12]. A motivation for applying the method is that it allows training of decision trees
without imposing any size restrictions during modelfitting. Starting with a fitted de-
cision tree of arbitrary size, cost-complexity pruning adds a penalty to the impurity
measure used to generate the split. The cost-complexity G, for a tree T is now calcu-
lated as:

Guo(T)=G(T) + o|T)| (2.11)

where G(T') is the sum of impurity for the endnodes of 7. See equation 2.6 for the
impurity measure for one node. The tuningparameter « is used to determine the
strength of pruning. The cost-complexity of a single endnode ¢ is calculated as:

Golt) = G(t) +a (2.12)

Let T; be the tree using node ¢ as a root node. In general, a node has more impurity
than the sum of its terminal nodes. Setting these equal can yield a threshold for o,
denoted «;, where the penalty is high enough that the split at node ¢ does not reduce
the cost-complexity:

G(t) - G(T)

T 1 (2.13)

Go,(t) =Go,(T) = Gt)+ e =G(T) + T = ar =
Recording this value for all internal nodes in a tree, the node with the minimal oy < «
is pruned. The process is then repeated until all nodes have «; > a.

An advantage of cost-complexity pruning is that it removes the need for tuning-
parameters on tree-size. Although decision trees are fitted greadily, a seemingly in-
effective split at one node may lead to effective splits at later nodes. Cost-complexity
pruning takes this into account by only pruning a node if the average effect of all
subsequent splits is lower than «.

11



2.1.5 Neural networks

This section is based to a large extent on [14] [15] [9].

The neural network model-family is a family of non-parametric models. In essence,
neural networks are powerful function approximators used to approximate the func-
tion relating the features x to the target y, by compostions of differentiable functions.
A relatively standard feed-forward neural network is described in this section.

Some basic terminology is needed to describe a neural network. The matrix W/,
and vectors b(;) are referred to as a weight matrix and intercept vector for layer [,
respectively. The vectors a") are called intermediate activations, while fu are called
activation functions.

A standard feedforward neural network with ¢ layers is mathematically described

as:

al*y ( Wi + b(l)) 1<l<gq (2.14)
y—fy( Wi +be), =4

where the activation functions f(/) are applied elementwise to its input.

For binary classification problems, f, is often the Sigmoid function from equation
2.2 and Figure 2.2. Of the ¢ layers described in equation 2.14, the layers 1 <l < ¢ are
referred to as ’hidden layers’. The dimensionality of W;), by determines the dimen-
sionality of activations, allowing the intermediate activations a(; to have arbitrary
length. The number of hidden layers and the length of a; are often referred to as
‘depth’ and 'width’ of a network, respectively. While a ;) can have varying length in
each layer [, i.e. a network with varying width, it is not uncommon for all layers to
have the same width in a feed-forward neural network.

As long as the activation function is not an algebraic polynomial, a version of the
universal approximation theorem states that any continuous function defined on RP
may be approximated arbitrarily well by a neural network with at least one hidden
layer, as the width of this layer goes to infinity [16]. Empirical results have shown
that it is easier to fit well-performing neural networks with multiple layers rather
than only using a single layer, for the same amount of parameters [9]. However, this
gives no insights in how find the optimal values for W), b, ..., W(g), b(,).

For practical optimization of neural networks, gradient based optimization is used.
Automatic differentation methods are used to compute the gradients for each param-
eter as a chain of partial derivatives. These are implemented in dedicated software
libraries, like PyTorch [17]. This chain of partial derivatives also highlights the need
for the neural network to be composed of differentiable activation functions, or the
gradient will not be available. These parameter-gradients are calculated in order to
minimize a loss function, often the binary cross-entropy described in equation 2.3.
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There are some similarities between the neural networks and logistic regression
model families. If ¢ = 1 and f,(.) is the Sigmoid function as shown in equation 2.2,
equation 2.14 describes a logistic regression model. Assuming ¢ > 1, two key distinc-
tions between logistic regression and neural networks can be made. Firstly, logistic
regression models linear effects of features, and has a convex optimization problem.
The solution is hence the best possible for linear effects. Neural networks are capable
of modelling non-linear effects of features, but has a non-convex optimization problem.
For neural networks an optimal solution is not guaranteed, so it is often sufficient in
predictive problems to find a solution that performs well-enough.

Extending on the standard feed-forward neural network, a Bayesian ensembling method
called Multi-SWAG is also utilized. Multi-SWAG is a Bayesian method for construct-
ing a predictive model, extending on a method named Stochastic Weight Averaging-
Gaussian (SWAG) [18][19]. SWAG is a method for constructing an ensemble of well-
performing neural network models. This is done by approximating a high-likelihood
region for parameters of a neural network by a Gaussian distribution. A high-likelihood
region is defined to be the parameterspace surrounding the parameters of a converged
neural network. Using samples from the approximate distribution as parameters, the
method can produce a distinct and well-performing neural network for each sample.

However, it is common for neural networks to have multiple high-likelihood pa-
rameter solutions. Rather than fitting a single minima, Multi-SWAG expands on
SWAG by applying the procedure on multiple high-likelihood regions, i.e. using multi-
ple converged neural networks. The idea is that in the case of multiple high-likelihood
solutions in the parameter-space, the converged networks would randomly distribute
among these minimas due to the networks being randomly initialized.

The idea is that given some converged neural networks models, Multi-SWAG of-
fers a computationally cheap way of generating many more distinct, well-performing
neural network models. These are used in an ensemble as the final prediction model.
In the following parts, the SWAG procedure is detailed.

To simplify notation, Wy, b(y), ..., W), b, are denoted as a joint weight vector w.

SWAG is based on approximating fully Bayesian inference on w. Consider the
probability distribution of targets where the model parameters are marginalized out:

P(y[e,D) = [ Plyle,w)PwlD)dw = By riwp)(Plule.w)  (215)

where D denotes the data-distribution. The expectation in 2.15 is approximated by
Monte Carlo sampling, using R random draws from the posterior of model parameters
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P(w|D):

R
/P(y\x,w)P(w\D)dw A ;;P(y\x,wr), w, ~ P(w|D) (2.16)

The P(y|x,w) is modelled by a neural network, meaning that equation 2.16 can be
described as an ensemble of multiple neural networks, each with a randomly drawn
set of model parameters. In the article introducing the method, they refer to it as
a Bayesian model average. In the case of ’classical’ training of neural networks, the
weight-posterior is approximated as:

P(w|D) ~ {(1) Z#

v 2.17)
w
where w = argmax,, P(w|D).

The SWAG method relies on approximating the posterior P(w|D) by a multi-
variate Gaussian distribution. The SWA of SWAG refers to the method used to fit
the mean and variance. Starting from a converged neural network, training is con-
tinued using a relatively large gradient step. The idea is that the weight parameters
will take multiple high-likelihood values close to the local high-likelihood solution the
model originally converged to. These parameters are sampled at intervals of the gra-
dient steps. After K number of parameter samples are acquired, the posterior mean
and variance Y are approximated as

K
o> o

k=1

E(w)

2
&
I
==

. (2.18)
DD

K-1

—

Cov(w) =X ~ 3

Q

K
wak— 'wk—'d;)T:
k:

where the columns of D is Dj, = (w;, — w). As the number of parameters for a neural
network is often quite large, the tuningparameter K is set to a lower value to enable
efficient sampling of D. The resulting approximate posterior for model parameters is

N(w,3).

2.1.5.1 Regularisation: Dropout

Dropout is a regularisation technique specific for neural networks [20]. It is described
for a neural network defined as in equation 2.14. On each training iteration, some
elements of a(!) VI are randomly set to zero. The action of zeroing out a single element
is modelled as a Bernoulli distributed random variable with probability 1 — 7p;,, of
keeping the element. After modelfitting, the elements of a(!) Vi are multiplied by the
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Figure 2.2: Examples of non-linear activation functions that can be used in neural
networks.
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mean value 1 — Tpygp.
By zeroing out elements of a(!), the resulting neural network is a subnetwork of the
full network.

Hinton et al. claims Dropout is equivalent to taking the geometric mean of the
probability distributions over targets predicted by all possible subnetworks. Assum-
ing all of them do not make the same prediction, this mean is guaranteed to have
higher log probability of the correct class compared to any of the subnetworks.[20]

2.1.5.2 Regularisation: Early stopping

Another regularisation method commonly applied to neural networks is early stop-
ping [9]. The method consists simply of witholding some data from the training data
and monitoring the performance of the model upon the withheld data during mod-
elfitting. The modelfitting is stopped as the model exhibits worsening or stagnating
performance on the withheld data over a predefined number of training iterations.

2.1.6 Class imbalance loss

As detailed in Table 9 in the appendix, it is common to have an imbalance on the ratio
of normotensives to hypertensives in datasets used to fit hypertension risk models.
This can be referred to as "Class imbalance" and may affect the optimization of some
methods. In addition, it is often of importance to ensure good predictive power of the
minority class. A common way to ensure that models learn to discriminate different
classes sufficiently well is to apply a scaling factor for each class in the loss [21]. Doing
so would alter the cross-entropy loss in equation 2.3 to

L(g) = = > Tyilog(@i) + (1 — yi)log(1 — §) (2.19)
i=1
and the Gini-index criteria for each split in equation 2.6 with K = 2 to
G = 7Pm1(1 — Pm1) + Pm2(1 — Pm2) (2.20)
where the tuningparameter = > 0 is a loss-scaling factor for class 1 relative to class

0. A value of 7 < 1 implies that the loss for datapoints of class 0 is minimized more,
while 7 > 1 implies the same for class 1.

2.2 Performance measures

To evaluate the performance of data models, there exists a multitude of different mea-
sures. In this section, the measures used in this thesis are presented. The measures
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are divided into two sections, those that are independent of a probability threshold
and those that are not.

While some measures detail the discriminatory power of the model, other focus on
calibration, or a combination of the two. Discrimination is a models ability to identify
datapoints of different targets. Calibration is the agreement between predictions and
target values. A common definition of perfect calibration is that “we should observe
p% outcomes among datapoints with a predicted risk of p%” [22].

The notation as outlined in section 2.1.2 is utilized here.

2.2.1 Performance measures varying with threshold

The following measures varies with a threshold value c such that the predicted class of

1, @Z'>C

a datapointiis g’ = I(y; > ¢) = . The set of indices corresponding to y; = 1

07 :gl <c
and y; = 0 are denoted N; and N, respectively. The set of indices corresponding to y =
1 and g = 0 are denoted N; and N respectively. Further denote |Ni|, | No|, |N7|, | V|

as the number of indices in each set.

Tpr: True positive rate

Zi€N1 I(:g;k = 1)

PG = 1y = 1) ~ =0

(2.21)

Tpr is the probability that the prediction is 1 when the true target is 1. Note: This
measure is also referred to as recall [23].

Fpr: False positive rate

. I(gF =1 . I(gF=0
P = 1ly = 0) ~ ZZENOIN(jZ )1 ZlENOIN(jZ ) (2.22)

Fpr is the probability that the prediction is 1 when the true target is 0. It is equal to
1 - True negative rate [23].

Ppv: Positive prediction value

N ZieNf I(yi = 1)
|NT|

(2.23)

Ppv is the probability that the target value is 1 when the predicted value is 1. Note:
This measure is also referred to as precision [23].
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Npv: Negative prediction value

ZieNg I(yi = 0)
NG|

P(y=0|g" =0) = (2.24)

Npv is the probability that that the target value is 0 when the predicted value is 0
[23].

Accuracy:

n( =y
P(§" = y) ~ 2= Ef ) (2.25)

Accuracy is the probability that the predicted value is equal to the target [23].

2.2.2 Performance measures not requiring a threshold

The measures in this section are invariant changes in threshold values. With the ex-
ception of the Hosmer-Lemeshow measure, these measures will be used in evaluating
the final models. For comparison, a baseline model is defined. The model predicts
the risk for all datapoints as the proportion of hypertensives in the dataset, which is
0.214. This model will be referred to as the "no-skill" model.

2.2.2.1 AUC: Area under the curve

Both of the area under the curve measures utilize some of the threshold-dependent
measures. However, both measures integrate over all threshold values ¢ € [0, 1]. Both
measures are used to describe a models overall ability to discriminate data observa-
tions. Note that neither gives any indication how well calibrated the model probabil-
ities are. E.g. if all observations with target y = 1 are predicted § = 0.1, while those
with target v = 0 are predicted § = 0.09, both AUC measures would give a perfect
score of 1.

AUCRroc: Area under the Receiver-Operator-Curve AUCroc is a commonly
used measure of the discriminative power of a model with binary target values. It
can be seen graphically as the area under the receiver-operator-curve (ROC). A ROC
curve can be seen in Figure 2.3, and is the plot of a models true positive rate vs. its
false positive rate at varying threshold levels. Mathematically, it can be interpreted
as the probability of observations with target value 1 being predicted to a higher value
than observations with target value 0:

AUCRoc = P(§i > §))ieni jeno = »_ > _I(T" > T) Tpr(T') Fpr(T) AT'AT
AT AT
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A score of 1 is entails perfect discrimination of the classes [24][23]. The no-skill model
will have AUCroc = 0.5, although the interpretation fails since all predictions are
equal.

AUCpg: Area under the Precision-Recall-curve In a similar manner to AUCgroc,
the AUCppg can be seen graphically as the area under the Precision-Recall-Curve (PR).
A PR curve can be seen in Figure 2.3. It is a the plot of a models precision vs. its re-
call, i.e. the positive prediction value vs. the true positive rate, at varying threshold
levels:

AUCpr~» Y I(T'>T) Tpr(T') Ppv(T) AT'AT

AT AT

This measure distinguishes itself from AUCRroc by only involving measures obtained
from one class. This may be of benefit when there is an imbalance in the number of
targets for each class. Suppose there is an imbalance of targets in the dataset. The
AUCRroc can then be artifically high due to overpredicting examples of one class. The
negative effect of overpredicting the minority class for the Fpr is mitigated by the
higher number of examples of the majority class. There is a decreasing penalty to the
AUCRroc measure for overpredicting the minority class as the imbalance increases
[23][25].

Class imbalance, as seen in Table 9 in the appendix, is a common attribute of
datasets used for making hypertension risk models.

A score of 1 would mean perfect discrimination on the class it is measured on or
perfect for both classes in binary classification. The AUCpp for a class would be equal
to the proportion of the dataset with that class as target in the case of a no-skill model.
For the no-skill model, this is coincidentally 0.214 for the hypertensive class.

The Hosmer Lemeshow (HL) statistic: The HL statistic is commonly used in
many articles as an measure of the calibration of the model. It orders and stratifies
by value a set of predictions into G groups, and calculates

el
_ (O1g — E1y)* | (Ooy — EO,Q)Q)
HL ; ( PR (2.26)
where F 4, Oy 4 is expected and observed number of datapoints with target 1, £y 4, Op 4
are expected and observed number of datapoints with target 0, for group g. This quan-
tity follows asymptotically a x?,_, distribution with increasing number of datapoints
in each group [26].

Although no longer recommended to use for its intended purpose, it is neverthe-
less reported for numerous models for hypertension modelling, and therefore included
here [27].
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Figure 2.3: Receiver-operator and precision-recall curves for a random guess model,
a good model and a better model. The random guess predicts random values in [0, 1]
for all datapoints. Each point on the curves correspond to a pair of measures obtained
using a fixed thresholdvalue c¢. The curves are constructed by calculating measures
as c takes values in [0, 1].

The Brier Score: The Brier score is a performance measure calculated directly on
the predictions. For this thesis an altered version is used [28]. It is defined as:

n

1 .
BS = ~ ;(yi —y)? (2.27)
1=
A Brier score of 1 indicates that the predictions §; = y;Vi, i.e. the model produces
perfect predictions on all datapoints. Note that this measure gives an indication of
the produced probabilities as well as discrimination, as the predicted value is used

directly without thresholding. The "no-skill" model will have an Brier score of 0.1684.

Tjur’s R?: Tjur's R? is a coefficient of determination included for its simplicity and

applicability across methods. Denoting the set of indices corresponding to y; = 1 and

y; = 0 as N1 and Ny respectively, with | V1|, | Ny| their respective sizes, it is defined as
Zi€N1 Yi EjeNo Yj

. = _ (2.28)
i | V1] | Nol

In the context of this thesis, Tjur’s R? is the difference between the average prediction
of hypertensives and the average prediction for normotensives. It can be interpreted
as a measure of the models overall confidence, as high confidence would correspond
to hypertensives being predicted to higher probabilities than normotensives [29]. For
the no-skill model, this measure is 0.
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Figure 2.4: Example of variable importance plot for some features. Values are per-
centage relative to the highest importance score. Adapted from [11].

2.3 Feature importance measures

This section lists methods that have been utilized to score how important each feature
is for the predictions of a model.

2.3.1 Variable importance

A measure of feature importance specific for random forest models is variable impor-
tance, proposed in [12]. The importance measure is calculated as the sum of impurity
reduction for nodes using that feature to split by, divided by the number of trees. With
B trees in a random forest model, denote s; as the impurity decrease for a split in node
t, p(t) the proportion of training data that reached node ¢ and v(s;) as the feature used
to split at node ¢. The importance of a feature j, V' I; is then calculated as:

B
V=23 3 at)s (2.29)

b=1 tef;b)

where f;b) denotes the set of nodes in tree () that splits using feature j. An example
of features ranked by their variable importance scores, adapted from [11], can be seen
in Figure 2.4.



2.3.2 Permutation importance

As a post-hoc method of assessing how vital features are for the predictive perfor-
mance, simple permutation importance is measured [13]. This method may be applied
to any prediction model, regardless of model-family. The permutation importance of
a feature is measured as the change in a performance score on a dataset when that
feature is randomly permuted among the datapoints in the dataset.

Assume higher performance score is better. Denoting the full dataset as in section
2.1.2, each column in X encodes the values of a single feature while each each row
is a datapoint. Denote X}E? as X with column j randomly reordered for iteration ¢.
Denote permutation importance for feature j as PI;, the performance measure as a
function M : R" — R mapping predictions to performance scores. Then PI; for a
prediction model f(.) is calculated as:

~ ()
A ZT: M(y* 1 ) ~ A
PIj=M(g) - === gl = /(X)) g=5X) (@30
where T is the number of permutations used to control for the stochasticity intro-
duced by the permutations. Further, f(X) gives a vector of predictions by row-wise

application of f(.) on X.

2.3.3 Logistic regression with Lasso loss

Lasso loss, as described in section 2.1.3.1, have a sparsifying effect in logistic regres-
sion models. Suppose that we are fitting logistic regression models with Lasso loss,
increasing the penalty tuningparameter incrementally. The sparsifying effect means
that coefficients that are less useful in minimizing the loss function are zeroed out ear-
lier than those that are useful. As an importance measure for features, the penalty at
which the coefficients are zeroed out can be recorded as the score for their associated
features. The higher the importance of a feature, the higher the penalty needed to be
before its coefficient was zeroed out.

2.4 Methods for choosing tuningparameters

2.4.1 K-fold cross-validation

K-folds cross-validation is a method for obtaining an estimate of the generalization
performance a model. The method is based on distributing the training data into K
equally-sized subsets, called folds. Iteratively, for i € {1,--- , K}, a model is fitted us-
ingfolds K_;, =[1,2,--- ,i—1,i+1,--- , K] and calculating performance scores upon the
7’th fold. This will generate K performance scores than can be summarize to approx-
imate the models true performance. As models are fitted with partially overlapping
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folds, there will be some correlation between measures. The tuningparameter K can
be used to control for this. A low number of K generates high-bias, low-variance es-
timates, while a high K gives low-bias, high variance estimates [11]. A limitation is
that K-fold cross-validation requires fitting a model K times, which is prohibitive for
large K or expensive function evaluations.

2.4.2 Bayesian search using Gaussian processes

An alternative for tuningparameter search is to use a Bayesian search strategy [30].

In the Bayesian tuningparameter search presented, the number of possibly costly
model fittings can be controlled for. At the same time, it may provide better tuning-
parameters compared to a random search.

At its core, the performance scores are modelled as realizations of a Gaussian pro-
cess on the tuningparameters. A Gaussian process is completely specified by its mean
function and its covariance function, called the kernel function. For simplicity, the
mean function is set to 0, the performance values are assumed noise-free and the
number of tuningparameters the process is modelled on is 1. Let A denote a tuningpa-
rameter, with M (\) denoting the performance score of a prediction model fitted using
the tuningparameter \.

Suppose we have ¢t number of tuningparameters A;.; = [)\1 . )\t] along with their
known performance scores M (A1) = [M (A1) ... M()\)]. The kernel function, k();, ;)
details the influence between different tuningparameter settings )\; and \;. The joint
distribution of an arbitrary point M (A.y;) on the process and M () is Gaussian:

[M(Al:t)T} ~N<0, [k( K k(AM,AtH)D 2.31)

M (A1) A M) RN M)
With
EOLA) e k(O Aega)
K = (2.32)
E(Aey1, A1) oo k(A1 Adeg1)
and
i, Meg1)” = [B(O, M1) B, Mg1) oo k(e A1) (2.33)

An important result for Gaussian processes, is that the posterior distribution of any
point on the process is Gaussian, with mean and variance available in an analyti-
cal form. The posterior distribution of P(M (Aiy1)|M (Xi:t), Aist, A1) is Gaussian with
mean /41 and variance o7, ;:

1(Aet1) = EA1t, M) T K M (M)

X o (2.34)
0% (M) = kM1, A1) — KAty A1) K k(A1 A1)
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Using these equations, a search can be done for the next candidate tuningparameter
that is optimal with respect to an acquisition function. There are numerous suitable
options to use as acquisition functions. The acquisition function acq(A+1) used in this
thesis is the confidence bound, defined as:

acq(Ar11) = p(Aer1) + Ko (Aeg1) (2.35)

with £ > 0 as a separate tuningparameter. A large value of x will lead the search
towards points that have a large predicted uncertainty, i.e. exploration, and a low
value towards the areas that displayed a good performance, i.e. exploitation. Having
found a suitable )\;;1, the model is be fitted using it as the tuningparameter. This
process is repeated for an arbitrary choice of iterations.
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Chapter 3

Literature review

3.1 A briew overview on blood pressure and hyperten-
sion

The World Health organization (WHO) defines hypertension as a condition of lasting,
elevated blood pressure (BP) during a resting state of an individual [4]. BP is defined
as the force of circulating blood on the walls of the arteries. The blood pressure natu-
rally varies with heart beats, crudely described as increasing rapidly after the heart
beats, and slowly sinking until the next heartbeat.

Due to this natural variability, blood pressure is characterized by two values, taken
during the same reading: The systolic and diastolic BP. Systolic BP is the BP at its
maximum, i.e. right after the heart beats, whilst diastolic BP is the BP at its mini-
mum, i.e. between heart beats. A BP measurement is given in units of millimeters of
mercury (mmHg) and commonly written on the form ’sys. BP/dia. BP’, e.g. 120/75.

There is some discrepancy in at what levels hypertension is diagnosed for other-
wise healthy adults. There is consensus among major guidelines that having systolic
BP at more than 140 mmHg or diastolic BP at or above 90 mmHg defines having
hypertension. As for differences, the Eight Join National Commitee (JNC 8) defines
hypertension as starting at a sys. BP. levels above 130 mmHg or dia. BP. levels above
80 mmHg. This difference translate into some differences in how treatment is pre-
scribed, mainly through the use of non-pharmacological therapy in this interval [31]
[32] [33]. In any case, one should note that the threshold of when one is diagnosed
with hypertension is arbitrary. The distinction is useful however, as a tool for patient
assessment and treatment.

There are different types of hypertension that a person can be diagnosed by. A
clear majority (95%) of hypertension cases are of the type called essential. It is also
called primary or idiopathic hypertension. Essential hypertension is defined as suf-
fering from hypertension when secondary causes are not present. There are further
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subdivisions of hypertension, depending on the cause and exact BP values [6].

Hypertension is often characterized as a largely symptomless disease, a "silent
killer". Except for the case of extreme BP levels (>180/120), it is not common to ex-
perience symptoms of hypertension [33]. Despite this, being inflicted by hypertension
over time may lead to numerous negative health consequences, including premature
death. It is estimated that more than 1.1 billion persons are afflicted with hyper-
tension, with high economic costs and loss of life as expected consequences [2] [4] [3]
[5].

Blood pressure levels are known to naturally change during a persons lifetime. As
a person ages, both the systolic and diastolic BP levels increase up until roughly 50
years of age. After that, systolic BP continue to rise, while the diastolic BP stagnates
or lowers slightly [34]. Although the exact mechanics behind hypertension is not
perfectly understood, it has been discovered that genetic variations, diet and other
factors like stress, aging and obesity are influentual in causing high BP levels. An
example of how genetics can be seen to affect BP levels is studies indicating that
hypertension risk is associated with having hypertension in near family. However, it is
quite difficult to assess the exact genetic causes, as the two phenotypes that determine
BP levels, cardiac output and total periphertal resistance, are further controlled by
numerous intermediary phenotypes [6].

Despite not knowing the exact cause, hypertension is generally perceived as a
treatable disease, i.e. that it is possible to lower BP levels to a healthier level through
treatment. Recommended treatments include medication, lifestyle changes and other
nonpharmacological therapy. The different treatments are recommended relative
to the BP levels measured. As an example, treatment with medication for other-
wise healthy individuals is recommended if their BP levels surpass 140/90. Below
this threshold, the European Society of Cardiology/European Society of Hyperten-
sion (ESC/ESH) recommends lifestyle changes to address elevated BP levels, whereas
the JNC guideline suggests nonpharamacological treatment in addition to lifestyle
changes when the levels are above 130/80 [33]. Despite the rigorness of guidelines,
extensive research conducted, the economic cost and awareness on hypertension, the
bottom line is that 2 out of 3 still fail to lower their BP levels to acceptable levels when
diagnosed with pre-hypertension (>130/80) or hypertension (>140/90) [35].

3.2 Literature review on predictive models for hyperten-
sion

The literature on hypertension risk modelling is rich and diverse as there are good

reasons for focusing research efforts onto hypertension risk modelling. Among the

motivation stated in literature, one can find articles seeking to investigate associa-
tions of hypertension and features, constructing models for usage in a clinical setting
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or constructing simplified risk models for areas where medical resources are scarce.
For this thesis, a collection of articles have been included to assess the current state
of research on hypertension risk modelling. The articles selected are a subset of the
available literature on the topic, to ensure relevance of the included literature. The
chosen articles were filtered based on what method they used, the purpose and the re-
porting standards of the study. One exception was to include the Framingham model
[8] and articles validating it. This was motivated by the well-known standing the
Framingham model has in the literature, and is used as a benchmark.

Mainly, articles were selected if the following search criterias all applied:

Purpose: A hypertension risk model using a binary outcome of hypertension status
as endpoint was constructed,

Application: The models were applied or validated on a cohort and at least 1 perfor-
mance measure was reported,

Method: At least one of methods used were either from the logistic regression family,
decision-tree based or neural network model families OR the article validated
or mimicked the Framingham model.

If an article validates another model from literature it is meant that the performance
of the model to be validated is reported for a new, unseen dataset. Note that this is
done without any modellfitting. If a model is said to 'mimick’ a model, it is meant that
the model-setup and features are identical to the mimicked model. In this case, the
model parameters are fitted to the data available in that study.

A total of 31 articles were found to fulfill the search criterias. Details on the stud-
ies and their reported models in tabular form can be found in the appendix. Table
9 details the main properties of the study and cohort, Table 10 details the models
reported performance whilst Table 11 details input features used in each paper.

Relevant review articles are those by Echouffo-Tcheugui et al. [36] and Sun et al.
[37] for statistical methods, while Krittanawong et al. [38] details the usage of some
machine learning methods on the topic.

3.2.1 The main findings

The construction of a predictive model for hypertension risk assessment has been per-
formed in a large number of scientific articles. Reviewing the literature on the topic,
there is a high level of heterogeneity in terms of data sources, methodology and more.
However, one should not highlight one particular study setup for constructing a risk
model as the correct one. This is arguably a function of study purpose, available data
and other, possibly uncontrollable, factors. In the case of medical data such a factor
could be the high standards and costs of careful and ethically proper handling of data.
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The following paragraphs are based upon the findings detailed in Table 9 in the ap-
pendix.

Country Accounting only for the country datapoints were collected from, multiple
countries were only represented once. This is a common point emphasized in many
articles, as the generalizability of the results may be affected. A model derived from
one study population may yield different performance on other populations or even
other etnicities [39] [40] [41].

This fact encourages the construction of a risk model when data from new popu-
lations become available. It is possibly more important to validate existing models
upon different populations to evaluate their usability across populations. Even still,
in the included literature there is only one risk model, the Framingham risk model,
that have been externally validated or mimicked on more than two populations.

Age ranges Blood pressure is known to increase with age and is therefore impor-
tant for hypertension risk modelling [34]. Details on the age distribution at the time
of measurement is included, with a subdivision by endpoint status if reported. The
mean or median age in most articles seems to be around 50, with a relatively high
standard deviation, indicating an elevated age of participants. Two of the articles re-
porting a mean age below 30 used the same dataset. Perhaps more interesting is the
fact that many articles have chosen to limit their study population by only including
participants above a certain age. This may contribute to skew the results, possibly by
slighly obscuring the fact that normotensives tend to be younger.

Exclusion criterias Many articles failed to report any exclusion criterias at all.
Among the reported, current or a history of cardio-vascular disease, pregnancy and
diabetes were among the most reported. All hypertensives were excluded from the
initial population in the prospective studies.

Number of participants The number of participants included in the different stud-
ies varied greatly, from being in the hundreds up to the millions.

Most of the studies utilized medical cohort data that were collected for the explicit
purpose of general medical study, like the HUNT data that is analyzed in this thesis.
The largest studies, those with more than 25 000 participants, used either electronic
health records (EHR) or in one case data collected by telephone interview. The differ-
ence between these types of data collection methods are noteworthy and one should
not compare without this in mind. The medical cohort data used are more specific and
complete, i.e. fewer features and less missing data, compared to EHR data used.
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Hypertension definition Most definitions were consistent with the ESC/ESH guide-
lines [33], i.e. hypertension was defined as having resting systolic BP above 140
mmHg or resting diastolic BP above 90 mmHg. Some used usage of BP medication
or having been diagnosed as hypertensive at any point in time, in addition. It was
not clearly stated in most cases if the BP measurements was taken at two different
points in time. The exceptions used either: other level thresholds, did not report their
definition, or used "yes/no" to an interview question.

Study type The articles used primarily cross-sectional and prospective study types.
For this thesis, cross-sectional studies are defined to be studies that analyze data
collected at a specific point in time, i.e. with no time difference between measurements
and the hypertension status being recorded. Prospective studies are studies that have
a time difference between the measurements being taken, and the outcome recorded.
Studies in the included articles have a roughly even distribution between the two
types.

The mean or median follow-up times for prospective studies have a range of 1 to
23 years. Most articles were on the lower end and only 2 articles are based on studies
with follow-up time longer than 10 years.

Methods The most popular method in the included literature was logistic regres-
16

sion, used in 57 articles. This was followed by different decision trees based methods
and neural networks, with é—(l) and 3% articles using these respectively.

Articles using logistic regression or survival analysis methods like Weibull regres-
sion were more consistent in methodology and had more similar approaches compared
to those utilizing neural networks or tree-based methods. This seemed to be a result
of a more rigorous treatment of input features and wanting to explore input-output
associations rather than just predict hypertension risk. Using logistic or Weibull re-
gression models with linear feature effects are an established and accepted way of
accomplishing this.

Models from the random forest and neural network model families are less estab-
lished within the medical literature. Articles using these models were more focused
on predictive performance, i.e. investigating the feasibility of using the models for
this purpose.

An example of this variation is found in how models are reported per article. If
an article reported performance measures for multiple logistic regression models, the
intention in all cases was to display the effect of adding or removing features to the
model. If an article reported performance measures for multiple neural network or
random forest models, the intention was to display the effect of varying the tuningpa-
rameters in the model.
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The following paragraphs are based upon the findings detailed in Table 10 in the
appendix.

Validation ’Validation’ details the method the authors used to validate the models
they constructed in their articles, if any method was used.

For a majority of articles, some form of validation procedure was used. The most
common method, used in :1,)—? articles, is a single split of the dataset into a training
set and a test set. In some cases a validation set used to choose tuning parameters
was used. Another relatively common procdure used was K-fold cross-validation as
described in section 2.4.1, found in % articles. Two articles used repeated splitting
and one reported using bootstrap simulations. A minority of % articles reported no
validation procedure.

A consequence of not using a validation procedure or using only a single split
of the dataset is that the performance scores may be biased compared to the true
generalization performance.

Number of features and performance scores In the cases where multiple mod-
els with negligible differences in model setup were reported, the best model was in-
cluded in this review. The best model was either specified in the article or determined
by the reported performance scores.

Across all articles, the number of features used is fairly low, apart from a few
specific articles. The only models that have more than 20 features used EHR data or
involved a large amount of genetic information.

The performance measures are described in section 2.2. As there is a large varia-
tion in how performance was reported, it is difficult to properly decide if a model per-
formed better than another. This is not accounting for the variations in data, dataset
size and the model input. These can all influence the performance scores and making
a proper comparison even more difficult.

Perhaps the most relevant measure for comparison is AUCRroc, as it is the most
reported measure and do not rely on a threshold value c. In a majority of articles that
reported measures using a threshold, the threshold value was not reported.

The AUCroc ranges from almost barely better than random, 0.537, to almost per-
fect discrimination, 0.93. However, a clear majority of AUCRroc scores are found in,
and close to, the range [0.7,0.85]. This seems to be the expected score range for a risk
model. Zheng [42] reports that an AUCRroc score above 0.8 should be considered as
"very good". Wang et al. [43] states "Senior physicians suggest that 30.0% is an ac-
ceptable error rate for the diagnosis of hypertension", which is stated from an earlier
source.

The following paragraphs are based upon the findings detailed in Table 11 in the
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appendix.

Feature selection For selecting the features to use in their risk models, most arti-
cles relied on available literature to do so. In Table 11, the column "Feature selection
method" detail any mathematical method that have been used to select the features
of their final model.

Among parametric methods the usage of significance level to select features was
common, found in % Common p-values thresholds were 0.05 and 0.1. A few spec-
ified explicitly that they utilized a stepwise-procedure, adding features sequentially
by the feature that improved the performance the most or removing from the full set
those that decreased it the least. The best model was then selected by likelihood or
measures like Bayes Information Criterion (BIC). In many of the articles, simplified
models with few features were also reported. In many cases this was motivated by
medical customs, wanting easier models to apply in a clinical setting or for displaying
a predictive effect of a small subset of features.

Other methods included correlation filtering, information measures, variable im-
portance as described in section 2.3.1, or simply mimicking the Framingham model
by using the same features it does.

Features used in literature Reviewing the features included in the different mod-
els that were presented in the literature, there are many that are used frequently.
Some common features were: Age, BMI, systolic and diastolic blood pressure, sex,
cholesterol levels, smoking and some detail on family history of hypertension. These
features were seen just as often in articles that used feature selection methods as in
those only relying on literature.

Four of the included articles used genetic information as input to their models. Of
these, three of them, Fava et al., Lu et al. and Niiranen et al., fitted models that only
differed by inclusion of carefully selected genetic information [44][45][46]. Niiranen
et al. fitted models for both cross-sectional study data and prospective study data.
In all models, the number of genes was relatively low, from 19 to 38 genes. Based
on the AUC performance measures, the genetic information made little difference in
performance for all models reported. In contrast with the other three, Alzubi et al.
constructed a model with a large amount of genetic information, using 417 523 genes
as inputs [47]. However, they did not report any model without genetic information
and did not report an AUCRroc score, making it hard to compare to the other models.
Other measures suggested that the model of Alzubi et al. performed well.

There are numerous articles that presented models with one or a few features,
that still achieved fairly high performance measures.

Paynter et al. saw little improvement in predictive performance after adding systolic,
diastolic BP, age, BMI and race as input features.
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Muntner et al. proposed two models using only categorized version of systolic and di-
astolic blood pressure respectively [39]. The one using systolic blood pressure achieved
an AUCgoc of 0.768, while a model using the same features as the Framingham
model achieved only an increase in AUCgroc to 0.788.
Chien et al. presented a model with age, sex, BMI, systolic and diastolic blood pres-
sure that achieved an AUCRroc of 0.74 [48]. Expanding this model with biochemical
markers decreased (!) the predictive performance slightly.
Lim et al. achieved an AUCRroc of 0.707 with only the single input of prehypertension
status [49]. Validating the Framingham model gave a performance AUCro¢ of 0.791,
suggesting that prehypertension alone is not sufficient.
Carson et al. presented two models derived only on women that only used prehyper-
tension status in one and an age times diastolic blood pressure in the other [50]. The
one using prehypertension achieved an AUCgroc of 0.71, while the one using only the
interaction term achieved a score of 0.81. They compared it to a mimick model of the
Framingham model, which achieved an AUCRro¢ of 0.84. This might suggest that age
and diastolic blood pressure are high-value features for predictive performance.
Sathish et al. presented a model intended for being easy to use in areas with limited
medical resources [51]. In this model, age above 35, smoking, prehypertension and
a measure of obesity is the only features. This model achieved an AUCgro¢ of 0.802.
The other measures suggests the model is much better at identifying normotensives
than hypertensives.
Lu et al. presented multiple models, sequentially increaseing the number of included
features[45]. While there is little improvement with adding the genetic risk score,
the addition of smoking, drinking, pulse and education increased the discriminatory
power somewhat. The addition of systolic and diastolic blood pressure vastly improved
the AUCgoc from 0.687 to 0.777.
Fitriyani et al. presented a model with only age and five markers describing the phys-
ical proportions of ones body [52]. This model achieved an AUCkroc score of 0.87 for
the male population, and 0.76 for the female population. However, the dataset used
only contained 325 datapoints.

Only a few articles included any non-linear transformations of features as inputs
to the model, barring indicator-functions. Those seen in the included literature are
’Age x dia. BP’, ’Age?’, 'Sex x Age’, and ’Age x Waist-circumference’.

In summary, there do exists some features that are used frequently when construct-
ing hypertension prediction models. These are: Age, BMI, systolic and diastolic blood
pressure, sex, cholesterol levels, smoking, some detail on family history of hyperten-
sion. Further, the model results seems to indicate that genetic information contains
little discriminative power for prediting hypertension risk if only a relatively low num-
ber of genes are included. As a contrast, smaller models seems to be able to perform
surprisingly well, with multiple examples found in the literature.
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Chapter 4

Data and exploratory analysis

4.1 Available dataset

The dataset made available for this thesis originally collected as part of the HUNT
Study. The Nord-Trgndelag Health Study (The HUNT Study) is a collaboration be-
tween HUNT Research Centre (Faculty of Medicine and Health Sciences, Norwegian
University of Science and Technology NTNU), Nord-Trgndelag County Council, Cen-
tral Norway Regional Health Authority, and the Norwegian Institute of Public Health.

Not all of the data made available was relevant for the analysis. As a part of the
thesis aim, models are constructed for the intention of predicting hypertension inci-
dent risk between HUNT2 and HUNTS for individuals that were healthy at HUNT2.
The dataset made available for this analysis included data on participants that partic-
ipated in studies HUNT1, HUNT2 and HUNTS3. To select the largest possible relevant
subset of this data, some inclusion criterias were defined. These criterias were con-
structed with the help of Emma Ingestrém, a PhD student in the MyMDT-project, and
by reviewing relevant literature on the topic. Participants that fulfilled all criterias
were included in the subset used in the analysis, while those who did not are excluded.
The criterias for including a single participant were:

- the participant had to be present at both HUNT2 and HUNTS3.

- the participant does not have any missing values in blood pressure measurements
at HUNT2 and HUNTS3

- the participant does not have any missing info on current usage of blood pressure
medication at HUNT 2 and HUNT3

- the participant does not have any missing info on diabetes, history of cardiovascular
disease at HUNT2
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- the participant was healthy at the time of HUNTZ2, i.e. normotensive, without dia-
betes and has no history of cardiovascular disease

- the participant has no missing values in the selected features

Hypertension was defined as having systolic BP above 140 mmHg or diastolic BP
above 90 mmHg. In the case that an participant used blood pressure medication, 15
mmHg was added to the systolic BP measurement and 10 mmHg to the diastolic BP
measurement, as done and suggested in literature [46]. Applying these criterias to the
full dataset made available for this thesis, 18249 participants were found to satisfy
them.

The selection of features was guided by relevant literature on the topic, see section
3.2, and the advice of Emma Ingestrom, a PhD student working with the same dataset
in her research. In addition, there was a desire for obtaining as many possibly useful
features as possible to increase the probability that any non-linear pattern the models
can learn was present in the dataset. These two considerations were weighted against
the number of missing values each feature had, as participants with any missing
features were not included in the dataset.

Details on the resulting choices of features and target are listed in the appendix,
see Tables1, 3 and 2. More detailed information on the variables available in the full
dataset is available at the HUNT databank!. A notable exclusion from the selected
features was information on alcohol consumption, which was dropped due to a high
missing rate among participants.

4.2 Data exploration

4.2.1 Feature and target summary statistics

Summary statistics on numerical properties of the 21 features and target split by
categorical and continuous types can be found in Tables 4.1 and 4.2.

4.2.2 Variable associations

To assess any possible associations between features and target in the dataset, a cor-
relelogram has been calculated and is presented in Figure 1 in the appendix. For
categorical features that had more levels than 2 and were not ordered, correlation
was calculated for each level separately.

The correllelogram indicate that some features exihibit high levels of correlation. This
is especially true for the physical trait measures, like 'Weight’, 'Height’, 'BMI’ and
"Waist-circumference’. ’‘BMI’ has no empirical correlation with 'Height’ in this dataset,

Lurl: https:/hunt-db.medisin.ntnu.no/hunt-db/#/
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Table 4.1: Summary stats. on categorical variables in the final dataset. Some levels
are encoded in plot margins, with the encoding given here.

Variable Ordered (Encoding) Level: Counts
levels
Sex No Male: 7096 Female: 11153
GFREstStag | No Stage 1: 6197 Stage 2: 12052
CarInfFam1 No Yes: 6933 No: 11316
FamHypEv No Yes: 6628 No: 11621
PAllevel Yes Low: 6231 Medium: 4815
High: 7203
SmoStat No (1) Never: 8382 (2) Form. daily: 4812
(3) Daily: 5055
InvMuniciGeo | No (1) Inland: 2328 (2) Fjord: 12909
(3) Coastal: 3012
LoveStat No (1) Partner: 12034 (2) No partner: 4473
(3) Separated: 1309 (4) Widow(er): 433
Educ No (1) Sec. school: 7139 (2) Upper sec. school: 4018
(3) High-school: 2045 (4) Higher, < 4 y: 3083
(5) Higher, > 4 y: 1964
Target value:
Hyp.HUNTS3 No Yes: 3905 No: 14344

Table 4.2: Summary stats. on continuous variables in the final dataset.

Variable | Mean | Std. dev. | Min. | 25th petl. | 50th petl. | 75th petl. | Max.
Features:

Hei 171.00 8.78 136.00 164.00 170.00 177.00 206.00
Wei 74.20 13.02 35.00 64.50 73.00 82.50 150.00
Bmi 25.40 3.63 15.00 22.90 25.00 27.30 52.80
WaistCire 82.60 10.73 54.00 74.00 82.00 90.00 160.00
BPSystMn23 123.00 10.16 81.00 116.00 124.00 132.00 140.00
BPDiasMn23 74.20 7.88 39.00 69.00 75.00 80.00 90.00
SeCreaCorr 67.1 12.86 8.00 58.00 66.00 75.00 193.00
PartAg 42.81 11.70 19.20 34.10 42.40 50.50 86.30
SeChol 5.57 1.13 1.90 4.80 5.50 6.30 13.30
SeHDLChol 1.42 0.38 0.50 1.10 1.40 1.60 4.10
SeTrig 1.50 0.95 0.21 0.89 1.26 1.82 17.25
SeGluNonFast 5.11 0.84 2.00 4.60 5.00 5.50 10.90
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due to being adjusted for this during datacollection. The high correlation values of the
physical traits might suggest that only one or two of these features should be included
in models, as they might contain redundant information. Other features that have
high correlation is the blood pressure measurements. This is somewhat expected, as
they describe closely related properties of blood-circulation.

It seems like there is some association in the dataset across variable types. ’Sex’
has a high degree of association with several variables, suggesting some redundancy
in the dataset. ’Age’ has some association with different features. For the endpoint
‘Hyp.HUNTS’, there is some association with the blood pressure measurements and
’Age’, with a small association with 'BMI’, "'Waist-Circumference’ and ’Serum Choles-
terol’.

A boxplot detailing the distributions of continuous variables, split by the endpoint
hypertension status, is presented in Figure 4.1. All continuous features exhibit little
difference between their splitted distributions. By visual inspection of the boxplots, it
seems as there is a small, but equal difference in median for 'Weight’, 'BMI’, 'Waist-
Circumference’. The equal difference is no surprise considering that they exhibit high
correlation. Another variable that had some difference was ’Serum Cholesterol’. For
three variables, the median for hypertensives is higher than the 75th percentile for
normotensives. This is the case for ’Systolic BP.’, 'Diastolic BP’ and ’Age’. This may
suggest that these are the most effective single covariates to have in a model. Apart
from these, most variables display little difference in their splitted distributions.

Finally, to further investigate associations between discrete variables, an infor-
mation theoretic measure called Theil’s uncertainty coefficient has been calculated,
shown in Figure 2 in the appendix. Theil’s coefficient for a random variable X given
the random variable Y, U(X|Y), is defined:

H(X)- H(X|Y) H(Y)-H(Y|X)

UX]Y) = ios = ) (4.1)

where H(X) = Ex(log(Px)), H(X|Y) = Ex y(log(Px)y)) is the entropy of X and con-
ditional entropy of X|Y respectively. Theil’s coefficient takes values in [0, 1], where
1 indicate a perfect association and 0 indicate no association. Due to the denomina-
tor, it is an asymmetric measure, loosely interpreted as estimating the percentage of
information in X that may be explained by Y. Reviewing the figure, the coefficient is
fairly low for all variables. The endpoint 'Hyp.HUNT3’ was best predicted by 'Love
Status’. However, the measure values are quite small and hence indicate that none of
the categorical variables have a strong association with the target.
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Figure 4.1: Continuous variable distributions if split by endpoint status.
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Chapter 5

Methodology

The analysis is performed by fitting models from the three model families of logistic
regression, random forest and neural network model families. These are subject to the
exact same model fitting and evaluation routine for measuring the predictive perfor-
mances of each model-family. Further, each model is applied with model-specific reg-
ularisation methods and tuningparameter searches. Using the fitted models, feature
importance measures are calculated for each model family to determine key features
for hypertension risk modelling.

5.1 Analysis setup common for all model-families

This section details the components of the analysis setup that was common for models
of all model-families.

5.1.1 Training and testing regime

This describes the full training and testing regime.

5.1.1.1 Routine for a single pair of training and test set

To obtain a measure of the generalization error for models, the dataset D is divided
into derivation set Dpy = (Xpit, yrit) and one test set Drest = (Xrest, Yrest), With
Dpy N Dy = 0. The training set is fixed to be 4 times larger than the test set.

To find suitable tuningparameters for each model-family, a tuning parameter search
specific for each model family is performed. Each tuning parameter configuration in
the search is evaluated by using 4-fold cross-validation as described in section 2.4.1.
The configuration that achieves the highest mean AUCRroc on the out-of-fold evalu-
ations is chosen. The final model using this configuration is then fitted on the whole
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training set. A final evaluation is made on the test set as a measure of the models
generalization performance.

The choice of AUCRroc was due to this measure being the most frequently reported
measure for models in the relevant literature, which makes comparison of results with
those in literature more relevant.

5.1.1.2 Repeated training and testing routine

As an attempt to distinguish between the variability in the data and the variability
of the models from the different model families, the training and testing procedure
described in section 5.1.1.1 is repeated independently 20 times. This will in turn
produce 20 performance scores which detail the variability in performance scores oc-
curing from different splits in the dataset.

5.1.2 Class imbalance loss

The training and evaluation regime as described in sections 5.1.1.1, 5.1.1.2 is repeated
once, with the only difference being that an adjusted loss function is used. The loss
function is adjusted as described in section 2.1.6. The scaling factor 7 is set to R for
the hypertensive class, where R is the ratio of normotensives to hypertensives in the
appropriate training set that is used.

5.1.3 Standardization

All models are paired with a standardization routine where the continuous features
are univariately standardized to have mean 0 and variance 1. This serves multiple
purposes. Standardization is a common approach for achieving faster convergence
when gradient-based optimization methods are used [9]. These methods are used to
fit model from the logistic regression and neural networks model families. In addition,
the coefficient sizes in logistic regression are easier to compare against each other as
the coefficient sizes are relative to identical data distributions. The features mean
and variance was estimated only from the appropriate training set in use, to avoid
introducing any bias.

5.1.4 Permutation importance

After a final model has been selected, permutation importance as described in section
2.3.2 is calculated for all features using the appropriate training set. The number of
permutations for each feature in each model is fixed at 20. Some features displaying
a high level of correlation were permuted jointly, to assess a grouped permutation
importance. The resulting permutation importances are aggregated for each model-
family. The choice of calculating this measure on the training set was due to using the

39



importance scores to identify feature subsets that could be used in fitting new models.
In this way, we avoid being biased by calculating the scores on the test set.

5.1.5 Feature inputs

All models are fitted using only linear inputs of the features, i.e. no transformation
except standardization is performed on the features. The motivation behind this is
that the logistic regression family will only fit linear effects of the features, while the
random forest and neural network model families are still capable to fit to potentially
non-linear feature effects. This provides a nice contrast when results are compared.

As the features 'BMI’, 'Weight’ and "Waist-circumference’ were highly correlated,
only the latter was used of the three.

5.2 Analysis setup specific for each model-family

The following section detail parts of the analysis setup that was specific for models in
each model-family.

5.2.1 Logistic regression family

The logistic regression models are implemented with regularization as described in
section 2.1.3.1. The models are fitted to minize the binary cross-entropy loss function
plus the regularisation penalty. The tuning parameter search strategy for these mod-
els is chosen to be a grid-search, i.e. that all possible combinations are trialled. The
axis defining the grid is displayed in Table 5.1. Note that a regularization intensity of
0 corresponds to unregularized modellfitting.

Table 5.1: Hyperparameter grid values used in tuningparameter search for logistic
regression.

Parameter ‘ Grid values
- Regularization intensity | {0,107%,10739...,10%9, 10%} .
- Elastic loss ratio {0,0.1,...,0.9,1}

5.2.2 Random forest family

Random forest models are implemented using cost-complexity pruning as described in
section 2.1.4.1. Since pruning is used, the individual decision trees are fitted without
restrictions on size. The number of features considered for each split is chosen to be
5. Each forest is constructed from 100 decision trees. The tuningparameter o used
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Table 5.2: Grid values defined for the neural network tuningparameters. Bayesian
tuningparameter-search is applied on this grid to find well-performing tuningparam-
eters.

Tuningparameter Grid values

Depth {1,2,3,4,5}

Width {32,64,128,256}

Activation function | {'ReLU’,’GELU’, 'Tanh’, Sigmoid’}
Batch-size {16, 32,64, 128} '
Learning-rate, o a € [1073,107]

Learning-rate decay | {0%, 1%, 2.5%, 5%} per epoch.
Dropout rate 7p,qp {0,0.1,...,0.9}

in pruning is selected by an exhaustive search among the values {0,0.001,...,0.02}.
Note that o = 0 corresponds to no regularisation.

5.2.3 Neural network family

Modelfitting for neural network models is most often a lot more computationally ex-
pensive compared to logistic regression and random forest models. In addition, the
number of tuningparameters is higher. This makes grid-searches time-consuming. To
search for tuningparameters, a Bayesian search as described in section 2.4.2 is used,
with a large value of x to ensure the search-space is explored thoroughly. The axis of
the tuningparameter search grid is displayed in Table 5.2. Note that having 0 as the
value for 7p,, in Dropout means not using Dropout. The number of search iterations
is set to 50, with the first 15 points being random samples from the grid.

Using the selected tuningparameter configuration found in the search, a Bayesian
method named Multi-SWAG is applied [18]. This method introduces several more
tuningparameters, but these are fixed for simplicity to values suggested in the article
describing the method and well-performing values. The number of converged models
SWAG is applied to is 20 models, each using the selected tuningparameter configura-
tion. 30 parameter samples are taken per model to estimate the models parameter
posterior distribution. To construct predictions, 10 samples is drawn from the pos-
terior distribution, yielding 10 models per the converged model SWAG is applied to.
This produces a total of 200 predictions to use in the Bayesian model averaging. A
predictions is made by a simple mean.

The non-linear activation functions mentioned in Table 5.2 are shown in Figure
2.2.
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5.3 The Framingham model

The Framingham model [8] is one of the more known risk prediction models. To com-
pare to the results achieved in this analysis, the continuous version of the Framing-
ham risk prediction model was implemented to validate the model on HUNT data.
Using the continuous model, the 4 year risk of incident hypertension is calculated as:

dyearrisk =1 — ¢, 7= —4¢P/08769
where 3 = 22.9495 — 0.1564 x ’Age’ — 0.2029 x "Woman’ — 0.0593 x ’systolic BP’
— 0.1285 x ’diastolic BP. — 0.1907 x ’'Smoking’ — 0.1661 x ’Parental hypertension’
—0.0339 x ' BMTI’ 4+ 0.0016 x ’Age’ x ’diastolic BP’

Note the double exponential. The features used in the Framingham model are not ex-
actly the same as the ones used in the analysis. The features 'Parental hypertension’
differs by being the number of parents suffering or having suffered from hypertension
that an individual has. The feature 'Smoking’ differ by only encoding if an individual
smokes or not. A subset fulfilling the inclusion criterias defined in section 4.1, but
with the features used in the Framingham model is extracted from the HUNT data.
This yielded 15776 participants.

The dataset containing these are referred to as the Framingham data. It should be
noted that the differing features are more restrictive definitions of the those defined
and used for the analysis, i.e. all participants in the Framingham data are also used
in the analysis.

In addition, the risk model only modelled 4 year risk while the HUNT data was
collected with 11 years between measurements and endpoint. To accommodate this,
7 years are added to the age of the participants in an adjusted evaluation. Each eval-
uation of the Framingham model is calculated only once on the whole Framingham
data, since the model was fitted using an external dataset.

5.4 Implementation

All code for implementing models have been written by the thesis author, except a
script for calculating the feature Physical Activity Indicator. That script was sup-
plied as a R-script written by Emma Ingestrom. The logistic regression and random
forest models as well as the tuningparameter search methods were implemented us-
ing the Python library Scikit-learn [53]. Models from the neural network family
were implemented using the Python library PyTorch [17]. To speed up computation,
modelfitting was implemented in parallel using the Multiprocessing library [54].
Preprocessing, visualization and post-processing of results was done in R [55] using
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the integrated development environment RStudio [56]. R packages used for these
purposes include ggplot2 [57], reticulate [68] and Tidyverse [59].

All data was hosted and analysis performed over remote-connection to HUNT
cloud, an external computing infrastructure hosted for research on HUNT datal.
HUNT cloud is hosted as part of the HUNT data center, owned by the Director of
HUNT Research Centre and affiliated with HUNT Research Centre, Department of
Public Health and Nursing, Faculty of Medicine and Health Sciences, NTNU, Norway.

Due to privacy reasons, the data used in this thesis is not publically available and not
included in this thesis?

https://www.ntnu.edu/mh/huntcloud
http://www.ntnu.edwhunt/data
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Chapter 6

Results

This chapter contains the main results obtained from the analysis performed as de-
scribed in Chapter 5. The results are derived from the evaluation of models on the
test sets, which was repeated 20 times to produce 20 evaluations per performance and
importance measure for each model-family. The results are presented first for logistic
regression, then random forest and neural networks before the results are collected
in a single table. Along with the results for each model, the no-skill model that gives
0.214 as its prediction for all datapoints is included as a reference.

6.1 Logistic regression models

6.1.1 Performance measure scores

The logistic regression models performed well. Excluding Brier score in balanced mod-
els, the models outperformed the no-skill model on all measures. There seems to be
little variability in the results, indicating that the fitted models are able to generalize
somewhat equally well. Comparing the models to their counterparts using balanced
loss, there is no difference in the discriminative performance measures. However, the
Brier and Tjur measures increase using balanced loss.

Table 6.1: Results for logistic regression models using the full feature set. LR = Lo-
gistic Regression.

Model ‘ AUCRroc ‘ AUCprc ‘ Brier Tjur

LR 0.787 +£ 0.007 | 0.469 + 0.014 | 0.139 + 0.003 | 0.178 + 0.006
LR, balanced | 0.788 + 0.007 | 0.468 + 0.014 | 0.192 + 0.003 | 0.251 + 0.006
No-skill model | 0.5 0.214 0.1684 0

Note that a balanced loss weights performance on each class equally. However, the

44



performance measures are calculated on populations where the class distributions are
not equally large.

6.1.2 Feature importance scores

The importance of features used in the logistic regression models was assessed using
Lasso loss with increasing penalty and permutation importance. The logistic regres-
sion coefficients using Lasso loss vs. increasing penalty is shown in Figure 6.1a. The
permutation importance is shown in Figure 6.3. The results for the two methods
are more or less consistent with each other. ’Age’, ’systolic BP.” and ’diastolic BP’ are
the most important features, while 'Waist circumference’ and 'Hypertension history
in close family’ as two notable features. Permuting the features ’Age’, ’systolic BP’
and ’diastolic BP’ jointly dropped the AUCRroc by so much that model performs only
slightly better than random. Notice that this corresponds nicely with the Lasso impor-
tance plot, as the mean out-of-fold AUCRroc is barely affected as the penalty increases,
dropping only slighly until ’Age’, ’systolic BP’ and ’diastolic BP’ are zeroed out along
with the others.

6.1.3 Results using feature subsets

Motivated by the feature importances scores found for all models, see Figures 6.1 and
6.3, two subsets of features were defined. The modellfitting and evaluation routine
were repeated using these subsets of features for logistic regression. The two subsets
were:

Reduced: ’Age’, ’systolic BP., ’diastolic BP’, "Waist-circumference’ and ’History of hy-
pertension in close family’

Minimal: ’Age’, ’systolic BP.’ and ’diastolic BP’

These are referred to as the reduced and the minimal feature sets, respectively. The
performance scores obtained for models fitted using these feature subsets, along with
those obtained using the full feature set can be seen in Table 6.2.

The obtained performance scores using the reduced and minimal features sets are
quite good considering that > 70% of the included features in the full set are not uti-
lized. For the reduced feature set, the performance was more or less identical to using
the full feature set, although a slightly lower mean was observed on all measures.
Using the minimal feature set, the performance scores were slightly worse than using
the two other feature sets. In addition, the same pattern for models using balanced
loss fitted to the full feature set was observed for the models using the feature subsets.
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Table 6.2: Results for logistic regression models using different feature subsets. LR =
Logistic Regression.

Model | AUCRroc | AUCpRre | Brier | Tjur

Full feature set:

LR 0.787 4+ 0.007 | 0.469 + 0.014 | 0.139 + 0.003 | 0.178 + 0.006
LR, balanced 0.788 + 0.007 | 0.468 + 0.014 | 0.192 + 0.003 | 0.251 + 0.006
Reduced feature set:

LR 0.785 + 0.006 | 0.462 + 0.015 | 0.139 4+ 0.003 | 0.174 + 0.006
LR, balanced 0.785 + 0.006 | 0.461 + 0.014 | 0.193 + 0.003 | 0.246 + 0.006
Minimal feature set:

LR 0.778 + 0.007 | 0.449 + 0.015 | 0.141 + 0.003 | 0.162 + 0.005
LR, balanced 0.778 4+ 0.007 | 0.448 4+ 0.015 | 0.196 + 0.003 | 0.230 + 0.008
No-skill model 0.5 0.214 0.1684 0

6.1.4 Coefficient sizes

The sampling distribution for coefficients in the logistic regression models are shown
in Tables 4 and 5 split by models fitted using different feature sets or balanced loss.
A subtable for the most important features ’Age’, ’systolic BP., ’diastolic BP’, "Waist-
circumference’ and 'History of hypertension in close family’ is displayed in Table 6.3.

Table 6.3: Summary statistics for the coefficient sizes of the 20 fitted logistic regres-
sion models fitted with and without balanced loss. Subtable of Tables 4 and 5 in the
appendix.

Feature ‘ Full ‘ Reduced ‘ Minimal

Systolic BP. (Sys)
Diastolic BP. (Dia)
Age

Hyp. history in fam.
Waist circumference

0.5914 + 0.0171
0.4276 £+ 0.0145
0.5042 + 0.0145
0.3409 £ 0.0222
0.1986 + 0.0117

0.5413 + 0.0175
0.4446 £+ 0.0135
0.5602 + 0.011
0.3593 £ 0.0209
0.203 £+ 0.0072

0.5528 + 0.0303
0.4705 £ 0.0214
0.5558 + 0.0317

Using balanced loss:

Systolic BP. (Sys)
Diastolic BP. (Dia)
Age

Hyp. history in fam.
Waist circumference

0.5964 + 0.0159
0.4322 £+ 0.0137
0.5455 £+ 0.0162
0.3683 + 0.0229
0.2097 £+ 0.012

0.5443 £ 0.0174
0.4511 £+ 0.0126
0.6156 + 0.0103
0.3753 £ 0.0297
0.2139 £+ 0.0079

0.5515 £ 0.0228
0.474 £ 0.0178
0.6058 + 0.0269

The major difference in coefficient sizes for models with and without balanced loss
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is that the coefficient corresponding to ’Age’ is higher for balance loss. The coefficient
mean for other features are within a standard deviation of the balanced loss models
feature mean. Note also that the coefficient sizes change as we go from the full to the
reduced and minimial feaure sets.

6.1.5 Selected tuningparameters

The tuningparameters that were found in the grid-search to be best-performing are
listed in Table 6 in the appendix. A common trait was that a regularised logistic
regression model with a penalty A ~ 10 was found to perform the best at all iterations
when the full feature set was used. For the reduced and minimal feature sets more
unregularized models were chosen, but without any obvious patterns emerging. The
was found for the models using balanced loss.

6.2 Random forest models

6.2.1 Performance measure scores

The random forest model performs well, outperforming the no-skill model on all mea-
sures, except the balanced model on Brier score. The same pattern for models using
balanced loss as for logistic regression models was seen.

Table 6.4: Results for random forest models. RF = Random Forest.

Model | AUCRroc | AUCpRre | Brier | Tjur

RF 0.781 + 0.006 | 0.460 + 0.013 | 0.141 + 0.002 | 0.139 + 0.005
RF, balanced 0.781 + 0.005 | 0.459 + 0.011 | 0.186 + 0.004 | 0.214 + 0.007
No-skill model | 0.5 0.214 0.1684 0

6.2.2 Feature importance scores

The importance of features used in the random forest models was assessed using
variable importance and permutation importance. The variable importance is shown
in Figure 6.1. The permutation importance is shown in Figure 6.3. The features
regarded as important in logistic regression are important for random forest models as
well. In addition, the variable importance plot suggests that the features "Love status’,
’Serum cholesterol’ and ’Serum Triglyceride’ may be of some importance. However,
this does not seem to be supported by their permutation importance.
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(b) Variable importance measured by mean decrease in impurity in random forest models

Figure 6.1: Feature importance scores for logistic regression and random forest
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6.2.3 Models using reduced feature sets

As decribed in section 6.1.3, random forest models were fitted using two subsets of
features. Table 6.5 show the obtained performance using these subsets in addition to
the performance of random forest models when the full feature set is used.

Table 6.5: Results for Random forest models using different feature subsets. RF =
Random Forest.

Model \ AUCRroc \ AUCprc \ Brier \ Tjur

Full feature set:

RF 0.781 4+ 0.006 | 0.460 + 0.013 | 0.141 + 0.002 | 0.139 + 0.005
RF, balanced 0.781 £ 0.005 | 0.459 + 0.011 | 0.186 & 0.004 | 0.214 £ 0.007
Reduced feature set:

RF 0.782 4+ 0.006 | 0.462 4 0.015 | 0.140 4+ 0.002 | 0.157 £ 0.005
RF, balanced 0.782 + 0.005 | 0.459 + 0.014 | 0.191 + 0.003 | 0.230 + 0.005
Minimal feature set:

RF 0.778 + 0.006 | 0.456 + 0.015 | 0.141 + 0.002 | 0.150 + 0.006
RF, balanced 0.778 4+ 0.006 | 0.454 4+ 0.013 | 0.194 + 0.003 | 0.220 + 0.005
No-skill model 0.5 0.214 0.1684 0

The random forest models using the reduced feature set obtained better perfor-
mance score means than the models using the full feature set. This is seen as the
Tjur score is clearly higher while the other measures are somewhat equal. This is
true for the model fitted using the minimal feature set as well. The effect of using
a balanced loss is the same regardless of the feature set used. The random forest
models using the minimal set performed more or less equally well as the two others.

6.2.4 Selected tuningparameters

The selected pruning intensity for the random forest models was very low. Table 7
in the appendix displays all tuningparameter chosen, split by model iteration and
by usage of balanced loss. Along with the pruning intensity, the mean and standard
deviation on the number of end nodes per decision tree in the random forest models is
reported. All pruning intensities were low, in the range [3,11] x 10~%. In the random
forests fitted using the reduced and minimal features sets, the average number of
endnodes in each decision tree seems lower. No discernable difference could be spotted
between models fitted with or without balanced loss. In Figure 6.2, the mean out-of-
fold AUCRroc score is plotted vs. the pruning intensity used in the tuning-parameter
search. In short, some regularization is useful, but this was no surprise considering
that the individual trees were overfitted by intention before pruning them.
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Figure 6.2: Out-of-fold AUCRroc score obtained during tuning-parameter search vs.
pruning intensity for Random forest models. Solid line is mean with dashed lines 2
standard deviations.

6.3 Neural network models

6.3.1 Performance measure scores

Both the single neural network models and the ensembling method Multi-SWAG pro-
duced well-performing models. The usage of Multi-SWAG improved scores on all
measures. However, a question can be asked as to how effective the method is, as
the Multi-SWAG ensemble is comprised of 200 predictions made from 20 neural net-
works. The increase in computation is high, while the mean performance scores for
a neural network and its Multi-SWAG ensemble are within 2 standard deviation of
each other.

Table 6.6: Results for neural network models. NN = Neural network.

Model \ AUCRroc \ AUCpgre \ Brier \ Tjur

NN 0.777 + 0.007 | 0.449 + 0.014 | 0.144 + 0.005 | 0.159 + 0.027
NN, balanced 0.779 + 0.007 | 0.451 + 0.017 | 0.199 + 0.012 | 0.240 + 0.017
Multi-SWAG 0.785 + 0.007 | 0.461 + 0.016 | 0.140 + 0.002 | 0.160 + 0.010
Multi-SWAG, balanced | 0.786 + 0.006 | 0.465 + 0.015 | 0.194 + 0.003 | 0.234 + 0.012
No-skill model 0.5 0.214 0.1684 0
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6.3.2 Feature importance scores

The permutation measure calculated for neural networks are shown in Figure 6.3.
The scores are coinciding with those calculated for logistic regression and random
forest models. There was a slightly larger variation in the importance estimates of
neural networks, but this is likely due to the larger variation in models from the
neural network family compared to the others.

6.3.3 Selected tuningparameters

The tuningparameters that were found in the grid-search to be best-performing are
listed in Table 8 in the appendix. There seems to be no obvious pattern, except that
the maximum size of intermediate activations, the width of the network, was 128
across all models. In addition, it should be noted that models with a large number of
parameters as well as few were chosen. E.g. in Table 8, on the 9th run in the analysis,
a model with depth 5 and width 128 and thus having more than 60 000 parameters
was selected for the models without balanced loss. On the 19th run in the analysis,
a model using fewer than 500 parameters was selected for those with balanced loss.
Judging by the performance scores, both models were quite similar in performance.

6.4 Framingham model

The performance scores for the Framingham model is shown in Table 6.7. Note that
the results was obtained by a single evaluation, since none of the applicable data had
been used in fitting the model.

Table 6.7: Performance of the Framingham 4-year hypertension risk model on the
Framingham data. For the adjusted evaluation, ’Age’ is added 7 years.

Model \ AUCRroc \ AUCpprc \ Brier \ Tjur
Framingham 0.79 0.458 0.139 | 0.118

Framingham, unadj. | 0.79 0.46 0.143 | 0.088

6.5 Comparison across model families

A figure showingcasing the results for models fitted on the full feature set are given in
the appendix, see Figure 3. A table containing the performance measures of models
from all model families, split by usage of balanced loss and which feature set fitted
on, is given in Table 6.8. It can be seen that all models exhibit the same pattern when
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work, logistic regression and random forest model. Sorted by their median importance
in neural networks.
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Table 6.8: Model result distributions by model family and feature set that have been
used in fitting the model. LR = Logistic regression, RF = Random Forest, NN = Neural

Network.
Model | AUCRroc | AUCpRre | Brier | Tjur
Full feature set:
LR 0.787 + 0.007 | 0.469 + 0.014 | 0.139 + 0.003 | 0.178 + 0.006
LR, balanced 0.788 + 0.007 | 0.468 + 0.014 | 0.192 + 0.003 | 0.251 + 0.006
RF 0.781 + 0.006 | 0.460 + 0.013 | 0.141 + 0.002 | 0.139 + 0.005
RF, balanced 0.781 4+ 0.005 | 0.459 + 0.011 | 0.186 + 0.004 | 0.214 + 0.007
NN 0.777 + 0.007 | 0.449 + 0.014 | 0.144 + 0.005 | 0.159 + 0.027
NN, balanced 0.779 + 0.007 | 0.451 + 0.017 | 0.199 + 0.012 | 0.240 + 0.017
Multi-SWAG 0.785 + 0.007 | 0.461 + 0.016 | 0.140 + 0.002 | 0.160 + 0.010
Multi-SWAG, balanced | 0.786 + 0.006 | 0.465 + 0.015 | 0.194 + 0.003 | 0.234 + 0.012
Reduced feature set:
LR 0.785 + 0.006 | 0.462 + 0.015 | 0.139 + 0.003 | 0.174 + 0.006
LR, balanced 0.785 + 0.006 | 0.461 + 0.014 | 0.193 + 0.003 | 0.246 + 0.006
RF 0.782 + 0.006 | 0.462 + 0.015 | 0.140 + 0.002 | 0.157 + 0.005
RF, balanced 0.782 4+ 0.005 | 0.459 + 0.014 | 0.191 + 0.003 | 0.230 + 0.005
Minimal feature set:
LR 0.778 + 0.007 | 0.449 + 0.015 | 0.141 + 0.003 | 0.162 + 0.005
LR, balanced 0.778 + 0.007 | 0.448 + 0.015 | 0.196 + 0.003 | 0.230 + 0.008
RF 0.778 + 0.006 | 0.456 + 0.015 | 0.141 + 0.002 | 0.150 + 0.006
RF, balanced 0.778 + 0.006 | 0.454 + 0.013 | 0.194 + 0.003 | 0.220 + 0.005
Framingham feature set:
Framingham 0.79 0.458 0.139 0.118
Framingham, unadj. 0.79 0.46 0.143 0.088
No-skill model 0.5 0.214 0.1684 0

fitted with balanced loss. In addition, the performance scores are quite similar across
model-families and feature sets.
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Chapter 7

Discussion

In this chapter, we discuss the performance measures obtained in the analysis, which
features that were important, what the model families may indicate about feature
effects and how they compare against the models found in the literature.

7.1 Models using the full feature set

Reviewing the results listed in Table 6.8, the performance scores obtained for the
different model families indicate that all model families can be used to construct
fairly well-performing prediction models. This is evidenced by the fact that all models
achieve performance scores that are substantially better than what a no-skill discrim-
inator would achieve for each performance measure, with an exception for models us-
ing balanced loss, on Brier score. However, as the performance scores are quite similar
across model families, it is not appropriate to distinguish one model family as supe-
rior based solely on performance measures. The standard deviation of performance
measures was larger than the difference in mean between model families. This indi-
cates that the variability in the data have a greater effect on a models performance
compared to the particular choice of model family. Judging by the mean and median,
the logistic regression model family scored slighly better at all measures, regardless
of using balanced loss or not, excluding the Framingham model.

The fact that logistic regression using only linear feature effects performs as well
or better than models from the two other model families, suggests that the problem
is adequately solved without non-linear feature effects. While models from the two
other model families are highly capable of learning non-linear feature effects, none
succeeded in producing a single model that outperformed all logistic regression mod-
els. This is shown in Figure 3. In the case that there are any non-linear feature
effects that these models have learned, the results seems to indicate that there is
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little to none additional predictive power associated with them compared to linear ef-
fects.

By investigating the feature importance scores, it is evident that the most impor-
tant features for all model families were ’Age’, ’Systolic’ and 'Diastolic’ blood pressure.
In addition, other features such as 'Waist-Circumference’, ’‘Cholesterol’ and "Hyper-
tension history in close family’ were also emphasized, but with less importance. The
combination of ’Age’, ’Systolic’ and 'Diastolic’ blood pressure lead to a median decrease
in the range of [0.23,0.25] on AUCRroc scores for models fitted without balanced loss.
A reductin in that range for AUCRroc would mean the models performed only a bit
better than the no-skill model. In addition, the combination of the three features has
a greater reduction in AUCroc than the sum of the individual reductions. In total, all
model families seems to be particularly dependent on these three for good predictive
performance.

The model-setups that were found in the tuningparameter searches seems to indi-
cate that there are multiple model-setups for neural networks that work satisfactory.
There is no apparent pattern in the tuningparameters chosen for each best performing
neural network, apart from the dropout-rate being relatively low and that the maxi-
mal width was not used. However, the neural networks were of wildly different sizes,
yet still achieved somewhat similar scores. The lack of a pattern in tuningparameters
for the neural networks might be expected, since the tuningparameter search space
used to find models was large and not all combinations were tried out. As for the logis-
tic regression and random forest models, some regularisation were needed to obtain
the best performing models. Judging by the tuningparameters chosen for the logis-
tic regression and random forest models, a relatively low amount of regularization is
what gave the best performing models in general.

7.2 Results for models using feature subset

Fitting logistic regression and random forest models using only linear effects of ’Age’,
"Systolic’ and ‘Diastolic’ blood pressure, "Waist-Circumference’, and 'Hypertension his-
tory in close family’ achieved good performance scores despite reducing the number of
features by more than 70%. Judging by the mean performance value on the reduced
set, logistic regression seems to have little loss in performance, while random forest
slightly improves its Brier score and Tjur score compared to using the full set. This
was somewhat surprising, but may be an indication that the effect of adding the less-
important features was introducing more noise in the feature-space.

In Table 6.3, looking at the coefficient sizes as the features set changes, it is inter-
esting to see that the coefficient size of ’systolic BP’, ’diastolic BP’ and ’Age’ changes
relatively much as smaller feature sets are used. Considering that the performance
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measures barely changed between the full and reduced feature set, it could indicate
that any predictive information in the removed features are already present in those
of the reduced set.

7.3 The usage of balanced loss in modellfitting

Comparing the models to their counterparts using balanced loss, there is no difference
in the discriminative performance measures. However, the Brier and Tjur measures
increase using balanced loss. An interpretation is that the models become overcon-
fident as the higher Tjur measure show a larger gap in average confidence for each
class. Combined with the higher Brier score, the two measures indicates that the
models are more confident on datapoints it predicts wrongly.

It is reasonable to expect that the predictions made by a model should have its
mean close to the percentage of hypertensives in the dataset. However, using bal-
anced loss, the scaling in the loss function can be seen as a way of mimicking an equal
distribution of hypertensives and normotensives in the dataset. Hence, model predic-
tions should have a larger mean at around 0.5, but not necessarily change how the
model would rank datapoints. This might explain the results obtained for balanced
models, as the discriminatory scores are unaffected while the predicted probabilities
become more erronous and more confident at the same time.

7.4 A candidate for preferred model setup

Although no model produced clearly better results than others, model properties could
also be considered when deciding upon an optimal model. Arguments for preferring
the logistic regression model with fewer features are properties like ease of use, inter-
pretability and cheap computational requirements. Arguably, neither random forest
models or neural networks could be said to be interpretable. In addition, they are
both more computationally demanding.

Lastly, the reduced set of features used was equally effective performance-wise as
using the full set and slightly better than using the minimal set. In addition, the
availability of the features in the reduced model is better than that of the full feature
set as no biomarkers needs to be measured. It is only slightly more troublesome to
collect than that of the minimal feature set, as an individual would need to know
about the hypertension history in the individual’s family. As the balanced loss lead to
a "overconfidence" effect with equal discriminatory performance, it is not preferred.

Hence, the logistic regression model family fitted without balanced loss and using
the reduced feature set could be a likely candidate as the preferred model setup for
predicting 11-year hypertension risk using HUNT data.
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7.5 Results compared to the literature

As discussed briefly in the literature review in Section 3.2, comparisons with the mod-
els found in the literature should be done with some care due to the high variability
in modelling choices, study setup and more. Acknowledging this, it is arguably still
only possible to properly compare the AUCroc measure among those reported, as this
is the only performance measure reported more or less consistently and with enough
detail in the literature.

Separate from this, the Framingham model was implemented and evaluated on an
appropriate subset of the data used to fit and evaluate the other models in this thesis.
The models performance was good for both the adjusted and unadjusted evaluation.
The adjusted model had performance scores comparable with the best model families
found in this analysis, suggesting that it is a valid tool to use on the population that
the HUNT data is sampled from. However, some variability may have been introduced
by using a subset of the total data. Another factor that hamper comparison is using
the continuouos version of the risk prediction model rather than the discrete, although
they were reported in the original article to be almost identical in their predictions [8].

An AUCRroc score of close to 0.8 for the logistic regression models is arguably
reasonable when comparing to other models found in the literature. Most logistic
regression models achieve a score in the range [0.7,0.85], hence the results obtained
here are in the upper half. Considering that the outcome-participant ratio in the
HUNT data is moderately unbalanced, i.e. 1 hypertensive to 4 normotensives, and
more unbalanced than most articles included, the AUCRko¢c score may be somewhat
optimistic compared to other models in the literature. An explanation for this notion
is given in section 2.2.2. Four logistic regression and Weibull regression models fitted
with equally or more unbalanced data displayed both higher and lower scores.

The AUCRroc scores achieved in this analysis using random forests, multi-SWAG
or neural networks models are harder to compare against the literature due to the
larger variability in scores and performance reported. For neural network-related
models and decision tree-based models, AUCroc scores were reported in the ranges
[0.7,0.9] and [0.68,0.93] respectively. In both cases, a clear majority was in the lower
end, i.e. < 0.8. The larger variability in results is not surprising as the neural net-
work and decision tree-based model families are two large groups of models. This
means models within each family are more likely to be dissimilar in setup, possibly
contributing to the variability in performance scores. In addition, there are many
articles using models from these families that do not report AUCRro¢c scores at all,
making the comparison more difficult.

To more closely examine the differences in results obtained by using different
model families, one could look to the scores found in articles that utilized multiple
different model families. Only including those that reported AUCRroc scores as well,
this totaled 5 articles. In these articles, the model performances varies more or less
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only by model family, since they are applied upon the same data in the same study
setup. These are [60], [43], [61], [62] and [63]. Judging by their results, there are
some indications that it is possible to achieve higher scores with decision tree meth-
ods and neural networks compared to logistic regression. However, this difference
may be small and was only shown for a single test set evaluation in these articles.

The performance obtained using the reduced and minimal subsets of features are
comparable to some of the results seen in literature. There are multiple smaller mod-
els that have achieved decent AUCro¢ scores, seeing little improvement compared to
models using larger feature-sets in the same article. Some of these were specifically
emphasized in the literature review. Several of these models utilized the same fea-
tures that were found to be highly important in this analysis: Age, systolic BP and
diastolic BP.

7.6 Results in light of the dataset used

Some questions may be addressed towards the quality of the data that is used for
this analysis. These questions are primarily motivated by the results, i.e. that most
of the full feature set could be removed without affecting, and even improving, the
performance scores for two model families.

An argument could be that the 11 year time-frame between measurements and
the endpoint is affecting the utility of these features. Looking to the literature, a
clear majority of prospective studies have less time between baseline and endpoint.
However, the results show a trend that is not improving as the time-frame is reduced.
A interesting article is that of [42], where the Framingham model is validated on
two cohorts with 2 and 4 years as the time-frame. Results improved on the 4-year
cohort compared to the 2 year cohort. Another more interesting article is that of
[64], where the same model-setup was fitted to 3, 6, 9 year cohorts separately. The
performance improved with longer time-frame. In addition, the performance score
achieved by the Framingham model using the Framingham data was good, despite
the model being fitted to data with 4 years between measurements and endpoint.
Although not conclusive, this might indicate that the 11 year time-frame of the HUNT
dataset is not inhibiting the performance of the models.

Although neural networks have obtained success in many domains, the model fam-
ily is notorious for requiring large datasets in doing so. A hypothesis could be that the
HUNT dataset is not large enough to properly fit the neural network models. Review-
ing the literature, most articles have fewer datapoints than what is available in the
dataset. Only a few articles used neural network models and reported AUCroc. For
those that did, there is no clear connection between datasets size and performance
scores. In [60], a neural net scored AUCRroc = 0.9 on 3000 datapoints, while [61]
achieved relatively low scores with roughly 23000 datapoints. In [43], more than 300
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000 was used, but the neural network model only performed slightly better than a
logistic regression.
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Chapter 8

Conclusion and future work

8.1 Conclusion

The aim of this thesis was to construct and evaluate predictive models for hyperten-
sion based on data from the HUNT-2 and HUNT-3 studies. In particular we compared
prediction models based on logistic regression, random forest and neural network
model families. Secondary aims included reviewing the current state of literature on
predictive models for hypertension where similar model-families were applied, com-
paring the results found in the literature to those achieved in this thesis. To fulfill
these aims, a setup for choosing well-performing models from the model families of
logistic regression, neural networks and random forest was implemented. The anal-
ysis was done using a repeated training and testing scheme to obtain empirical dis-
tributions of the predictive performance of models from the different model families.
Based on feature importance scores, models using two subsets of the full feature set
were evaluated. Ultimately, these performance distributions were compared to results
found in the literature.

The performances are quite similar across model families, with higher variation
in performance due to datavariability than which model-family was used. The results
obtained are reasonable compared to that found in literature and to the performance
measure of the Framingham model on HUNT data. We conclude that the predic-
tion models from different model families are capable of predicting the hypertension
risk more or less equally well. Furthermore, all models were consistent in identify-
ing ’systolic BP., diastolic BP’ and ’Age’ as the most important features, along with
"Waist-circumference’ and 'Hypertension history in close family’ as notable features,
judged by the importance scores estimated for each model-family. However, there is
no indication that there is non-linear feature effects that are valuable for construct-
ing the prediction models. Taking into account model properties, a logistic regression
model using the features ’systolic BP., ’diastolic BP.’, ’Age’, "Waist-circumference’ and
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"Hypertension history in close family’ and fitted with some regularization, but without
balanced loss, is proposed as the preffered modelling setup to model hypertension risk
using the HUNT data.

8.2 Future work

We suggest multiple possible directions for future work. Two subsets of the data
could be identified and further analysed: A subset of data where the models had high-
confidence, but erronous predictions, and a subset of data where the different model-
families had high disagreement in predictions. Both could possibly yield insight into
whether or not it is possible to improve the performance achieved in this thesis. An-
other avenue would be to construct other features than those used in this thesis, e.g.
by utilizing a different measure of exercise than PAI. The literature review revealed
that there is a high variation in how research on this topic is reported. A bias assess-
ment could be performed to gain insights into how trustworthy the reported models
and their performance are. This would allow for easier comparison of results obtained
in different articles. Lastly, it would be interesting to investigate how the importance
of features are affected by the time between measurements and endpoint. Consider-
ing the analysis in this thesis uses data with 11 years between measurements and
endpoint, new studies could be conducted to study this. In the extreme case, this is
partly what the MyMDT project is about by using features collected in real-time.
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Appendix

Table 1: Details on target value

Name Variable Levels Comment

Hypertension ’No’ means both

status at hyp_NT3 No. Yes. systolic BP. < 140 mmHg,

HUNT3 diastolic BP. < 90 mmHg
in HUNTS3, else "Yes’.

Table 2: Details on continuous variables in the final dataset. All obtained from

HUNT2.
Name | Variable | Unit | Comment
Features:
Height Hei cm
Weight Wei kg
Body Mass Index Bmi kg/m?. | Calculated as BMI = Wei / Hei?.
Waist-circumference WaistCirc cm Rounded to nearest cm.
Systolic blood pressure BPSystMn23 | mmHg | Mean of 2. and 3. measurements.
Diastolic blood pressure BPDiasMn23 | mmHg | Mean of 2. and 3. measurements.
Age at participation PartAg Years.
Serum Creatinine SeCreaCorr pmol/L | Corrected to enzymatic method.
Serum Cholesterol SeChol mmol/L
Serum HDL Cholesterol SeHDLChol mmol/L
Serum Triglyceride SeTrig mmol/L
Non-fasting serum Glucose | SeGluNonFast | mmol/L
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Table 3: Details on categorical variables in the final dataset.

Name Variable Levels Comment
Gender of Sex Male. Female.
participant
Estimated Stace 1 - Stage 1:
glomerular GFREstStag g tage 2' Rate < 90 ml/min.
filtration ge 2. - Stage 2:
rate stage Rate > 90 ml/min.
Coded as "Yes’ if any parent
Heart-events CarInfFam1 No. Yes. or sibling has had a heart
in family attack or chest pain, else 'No’
Family history FamHypEv No. Yes. Coded as ’Yes’ if any parent
hypertension or sibling has had
hypertension, else 'No’.
Physical Activity PATIlevel Low. - Low: PAI < 50.
Indicator (PAI) Medium. - Medium: 49 < PAI < 100.
High - High: 99 < PAIL
Never - Never:
Smoking status SmoStat ) . Never smoked.
Formerly daily. .
Daily - Form. daily:
) Formerly daily smoker.
- Daily: Daily smoker.
Municipality InvMuniciGeo Fjord.
geography Inland.
at invitation Coast.
Partner.
Marital status LoveStat No partner.
Separated.
Widow(er).
Secondary school.
Upper sec. school.
High-school.
Highest level of Educ Higher level,
education < 4 years.
Higher level,
> 4 years.
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Correlogram of all variables
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Figure 1: Correlogram for all variables in dataset. All correlations less than 0.1 in
absolute value is omitted for easier inteFfa-)retation. Note some correlations are not
meaningful, e.g. correlation between levels in same category.



Theils uncertainty coefficient
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Figure 2: Theil’s uncertainty coefficients between discrete variables. Score is ratio of
bits for variable on X-axis explained by corresponding variable on Y-axis, in the range
of [0, 1].
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Table 4: Summary statistics for features coefficient sizes in the best performing lo-
gistic regression models. Calculated on the coefficients of the 20 logistic regression
models fitted without balanced loss.

Feature Full Reduced Mini

Systolic BP. (Sys) 0.5914 £0.0171 | 0.5413 £ 0.0175 | 0.5528 £ 0.0303
Diastolic BP. (Dia) 0.4276 +0.0145 | 0.4446 +0.0135 | 0.4705 £ 0.0214
Age 0.5042 £0.0145 | 0.5602 + 0.011 | 0.5558 4 0.0317
Hyp. history in fam. 0.3409 £ 0.0222 | 0.3593 £ 0.0209

Waist circumference 0.1986 £ 0.0117 | 0.203 £ 0.0072

Serum Cholesterol 0.0167 + 0.0096

Serum HDL cholesterol -0.0547 + 0.0143

Serum Triglyceride levels -0.0136 £0.0118

Serum non-fasting glucose 0.0203 + 0.008

Se. corr. creatinine levels -0.0233 £ 0.0161

Glomular filtration rate -0.0228 + 0.0294

Sex -0.2721 £ 0.0263

Heart attack/pain in close family | 0.001 + 0.0101

Physical activity indicator -0.037 £ 0.0154

Love status cat. 2 0.0282 + 0.0462

Love status cat. 3 be-04 + 0.0087

Love status cat. 4 -0.2265 £ 0.024

Education cat. 2 0.0484 £ 0.0223

Education cat. 3 -0.003 £ 0.0118

Education cat. 4 -0.039 £ 0.0315

Education cat. -0.0633 + 0.0481

Municipal geography cat. 2 0.4382 + 0.0502

Municipal geography cat. 3 0.2025 £ 0.0689

Smoking status cat. 2 0.0104 £ 0.0134

Smoking status cat. 3 0.0018 £ 0.0066
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Table 5: Summary statistics for features coefficient sizes in the best performing lo-
gistic regression models. Calculated on the coefficients of the 20 logistic regression

models fitted with balanced loss.

Feature Full Reduced Mini

Systolic BP. (Sys) 0.5964 £0.0159 | 0.5443 £ 0.0174 | 0.5515 £ 0.0228
Diastolic BP. (Dia) 0.4322 £0.0137 | 0.4511 4+ 0.0126 | 0.474 £ 0.0178
Age 0.5455 £0.0162 | 0.6156 + 0.0103 | 0.6058 + 0.0269
Hyp. history in fam. 0.3683 £0.0229 | 0.3753 £ 0.0297

Waist circumference 0.2097 £0.012 | 0.2139 £ 0.0079

Serum Cholesterol 0.0288 £ 0.0088

Serum HDL cholesterol -0.0693 + 0.0155

Serum Triglyceride levels -0.0163 £ 0.0109

Serum non-fasting glucose 0.0258 £ 0.0077

Se. corr. creatinine levels -0.0252 + 0.0178

Glomular filtration rate -0.0368 + 0.0306

Sex -0.2675 £ 0.0311

Heart attack/pain in close family | 0.0028 + 0.0093

Physical activity indicator -0.0451 4 0.0157

Love status cat. 2 0.0481 + 0.0628

Love status cat. 3 0.0063 + 0.0179

Love status cat. 4 -0.2356 £ 0.023

Education cat. 2 0.035 £ 0.0206

Education cat. 3 -0.0095 £ 0.0257

Education cat. 4 -0.087 £ 0.0295

Education cat. -0.121 + 0.0434

Municipal geography cat. 2 0.4547 £ 0.0344

Municipal geography cat. 3 0.2345 £ 0.0463

Smoking status cat. 2 0.0053 £ 0.0136

Smoking status cat. 3 0.006 £ 0.0141
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Table 6: Tuning parameters selected for logistic regression models. Splitted by usage
of balanced loss and feature set used in modelfitting. Listed as: 'Regularisation type:
(A7)’ per the notation in section 2.1.3.1.

| Full | Reduced | Mini
Standard loss | Reg. type | a 5y Reg. type | a ~ Reg. type | a v
1 Elastic 6.3096 | 0.6 | Elastic 25.1189 | 0 Elastic 63.0957 |0
2 L1 6.3096 | - None - - None - -
3 L1 15.8489 | - None - - None - -
4 L1 15.8489 | - Elastic 6.3096 | 0.4 | None - -
5 Elastic 15.8489 | 0 L2 39.8107 | - Elastic 158.4893 | 0
6 L1 6.3096 | - None - - None - -
7 L1 6.3096 | - L1 1.5849 | - None - -
8 Elastic 6.3096 | 0.9 | L2 25.1189 | - None - -
9 Elastic 10 0.7 | Elastic 63.0957 | 0 None - -
10 L1 15.8489 | - None - - L2 398.1072 | -
11 L1 10 - L2 25.1189 | - None - -
12 Elastic 6.3096 | 0.4 | None - - None - -
13 Elastic 6.3096 | 0.7 | None - - None - -
14 Elastic 10 0.8 L1 10 - L1 6.3096 -
15 Elastic 10 0.8 | None - - None - -
16 Elastic 10 0.9 | Elastic 25.1189 | 0 Elastic 39.8107 | O
17 Elastic 10 0.7 | None - - Elastic 158.4893 | 0
18 Elastic 10 0.8 | Elastic 6.3096 | 0.4 | None - -
19 L1 10 - None - - Elastic 251.1886 | 0
20 L1 10 - L2 25.1189 | - None - -
Balanced loss | Reg. type | « vy Reg. type | a 5 Reg. type | a 5
1 Elastic 6.3096 | 0.9 | L2 25.1189 | - Elastic 63.0957 |0
2 Elastic 10 0.7 | Elastic 100 0 None - -
3 Elastic 15.8489 | 0.7 | Elastic 25.1189 | 0.1 | Elastic 100 0.1
4 L1 10 - L1 15.8489 | - None - -
5 Elastic 15.8489 | 0 None - - L2 100 -
6 Elastic 15.8489 | 0.5 | None - - Elastic 39.8107 | 0.2
7 Elastic 10 0.3 | Elastic 39.8107 | 0 L2 398.1072 | -
8 Elastic 10 0.8 | Elastic 6.3096 | 0.4 | Elastic 100 0.5
9 Elastic 10 0.9 | Elastic 100 0 Elastic 158.4893 | 0.1
10 L2 15.8489 | - L2 39.8107 | - L2 251.1886 | -
11 L1 15.8489 | - None - - L1 63.0957 | -
12 Elastic 10 0.7 | None - - None - -
13 Elastic 10 0.8 | Elastic 10 0.7 | Elastic 158.4893 | 0.3
14 Elastic 15.8489 | 0.9 | Elastic 6.3096 | 0.8 | None - -
15 Elastic 10 0.9 | None - - None - -
16 L1 10 - L2 15.8489 | - None - -
17 Elastic 15.8489 | 0.8 | None - - None - -
18 L1 6.3096 | - Elastic 15.8489 | 0.6 | None - -
19 Elastic 10 0.9 | None - - Elastic 100 0.1
20 Elastic 15.8489 | 0.8 | L2 63.0957 | - Elastic 158.4893 | 0.1
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Table 7: Pruning intensity « and the resulting average of terminal nodes per decision
tree, for each random forest model. Splitted by usage of balanced loss and feature
set used in modelfitting. Note that there was 100 trees per random forest model.
’Endnodes per tree’ reported as mean + std.

‘ Full ‘ Reduced ‘ Mini
Standard loss a Endnodes per tree a Leaves per tree a Leaves per tree
1 4.1074 51.4 +9.95 5.1074 22.34 + 4.65 4.1074 25.51 + 5.99
2 41074 51.22 + 12.08 4.10~* 35.19 £ 6.79 51074 18.82 4 4.12
3 51074 29.58 + 7.91 4.107% | 3359+7.68 | 6107* | 15.96 + 3.49
4 4.1074 51.44 +10.84 5.1074 23.95 +4.84 51074 19.71 + 4.65
5 4.1074 50.01 £ 11.77 4.107* 36.08 £ 7.21 4.1074 25.43 £ 6.19
6 3.107* 127.55 + 16.36 41074 35.95 £ 7.71 61074 15.77 &+ 3.37
7 4.1074 51.52 + 12.52 41074 37.26 + 7.17 6-1074 16.89 + 3.95
8 6-107* 214 +5.79 51074 22.75 +4.41 4.1074 23.53 +5.43
9 51074 31.13 £ 7.96 4.10~* 35.94 + 7.46 51074 19.24 4 3.87
10 5.10~* 29.85 £ 7.97 41074 33.49 £+ 6.65 4.1074 24.29 + 5.49
11 51074 28.6 + 6.76 5.1074 22.85 +4.79 5.1074 18.33 +£5.14
12 4.1074 50.12 + 10.99 4.107* 35.2 4+ 6.67 4.1074 24.35 + 5.96
13 4.1074 50.83 £ 11.38 4.10~* 35.42 + 6.49 4.1074 25.15 £ 5.87
14 41074 50.21 £+ 11.08 41074 34.49 + 7.64 4.1074 25.34 £ 5.74
15 5.1074 29.86 + 8.84 41074 33.7 +£ 5.69 5.1074 18.71 + 4.06
16 4.1074 48.92 £ 11.1 4.107* 33.46 + 7.25 4.1074 24.94 + 5.56
17 3.107¢ 123.63 &+ 17.74 51074 2298 £ 5.11 4.1074 24.35 £ 5.7
18 51074 31.59 + 8.25 4.1074 36.88 + 6.7 5107% | 18.91 +4.37
19 4.1074 50.02 + 12.15 51074 24.23 +4.8 4.1074 25.74 + 6.21
20 51074 28.74 + 6.33 4.10~* 35.74 + 7.88 6-107* 14.61 & 3.27
Balanced loss a Endnodes per tree a Leaves per tree a Leaves per tree
1 5.10~% 94.45 + 14.52 71074 33.23 £6.11 71074 26.35 £ 6.19
2 4.107* | 168.14 +17.18 6:107% | 4196+7.83 | 7.107* | 26.57 £6.25
3 51074 92.46 + 15.8 81074 26.84 + 5.65 6-1074 3237+17.1
4 6-107¢ 59.5 4+ 11.58 71074 33.08 + 6.99 81074 22.22 +4.51
5 71074 4457 £ 10.6 71074 31.97 £5.75 9-10~4 19.76 + 5.03
6 6-1074 59.69 + 11.34 71074 | 83.64+6.15 | 8107% | 2249 +4.42
7 5.1074 92.5 + 15.34 6-1074 42.93 + 8.79 6-1074 30.98 + 6.86
8 6-107¢ 59.58 + 11.66 71074 33.52 £ 6.05 71074 27.1 +5.69
9 6-10~* 61.08 £ 12.94 61074 41.75 £ 6.79 61074 31.09 £ 6.26
10 5.1074 93.9 + 15.35 71074 31.44 + 6.04 71074 25.96 £ 5.5
11 71074 41.79 + 8.99 81074 26.97 + 5.61 7-1074 25.25 + 4.96
12 5.10~* 91.07 £ 16.8 6-1074 41.92+6.94 | 11.1074 17.1 £3.31
13 71074 43.52 £+ 10.56 7-1074 33.48 £ 6.24 7-1074 26.11 £ 5.52
14 4.1074 169.84 + 19.39 7-1074 32.1+64 9.1074 20.38 + 4.35
15 51074 92.64 + 15.53 6-1074 40.97 £ 6.93 71074 25.06 + 5.43
16 6-107* 58.23 + 11.96 81074 26.82 + 5.89 9-10~¢ 19.25 +4.44
17 51074 94.05 + 15.74 10-1074 | 21.083+4.23 | 9:107* | 20.1244.72
18 5.1074 93.77 + 14.47 6-1074 42.45 + 8.03 81074 22.6 +4.44
19 6-107* 61.75 +£ 12.12 71074 33.46 + 4.98 71074 27.09 + 6.6
20 81074 33.99 + 8.18 71074 32.89 £ 6.55 71074 26.27 £+ 6.08
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Table 8: Neural network tuning parameters found via the Bayesian tuning parameter
search. LR = Learning rate.

Standard loss | Width | Depth | Activation function | 7p.,, | LR | LR decay per epoch
Tter. 1 8 5 ‘GELU’ 0 0.001 None
Iter. 2 128 2 "Sigmoid’ 0.2 0.02354 0.5 %
Tter. 3 8 2 'GELU’ 0 0.00747 2.5 %
Iter. 4 128 5 ‘ReLU’ 0 0.001 5 %
Iter. 5 128 5 'GELU’ 0.4 0.001 None
Iter. 6 128 5 "Tanh’ 0.5 0.001 5 %
Tter. 7 64 4 'GELU’ 0 0.01306 0.5 %
Iter. 8 16 2 ’Sigmoid’ 0.4 0.01292 2.5 %
Tter. 9 128 5 "Tanh’ 0 0.001 5 %
Iter. 10 32 1 ’Sigmoid’ 0.4 0.01519 5%
Tter. 11 128 4 "Sigmoid’ 0.4 0.00296 0.5 %
ITter. 12 128 5 ‘ReLU’ 0 0.001 None
Tter. 13 32 3 'GELU’ 0 0.01267 2.5 %
Iter. 14 128 1 ’Sigmoid’ 0 0.05277 5%
Iter. 15 128 1 "Sigmoid’ 0 0.02596 5 %
Tter. 16 128 5 'GELU’ 0.2 0.001 5%
Tter. 17 32 1 "Sigmoid’ 0 0.03057 5 %
Iter. 18 128 1 "Sigmoid’ 0 0.1 5%
Tter. 19 16 1 ’Sigmoid’ 0.3 0.03256 None
Tter. 20 16 2 ‘GELU’ 0 0.0079 0.5 %
Balanced loss | Width | Depth | Activation function | Dropout, LR LR decay per epoch
Tter. 1 128 1 "Tanh’ 0 0.001 5%
Tter. 2 128 5 ‘ReLU’ 0 0.001 None
Tter. 3 8 1 "Sigmoid’ 0 0.04843 0.5 %
Tter. 4 128 3 'GELU’ 0.9 0.00274 0.5 %
Tter. 5 128 5 "Tanh’ 0.3 0.001 None
Tter. 6 16 3 'GELU’ 0.3 0.01152 0.5 %
Tter. 7 32 5 'GELU’ 0 0.00824 5 %
Iter. 8 32 4 'GELU’ 0 0.00121 None
Iter. 9 64 2 ‘ReLU” 0.5 0.00403 0.5 %
Tter. 10 128 1 ‘ReLU” 0 0.001 5%
Tter. 11 128 2 ’Sigmoid’ 0.5 0.02595 0.5 %
Tter. 12 128 3 ‘ReLU’ 0 0.001 5 %
Tter. 13 128 3 'GELU’ 0 0.001 5%
Tter. 14 128 1 'GELU’ 0 0.001 None
Iter. 15 16 4 ‘ReLU’ 0 0.00852 2.5 %
Iter. 16 128 1 'GELU’ 0 0.001 5 %
Tter. 17 128 3 'GELU’ 0 0.001 5%
Tter. 18 128 1 ‘ReLU’ 0.5 0.001 None
Tter. 19 128 5 "Tanh’ 0 0.001 5%
Tter. 20 128 5 'GELU’ 0 0.001 None
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