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Abstract

Real ocean waves are non-stationary by nature, which gives a challenge when designing
and controlling wave energy converters (WECs). Many different control strategies have
been proposed to increase the energy absorption of WECs under a variety of operating
conditions. The performance of these control schemes have been verified through the use of
hydrodynamic models, with the assumption that the power take-off (PTO) system is ideal.
Generally, the PTO system can either be tuned on a constant frequency characterized by
a local spectrum or continuously tuned after the wave frequency. Recent studies with a
passive control (PC) method based on the Hilbert-Huang transform (HHT), that tunes
the PTO on a wave-by-wave basis, have shown promising results with an ideal PTO
for increasing the energy absorption from the waves. In this thesis, these studies have
been extended to include a fully-coupled wave-to-wire model that includes the physical
limitations and efficiency of an electrical PTO system. Through numerical simulations and
comparisons with a passive loading (PL) method tuned at the mean centroid frequency
of the excitation force spectrum and the case when only the hydrodynamic model is
considered, the effect of the PC strategy on the electrical power output of the WEC is
studied. Simulations with the hydrodynamic model only showed that the PC scheme
absorbs more energy from the waves than PL. For instance, for sea states characterized
by a wideband spectra, PC obtained a performance improvement in the absorbed energy
of up to 32% compared to PL. From the wave-to-wire results, it was observed that PC
averagely generates 10% more electrical power than PL, supporting the results with an
ideal PTO. However, PC also requires 84% more power from the grid compared to PL in
order to operate correctly. Even though PL results in more average power losses than PC,
PL still averagely give around 6% more electrical power output than PC. This shows that
the physical limitations and non-linearity of the PTO reduces the benefit of a time-varying
PTO damping.
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Sammendrag

Fysiske havbølger er ikke-stasjonære av natur, noe som gir en utfordring når en bøl-
geomformer skal konstrueres og kontrolleres. Gjennom tidene er det foreslått mange
forskjellige kontrollstrategier for å kunne øke mengden energi som absorberes av bølge-
omformeren under ulike driftsforhold. Ytelsen til disse kontrollmetodene er bekreftet ved
bruk av hydrodynamiske modeller, hvor ideelle elektriske kraftuttakssystemer (PTO) er
antatt. Generelt kan de elektriske kraftuttakssystemene justeres enten etter en konstant
frekvens karakterisert av et lokalt spektrum eller etter en kontinuerlig frekvens som følger
bølgefrekvensen. Nyere studier med en passiv kontroll (PC) metode basert på Hilbert-
Huang transform (HHT), som justerer PTO systemet fra bølge til bølge, har vist lovende
resultater med en ideell PTO for å kunne øke mengden absorbert energi fra bølgene.
I denne masteroppgaven har disse studiene blitt utvidet til å omfatte en modell som
inkluderer de fysiske begrensningene og effektiviteten til det elektriske PTO systemet.
Gjennom numeriske simuleringer og sammenligninger med en passiv belastningsmetode
(PL) som bruker den gjennomsnittlige spektralsentroiden av energispekteret til kraften av
den innkommende bølgen og tilfellet når bare den hydrodynamiske modellen er vurdert,
blir effekten PC metoden har på mengden elektrisk generert effekt til bølgeomformeren
studert. Simuleringene med kun den hydrodynamiske modellen viser at PC strategien ab-
sorberer mer energi fra bølgene enn PL. Ett eksempel er, for havtilstander karakterisert
med et bredt frekvensspekter, oppnådde PC en ytelsesforbedring i den absorberte energien
på opptil 32% sammenlignet med PL. Fra resultatene med modellen av bølgeomformeren
med en ikke-ideell PTO, ble det observert at PC genererer i gjennomsnitt 10% mer elek-
trisk effekt enn PL, noe som støtter resultatene med en ideell PTO. Derimot krever PC
84% mer effekt fra nettet, sammenlignet med PL, for å kunne operere korrekt. Selv om PL
resulterer i høyere gjennomsnittlige effekttap enn PC, vil PL i gjennomsnitt gi ut ca. 6%
mer elektrisk effekt enn PC. Dette viser at de fysiske begrensningene og ikke-linearitetene
til PTO systemet reduserer fordelen med en tidsvarierende PTO dempning.
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6.23 WEC velocity ẋ(t) (yellow), ud (blue) and uq (red) over the time interval
1000 s to 1200 s for PL (subfigure a) and PC (subfigure b). . . . . . . . . . 58

6.24 D-axis current id over the entire simulation time (subfigures a and c) and
for the time interval 1000 s to 1200 s (subfigures b and d) for both control
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.25 Q-axis current iq over the entire simulation time (subfigures a and c) and
for the time interval 1000 s to 1200 s (subfigures b and d) for both control
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6.26 D-axis current id over the entire simulation time (subfigures a and c) and
for the time interval 1000 s to 1200 s (subfigures b and d) for both control
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.27 Q-axis current iq over the entire simulation time (subfigures a and c) and
for the time interval 1000 s to 1200 s (subfigures b and d) for both control
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.28 D-axis current id over the entire simulation time (subfigures a and c) and
for the time interval 1000 s to 1200 s (subfigures b and d) for both control
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6.29 Q-axis current iq over the entire simulation time (subfigures a and c) and
for the time interval 1000 s to 1200 s (subfigures b and d) for both control
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.30 Instantaneous mechanical power Pmech (blue), electrical power Pe (red) and
power losses Pl (yellow) over the entire simulation time (subfigures a and
c) and for the time interval 1000 s to 1200 s (subfigures b and d) for both
control methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.31 Instantaneous mechanical power Pmech (blue), electrical power Pe (red) and
power losses Pl (yellow) over the entire simulation time (subfigures a and
c) and for the time interval 1000 s to 1200 s (subfigures b and d) for both
control methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

6.32 Instantaneous mechanical power Pmech (blue), electrical power Pe (red) and
power losses Pl (yellow) over the entire simulation time (subfigures a and
c) and for the time interval 1000 s to 1200 s (subfigures b and d) for both
control methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.33 PTO damping Bp over the entire simulation time (subfigure a) and for the
time interval 1000 s to 1200 s (subfigure b) for PC. The red line represent
the constant PTO damping for PL. . . . . . . . . . . . . . . . . . . . . . . 68

6.34 PTO damping Bp over the entire simulation time (subfigure a) and for the
time interval 1000 s to 1200 s (subfigure b) for PC. The red line represent
the constant PTO damping for PL. . . . . . . . . . . . . . . . . . . . . . . 68

6.35 PTO damping Bp over the entire simulation time (subfigure a) and for the
time interval 1000 s to 1200 s (subfigure b) for PC. The red line represent
the constant PTO damping for PL. . . . . . . . . . . . . . . . . . . . . . . 69

6.36 Ratios between the energy in the IMF components Eci and excitation force
spectrum Efe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.37 Hilbert spectrum of the first IMF over the entire simulation time (subfigure
a) and for the time interval 1000 s to 1200 s (subfigure b) for PC. . . . . . 71

xiii



LIST OF FIGURES

6.38 Hilbert spectrum of the first IMF over the entire simulation time (subfigure
a) and for the time interval 1000 s to 1200 s (subfigure b) for PC. . . . . . 71

6.39 Hilbert spectrum of the first IMF over the entire simulation time (subfigure
a) and for the time interval 1000 s to 1200 s (subfigure b) for PC. . . . . . 72

6.40 Stationary deviation between iq,ref and iq over the entire simulation time
(subfigure a and c) and for the time interval 1000 s to 1200 s (subfigure b
and d) for both control methods. . . . . . . . . . . . . . . . . . . . . . . . 73

6.41 Stationary deviation between id,ref and id over the entire simulation time
(subfigure a and c) and for the time interval 1000 s to 1200 s (subfigure b
and d) for both control methods. . . . . . . . . . . . . . . . . . . . . . . . 74

6.42 Stationary deviation between iq,ref and iq over the entire simulation time
(subfigure a and c) and for the time interval 1000 s to 1200 s (subfigure b
and d) for both control methods. . . . . . . . . . . . . . . . . . . . . . . . 75

6.43 Stationary deviation between iq,ref and iq over the entire simulation time
(subfigure a and c) and for the time interval 1000 s to 1200 s (subfigure b
and d) for both control methods. . . . . . . . . . . . . . . . . . . . . . . . 76

7.1 Machinery force (yellow), WEC velocity (orange) and PTO damping (blue)
over the time interval 1060 s to 1100 s when PC is applied in the hydrody-
namic model (subfigure a) and the wave-to-wire model (subfigure b). . . . 78

A.1 Hydrodynamic subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.2 Generate Te,ref subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.3 All the subsystems making up the torque control subsystem . . . . . . . . 91
A.4 Current control subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.5 All the subsystems making up the PMSG subsystem . . . . . . . . . . . . 93

xiv



Nomenclature

Abbreviations

EKF Extended Kalman filter

EMD Empirical Mode Decomposition

HHT Hilbert-Huang transform

HT Hilbert transform

IMF Intrinsic Mode Function

KF Kalman filter

MMF Magnetomotive force

OWC Oscillating Water Column

PC Passive control

PL Passive loading

PTO Power take-off

PWM Pulse-Width Modulation

SMPMSM Surface-Mounted Permanent Magnet Synchronous Machine

WEC Wave Energy Converter

Variables

P̄a(t) Average absorbed power [W]

P̄e(t) Average electrical power [W]

P̄l Average power loss [W]
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ẋ(t) Velocity of the WEC [m/s]
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Chapter 1

Introduction

The world is currently experiencing a climate crisis which has resulted in a growing interest
in renewable energy. Over the last couple of years, the energy potential located offshore
has received an increased amount of focus with offshore wind turbines in the lead. This
has also resulted in a regained commercial interest in wave energy [1]. The wave energy
resource has been estimated to be between 8 000 and 80 000 TWh in total worldwide [2].
Once existing wave energy converters (WECs) reach maturity, it is estimated that around
140-750 TWh can be commercially exploitable annually [3]. Furthermore, if all potential
technology is realized, studies have shown that the total energy production can be as high
as 2 000 TWh per year [4]. In comparison, the total energy production in 2018 was 23
031 TWh, where wind generated 1 265 TWh and hydro 4 303 TWh [5]. Potentially, wave
energy can contribute with approximately 10% of the global electricity consumption.

The complexity of generating electrical power from waves has led to a numerous of different
designs. Some of the most common working principles are: oscillating water column
(OWC), oscillating body, and overtopping devices. These principles are defined following
the first step of the energy conversion process, where the wave energy is either converted
into air pressure (OWC), mechanical energy (oscillating body devices), or potential energy
(overtopping devices). In this thesis, a point absorber is studied, which is classified as an
oscillating body device.

The system converting the mechanical energy into electrical energy is called the power
take-off (PTO) system. The performance objective of the PTO system is to maximize the
energy absorption from the waves. To do this, different control strategies are implemented
in the WEC. Various control algorithms have been proposed. A review of available control
strategies can be found in [6]. In this thesis, the applied control method consists of tuning
the PTO damping only, which can be referred to as passive control. Reactive control is
another control scheme that tunes the PTO damping, but it also adjusts the stiffness of
the system.

When tuning the PTO damping, knowledge of the incoming waves are usually required
in order to find the optimal tuning frequency. For sinusoidal waves characterized by a
single frequency, i.e., regular waves, the tuning frequency can easily be found. However,
real ocean waves are non-stationary by nature. As a result, the tuning frequency is
more challenging to define, and is, in general, either chosen to be a constant frequency
representing the local wave spectrum or time-varying.

1
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Theoretically, reactive control is the preferable control method as it manipulates the WEC
into resonance, allowing the theoretical maximum power to be reached in irregular waves
[7]. However, non-ideal efficiencies of PTO systems might limit the potential for increased
power production by reactive control [8, 9, 10].

On the other hand, recent studies have shown that by using time-frequency estimations
obtained from the Hilbert-Huang transform (HHT) to tune the PTO damping, the ab-
sorbed power from the waves is greater than by tuning the PTO to a constant frequency
of the wave spectrum [11], or to time-frequency estimations from the Extended Kalman
Filter or frequency-locked loop [12]. These studies [11, 12] have only focused on the hydro-
dynamic model, assuming a generic and ideal PTO system, where the performance of the
WEC under passive and reactive control is measured in terms of the absorbed power and
PTO rating. A non-ideal PTO system have not yet been considered for control schemes
based on the HHT method.

1.1 Objective
This thesis investigates the effect a passive control scheme with HHT has on the electric
power output of a WEC with a non-ideal PTO system. To do this, the hydrodynamic
model of an oscillating cylinder is connected to an all-electric PTO system, like the system
of the wave energy converter Lifesaver [10]. Hence, the analysis of the WEC performance
under a control system using HHT is extended to include a fully-coupled wave-to-wire
model with the physical limitations and efficiency of the PTO system. In [10], Sjolte et
al. showed that the electric PTO system of Lifesaver has limited potential for increased
power production using reactive control due to the large accumulated average losses and
limited efficiency of the generator. Thus, this thesis investigates the potential of another
control scheme for Lifesaver in order to increase the electrical power output. To identify
the effect of the passive control method with HHT, the results are compared with (1) the
results when running the hydrodynamic model only, and (2) the passive loading method
when the PTO damping is tuned to a constant frequency. For any practical application
study, an on-line estimation of the incident wave frequency is required. Here, the mean
centroid frequency of the excitation force spectrum is considered. Simulation results in
[12] have indicated that the Extended Kalman Filter is able to estimate this frequency.

A result of this work has been a conference paper "Effect of non-ideal power take-off on
the electric output power of a wave energy converter under passive control". This paper
has been submitted to the conference: RENEW2020, 4th International Conference on
Renewable Energies Offshore, 12 - 15 October 2020, Lisbon, Portugal. The paper has
preliminary been accepted and the final version is submitted. The notification of final
acceptance is scheduled for July 1, 2020. The paper is included in Appendix A.2.

1.2 System description
The WEC considered is a single oscillating point absorber, moving only in a heaving
motion. In this thesis, the considered oscillating body is the same vertical cylinder that
is adopted in [11]. The oscillating body is connected to an electric PTO system, similar
to the PTO system of the wave energy converter Lifesaver [10].

The electric PTO system generates power through a mooring line that is twined around a
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winch. The winch is further connected to a gearbox which runs a generator. A conceptual
illustration of the PTO system is shown in Figure 1.1. As the body of the WEC moves, the
mooring line is either dragged in or out, resulting in a rotational motion of the winch. This
is further exploited to generate power by the electrical machine. The electrical machine
only operates as a generator, and hence produce power, during the upward motion of
the body. When the body has a downward motion, the electrical machine operates as a
motor, drawing power from the grid, in order to maintain tension in the mooring line.

Figure 1.1: The concept behind the PTO of Lifesaver [10]
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Chapter 2

Hydrodynamic model

2.1 Modelling of a sea state

Real ocean waves can mathematically be described as an infinite number of sinusoidal
waves with different frequencies, amplitudes and phases. When modelling a sea state,
an approximation of real ocean waves are generated by combining a large number of
sinusoidal waves, referred to as an irregular wave.

A distribution of the total energy, of a given sea state, as a function of frequency can be
estimated from the energy of each individual wave making up the irregular wave. This
distribution is referred to as the wave spectrum, or energy spectrum of the sea.

Various spectral formulations can be used to characterize a sea state, presented in [13].
The spectra vary from using only one parameter in its formulation ("fully developed
sea") to using six parameters (combined sea and swell). In this thesis, the six parameter
Ochi-Hubble spectrum is considered.

2.1.1 Ochi-Hubble spectrum

The Ochi-Hubble spectrum is a two set combination of a three-parameter spectrum, where
one set primarily contains the lower frequency components of the wave energy (remotely
generated swells) and the second set includes the higher frequency components of the wave
energy (local wind-generated waves) [14]. It is a double-peak spectra, which typically is
used to represent moderate sea conditions. More intense seas are usually represented by a
single, sharply peaked three-parameter formulation [13]. The spectral formulation of the
Ochi-Hubble spectrum can be expressed as [15]

S(ω) =
1

4

2∑

j=1

[(
λj + 0.25

)
ωmj

]λj

Γ(λj)

H2
sj

ω4λj+1
e
−

(
λj + 0.25

)
ω4
mj

ω4 , (2.1)

where Γ is the gamma function, and the variables from each set is combined. Each set
consists of a significant wave height (average of the one-third highest wave) Hsj , a spectral
shape parameter λj and a modal or peak frequency ωmj

.
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In the Ochi-Hubble spectrum, both swells and wind-generated waves are included in the
final wave spectrum. Swells are waves created by a storm that can travel long distances
with little energy loss. The energy in swells increase with their height, as can be seen in
Figure 2.1b. Wind-generated waves are created through an energy transmission between
wind and water near the free surface. This means that the longer the local wind blows,
the higher low frequency peaks are observed, as shown in Figure 2.1c. The spectral shape
parameter λ controls the shape (sharpness) of the spectrum, as illustrated in Figure 2.1a.
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Figure 2.1: Three-parameter spectra with variable spectral shape parameter λ, significant wave
height Hs and modal frequency ωm

2.1.2 Time-series of the wave elevation

Irregular waves can be generated by adding a finite number of sinusoidal waves with
different frequencies, amplitudes and random phases. The elevation of each one of the
individual waves can be found by [16]

ζn(t) =
√

2Sω(ωn)dωcos(ωn(t) + φn) , (2.2)

where ωn is the angular frequency, dω is the difference between the spectral frequencies,
and φn is the random phase of the n-th wave component. The summation of N independent
sinusoidal components (ideally, N→∞) results in the total elevation for an irregular wave
[16, 17],

ζ(t) =
N∑

n=1

√
2Sω(ωn)dωcos(ωn(t) + φn) . (2.3)

2.2 Forces acting on the WEC

A floating body in a moving fluid will experience forces connected to gravity, buoyancy,
incident waves, diffracted waves, generated waves, drag, drift, and currents. A WEC
will experience forces from the machinery and mooring as well. For simplicity, the forces
related to the drag, drift, currents, and mooring have been neglected in this thesis.

The WEC considered here is a single oscillating point absorber, only moving in a heaving
motion, as shown in Figure 2.2.
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Figure 2.2: Schematic of the oscillating body [11]

Using Newton’s second law of motion, the force balance of the WEC can be expressed as

mẍ(t) = fe(t) + fr(t) + fs(t) + fp(t) , (2.4)

where m is the mass of the WEC, ẍ(t) is the body acceleration, fe(t) is the excitation
force, fr(t) is the radiation force, fs(t) is the hydrostatic force, and fp(t) is the machinery
or PTO force. Here, linear hydrodynamic theory is assumed.

2.2.1 Excitation force

The excitation force is the force acting on the body when it is held fixed in undisturbed
incident waves. In the time domain, the excitation force can be expressed as

fe(t) =

∫ ∞

−∞
he(t− τ)ζ(τ)dτ , (2.5)

where

he(t) =
1

2π

∫ ∞

−∞
He(ω)eiωtdω (2.6)

is the inverse Fourier transform of the excitation force transfer function He(ω), which is
characteristic for each WEC.

Generally, the excitation force is defined to be non-causal [18]. This means that the
system output depends on future inputs, which physically is explained through the fact
that the force is caused by the pressure distribution from the incident waves, and not by
the actual incoming waves hitting the body [18].

7



CHAPTER 2. HYDRODYNAMIC MODEL

2.2.2 Radiation force

The radiation force is the force due to waves generated by the motion of the body itself.
Cummins [19] showed that the radiation force in the time domain can be expressed as

− fr(t) = mr(∞)ẍ+

∫ t

0

hr(t− τ)ẋ(τ) dτ , (2.7)

where mr(∞) is the added mass coefficient for the floating body at infinite frequency and
hr(t− τ) is the integration kernel know as the fluid memory term [20], given by

hr(t− τ) =
2

π

∫ ∞

0

Br(ω) cos(ω(t− τ))dω , (2.8)

where Br(ω) is the radiation damping. The memory term represents how previously gen-
erated waves still affect the fluid pressure, and hence the radiation force, for all subsequent
times [20].

2.2.3 Machinery force

The machinery force, or PTO force, is the force applied to the system by the PTO,
including friction. Here, the machinery force is defined as

fp(t) = −Bp(t)ẋ(t), (2.9)

where ẋ(t) is the velocity of the WEC and Bp ∈R+ represents the PTO damping. The
magnitude of the PTO force, and how it is applied, influences the WEC’s capability to
extract power from the incident waves. This will further be explained in Chapter 4.

2.2.4 Hydrostatic force

The hydrostatic force is related to the change in the hydrostatic pressure on the surface
of the WEC as it moves from its equilibrium position [21]. As a result, the hydrostatic
force becomes a function of the displacement of the device x(t). Commonly, the hydro-
static stiffness S is considered to be constant since the displacement of the WEC from
equilibrium is assumed to be small [22]. Hence, the hydrostatic force can be found by

fs = −Sx(t) . (2.10)

2.3 Absorbed power
The absorbed power is defined as the power the WEC is able to extract from the incoming
waves. As previously mentioned, the absorbed power depends on the PTO force, where
the instantaneous absorbed power can be expressed as

Pa(t) = −fp(t)ẋ(t) . (2.11)
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The average absorbed power can hence be found for a time interval T as

P̄a(t) = − 1

T

∫ T

0

fp(t)ẋ(t)dt . (2.12)

2.4 Electrical analogy
For readers with a background in electrical circuits, the oscillating system can easier be
understood in comparison with a RLC circuit [18]. The electric circuit is outlined on
the basis of equation (2.4). The excitation force is represented by the voltage source,
making the current analogous to the velocity of the WEC. Further, the machinery force
is represented by the load voltage. From equation (2.9), the PTO damping becomes
analogous to the load resistance. Thus, the radiation damping also becomes analogous
to a resistance. Circuit theory defines the inductance as the tendency for an inductor to
oppose a change in the current flowing through it, and capacitance as a capacitors ability
to store electric charge. Relating these definitions to the mechanical system, the inductor
can be seen analogous to the kinetic energy of the WEC while the capacitor is analogous
to the potential energy of the WEC. The inductance can thus be related to the body mass
and added mass at infinite frequency and the capacitance to the hydrostatic stiffness.

Hydrodynamic equivalent

PTO
equivalent

Incoming
waves

ẋ(t)

fe(t)

Br(t) m+mr(∞)
1/S

Bp(t)

Figure 2.3: Equivalent circuit of the WEC

Applying Kirchhoffs law on the resulting electric circuit, shown in Figure 2.3, results in
the following equation

fe(t) = ẍ(t)(m+mr(∞)) +

∫ t

0

hr(t− τ)ẋ(τ) dτ + Sx(t) +Bpẋ(t) . (2.13)

Inserting all the defined expressions into the force balance in equation (2.4), the outcome
will be equal to equation (2.13).
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Chapter 3

Electric PTO system

The electric PTO system studied in this thesis is a mechanical system consisting of a
winch, gearbox and electrical machine, as explained in Section 1.2. Electrical power is
generated through the rotational motion of the winch caused by the heaving motion of
the WEC. The gearbox gives flexibility to be able to utilize the speed capability of the
generator. To optimize the energy absorption and not exceed the defined PTO specifica-
tions, a control system with current control and torque control is implemented. In this
thesis, the PTO system is assumed to be connected to a stiff DC-link only, omitting the
grid connected system and its challenges.

3.1 Linear reference frame
The purpose of the PTO system is to convert the linear motion of the oscillating body into
electrical power. In this way, the PTO operates both in a linear and rotational motion,
where the reference frame is selected to be linear [23]. The angular to linear gear ratio
ρg is therefore introduced to describe the relationship between the linear motion of the
WEC and the rotational motion of the generator,

ωmech(t) = ρgẋ(t) . (3.1)

This is further explained in [23].

3.2 Surface-Mounted Permanent Magnet Synchronous
Machine

The electrical machine used in this WEC is a Surface-Mounted Permanent Magnet Syn-
chronous Machine (SMPMSM). Compared to an induction machine, the PMSM has higher
torque to inertia ratio, higher efficiency, more compact design, and higher power density,
which has made the PMSM more preferable to use in several renewable energy technolo-
gies as wind power, wave power, and tidal power [24]. The induction machine has, on the
other hand, a lower cost than the PMSM.

The advantage with PMSMs is that they do not need to magnetize the rotor externally,
through either a magnetizing current in the stator or by directly magnetizing the rotor,
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which results in no copper losses associated with the rotor and reduces the size of the
machine [25]. In a SMPMSM, the rotor field is excited by the permanent magnets that
are placed on the outside of the rotor. An illustration of a 4-pole SMPMSM is shown in
Figure 3.1.

Figure 3.1: Illustration of a 4-pole SMPMSM

For dynamic analysis and control of AC machines, it is necessary to operate with two
orthogonal windings (d- and q-windings) so that the torque and flux within the machine
can be controlled independently [26]. In a synchronous machine, it is important that
the new reference frame has the same electrical angular velocity as the rotor, hence the
dq-reference frame is fixed to the rotor. The d-axis will then always be aligned with the
rotor magnetic axis with the q-axis 90°ahead in the direction of the rotation (assumed
to be counter-clockwise) [26], as illustrated in Figure 3.1. The equivalent circuit of the
SMPMSM in the dq-reference frame is shown in Figures 3.2 and 3.3.

id
Rs

ωrLsiqud

+

-

-

+

Figure 3.2: D-axis equivalent circuit
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iq Rs
ωrLsid

ωrΨPMuq

+

-

+

-

+ -

Figure 3.3: Q-axis equivalent circuit

The permanent magnets have high resistivity, hence the machine can be assumed to have
a large effective air gap. Thus, the effects of saliency are negligible, and the magnetizing
inductance is equal in both axes (Lmd = Lmq = Lm). Another consequence of the large air
gap is that the synchronous inductance (Ls = Lleak+Lm, where Lleak is the stator leakage
inductance) becomes small and hence the effects of armature reaction are negligible [27].

Using Park’s transformation [28], the dq-winding voltages can be expressed as [26, 27]

ud = Rsid +
d

dt
(Lsid + ΨPM)− ωrLsiq (3.2)

and

uq = Rsiq +
d

dt

(
Lsiq

)
+ ωr (Lsid + ΨPM) , (3.3)

where ud and uq are the stator d- and q-axis voltages, id and iq are the stator d- and q-axis
currents, Rs denote the stator resistance, and ΨPM is the flux linkage of the permanent
magnets. From the equivalent circuits in Figures 3.2 and 3.3 and the voltage expressions
in equations (3.2) and (3.3), the steady-state equations can be obtained as

ud = Rsid − ωrLsiq (3.4)

and

uq = Rsiq + ωr (Lsid + ΨPM) . (3.5)

In order to keep the d-axis aligned with the rotor magnetic axis, the speed of the d-axis
needs to be equal to the rotor angular speed of the generator ωr [29]. It can be expressed
as

ωr =
np
2
ωmech , (3.6)

where ωmech is the mechanical speed of the WEC given in equation (3.1) and np is the
number of poles.

By considering that the electromagnetic torque of the SMPMSM is produced by the
permanent magnets tendency to align themselves with the stator magnetomotive force
(MMF), the generator torque can be expressed as
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Te =
3

2

np
2

ΨPM iq . (3.7)

3.2.1 Converter bridge with Pulse-Width Modulation

Converter bridges are used to control the magnitude and polarity of the output voltage
[30]. It is commonly used in cooperation with Pulse-Width Modulation (PWM). Pulse-
Width Modulation uses the comparison of an input reference voltage and a repetitive
switching frequency triangular waveform to generate a switching signal. This switch-
ing signal is then used to control the switches in the converter bridge, and hence, the
magnitude of the output voltage.

In control theory, the converter bridge is modelled as a time delay [31],

uref (s)

u(s)
=

1

1 + Tdelays
, (3.8)

where the time delay Tdelay depends on the PWM method used and the chosen switching
frequency. A higher switching frequency will give a lower time delay.

In comparison to a slow wave energy system, Tdelay can be considered to be equal to
zero. This means that it is assumed that the output voltage follows the reference voltage
perfectly. As a result, the simulation time is significantly reduced and no filter is needed
in the system to handle the voltage harmonics caused by the power electronic converter.

3.2.2 Current control

The current controller regulates the armature current in order to generate the needed
output voltage, and thus the desired electromagnetic torque. Here, the current controller
is implemented in the synchronous reference frame. It is controlled by PI-controllers
which ensure zero steady-state error and increased robustness of the closed loop system
[32]. The PI-controller uses the stationary deviation between the reference d- and q-axis
currents and the output d- and q-axis currents to calculate the reference voltage. A block
diagram of the current controller is shown in Figure 3.4. The "PWM + converter"-block
is set to unity, as discussed in Subsection 3.2.1.

Kp
1+Tis
Ti

PI-controller

1

PWM + converter
1
Rs

1+Ls
Rs
s

System transfer function
id,ref/iq,ref vd,ref/vq,ref vd/vq id/iq

−

Figure 3.4: Block diagram of the current controller.

From equations (3.2) and (3.3), it can be seen that there is a cross coupling between the
d- and q-axis voltages. This can be avoided by using a feed-forward technique where the
reference voltages are defined as
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vd,ref = ud + ωrLsiq (3.9)

and

vq,ref = uq − ωrLsid − ωrΨPM . (3.10)

Inserting equations (3.9) and (3.10) into equations (3.2) and (3.3) results in the two
independent first-order equations given by

vd,ref = Rsid + Ls
did
dt

(3.11)

and

vq,ref = Rsiq + Ls
diq
dt

. (3.12)

Since the converter bridge with PWM is assumed to be ideal, the reference voltages
will be equal to the output voltages, as seen in the block diagram in Figure 3.4. The
system transfer function of the current controller can then be found by taking the Laplace
transform of the first-order equations (3.11) and (3.12),

i(s)

u(s)
=

1

Rs

1 +
Ls
Rs

s
. (3.13)

Then, the open loop transfer function of the current controller can be expressed as

ho(s) = Kp
1 + Tis

Tis

1

Rs

1 +
Ls
Rs

s
. (3.14)

The parameters of the PI-controller can be found through modulus optimum [33]. In a
system where the open loop transfer function is of the form of equation (3.14), the time
constant of the PI-controller is equal to the dominant time constant [31], which here is

the armature time constant. Inserting Ti =
Ls
Rs

into equation (3.14) gives the following

open loop transfer function

ho(s) = Kp
1

Lss
. (3.15)

It is desirable to have the closed loop transfer function as close to unity as possible because
it describes how well the output signal follows the reference signal. A closed loop transfer
function equal to 1 means that the output signal follows the reference signal perfectly
[34]. The closed loop transfer function is given by
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M(s) =
ho(s)

1 + ho(s)
. (3.16)

As can be seen from equation (3.16), M(s) = 1 when |ho(s)| >> 1. Substituting jω for
s, it can be shown that this happens when Kp >> Lsω.

3.2.3 Torque control

Torque control is required in order to ensure that the PTO limitations are not exceeded.
The PTO limitations are related to the maximum torque and force the PTO system can
withstand, the maximum current in the generator, the constant DC-link voltage and the
maximum speed of the generator. For a fixed inverter capacity, the voltage and current
constraints can be expressed as

i2q + i2d ≤ I2max (3.17)

and

u2q + u2d ≤ U2
max . (3.18)

The maximum current can either be fixed to the current rating of the motor/inverter or
be adaptive in case of an active thermal management [35]. Here, the maximum current
is fixed to the inverter current rating. The maximum voltage depends on the DC-link
voltage and the applied PWM method [35]. In this thesis, an ideal PWM is assumed,
implying that the maximum voltage is limited to the constant DC-link only.

Inserting the steady-state expressions in equation (3.4) and (3.5) into the voltage con-
straint in equation (3.18) gives the voltage constraint in terms of the stator currents, as
shown in the following expression,

(
id +

ω2
rLsΨPM

R2
s + ω2

rLs2

)2

+

(
iq +

ωrRsΨPM

R2
s + ω2

rLs2

)2

≤ U2
max

R2
s + ω2

rL
2
s

. (3.19)

Since the SMPMSM is current controlled, it is convenient to define the operating range in
the idiq-plane, where the operating range is determined by the overlapping of the current
limit circle and the voltage limit, plotted in Figure 3.5. As can be seen from equation
(3.19), the voltage limit defines a circle with a center offset from the origin, where the
size of the limit is inversely proportional to the generator speed and/or varying DC-link
voltage. The center of the voltage limit circle is termed the infinite-speed operation point
because at high speeds the operating point converge towards it [36]. From equation (3.7),
it can be seen that a constant torque forms straight lines, parallel to the d-axis, in the
idiq-plane. The optimal operating region is enclosed by both the current limit circle and
the voltage limit circle.
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Figure 3.5: Circle diagram for a SMPMSM

Since the optimal operating region is determined by the current and voltage, where the
voltage is dependent on the generator speed, the torque control will be defined by the
current and the generator speed. From equation (3.7), the reference q-axis current can be
expressed as

iq,ref =
Te,ref

3

2

np
2

ΨPM

, (3.20)

where the reference torque Te,ref is calculated using the machinery force from the hydro-
dynamic model,

Te,ref =
1

ρg
fp(t) . (3.21)

Here, ρg is the angular to linear gear ratio and fp(t) is defined as shown in equation
(2.9). The generator speed is calculated as shown in equation (3.6). Figure 3.6 shows an
illustration of how torque control is implemented in this thesis [10].
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iq,ref < Iq,max iq,ref > Iq,min

ωr < ωrm ωr < ωrm

iq,ref = Iq,max
id,ref = 0

Field
weakening

iq,ref = Iq,min
id,ref = 0

iq,ref = iq,ref
id,ref = 0

iq,ref & id,ref input to
the current controller

iq,ref & ωr Yes

No No

Yes Yes

No

Yes

Figure 3.6: Illustration of the implementation of torque control

In Figure 3.6, Iq,max refers to the maximum PTO torque the system can withstand and
Iq,min corresponds to the minimum torque constraint that is needed to maintain tension in
the mooring line. Further, wrm is the generator speed where field weakening is initiated,
and it can be calculated using the generator characteristics as [37]

ωrm =
−2RsImaxΨPM +

√
(2RsImaxΨPM)2 − 4(Ψ2

PM + L2
sI

2
max)(R

2
sI

2
max − U2

max)

2(Ψ2
PM + L2

sI
2
max)

.

(3.22)

Field weakening

Field weakening is applied to allow the SMPMSM to operate in generator speeds that are
above the rated value, thus also limiting the voltage to not exceed the DC-link voltage
Umax. Due to the construction of the permanent magnets, it is not possible to achieve
direct field weakening [27]. In a SMPMSM, the effect of field weakening is obtained by
introducing a negative d-axis current alongside the q-axis current. Note that by intro-
ducing a d-axis current, the magnitude of the q-axis current has to be decreased in order
to not exceed the current constraint in equation (3.17). In this thesis, the method for
determining the reference currents during field weakening is based on the robust field
weakening control strategy described by Ching-Tsai Pan and Jenn-Horng Liaw [37].

First, the current and voltage constraints in equations (3.17) and (3.19) can be expressed
as

f1(id,ref , iq,ref ) = i2d,ref + i2q,ref − I2max = 0 (3.23)

and
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f2(id,ref , iq,ref , ωr) = (id,ref − idc)2 + (iq,ref − iqc)2 −
U2
max

R2
s + ω2

rL
2
s

= 0 , (3.24)

where idc and iqc represent the coordinates to the center of the voltage limit circle, defined
as

idc ≡ −
ω2
rLsΨPM

R2
s + ω2

rL
2
s

(3.25)

and

iqc ≡ −
ωrRsΨPM

R2
s + ω2

rL
2
s

. (3.26)

From equation (3.23), the reference q-current can be expressed as

iq,ref =
√
I2max − i2d,ref . (3.27)

Inserting equation (3.27) into equation (3.24) yields the following quadratic equation for
the d-axis current,

ai2d,ref + bid,ref + c = 0 , (3.28)

where

a ≡ 4(i2dc + i2qc)

b ≡ 4idc

[
U2
max

R2
s + ω2

rL
2
s

−
(
I2max + i2dc + i2qc

)]

c ≡



(
I2max + i2dc + i2qc

)
−
(

U2
max

R2
s + ω2

rL
2
s

)2

− 4i2qcI

2
max .

(3.29)

Solving the quadratic equation will result in two different solutions for the d-axis reference
current. These solutions correspond to the two points where the current limit circle crosses
the voltage limit circle. In other words,

id1,ref =
−b+

√
b2 − 4ac

2a
, ωr > 0 (3.30)

and

id2,ref =
−b−

√
b2 − 4ac

2a
, ωr < 0 . (3.31)
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For this PTO system, the determinant b2 − 4ac is always positive [38]. It is also a
requirement that id,ref is always less than or equal to zero. After the d-axis reference
current is found, the reference q-current can be found by solving equation (3.27).

3.3 Output electrical power
As described by Sjolte et al. [10], the detailed properties of the generator and converter
bridge is not known. However, the efficiency of the generator and converter bridge at a
number of operating points have been provided from the manufacturers. On the basis of
these operating points, a polynomial expression for the power losses has been developed
as a function of the generator torque Te and the generator speed ωr in rpm, and is given
by [10]

|Pl| = a1T
4
e + a2T

2
e + a3|ωr|+ a4ω

2
r + a5|ωrTe|+ a6|ωr|T 2

e . (3.32)

The resulting efficiency map is shown in Figure 3.7.

Figure 3.7: Generator and converter bridge efficiency map [10]

As a result of the development of the power losses expression (3.32), the stator copper
losses needs to be removed from the voltage expressions (3.2) and (3.3), in order to not
calculate the stator copper losses twice.

The output instantaneous electrical power can be found directly by,

Pe(t) = Pmech(t)− |Pl(t)| . (3.33)

Since the power loss equation (3.32) is built on the basis of measured values, the me-
chanical power needs to be transformed into three-phase values before it can be used in
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equation (3.33),

Pmech =
3

2
(iaua + ibub + icuc) , (3.34)

where the currents and voltages, denoted by x, can be found by



xa(t)
xb(t)
xc(t)


 =

√
2

3




cos(θ) −sin(θ)

cos(θ +
4

3
) −sin(θ +

4

3
)

cos(θ +
2

3
) −sin(θ +

4

3
)




[
xd
xq

]
. (3.35)

The average electrical and mechanical power can be found by

P̄e =
1

T

∫ T

0

Pe(t)dt (3.36)

and

P̄mech =
1

T

∫ T

0

Pmech(t)dt . (3.37)
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Chapter 4

Control methods

The amount of energy the WEC is able to absorb from the waves depend on the frequency
response of the floating body and the control method applied at the PTO. The control
system aims to manipulate the PTO system into resonance damping and stiffness by,
for instance, tuning the load impedance. In this thesis, two control methods are applied:
passive loading (PL) with constant damping and a passive control (PC) scheme that tunes
the PTO damping on a wave-to-wave basis.

4.1 Theoretical maximum absorbed energy
In order to absorb energy from the waves, energy needs to be removed from the waves.
Hence, there must either be a cancellation or reduction of waves that are passing the
WEC or are being reflected from it. This can be realised through an oscillating device
that oscillates in counterphase with the waves, which means that the generated waves
have to interfere destructively with the incident waves. An illustrative example is shown
in Figure 4.1.

Figure 4.1: Curve a represents an undisturbed incident wave. Curve b illustrates symmetric
wave generation (on calm water) by means of a floating body oscillating in heave. Curve c
illustrates antisymmetric wave generation. Curve d represents the superposition of the above
three waves and illustrate the complete absorption of the energy from the incident wave. [18]

In order to extract the maximum energy from the incident waves, the WEC needs to have
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an optimum oscillation with an optimum phase and amplitude. Referring to Figure 4.1,
the optimum amplitude for curve b and c is half of the amplitude of curve a. Additionally,
curve b and c needs to have the same phase for the wave generated towards the right,
resulting in that the waves generated to the left cancel each other out. With respect to
the incident wave (curve a), the generated waves (curves b and c) have to oscillate so
that the crests of the generated waves towards the right coincide with the troughs of the
incident wave. The oscillating device needs to operate in more modes of freedom in order
to be able to absorb most of the incident wave energy, as illustrated by curve d in Figure
4.1. In simplicity, it is this behavior the control strategy is trying to accomplish. [39]

4.2 Passive loading
Passive loading consists of setting the PTO damping to a constant value, i.e., Bp(t)=Bp,
for any time t, where Bp is adjusted according to a chosen tuning frequency ω. For an
incoming regular wave, the optimal PTO damping can be found by [18]

Bp =

√
Br(ω)2 +

[
ω(m+mr(ω))− S

ω

]2
. (4.1)

This expression is referred to as the optimum amplitude condition [18]. The optimum
amplitude condition is related to the generated wave created by the oscillating body that
interferes with the incoming wave.

It is also desirable that the oscillating velocity is in phase with the excitation force, which
automatically happens when the WEC is in resonance with the incoming wave. This is
referred to as the optimum phase condition and states that

ω(m+mr(ω))− S

ω
= 0 . (4.2)

The maximum amount of absorbed power from the incident waves is obtained when both
the optimum amplitude condition and optimum phase condition are satisfied. Then, the
PTO damping becomes equal to the radiation damping coefficient, Bp=Br(ω).

Real ocean waves do not consist of a single frequency in the time domain, making it
challenging to select a tuning frequency when passive loading is applied. Usually, either
the peak or energy frequency of the wave spectrum is selected as the tuning frequency.
The PTO damping can be tuned on different time scales established by either variations
in the sea state (hourly basis), seasonal variations (monthly basis) or on an annual basis
[40].

The Kalman Filter (KF) is an algorithm used to predict the past, present and future
states of the system by using prior knowledge of the system states. The Extended Kalman
Filter (EKF) is an extension of the KF that is applied to non-linear systems, whereas KF
is used on linear systems. In wave energy, EKF can be used to predict the incoming
waves [41]. If EKF is applied in the control system of a WEC, it can be used to find
a suitable tuning frequency for the incoming waves, and hence calculate a more optimal
PTO damping. Simulation studies in [12] have indicated that the EKF estimates the
mean centroid frequency of the excitation force spectrum ω1,fe. Thus, the mean centroid
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frequency of the excitation force spectrum is used as the frequency for tuning the PTO
damping in this thesis.

The mean centroid frequency (ω1) is a statistical parameter of the wave spectrum. It is
used in order to calculate characteristic wave periods of the sea state [42], and is given by

ω1 =
m1

m2

, (4.3)

where the spectral moments of the n-th order are calculated as

mn =

∫ ∞

0

ωnS(ω)dω . (4.4)

4.3 Passive control using the Hilbert-Huang transform
The passive control scheme presented here tunes the PTO damping on a wave-to-wave
basis. Using equation (4.1), the PTO damping can be found by

Bp(t) =

√
Br(ω̂d)2 +

[
ω̂d(m+mr(ω̂d))−

S

ω̂d

]2
, (4.5)

where ω̂d is the estimated dominant frequency of the excitation force. Here, the excitation
force is used rather than the wave elevation because the excitation force transfer function
He(ω) filters out some of the high frequency content of the wave elevation, and generally
low-frequency waves have the highest power [6]. In this thesis, the frequency is estimated
by using the Hilbert-Huang Transform (HHT), as done by Garcia-Rosa et al. [11].

The HHT is a two-step method used to analyze non-linear and non-stationary signals.
First, it uses the Empirical Mode Decomposition (EMD) to decompose the original signal
into Intrinsic Mode Functions (IMFs). Intrinsic Mode Functions are functions with a single
frequency that varies over time. Secondly, the Hilbert Transform (HT) is applied on each
IMF component in order to estimate the instantaneous amplitude and frequency [43]. The
HT can only produce physically meaningful results for single frequency components [44].

The EMD empirically identifies, through a sifting process, the different frequency compo-
nents (IMFs) that constitute the original signal. An IMF has the following characteristics
[44]:

1. Mean value is zero

2. The number of local maxima and minima differs just by one

Here, EMD is applied to the excitation force, and the sifting process can be explained in
the following algorithm:

0. Set i = 1 and r(t) = fe(t);

1. Locate all local minima and maxima in r(t);

2. Using cubic spline interpolation, create lower and upper envelopes from the corre-
sponding minima and maxima;
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3. Calculate the mean of both envelopes m(t);

4. Subtract the mean from the signal, h(t) = r(t)−m(t);

5. If h(t) can be classified as an IMF, go to the next step. Otherwise, set r(t) = h(t)
and repeat the process from 1;

6. Set ci(t) = r(t) and calculate r(t) = r(t)− ci(t).
7. Set i = i + 1 and repeat the process from 1. If i = N , define the IMF components

as c1(t), ..., cN(t) and the residue as r(t).

In the defined algorithm, N is the predetermined number of IMF components. When the
EMD has been completed, the sum of the IMF components should result in the original
signal,

fe(t) =
N∑

i=1

ci(t) + r(t) , (4.6)

and the IMF components are given in a sequential order from the highest frequency
component to the lowest. Figure 4.2, gives an illustration of how step 2 and 3 in the
sifting process are determined.

Figure 4.2: Illustration of the envelope concept in EMD [45]

In the PC strategy, the dominant frequency is defined as the IMF component with the
highest energy content. The natural next step of the PC scheme is then to calculate the
amount of energy in each IMF component,

Eci =

∫ T

0

|ci(t)|2dt , (4.7)

where ci(t) is the i-th IMF component. Then, the dominant IMF component cd(t) is
located.

26



CHAPTER 4. CONTROL METHODS

Subsequently, the HT is applied to the dominant IMF component. The HT calculates the
conjugate pair of the dominant IMF component cd(t),

vd(t) =
1

π
P

{∫ ∞

−∞

cd(τ)

t− τ dτ
}
, (4.8)

where P is the Cauchy principal value. In this way, the dominant IMF component can be
expressed as an analytical signal,

zd(t) = cd(t) + jvd(t) = âd(t)e
∫
ω̂d(t)dt , (4.9)

where the instantaneous amplitude âd(t) and instantaneous frequency ω̂d(t) can be calcu-
lated as

âd(t) =
√
cd(t)2 + vd(t)2 (4.10)

and

ω̂d(t) =
d

dt
arctan

[
vd(t)

cd(t)

]
. (4.11)

The instantaneous frequency found through the HT is then used as the input to a mov-
ing average filter in order to filter out unwanted noisy components from the calculated
instantaneous frequency. Finally, the output is used as the tuning frequency when the
PTO damping is calculated as shown in equation (4.5).

27



CHAPTER 4. CONTROL METHODS

28



Chapter 5

Simulation parameters

5.1 Simulation parameters
In order to obtain meaningful statistical parameters for a wave field, a minimum time
interval of 15min is usually required. The simulation time has therefore been chosen as
30min. The sampling frequency is chosen as 1.28Hz, which is the sampling frequency
usually used in real wave measurements. From the EMD simulation, one of the challenges
is the end effects, which are induced by spline interpolation and appear at the boundaries
of the signal. To eliminate these end effects, the first and last 20 s of the simulations have
been excluded from the final results. In these simulations, there are 5 IMF components.

5.1.1 Wave data

In this thesis, the wave data used is based on the real wave data taken at the Belmullet
wave energy test site as shown in [11]. In order to minimize the difference between the
theoretical and observed wave spectra, the Ochi-Hubble spectrum is used. The spectral
parameters are numerically set to mimic the following three sea states: S1, S2, and S6
(renamed to S3 here). In Table 5.1, the spectral parameters for each sea state are listed.

Table 5.1: Spectral parameters used in the Ochi-Hubble spectra

Hs1 Hs2 ωm1 ωm2 λ1 λ2
S1 1.5 m 0 m 0.52 rad/s 0 rad/s 5 0
S2 1.1 m 1.5 m 0.59 rad/s 1.22 rad/s 2 2
S3 1.4 m 0.9 m 0.57 rad/s 1.934 rad/s 2 2

The resulting Ochi-Hubble spectra for each sea state are shown in Figure 5.1.
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Figure 5.1: Ochi-Hubble spectra for all sea states

Inserting the Ochi-Hubble spectra from Figure 5.1 and π/500 for the step between each
spectral frequency dω into equation (2.3), the wave elevation can be calculated. Using
Welch’s method [46] and the found wave elevation, the simulated wave spectra and the
spectral density of the excitation force can be found as shown in Figures 5.2 and 5.3.
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Figure 5.2: Simulated wave spectra for all sea states

Comparing the wave spectra with the excitation force spectra, it can be noticed that some
of the higher frequencies in the wave spectra have been filtered out by the excitation force
transfer function He(ω).
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Figure 5.3: Spectral density of the excitation force for all sea states

5.1.2 Hydrodynamic data

The specifications of the heaving cylinder is presented in Table 5.2.
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Table 5.2: Specifications of the oscillating body

Property Value
Body mass, m 3.2·105 kg

Radius 5 m
Draught 4 m

Hydrostatic stiffness, S 7.9331·105 N/m
Added mass at infinite frequency, mr(∞) 2.3325·105 kg

Resonance frequency 1.1936 rad/s

The cylinder is the same as used in [11], where the hydrodynamic coefficients were cal-
culated using the boundary element solver WAMIT. Figure 5.4 shows the added mass,
radiation damping and the excitation force frequency response of the cylinder.
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Figure 5.4: Hydrodynamic coefficients of the heaving cylinder

5.1.3 Electrical data

As previously mentioned, the electric PTO system considered here is based on the electric
PTO system of theWEC Lifesaver in [10]. The stand-alone system consists of the following
components [47]:
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– Surface-mounted permanent magnet synchronous machine

– Inverter/Rectifier

– Ultra-capacitor bank

– DC-link charger

– Battery charger

– Brake charger

– Dump resistor

The topology of the stand-alone system is shown in Figure 5.5. In this thesis, the system
that connects the WEC to the grid is not considered, and thus the PTO system is only
connected to the DC-link with no energy storage.

Figure 5.5: Topology of the stand-alone system in Lifesaver [47]

The main specifications of the electric PTO system, as defined in [10], are given in Table
5.3.

Table 5.3: Main specifications of the electric PTO

Property Value
DC-bus voltage, Umax 600 V
DC-bus current, Imax 481.2679 A

Angular to linear gear ratio, ρg 38.5 1/m
PTO nominal speed 1.1 m/s

PTO maximum speed, ẋmax 1.55 m/s
PTO maximum force 100 kN
PTO minimum force 10 kN

PTO nominal production power 15 kW
PTO maximum power 155 kW
PTO maximum torque 2.5974 kNm

32



CHAPTER 5. SIMULATION PARAMETERS

The characteristics of the 28-pole SMPMSM used for this model are listed in Table 5.4.

Table 5.4: Generator characteristics

Property Value
Nominal generator speed 400 rpm

Maximum generator speed, ωmax 1800 rpm
Field weakening speed, ωrm 561.1284 rpm

Rated power 83.7 kW
Maximum torque 3700 Nm

Number of poles, np 28
Stator resistance, Rs 0.038 Ω
Stator inductance, Ls 1.4 mH

Permanent magnet flux linkage, ΨPM 0.257 Wb
Minimum q-current, Iq,min 48.1268 A
Maximum q-current, Iq,max 481.2679 A

As previously mentioned, the maximum Iq,max and minimum Iq,min q-current values in
Table 5.4 refer to the maximum and minimum iq with the given torque constraints.

PI-controller

In Subsection 3.2.2, the design of the current controller was presented. As the converter
bridge with PWM is assumed ideal, it was concluded that Kp >> Lsω. Inserting the
maximum velocity ẋmax of the PTO into equations (3.1) and (3.6) gives a maximum
generator speed of 835.45 rad/s. From Table 5.4, the rated maximum generator speed
is 1800 rpm or 188.5 rad/s. When the controller gain is chosen, the rated maximum
generator speed is used since it is the limiting value for the generator speed in the system.
The inequality then states,

Kp >> 1.4 · 10−3 · 1800 · 2π

60
= 0.26 . (5.1)

After running the simulations for both control methods, Kp was chosen to be equal to
0.8. The assessments around the choice of this value and the influence on the results are
discussed in Subsection 6.2.10.

5.2 Wave-to-wire model

In this thesis, the Matlab and Simulink environment has been used for the simulations.
The complete wave-to-wire model applied for the simulations is shown in Figure 5.6, where
the scaling factor is set to unity since the dimensions of the heaving cylinder are of the
same order of magnitude as the Lifesaver floating body. Lifesaver has 1m height and is
shaped as a toroid with an inner diameter of 10m and an outer diameter of 16m. The
subsystems are included in Appendix A.1.
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Figure 5.6: The full wave-to-wire model built in Simulink
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Chapter 6

Simulation results

6.1 Hydrodynamic model

In order to study the effect PC has on a fully-coupled wave-to-wire model, the results,
presented in Section 6.2, will be compared to the case when only the hydrodynamic model
is considered. For simulations with only the hydrodynamic model, i.e., assuming ideal
PTO system, the absorbed energy when the PTO damping is tuned with PL and PC is
shown in Figure 6.1.
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Figure 6.1: Absorbed energy over the entire simulation interval
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From Figure 6.1, it can be seen that the absorbed energy for PC (i.e., PTO tuned with
HHT frequencies) is higher than for PL tuned with ω1,fe. Using equation (2.12), the
average absorbed power for each control method can be found as shown in Figure 6.2.
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Figure 6.2: Average absorbed power P̄a in kW for PL (blue) and PC (orange) when only the
hydrodynamic model is considered.

The ratios between the average absorbed power P̄a with PL and PC is shown in Table
6.1.

Table 6.1: Ratios between P̄a with PL and PC

S1 S2 S3
P̄a(PC)/P̄a(PL) 1.01 1.32 1.03

From all the presented results, the absorbed power is higher for PC than for PL for all
sea states. The advantage of PC over PL is more apparent for S2 than for the other sea
states, where S2 is a sea state with mixed waves spread over a wide band of frequencies.
These results agree with previous studies [11].
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6.2 Wave-to-wire model

6.2.1 Average output power

The WEC only produces power during the upwards motion of the floating body and draws
power from the grid during the downwards motion, as explained in Section 1.2. Thus,
the average powers have been split into its positive and negative components in order to
better verify the effect each control method has on the electric power output. In Figure
6.3, the average mechanical powers for both control methods, found by equation (3.37),
are given.
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Figure 6.3: Average mechanical power P̄mech in kW for PL (blue) and PC (orange) when the
wave-to-wire model is considered

The average electrical power and losses for both PL and PC are shown in Figure 6.4.
Using these results, it can be found that PL on average gives 6% more electrical power
output than PC.
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Figure 6.4: Average electrical power P̄e and losses P̄l in kW for PL (blue) and PC (orange)
when the wave-to-wire model is considered

From Figure 6.4, it can be seen that PC results in more generated power (positive electrical
power), but PC also requires more power from the grid in order to maintain tension in
the mooring line (negative electrical power) than when PL is applied. On the other hand,
using PL as the control method results in more average power losses than PC. In Table
6.2, the ratios between the average electrical powers and losses for the two control methods
are shown.

Table 6.2: Ratios of the average electrical powers and losses for PL and PC

Ratio S1 S2 S3
P̄e(PC)/P̄e(PL) 1.02 0.9 0.99
P̄e+(PC)/P̄e+(PL) 1.14 1.04 1.25
P̄e−(PC)/P̄e−(PL) 1.51 1.8 2.22
P̄l(PC)/P̄l(PL) 0.97 0.8 0.9

Power losses

In Section 3.3, the calculation of the power losses are presented. From equation (3.32),
it can be seen that the power losses in this model are dependent on the generator speed
ωr and generator torque Te. In the polynomial expression, the generator torque is raised
to the fourth power, resulting in that the losses are higher for cases with higher torque
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values. This means that if there are larger deviations in the generator torque between PL
and PC it will be seen in the total power losses, which might explain the difference in the
power losses from Figure 6.4, especially if the generator speed is very similar.

Here, the calculated power losses are only found based on the stator copper losses, but in
a SMPMSM, the iron losses are also a significant fraction of the total losses [36]. The iron
losses have an effect on the efficiency and performance of the machine, and could result
in overheating and a reduction of the rated torque and efficiency [48]. In [49], it was
also shown that iron losses in PM-generators have a high impact on the electric efficiency
at low speeds. A common trade with renewable energy applications, as wave power, is
that the generators operate with lower speeds and varying frequency, making the iron loss
an important contributor to the total power losses in a WEC. On the basis of this, an
inclusion of the iron losses in the model could result in different electrical power output
results. The iron losses from the rotor are normally considered to be small and negligible,
whereas the iron losses in the stator teeth and yoke represent the main portion of the
total iron losses [50]. This means that in order to include the iron losses in the model,
more knowledge about the generator is needed. However, the iron losses are usually much
smaller than the stator copper losses [25], which means that the total power losses might
not be that different if the iron losses are included.

A generator is designed to work in a stationary manner with small variations in its op-
erational state. When PC is applied, the PTO damping is modified on a wave-to-wave
basis, forcing the generator to constantly change, making it work in a way it has not been
designed for. As a result, there might be other losses related to wear and tear, and hence
more maintenance could be required over time.

The polynomial expression that calculates the power losses is found on the basis of both
the generator losses as well as the converter losses [10]. The losses related to the converter
are small compared to the generator and contributes with 3-10% of the total losses [10].
However, the converter is assumed to be ideal, and it is not clear if losses related to the
converter are included in the model.

6.2.2 WEC velocity

From equation (2.11), it is known that the amount of absorbed power from the waves is
dependent on the velocity of the WEC. In Figure 6.3, it can be noticed that there is not
much difference between the absorbed power for the two control methods for S1 and S3,
while for S2, PL absorbs more power than PC.

Comparing the amplitudes of the velocities in Figures 6.5-6.7, it can be seen that when
PC is applied the WEC has a higher velocity than with PL for all sea states. This can
easiest be seen in Figure 6.6. It can also be noticed that the WEC has the highest velocity
for S2 and the lowest for S1. Looking at Figure 5.1, it can be seen that this can be related
to the energy content in the sea states where S2 has the highest energy content around
the resonance frequency of the floating body (1.2 rad/s) and S1 has the lowest. From
previous results, it can also be mentioned that a higher WEC velocity will result in more
absorbed power. That S2 results in higher WEC velocities can therefore also be seen in
the absorbed power in Figure 6.3.

In general, the velocity of the WEC is very similar between the two control methods for
all sea states. This means that by just looking at the WEC velocity, the absorbed power
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should be approximately the same for PL and PC.
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Figure 6.5: WEC velocity ẋ(t) over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.

40



CHAPTER 6. SIMULATION RESULTS

S2

0 200 400 600 800 1000 1200 1400 1600 1800

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

(a) PL

1000 1020 1040 1060 1080 1100 1120 1140 1160 1180 1200

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

(b) PL

0 200 400 600 800 1000 1200 1400 1600 1800

-3

-2

-1

0

1

2

3

(c) PC

1000 1020 1040 1060 1080 1100 1120 1140 1160 1180 1200

-3

-2

-1

0

1

2

3

(d) PC

Figure 6.6: WEC velocity ẋ(t) over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.7: WEC velocity ẋ(t) over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.

6.2.3 Generator speed

From the system description given in Section 1.2, it is know that the movement of the
WEC is a direct cause of the rotation of the generator. By comparing Figures 6.5-6.7
with Figures 6.8-6.10 this can clearly be seen. As for the velocity, the generator speed
is the highest for S2 and lowest for S1, where S2 also is the only sea state that produce
high enough generator speeds to make field weakening necessary. It can also be seen that
the generator speed is higher for PC than for PL, as it was for the WEC velocity. From
equation (3.1) it is seen that the generator speed and WEC velocity are proportional.
This means that whenever the velocity of the WEC increases so does the generator speed,
which is seen in the comparison of the two variables.

As previously mentioned, the total power losses depend on the generator speed. Looking
at the generator speed in Figures 6.8-6.10, it can be seen that the generator speed is very
similar between PL and PC for all sea states. Even though the generator speed has a
larger amplitude for PC than for PL, the differences are so small that they most likely
will not cause much difference in the power losses related to the generator speed.
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Figure 6.8: Generator speed ωr over the entire simulation time (subfigures a and c) and for
the time interval 1000 s to 1200 s (subfigures b and d) for both control methods. The red line
represent the field weakening speed.
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Figure 6.9: Generator speed ωr over the entire simulation time (subfigures a and c) and for
the time interval 1000 s to 1200 s (subfigures b and d) for both control methods. The red line
represent the field weakening speed.
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Figure 6.10: Generator speed ωr over the entire simulation time (subfigures a and c) and for
the time interval 1000 s to 1200 s (subfigures b and d) for both control methods. The red line
represent the field weakening speed.

6.2.4 Generator torque

From equations (3.21) and (2.9), it is known that the reference torque depends on the
velocity of the WEC and the PTO damping. Comparing the shape of the reference torque
for PL and PC in Figures 6.11-6.13, it can be noticed that there are some differences
in both the shape and amplitudes of the reference torque, where PC generates larger
amplitudes than PL. Since PL has a constant damping, the dependence on the velocity
can mainly be seen through the shape of the reference torque, while for PC the shape of
the reference torque can not be directly connected to the velocity because of the varying
PTO damping. From Subsection 6.2.2 it is known that the WEC velocity is very similar
between the two control methods, this means that the difference between the reference
torque is mainly related to the PTO damping. This will further be discussed in Subsection
6.2.8.

In Figures 6.11-6.13, it can be noticed that there is a large difference between the reference
torque and the measured torque. As a result, the measured torque switches very much
between its maximum and minimum values, i.e., the electric PTO system is working at
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the boundary of its capacity and not closer to nominal values. The high torque values can
be related to the energy content of the given sea state. Sea states with a very high energy
content results in higher reference torques, as indicated by equation (3.21). From the
corresponding figures, it can also be seen that the measured torque follows the reference
torque well for regions with no torque limitations, which means that the torque control
works adequately.
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Figure 6.11: Reference Te,ref and measured Te torque over the entire simulation time (subfigures
a and c) and for the time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.12: Reference Te,ref and measured Te torque over the entire simulation time (subfigures
a and c) and for the time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.13: Reference Te,ref and measured Te torque over the entire simulation time (subfigures
a and c) and for the time interval 1000 s to 1200 s (subfigures b and d) for both control methods.

In Subsection 6.2.1, the dependence the electrical torque has on the power losses was
mentioned. From Table 6.2, it can be seen that PL results in more power losses than PC.
This can be related to the difference in the measured torque. In Figures 6.14-6.16, it can
be noticed that the torque values are higher for PL than PC, this can especially be seen
for S3 in Figure 6.16. The reason why PL gives higher torque values are related to the
reference torque. For PC, the PTO damping adapts to each individual wave, which results
in more oscillations in the reference torque, while PL has a more constant oscillation. This
results in that some places, for instance between 1160 s and 1180 s in Figure 6.13, the
reference torque is smaller for PC than PL resulting in smaller torque values.
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Figure 6.14: Measured torque Te over the entire simulation time (subfigures a and c) and for
the time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.15: Measured torque Te over the entire simulation time (subfigures a and c) and for
the time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.16: Measured torque Te over the entire simulation time (subfigures a and c) and for
the time interval 1000 s to 1200 s (subfigures b and d) for both control methods.

6.2.5 D- and q-axis voltages

First, the d-axis voltages for the two control methods, illustrated in Figures 6.17, 6.19,
and 6.21, can be discussed. The d-axis voltage ud is very similar between the two control
methods for all sea states. The main difference lies in the amplitudes of the oscillations.
Looking closer at the figures, it can be noticed that the amplitudes when PL is applied
are mostly higher than when PC is applied. From equation (3.2), it is known that the
d-axis voltage depends on the d- and q-axis currents and the generator speed. Due to the
resulting size of each part in the expression, the dominant part is related to the generator
speed ωr and the q-axis current iq. Previously, it has been shown that the generator speeds
for each control method are very similar, although PC gives a slightly higher speed. This
means that the main difference in ud lies with iq. As can be seen in Figures 6.25, 6.27,
and 6.29, iq is averagely higher for PL than for PC, which results in that ud will get larger
amplitudes for PL than PC.

Now, the q-axis voltages uq can be compared. Looking at Figures 6.18, 6.20, and 6.22,
the main difference between the q-axis voltages is the oscillation, where PC results in
more oscillations in uq than PL. Looking only at the expression for uq in equation (3.3),
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PL should result in higher values for uq than when PC is applied since there is more
q-current for PL than for PC. However, due to the spikes in uq for PC, the average value
for uq becomes higher for PC than for PL. The oscillations and the spikes for PC is a
direct cause of the HHT method and the constant changing of the tuning frequency on a
wave-to-wave basis, which will be discussed in Subsection 6.2.9.
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Figure 6.17: D-axis voltage ud over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.18: Q-axis voltage uq over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.19: D-axis voltage ud over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.20: Q-axis voltage uq over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.21: D-axis voltage ud over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.22: Q-axis voltage uq over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.

In Figure 6.23, both uq and ud have been plotted along with the WEC velocity for S1.
There it can be noticed that uq follows the velocity while ud is the opposite. This can
be explained through the expression for the d- and q-axis voltages in equations (3.2) and
(3.3). As discussed earlier, the dominant part of the voltage expressions are dependent
on the generator speed. From the way ud is defined, the voltage will be positive when
the speed is negative and negative when the speed is positive. For uq, the voltage will be
positive for positive speeds and so on. This also means that for higher generator speeds,
more voltage will be induced, i.e., higher ud and uq values.
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Figure 6.23: WEC velocity ẋ(t) (yellow), ud (blue) and uq (red) over the time interval 1000 s
to 1200 s for PL (subfigure a) and PC (subfigure b).

6.2.6 D- and q-axis currents

Comparing Figures 6.25, 6.27, and 6.29 with Figures 6.14-6.16, it can be seen that the
squared oscillations seen in the torque Te can also be observed in the q-current iq. As
seen in equations (3.7) and (3.20), the torque is proportional to the q-current. Because
of this, the power losses are also indirectly related to iq. From Figure 6.4, it is seen that
PL results in higher power losses. As seen in Figures 6.25, 6.27, and 6.29, PL also results
in higher iq values. Physically, a higher iq will result in an increased stator current which
will give more copper losses in the generator, which corresponds to the power loss results.

As previously mentioned, PL results in higher q-axis current values than PC. The q-axis
current is found based on the reference q-axis current, which is dependent on the torque
reference, as seen in equation (3.20). Due to the proportionality between iq and Te, iq
will reach its maximum value when Te does. Since PL has higher measured torque values,
PL also will have higher iq values. When field weakening is applied, the q-current is also
calculated with a part consisting of the negative multiplication of the generator speed and
d-current. Since both of these values are smaller for PL than for PC, the resulting iq will
become higher for PL than for PC during field weakening as well.
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Figure 6.24: D-axis current id over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.25: Q-axis current iq over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.

In Figure 6.26, it can be seen that S2 is the only sea state that results in field weakening.
For the two other sea states, id is constantly zero, as seen in Figures 6.24 and 6.28. In
Figure 6.26, it can also be noticed that field weakening is needed more often for PC than
for PL. This is related to the way the current controller is designed and the generator
speed. From Figure 3.4, it can be seen that it is the generator speed that ultimately
decides whether or not field weakening is applied. Field weakening happens only if the
q-axis reference current is outside of its boundaries and the generator speed is larger than
the field weakening speed. So, if the generator speed is higher, the field weakening speed
will more often be reached. When field weakening is applied, it can also be noticed that
there is more negative d-current for PC than for PL. Field weakening is used to operate
the generator at higher speeds than the rated speed by introducing a negative d-current.
Hence, more negative d-current is needed in order to operate at higher generator speeds.
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Figure 6.26: D-axis current id over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.27: Q-axis current iq over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.28: D-axis current id over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.29: Q-axis current iq over the entire simulation time (subfigures a and c) and for the
time interval 1000 s to 1200 s (subfigures b and d) for both control methods.

6.2.7 Instantaneous powers

A significant difference between the control methods is the large negative peaks in the
instantaneous mechanical and electrical power seen in the PC results in Figures 6.30-6.32.
These peaks are the reason why the average negative mechanical and electrical power in
Figures 6.3 and 6.4 are around twice as high for PC than for PL. Comparing, for example,
the large negative peaks in Figure 6.30d with uq in Figure 6.18d for PC, it can be seen
that the negative peaks happen when there are fast oscillations in uq. These oscillations
are related to the tuning frequency, which will be discussed in Subsection 6.2.9.

As previously explained, during the periods when the WEC velocity is negative, power is
drawn from the grid in order to maintain tension in the mooring line. From the electrical
power results in Figure 6.4 and the instantaneous power results in Figures 6.30-6.32, it is
seen that PC needs a lot more power from the grid in order to maintain tension in the
rope.

From the system description, it is know that the amount of absorbed power is connected
to the WEC velocity. This can easily be seen by comparing the WEC velocities in Figures
6.5-6.7 with the instantaneous powers in Figures 6.30-6.32. As expected, whenever the
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velocity is negative, the instantaneous mechanical power is also negative. It can also
be seen that a higher WEC velocity gives more mechanical power. From the previous
discussion on the WEC velocity, it is known that the WEC velocity is higher for PC than
for PL. This can also be seen in the results for the instantaneous powers, where PC gets
higher positive amplitudes in the instantaneous mechanical power, and thus absorbs more
power, than PL. From Table 6.2, this behavior can also be seen in the ratio of the average
positive electrical power.
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Figure 6.30: Instantaneous mechanical power Pmech (blue), electrical power Pe (red) and power
losses Pl (yellow) over the entire simulation time (subfigures a and c) and for the time interval
1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.31: Instantaneous mechanical power Pmech (blue), electrical power Pe (red) and power
losses Pl (yellow) over the entire simulation time (subfigures a and c) and for the time interval
1000 s to 1200 s (subfigures b and d) for both control methods.
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Figure 6.32: Instantaneous mechanical power Pmech (blue), electrical power Pe (red) and power
losses Pl (yellow) over the entire simulation time (subfigures a and c) and for the time interval
1000 s to 1200 s (subfigures b and d) for both control methods.

6.2.8 PTO damping

The constant PTO damping found for PL is shown in Table 6.3, which is related to the
chosen tuning frequency (ω1,fe) and the body parameters, as indicated by equation (4.1).

Table 6.3: PTO damping Bp for PL in the hydrodynamic model and the wave-to-wire model

S1 S2 S3
Bp 1.1506·106 kg/s 6.302·105 kg/s 9.3544·105 kg/s

Comparing the PTO damping for PC in Figures 6.33-6.35, it can be seen that the PTO
damping oscillates more for S2 and less for S1, i.e., the oscillations in the PTO damping
varies with the bandwidth of the sea state. This makes sense when the waves charac-
terizing the sea state is considered. In S2, the waves are spread over a wider band of
frequencies, being composed of high frequency waves generated by the local wind and
swell conditions (low-frequency waves), resulting in more variations from wave-to-wave.
For S1, the waves are characterized only by swells, which are more repetitive and similar

67



CHAPTER 6. SIMULATION RESULTS

from wave-to-wave. As a result, the PTO damping will oscillate more over time for S2
than for S1. Since the PTO damping is dependent on the tuning frequency, the oscilla-
tions seen in the PTO damping will also be present in the chosen tuning frequency for
PC.
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Figure 6.33: PTO damping Bp over the entire simulation time (subfigure a) and for the time
interval 1000 s to 1200 s (subfigure b) for PC. The red line represent the constant PTO damping
for PL.
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Figure 6.34: PTO damping Bp over the entire simulation time (subfigure a) and for the time
interval 1000 s to 1200 s (subfigure b) for PC. The red line represent the constant PTO damping
for PL.
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Figure 6.35: PTO damping Bp over the entire simulation time (subfigure a) and for the time
interval 1000 s to 1200 s (subfigure b) for PC. The red line represent the constant PTO damping
for PL.

6.2.9 Tuning frequencies

Figure 6.36 shows the ratio between the energy of the IMF components Eci , calculated
by using equation (4.7), and the energy in the excitation force Efe. It can be seen that
the dominant IMF component is the first IMF component for all sea states, although for
S2 the second IMF component is also significant. These results correspond to the results
obtained in [11].
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Figure 6.36: Ratios between the energy in the IMF components Eci and excitation force
spectrum Efe

In Table 6.4, the tuning frequency used for PL is presented. There it can be noticed
that the tuning frequency varies with the bandwidth of the sea state, where the widest
bandwidth results in a higher tuning frequency. The mean centroid frequency can mathe-
matically be defined as the center of mass of the spectrum. By considering this, the mean
centroid frequency will naturally be larger for a wideband spectrum since the energy is
spread over a greater frequency band, shifting the center of mass. This behavior can
also be seen in the calculated PTO damping for PL, shown in Table 6.3, where the PTO
damping is largest for the lowest bandwidth. This can be seen through the chosen tuning
frequency and the hydrodynamic coefficients in Figure 5.4, where a lower frequency gives
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a larger added mass while the radiation damping looks like a normal distribution with its
peak value around 1 rad/s.

Table 6.4: Tuning frequency used during PL in the hydrodynamic model and the wave-to-wire
model

S1 S2 S3
ω1,fe 0.5360 rad/s 0.7454 rad/s 0.6086 rad/s

Figures 6.37-6.39 shows the Hilbert spectrum of the first IMF component, i.e., the domi-
nant IMF component, when PC is used as the control method. The Hilbert spectrum is
an energy distribution over time and frequency. In Figures 6.37-6.39, the plot shows how
the tuning frequency for PC varies over time, while the color scale, from yellow to dark
blue, illustrates the energy content from correspondingly high to low. From the Hilbert
spectrum of the first IMF component, it can be noted that the frequency ranges 0.5-0.55
rad/s, 0.4-0.8 rad/s, and 0.5-0.7 rad/s have the highest energy content for respectively
S1, S2 and S3. As in [12], these values also coincide with the calculated mean centroid
frequencies of the excitation force spectrum. However, HHT also identifies at which time
these oscillations occur.

Taking a closer look at the tuning frequency for PC in Figures 6.37-6.39 it can be noticed
that the tuning frequency oscillates in a repetitive manner. For instance, in Figure 6.37
the blue peak at 400 s is the same peak at 1400 s. The reason for these repetitions are
related to the way the waves are generated in the simulations. In the simulations, the sea
is modelled as a summation of different cosine-waves with different phases. At one point,
the simulated sea will have repeated itself, also making the tuning frequency to repeat
itself.

By following the tuning frequencies in Figures 6.37-6.39, it can also be seen that the
tuning frequency has an underlying sinusoidal oscillation. This underlying oscillation can
be more easily seen in the tuning frequency for S1 and S3. Comparing the oscillation
for S1 in Figure 6.37 and the oscillation for S3 in Figure 6.39, it can be seen that the
frequency oscillates in a slower frequency for S1 than the frequency for S3.
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Figure 6.37: Hilbert spectrum of the first IMF over the entire simulation time (subfigure a)
and for the time interval 1000 s to 1200 s (subfigure b) for PC.
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Figure 6.38: Hilbert spectrum of the first IMF over the entire simulation time (subfigure a)
and for the time interval 1000 s to 1200 s (subfigure b) for PC.

There are more wild peaks in the tuning frequency for S3, in Figure 6.39, than for the other
two sea states. Although, in the tuning frequency for S2 in Figure 6.38, the amplitude
is much higher than for the other two sea states, making the wild peaks less apparent.
The frequencies with a large amplitude are related to fast oscillations in the excitation
force. The reason these oscillations become so evident in the tuning frequency could be
a result of mode mixing in the EMD method. Comparing the wild peaks in the tuning
frequency to the fast oscillations in the q-axis voltages in Figures 6.18, 6.20, and 6.22 it
can be noticed that the wild peaks correspond to the fast oscillations seen in the q-axis
voltages for PC.
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Figure 6.39: Hilbert spectrum of the first IMF over the entire simulation time (subfigure a)
and for the time interval 1000 s to 1200 s (subfigure b) for PC.

6.2.10 Current controller

As previously mentioned, the PI-controller uses the stationary deviation between the
reference currents and the output currents to calculate the reference voltages. In Figures
6.40-6.43, the stationary deviation, i.e., the input to the PI-controller, is presented for
both PL and PC in all sea states. The d-axis currents are neglected for S1 and S3 as
they are equal to zero during the entire simulation. From the figures it can be noticed
that for PL, the deviation between the reference currents and the output currents are less
than the deviation for PC. Comparing the deviation between iq and iq,ref and the tuning
frequencies for PC, it can be noticed that the spikes in the deviation are related to the
wild peaks in the tuning frequency. This means that the current control system might be
more suitable for a control method with a constant tuning frequency than with a varying
tuning frequency.

From the PC results in Figures 6.40, 6.42, and 6.43, it can be concluded that iq does not
follow iq,ref properly. This result also reduces the oscillations in uq for PC. In order to
make the deviation between iq and iq,ref smaller, the gain Kp in the PI-controller can be
increased, but by increasing Kp the oscillations in uq also increases, which is not desired
because this results in more negative power. As a result, Kp needs to be held small.
By not assuming an ideal converter bridge with PWM, Kp could be held higher and the
stationary deviation between the reference and output currents for both control methods
could be held low.

From equation (3.20), it is indicated that the reference q-axis current is proportional to
the reference torque. As has been previously discussed, the reference torque has greater
amplitudes for PC than for PL. Thus, the q-current references becomes much higher for
PC than for PL. This may also be one of the reasons why PC demands larger Kp values
in the PI-controller in order for iq to better follow iq,ref .
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Figure 6.40: Stationary deviation between iq,ref and iq over the entire simulation time (sub-
figure a and c) and for the time interval 1000 s to 1200 s (subfigure b and d) for both control
methods.
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Figure 6.41: Stationary deviation between id,ref and id over the entire simulation time (sub-
figure a and c) and for the time interval 1000 s to 1200 s (subfigure b and d) for both control
methods.
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Figure 6.42: Stationary deviation between iq,ref and iq over the entire simulation time (sub-
figure a and c) and for the time interval 1000 s to 1200 s (subfigure b and d) for both control
methods.
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Figure 6.43: Stationary deviation between iq,ref and iq over the entire simulation time (sub-
figure a and c) and for the time interval 1000 s to 1200 s (subfigure b and d) for both control
methods.
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Ideal PTO model vs. non-ideal PTO
model

7.1 PTO force
The calculated PTO force in the wave-to-wire model, i.e., for the non-ideal PTO system,
is not the real force applied by the PTO. This can be seen through the comparison of
the machinery force fp when PC is applied in both the hydrodynamic model, i.e., for the
ideal PTO system, and the wave-to-wire model for S2, as shown in Figure 7.1. It can be
seen that fp has a maximum and minimum value when the wave-to-wire model is used,
but when the simulations are done with only the hydrodynamic model, the machinery
force does not have any limitations. In other words, the machinery force is constrained
by the PTO limitations. For the hydrodynamic model in Figure 7.1a, it can be noticed
that the velocity of the WEC follow the machinery force, i.e., the velocity depends on
the machinery force. Using this, the velocity of the WEC in Figure 7.1b also becomes
bound by the PTO limitations. From equation (2.9), it is known that the machinery force
depends on the WEC velocity and the PTO damping, or in other words, the PTO damping
depends on the WEC velocity and machinery force. Because both the machinery force
and WEC velocity is limited by the PTO, the PTO damping will also be restricted by the
PTO specifications, ultimately justifying that the PTO damping used in the simulations
are not the exact PTO damping calculated by the HHT method.
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Figure 7.1: Machinery force (yellow), WEC velocity (orange) and PTO damping (blue) over
the time interval 1060 s to 1100 s when PC is applied in the hydrodynamic model (subfigure a)
and the wave-to-wire model (subfigure b).

Maximum torque values correspond to maximum PTO force values, as seen in equation
(3.21). From the efficiency map in Figure 3.7, it is seen that for the velocity values
obtained here, the efficiency of the generator and converter bridge is lower. By working
with lower torque values, and hence lower machinery force, the efficiency of the PTO will
increase, which might give more electrical power output.

7.2 Output power

From Table 6.1, it was concluded that PC for an ideal PTO has a greater advantage for
sea states with a wider band of frequencies, like S2, than PL since the waves vary more.
Looking at Table 6.2, the improvements PC gave for a wideband spectra can no longer be
observed for the non-linear PTO. The reason for these different results will be discussed
further.

When comparing the total output power from the wave-to-wire model in Figure 6.4 with
the output power for the hydrodynamic model with an ideal PTO in Figure 6.2, it can
be seen that the total output power for the wave-to-wire model is much lower than the
output power from the hydrodynamic model only, for both PL and PC. The different
output power results can be related to limitations in the generator efficiency only. The
power output is on average 75% lower for PC and 70% lower for PL, when non-ideal
and ideal PTO are compared. However, by looking at the absorbed power for the wave-
to-wire model, before the electrical power loss, in Figure 6.3, it can be noticed that the
absorbed power for the wave-to-wire model is already lower than the absorbed power for
the hydrodynamic model in Figure 6.2. In this case, the power absorbed is on average 60%
lower for PC and 50% lower for PL, when non-ideal and ideal PTO are compared. This
means that the PTO specifications and limitations also have an impact on the amount of
power that the WEC can absorb, and hence generate. One of these limitations are related
to the maximum and minimum PTO force, which in the end, limits the generator torque,
currents, and voltages.
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Further, looking at the positive electrical power for the wave-to-wire model, in Figure
6.4, it can be seen that PC result in more absorbed power than PL for all sea states.
On average, PC absorbs approximately 10% more power than PL. This corresponds to
the absorbed power results for the hydrodynamic model in Figure 6.2. These results are
connected to the fact that PC adapts to each wave, exploiting the oscillating frequency
of the most energetic incoming wave, while PL chooses a constant tuning frequency after
the excitation force spectrum.

For the wave-to-wire model, Table 6.2 shows that both S1 and S3 give the highest differ-
ence between PL and PC in the absorbed power, while for S2 the two control methods
absorb around the same amount of power. On the other hand, the result from the hy-
drodynamic model shows that PC has a greater advantage for wideband sea states, like
S2, and for sea states with a narrower banded sea spectra, like S1, the difference between
PL and PC is very small. The different output results from the two models are related
to the PTO damping and the control system of the WEC. For a wideband sea state, it
has been shown that the PTO damping varies more. This brings more challenges to the
PTO control system, which causes more losses and thus limiting the advantage of the PC
control method.

As previously discussed, the rapid changes in the PTO damping for S2 gives more demands
to the control system of the WEC. In this thesis, the converter bridge with PWM has been
assumed to be ideal, which has given a larger dependence on the tuning of the PI-controller
in the current controller. The converter bridge with PWM should be implemented in order
to better evaluate the effect PC has on a fully-coupled wave-to-wire model.

One important comment when the results from these two models are compared is that the
hydrodynamic model is not optimized to the electric PTO model, and vice versa. Thus,
the results might be different, for a different body geometry. Furthermore, the modelled
WEC is based on only one degree of freedom. By expanding this simplified model to
include more degrees of freedom might give a better view of the advantages and disad-
vantages of the PC control scheme for a full wave-to-wire model. It can also be discussed
whether or not how the system works makes it more challenging to implement more ad-
vanced control methods. Sjolte, Tjensvoll, and Molinas [47] showed that this WEC, with
this working principle, has limited potential for increased power extraction using reactive
control. In this thesis, it has been shown that the same model has encountered some chal-
lenges for a more advanced form of passive loading, where, for instance, PC on average
requires 84% more power from the grid compared to PL.
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Chapter 8

Conclusion

The aim of this thesis was to investigate the impact a passive control scheme with HHT
has on the electric output of a WEC with a non-ideal PTO system. In order to do this,
the hydrodynamic model of the oscillating cylinder in [11] was connected to an all-electric
PTO system, like the system of the wave energy converter Lifesaver [10]. To be able to
see the effect of the passive control scheme, the results were compared to the results when
running a hydrodynamic model with an ideal PTO and when using passive loading tuned
to the mean centroid frequency of the excitation force spectrum.

When an ideal PTO is assumed, the advantage of PC over PL is seen for a wideband
spectra. However, when a non-ideal electric PTO is included, the improvements PC gave
over PL for a wideband spectra could no longer be observed. By comparing the output
results, it was seen how the PTO limitations to the machinery force restrict the WEC’s
movement in the waves. As a result, the amount of power the WEC can absorb, and
thus generate, is being bounded by the PTO specifications and the generator efficiency,
restricting the WEC from operating at its full potential. The PTO limitations also result
in that the electric PTO system works at the boundary of its capacity over longer period
of times, which could result in other losses related to wear and tear over time.

As a result of the working principle of the modelled WEC, the electrical power results were
divided into its negative and positive components. From these results, it was observed that
PC generates more electrical power than PL, similar to the results from the hydrodynamic
model. However, PC also require more power from the grid in order to operate correctly.
On the other hand, higher power losses are obtained with PL than with PC. The higher
power losses are derived from higher generator torques, and hence, higher stator currents
for PL. In the wave-to-wire model, the power losses were only found on the basis of the
stator copper losses, even though iron losses also are a significant fraction of the total
losses in a SMPMSM. An inclusion of the iron losses could give different results and a
more clear picture on the total power losses related to each control method. Nevertheless,
due to the high power requirement from the grid during the downwards motion of the
WEC for PC, PL was found to give on average more electrical power output than PC.

One of the challenges throughout the simulations with PC for the wave-to-wire model
was the PTO control system, where the current controller was simplified. In the current
controller model, the converter bridge with PWM was assumed to be ideal and that the
output voltages follow the reference voltages perfectly. This assumption may have made
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it more difficult for the current controller to handle the fast oscillations in the voltages,
caused by the varying tuning frequency of the PC control strategy, resulting in more
negative power being drawn from the grid. Since PL holds the tuning frequency constant,
these oscillations were not observed in the results. It can then be seen that the benefit
of using a time-varying PTO damping is reduced when the control system is having
difficulties handling the fast oscillations in the tuning frequency. As a conclusion, in order
to apply the PC control method, a more dynamic control system is required, while for PL
the simplified control system works fine.

8.1 Further work
In this thesis, the simplified current controller has been thoroughly discussed. The basis
of the future work connected to the PC control method and the effect it has on the
electrical power output should be related to the implementation of the converter bridge
converter with PWM to see if the challenges with PC and the non-ideal PTO becomes
more moderate. These studies can also help understand the current controller and the
effect fast variations in the damping has on the output when the converter bridge with
PWM is implemented better.

By including the grid connected system into the model, the total delivered power can
be studied and other challenges related to the working principle of the PTO can be
located. The hydrodynamic model can also be further evolved by including more degrees
of freedom, and the advantages and disadvantages of PL and PC could be studied further.

For the PC control method in general, Garcia-Rosa et al. [11] suggested a further study
on a strategy where more than one IMF component is considered when finding the tuning
frequency. From the results obtained here, this could be interesting to investigate further
with a non-ideal PTO as well. A drawback is if this would lead to more oscillations in the
tuning frequency. Another element that can be further investigated is the effect of mode
mixing and how this influence the tuning frequency.
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Appendix A

Appendix

A.1 Entire Simulink model

Here, all the subsystems of the wave-to-wire Simulink model shown in Figure 5.6 are
presented.

Figure A.1: Hydrodynamic subsystem

Figure A.2: Generate Te,ref subsystem
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(a) Torque control subsystem

(b) Torque saturation subsystem
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(c) Calculate currents subsystem

(d) Calculate idc & calculate iqc subsystem

(e) a subsystem
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(f) b subsystem

(g) c subsystem

(h) Calculate id1/id2 subsystem

(i) Calculate upper currents2 subsystem
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(j) Calculate upper currents1 subsystem

Figure A.3: All the subsystems making up the torque control subsystem

Figure A.4: Current control subsystem
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(a) PMSG subsystem

(b) Current calculation subsystem
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(c) Torque calculation subsystem

(d) Ploss subsystem

(e) Electrical power subsystem

Figure A.5: All the subsystems making up the PMSG subsystem

A.2 RENEW2020 conference paper
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Effect of non-ideal power take-off on the electric output power of a wave
energy converter under passive control

Martine F. Pettersen
Dept. of Electric Power Engineering, Norwegian University of Science and Technology, Trondheim, Norway

Paula B. Garcia-Rosa
SINTEF Energy Research, Trondheim, Norway

Marta Molinas
Dept. of Engineering Cybernetics, Norwegian University of Science and Technology, Trondheim, Norway

Olav B. Fosso
Dept. of Electric Power Engineering, Norwegian University of Science and Technology, Trondheim, Norway

ABSTRACT: Different control schemes have been proposed aiming to improve the energy absorption of wave
energy converters (WECs) under a variety of operating conditions. The performance of most of these control
strategies have been verified through the use of hydrodynamic models, assuming ideal power take-off (PTO)
systems. Particularly, recent studies with a passive control (PC) scheme based on the Hilbert-Huang transform
(HHT) has shown promising results for increasing the energy absorption of WECs. In this paper, the analysis
of such control scheme is extended by including a fully coupled wave-to-wire model that takes into account
the physical limitations and efficiency of an electrical PTO system. The effect of HHT passive control on the
electric output power of the WEC is studied through numerical simulations and compared with the case when
only hydrodynamic models are considered.
Keywords: wave energy, control applications, wave-to-wire model, Hilbert-Huang transform, point absorber

1 INTRODUCTION

Wave energy converters (WECs) are usually designed
to match their frequency responses to the predominant
wave spectrum, or sea state, of an installation site.
Since real ocean waves are non-stationary by nature,
and wave profiles with different spectral characteris-
tics occur over time, control systems are employed
to improve the energy conversion performance of the
WEC for different sea state conditions.

In this framework, several control strategies rely on
tuning the parameters of the power take-off system
(PTO) to the frequency of waves, e.g., (Yavuz et al.
2007, Cargo et al. 2016). Thus, the frequency that best
characterizes the incident non-stationary wave field
should be determined. Recent studies have shown
that tuning the PTO to time-frequency estimations
obtained from the Hilbert-Huang transform (HHT)
method result in greater energy absorption than tun-
ing the PTO to a constant frequency of the wave spec-
trum (Garcia-Rosa et al. 2017), or to time-frequency
estimations from the Extended Kalman Filter (Garcia-
Rosa et al. 2019).

By assuming a generic and ideal PTO system, such
studies (Garcia-Rosa et al. 2017, Garcia-Rosa et al.
2019) have focused on hydrodynamic models only,
where the WEC performance under passive and reac-
tive control is measured in terms of absorbed power
and PTO rating. Non-ideal PTO systems have not yet
been considered for control schemes based on HHT.

This paper aims at investigating the impact of con-
trol systems with HHT on the electric output power of
a WEC. To this end, the hydrodynamic model of an
oscillating body is connected to an all-electric PTO
system, as the system of the wave energy converter
Lifesaver (Sjolte et al. 2013). Thus, the analysis of the
WEC performance under control systems using HHT
is extended for a fully coupled wave-to-wire model,
which includes the physical limitations and efficiency
of the PTO. Sjolte et al. (2013) have shown that the
electric PTO system of Lifesaver has limited potential
for increased production by reactive control, because
of large accumulated average losses and limited ef-
ficiency of the generator. In such a way, this paper
studies how the PTO limitations will affect the power
production by the HHT passive control method.



2 WAVE-TO-WIRE DYNAMIC MODELLING

The WEC considered in this paper is a single oscillat-
ing point absorber, moving only in heaving motion.
The oscillating body is a vertical cylinder which is
connected to an electric PTO system, as the PTO sys-
tem of the wave energy converter Lifesaver (Sjolte
et al. 2013).

2.1 Time-series of the wave elevation

A mathematical way of modelling irregular waves in
the time domain is through a finite number of sinu-
soidal waves with different amplitudes, frequencies
and phases, which is an approximation of real ocean
waves. Then, the elevation of an irregular wave can be
calculated as (Ricci et al. 2008)

ζ(t) =
N∑

n=1

√
2S(ωn)(ωn)dω sin(ωnt+ φn) , (1)

where ωn and φn are the angular frequency and ran-
dom phase of the n-th wave component, respectively.

When modelling wind generated waves, it is com-
mon to use an energy spectrum that characterizes the
intensity of ocean waves. Various mathematical mod-
els can be used to describe the wave spectrum, here
the Ochi-Hubble spectrum has been considered. It is
a 6-parameter wave spectrum that is decomposed into
two parts: one containing the lower frequency compo-
nents of the wave energy (remotely generated swells)
and the second including the higher frequency com-
ponents of the energy (local wind waves) (Ochi &
Hubble 1976). The spectral formulation can be ex-
pressed as

S(ω) =
1

4

2∑
j=1

[
(λj + 0.25)ωmj

]λj
Γ(λj)

H2
sj

ω4λj+1
e
−

(λj + 0.25)ω4
mj

ω4 ,

(2)

where two sets of a three-parameter spectrum has
been combined. Each set consists of a spectral shape
parameter λj , a significant wave height Hsj and a
modal or peak frequency ωmj

.

2.2 Hydrodynamic model

Using Newton’s second law of motion and assuming
linear hydrodynamic theory, the motion of the floating
body can be described as

mẍ(t) = fe(t) + fr(t) + fs(t) + fp(t) , (3)

where ẍ(t) is the body acceleration, m is the body
mass, fe(t) is the excitation force, fr(t) is the radi-
ation force, fs(t) is the hydrostatic force, and fp(t) is
the machinery or PTO force.

The hydrostatic force is the resultant force between
the gravitational force and the force due to buoyancy
when the body moves from its equilibrium position.
As a result, the hydrostatic force can be calculated as

fs(t) = −Sx(t) , (4)

where S the hydrostatic stiffness and x is the body
displacement.

The excitation force is the force acting on the body
as it is held fixed in incident waves. The excitation
force is expressed as

fe(t) =

∫ ∞

−∞
he(t− τ)ζ(τ)dτ, (5)

where the inverse Fourier transform of the excitation
force transfer function He(ω) can be found by

he(t) =
1

2π

∫ ∞

−∞
He(ω)eiωtdω. (6)

The radiation force is the force due to waves gener-
ated by the body motion. It can be expressed as (Cum-
mins 1962)

−fr(t) = mr(∞)ẍ+

∫ t

0

hr(t− τ)ẋ(τ)dτ , (7)

where mr(∞) is the added mass coefficient at infi-
nite frequency, and the integration kernel hr(t− τ),
known as the fluid memory term (Greenhow & White
1997), is given by

hr(t− τ) =
2

π

∫ ∞

0

Br(ω) cos(ω(t− τ))dω , (8)

where Br is the radiation damping.
The forces applied by the PTO system on the WEC,

including friction, are defined as the machinery force.
How the force is applied and its magnitude will in-
fluence the WEC’s capability to extract power from
incident waves. Here, the machinery force is defined
as

fp(t) = −Bp(t)ẋ(t), (9)

where Bp∈R+ represents the PTO damping and ẋ(t)
is the velocity of the floating body.

The mean absorbed power for a time interval T is
calculated as

Pa(t) = − 1

T

∫ T

0

fp(t)ẋ(t)dt . (10)

2.3 Electric PTO model

The electric PTO system of Lifesaver generates elec-
tric power through a winch that is connected to the
mooring line, as illustrated in Figure 1. In order



to maintain a continuous rope tension, the genera-
tor needs to operate as a motor whenever the device
performs downward motions, and then, power flows
from the grid to the WEC. The generator only pro-
duces power during the upwards motion of the device
(Sjolte et al. 2013).

Figure 1: PTO of Lifesaver (Sjolte et al. 2013).

The stand-alone system consists of the fol-
lowing components: Surface-mounted permanent
magnet synchronous machine (SMPMSM); in-
verter/rectifiers; ultra-capacitor bank; DC-link
charger; battery charger; brake charger and dump
resistor.

The generator used in Lifesaver is a 28-pole
SMPMSM. In the synchronous reference frame, the
mathematical model of a SMPMSM drive system is
commonly expressed as follows (Vas 1990):

uds = Rsids +
d

dt
(Lsids + ΨPM)− ωrLsiqs , (11)

uqs = Rsiqs +
d

dt
(Lsiqs)− ωr (Lsiqs + ΨPM) , (12)

where uds and uqs are the stator d- and q-axis voltages,
ids and iqs are the stator d- and q-axis currents,Rs and
Ls denote the stator resistance and inductance, and
ΨPM is the permanent magnet flux linkage. The rotor
angular speed of the generator ωr is calculated from
the hydrodynamic model as

ωr(t) =
np
2
ρg ẋ(t) , (13)

where ρg is the angular to gear ratio, and np is the
number of poles of the generator.

The electromagnetic torque of the generator can
be found through the permanent magnet flux linkage
ΨPM , q-axis stator current iqs, and number of pole
pairs by

Te(t) =
3

2

np
2

ΨPM iqs(t) . (14)

As can be seen in equation (11) and (12), a cross
coupling between the d- and q-axis voltages occur.

This can be avoided by using a feed-forward tech-
nique, where the reference voltages are defined as

vds(t) = uds(t) + ωrLsiqs(t) (15)

vqs(t) = uqs(t)− ωrLsids(t)− eq(t) , (16)

where eq is the induced voltage in the q-axis. Ap-
plying this to equation (11) and (12) results in two
independent first-order equations in the synchronous
reference frame. Then, the transfer function from the
current i to the voltage v can be written as

i(s)

v(s)
=

1

Rs

1 +
Ls
Rs

s
, (17)

and the current controller can be implemented as il-
lustrated in the block diagram in Figure 2.

Kp
1+Tis
Ti

PI-controller

1

PWM + converter
1
Rs

1+Ls
Rs
s

System transfer function

ids,ref /iqs,ref vds,ref /vqs,ref vds/vqs ids/iqs
−

Figure 2: Block diagram of the current controller.

The transfer function for the PWM and converter
is set to unity because it is assumed that the voltage
from the converter follows the reference voltage per-
fectly. As a result, the simulation time is significantly
reduced and there is no need for a filter in the sys-
tem. Furthermore, the electrical time constant Ti is
cancelled out and the gain Kp is found to be equal
to 25. This is explained in more details in Sjolte et al.
(2013).

In order to ensure that the limitations of the PTO
is not exceeded, torque control is required. The ref-
erence torque is calculated using the machinery force
from the hydrodynamic model as

Te,ref (t) =
1

ρg
fp(t) , (18)

where fp is defined as in equation (9).
Then, the reference for the q-current is given by

iqs,ref (t) =
Te,ref (t)
3

2
npΨPM

. (19)

The actual references for q- and d-axis currents
used for torque control are updated according to iqs,ref
values (19) and the generator characteristics, as sum-
marized below (Sjolte et al. 2013):

1. If Iqs,min < iqs,ref < Iqs,max then iqs,ref = iqs,ref
and ids,ref = 0;

2. If Iqs,min > iqs,ref and ωr < ωrm then iqs,ref =
Iqs,min and ids,ref = 0;



3. If iqs,ref > Iqs,max and ωr < ωrm then iqs,ref =
Iqs,max and ids,ref = 0;

4. Otherwise, if ωr > ωrm, then field weakening is
necessary.

Where Iqs,min, Iqs,max are, respectively, maximum
and minimum q-axis currents and ωrm is the field
weakening speed.

During field weakening, the d- and q-axis currents
are decided through a method described by Ching-
Tsai Pan and Jenn-Horng Liaw (2005). The method is
based on using the current and voltage constraints of
the SMPMSM drive system to calculate the real-time
upper and lower q-axis current bounds. Using the gen-
erator characteristics, the field weakening speed ωrm
in [rad/s] can be found by

ωrm =
−2RsImaxΨPM +

√
(2RsImaxΨPM)2 − 4(Ψ2

PM +L2
sI

2
max)(R

2
sI

2
max − V 2

max)

2(Ψ2
PM +L2

sI
2
max)

(20)

In terms of efficiency of the generator and con-
verter, as described in (Sjolte et al. 2013), the detailed
properties of the generator and converter are not ex-
actly known. However, based on provided informa-
tion on the efficiency at a number of operating points,
a polynomial expression for the combined generator
and converter losses has been determined. The func-
tion is based on the generator torque Te and the angu-
lar speed of the rotor ωr in rpm, and is given by (Sjolte
et al. 2013):

|Pl| = a1T
4
e + a2T

2
e + a3|ωr|+ a4ω

2
r +

a5|ωrTe|+ a6|ωr|T 2
e . (21)

3 TUNING OF THE POWER TAKE-OFF
DAMPING

3.1 Constant frequency tuning

For passive loading (PL), the PTO damping is set
to a constant value, i.e. Bp(t) =Bp, for any time t,
where Bp can be adjusted according to a chosen tun-
ing frequency. For an incoming regular wave (a wave
consisting of only one frequency), the optimal PTO
damping is calculated as (Falnes 2002)

Bp =

√
Br(ω)2 +

[
ω(m+mr(ω))− S

ω

]2
. (22)

A challenge with passive loading is to select the
tuning frequency for real ocean waves and irregular
waves as they do not consist of a single frequency
in the time-domain. Commonly, the energy frequency
or the peak frequency of the wave spectrum is se-
lected as the tuning frequency. The PTO damping can

then be tuned on different time scales based on vari-
ations in the sea state (hourly basis), seasonal varia-
tions (monthly basis) or on an annual basis (Oskamp
& Özkan-Haller 2012).

In any practical application studies, tuning the PTO
damping to the frequency of waves will require an
estimation of the frequency. In Garcia-Rosa et al.
(2019), simulation studies indicate that the Extended
Kalman Filter, which is a state observer commonly
used in real-time applications, estimates the mean
centroid frequency of the excitation force spectrum
(ω1,fe). Thus, in this paper, PL uses this frequency for
tuning the damping.

The mean centroid frequency (ω1) is a statistical pa-
rameter of the wave spectrum given by the spectral
moments m1 and m0 as ω1 =m1/m0. Spectral mo-
ments of order n are calculated as

mn =

∫ ∞

0

ωnS(ω)dω . (23)

3.2 Time-frequency tuning using the Hilbert-Huang
Transform

For a passive control (PC) scheme that tunes the PTO
on a wave-to-wave basis, Bp(t) can be calculated as

Bp(t) =

√
Br(ω̂d)2 +

[
ω̂d(m+mr(ω̂d))−

S

ω̂d

]2
,

(24)

where ω̂d(t) is the estimated time-domain frequency
of the wave excitation force. The reason the excita-
tion force is used rather than the wave elevation is
because, in this way, some of the high frequency con-
tent of the wave elevation is filtered by He(ω). As in
Garcia-Rosa et al. (2017), the frequency in this paper
is estimated by the Hilbert-Huang Transform (HHT).

HHT is a two-step method for analyzing non-
stationary and nonlinear signals. Firstly, the Empiri-
cal Mode Decomposition (EMD) is used to decom-
pose the original signal into Intrinsic Mode Functions
(IMFs). Secondly, the Hilbert Transform (HT) is used
on each IMF component to estimate the instantaneous
frequency and amplitude (Huang et al. 1998).

The EMD is applied to the excitation force fe(t)
and empirically identifies the different frequencies of
the signal through the process of sifting. The process
is explained in the following algorithm:

0. Set i = 1 and r(t) = fe(t);

1. Identify all the local maxima and minima in r(t);

2. Create upper and lower envelopes defined from
the corresponding maxima and minima using cu-
bic spline interpolation;



3. Calculate the mean of the envelopes m(t);

4. Subtract the mean from the signal, h(t) = r(t)−
m(t);

5. If h(t) can be classified as an IMF, go to the next
step. Otherwise, set r(t) = h(t) and repeat the
process from 1;

6. Set ci(t) = r(t). Calculate r(t) = r(t)− ci(t), set
i= 2, ...,N and repeat the process from 1. Define
the IMF components as c1(t), ..., cN(t) and the
residue as r(t).

After the EMD has been completed, the IMF com-
ponents are given in a sequential order from the high-
est frequency component to the lowest. Next, the
amount of energy in each IMF component are calcu-
lated in order to locate the IMF component with the
highest energy content (Garcia-Rosa et al. 2017),

Eci =

∫ T

0

| ci(t) |2 dt , (25)

where ci(t) is the i-th IMF component. The IMF com-
ponent with the highest energy content is referred to
as the dominant IMF component cd(t).

Finally, the HT is applied to the dominant IMF
component,

vd(t) =
1

π
P
{∫ ∞

−∞

cd(τ)

t− τ dτ
}
, (26)

where P is the Cauchy principal value. Then, the dom-
inant IMF component can be expressed as an analyti-
cal signal,

zd(t) = cd(t) + jvd(t) = âd(t)e
j
∫
ω̂d(t)dt, (27)

where âd(t) is the instantaneous amplitude,

âd(t) =
√
c2d(t) + v2d(t) , (28)

and ω̂d(t) is the instantaneous frequency, calculated
as

ω̂d(t) =
d

dt
arctan

(
vd(t)

cd(t)

)
. (29)

The instantaneous frequency is then used as the tuning
frequency for the PTO damping calculation (24).

4 NUMERICAL SIMULATIONS

In order to evaluate the effect of HHT passive con-
trol on a non-ideal PTO, we consider a comparison of
the electric output power for the cases when the PTO
damping is tuned to

• a constant frequency of the excitation force spec-
trum, ω1,fe , referred as PL approach;

• frequency estimated by HHT, ω̂d(t), referred as
PC approach.

Firstly, a comparison of the results considering only
the hydrodynamic model is performed. In this case, an
ideal PTO system is assumed, and the mean absorbed
power P̄a is the output power.

4.1 Simulation Parameters

Ochi-Hubble spectra (2) are generated from the
real data of the Belmullet wave energy test
site used in (Garcia-Rosa, Kulia, Ringwood, &
Molinas 2017). The spectral shape parameters
(λ1, λ2,Hs1 ,Hs2 , ωm1 , ωm2) are set to mimic three sea
states from that paper: S1, S2, and S6 (which is re-
named as S3 here). The simulation interval is T =
30 min with sampling frequency of 1.28 Hz.
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Figure 3: Simulated wave spectra S1, S2 and S3.

The spectral density of the excitation force for the
given sea states are shown in Figure 4. Comparing the
wave spectra and the excitation force spectra, it can be
seen that some of the higher frequencies in the wave
spectra have been filtered out by He(ω).
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Figure 4: Spectral density of the excitation force for
sea states S1, S2 and S3.



The heaving cylinder used in Garcia-Rosa et al.
(2017) is also considered here. The main specifica-
tions of the electric PTO system are listed in Table 1,
and the generator characteristics are shown in Table 2
(Sjolte et al. 2013).

Table 1: Main PTO specifications
Property Value

DC-bus voltage, Vmax 600 V
DC-bus current, Imax 481.2679 A

Angular to linear gear ratio, ρg 38.5 1/m
PTO maximum force 100 kN
PTO minimum force 10 kN

Table 2: Generator characteristics
Property Value

Number of poles, np 28
Stator resistance, Rs 0.038 Ω
Stator inductance, Ls 1.4 mH

Permanent magnet flux linkage, ΨPM 0.257 Wb
Maximum q-current, Iqs,max 481.2679 A
Minimum q-current, Iqs,min 48.1268 A
Field weakening speed, ωrm 561.1284 rpm

4.2 Hydrodynamic model

When running the hydrodynamic model only, the ra-
tio between P̄a with PC and P̄a with PL becomes as
shown in Table 3.

Table 3: Ratios between P̄a(PC) and P̄a(PL).
Ratio S1 S2 S3
P̄a(PC)/P̄a(PL) 1.01 1.32 1.03

For all sea states, the output power is higher for PC
than for PL tuned with ω1,fe , where the advantage of
using PC and HHT frequency estimation is more evi-
dent for S2, a sea state with mixed waves spread over
a wide band of frequencies. These results agree with
previous results shown in Garcia-Rosa et al. (2017).

4.3 Wave-to-wire model

To verify the effect of the control methods on the
electric output power, the average powers are split
into positive and negative components, following the
downward and upward motions of the body. Figure
5 shows the average electrical power and losses ob-
tained with PL and PC for sea states S1, S2 and S3
over the 30-min simulation interval, while Table 4
shows the ratios between PC and PL powers.
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Figure 5: Average electrical power and average power
losses (in kW) for PL (blue lines with circles) and PC
(red dashed lines with stars).

Table 4: Ratios between average electric powers with
PC and with PL, and ratios between power losses with
PC and with PL.

Ratio S1 S2 S3
P̄e(PC)/P̄e(PL) 1.05 0.89 1.13
P̄e+(PC)/P̄e+(PL) 1.25 1.06 1.39
P̄e−(PC)/P̄e−(PL) 1.83 1.95 2.38
P̄l(PC)/P̄l(PL) 0.96 0.81 0.89

Comparing the ratio for negative power in Table 4,
it can be seen that using PC as the control method re-
sults in around twice as much negative power than for
PL with ω1,fe , which means that more power flowing
from the grid to the WEC would be required. At the
same time, PC gives more positive electrical power
than PL, and then, the power production is higher.
The total electrical power output becomes almost the
same, as shown in Figure 5 (at the left).

When comparing the simulation results of the
wave-to-wire model, which includes a non-ideal PTO
system, with the hydrodynamic model results, which
assumes an ideal PTO, it can be seen that the pattern
related to improvements of HHT over PL for wide-
band spectra is not observed anymore.

As seen in Table 4, using PL with ω1,fe results
in more power losses than using PC with HHT esti-
mates. The power loss is found as shown in equation
(21) and depends both on the generator speed ωr and
generator torque Te. Since the torque values are raised
to the fourth power, the losses are higher for cases
with higher torques.

Furthermore, the losses are only calculated on the
basis of the copper losses, but in a SMPMSM ma-
chine, iron losses is a significant fraction of the total
losses (Meier 2002). It is also important to remember
that a generator is designed to work in a very station-
ary mode with small variations. When passive control
is applied to modify the damping on a wave-to-wave
basis, the generator is forced to constantly change,



making it work in a way it has not been designed for.
This may result in other losses related to wear and
tear, and hence more maintenance might be required
over time.

Figures 6-9 show samples of time-series simula-
tion of the generator speed, torque, and electric cur-
rents for both PL and PC. The generator speed is
shown in Figure 6 and the generator torque is plotted
in Figure 7. The generator speed is very similar for
PL and PC, while the generator torque exhibits dif-
ferent behaviour. For both control methods, the gen-
erator torque is very often at its maximum value, but
when tuning the damping with ω1,fe the torque is more
often at its maximum value than for tuning with HHT
frequencies. This difference can especially be seen
for sea state S3. The high torque values are related
to the energy content of the sea state. Sea states with
very high energy content results in a higher reference
torque, as indicated by (18). As a result, the electric
PTO system works on the limit of its capacity over a
long period of time.

As indicated by equation (19), the q-axis current
(iqs) is proportional to the generator torque, and then,
high torque references result in high current refer-
ences. From Figures 8b and 9b, the same behavior ob-
served for the generator torque can be seen for the iqs
current. It can also be noticed from Figures 8a and 9a
that S2 is the only sea state that results in field weak-
ening. Physically, a higher iqs will also result in higher
copper losses due to the increased stator current. This
can be clearly seen in the power losses.

5 CONCLUSION

By assuming an ideal PTO, the greatest improvements
of the HHT over constant damping are obtained for
wideband spectra. However, many nonlinearities are
added when the model of an electric PTO is included.
For instance, for the two-peak wideband spectrum
considered here, the field weakening region of the
generator is activated, and then, the benefit of using a
time-varying damping is reduced. Furthermore, even
though HHT results in more electrical power than PL,
it also requires more power from the grid in order to
operate correctly, as the PTO requires the generator
to operate as a motor during downwards motion of
the WEC.

Simulation results with the wave-to-wire model
showed that higher losses are obtained with PL (tuned
at the mean centroid frequency of the excitation force
spectrum) than with PC (tuned with HHT). In con-
trast to PL where the PTO damping is kept fixed
throughout the simulation interval, the PTO damping
of PC varies on a wave-by-wave basis, and the gen-
erator torque is less often constrained. Higher losses
are derived from higher generator torques, and hence,
higher stator currents. In the wave-to-wire model, the
power losses are only found through the stator copper
losses, even though the iron losses are also significant
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Figure 6: Time-series of generator speed for interval
between 1100 s and 1200 s: (a) PL (b) PC. (Red line:
field weakening speed).
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Figure 7: Time-series of generator torque for interval
between 1100 s and 1200 s: (a) PL (b) PC.
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Figure 8: Time-series of stator currents for interval
between 1100 s and 1200 s when PL is applied; (a) d-
axis current (b) q-axis current.
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Figure 9: Time-series of stator currents for interval
between 1100 s and 1200 s when PC is applied: (a)
d-axis current (b) q-axis current.

in a SMPMSM machine. By including the iron losses
in the model, different results and a more clear pic-
ture on the total power losses related to each control
method could be obtained.

Simulation results also showed that the electric
PTO system operates at the boundary of its capacity
over longer period of times for both control methods,
which could result in other losses related to wear and
tear over time.
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