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Abstract

A system for carrying out CZT radiation spectrometer readouts from multiple CZT-
crystals in parallel has been developed by the company IDEAS with their own ASIC,
the IDE3421. The GDS-100 system requires a software that implements a calibration
routine, and simplifies the user experience by translating the raw-binary file that the
system provides into a spectrum in close to real-time. The software is also required to
have analytical features for the data.

This thesis focuses on the necessary steps to develop a calibration routine, a user
interface layout and development, as well as integration into already existing read-
out software. The performance of the calibration routine is presented and analytical
features are evaluated. Additional efforts to improve spectral resolution with depth
interaction correction are explored and presented.

The GDS-100 Calibration User Interface was developed and the calibration routine
performance was tested with radioactive source data. The best spectrum outcome was
for single interaction events of Cs'®” with a FWHM: 0.775%. Depth interaction cor-
rection using C/A-ratio gave a spectral resolution improvement from FWHM: 1.020%
to FWHM: 0.880%.



Abstrakt

Basert pa egen ASIC, IDE3421, har selskapet IDEAS utviklet et system som tolker
spektrometeravlesninger fra flere parallelle CZT-krystaller. GDS-100-systemet har
nytte av en programvare som implementerer en kalibreringsprosedyre som gjor det
enklere for brukeren ved a oversette binger radata systemet produserer til et energi
spektrum tett opp mot sanntid. Programvaren trenger ogsa egenskaper for dataanal-
yse og -forbedring.

Denne oppgaven omfatter utvikling av en kalibreringsprosedyre, utforming og utvikling
av et funksjonelt brukergrensesnitt, og integrering av prosedyren i et dataprogram for
avlesning. Ytelsen blir dokumentert, og analyseegenskaper evaluert. Ytterligere tiltak
for hgyere spektralopplgsning med korrigering for dybdeinteraksjon, blir undersgkt og
forevist.

Brukergrensesnittet for kalibrering av systemet GDS-100 ble utviklet, og
kalibreringsprosedyren ble testet. Det beste spektralresultatet for Cs'” ble malt til
FWHM: 0.775%, for enkeltstaende interaksjonshendelser. Korreksjon av dybdeinter-
aksjon med C/A-rate ga en forbedring av spektralopplgsning av Cs'37 fra FWHM:
1.020% til FWHM: 0.880%.
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Preface

The specialization project in the ninth semester at NTNU, was done in cooperation
with the company Integrated Detector Electronics AS(IDEAS). The success of that
project resulted in a natural further cooperation with this thesis. IDEAS is develop-
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this new system.

Even though the earlier experience gave me head start in knowing what would be
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1 INTRODUCTION

1 Introduction

Integrated Detector Electronics AS (IDEAS) has developed an Application Specific
Integrated Circuit (ASIC) for reading out Cadmium Zing Telluride(CZT) radiation
spectrometers, which is being considered for space mission ALL-sky Medium Energy
Gamma-ray Observatory(AMEGO) proposed by National Aeronautics and Space Ad-
ministration(NASA). The mission is a probe-class mission to provide ground-breaking
new capabilities for multimessenger astrophysics in the under-explored gap of medium-
energy gamma rays. Figure[I|displays a range of astrophysical objects that have unique
signatures in the gamma-ray regime that will be further explored with the help of the

AMEGO mission[2].

Polarization Spectroscopf |

Compact
Object
Binaries Galactic Diffuse
Emisgi_nn

Kilonova
Pulsar Wind
Nebulae

Supernova Remnants

Active Galactic ~a,
4 Nuclei . >

Gamma-ray
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-

Gravitational
Wave
Counterparts
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Counterparts Dark Matter

""Continuum

Figure 1 - AMEGQO’s main objectives of studies: A wide field of view and broad energy
range will result in breakthroughs in time-domain and multi messenger astrophysics;
polarization sensitivity will probe conditions and processes in astrophysical jets and in
the magnetosphere and winds of compact objects; and nuclear line spectroscopy will
provide insights into element formation in dynamic environments.

NASA is in the process of creating a prototype as a proof of concept, in order to
strengthen the proposal for the mission to receive funding. IDEAS was chosen for
their expertise and wast knowledge of gamma-radiation readout electronics, to create
a system, the GSD-100, for multiple detector readout using the ASIC IDE3421, also
developed by IDEAS. The system will be used in a beam test and potentially a balloon
test. NASA will ultimately create their own customized software, but the goal of this
project is to implement a user case for this system to provide insight into necessary
calibrating and post processing steps.

© 1




1 INTRODUCTION

The system provides the gamma radiation data in a raw binary format without cor-
rections. In this format, the data is difficult to work with as well as time consuming
for the user. This project is a continuation of a specialization project using the same
ASIC, IDE3421, but in a single module readout system [I]. The main challenge in the
specialization project was the time-consuming aspect of processing the data in order
to analyze it. With experiences from the preceding project, as well as close collabo-
ration with the system developers and physicists, a software was created to simplify
this process. It is implemented as a user interface with features that effectively help
the user identify errors as well as visualize important aspects of the system from a
physics and system development point of view. The GDS-100 system was delayed and
still under development in the majority of the projects time-frame. Consequently the
software was also used as an analytical tool to aid the development, to identify errors
and quantify possible weaknesses.

The software created is the GDS-100 Calibration User Interface which has two main
purposes. It implements a calibration routine which characterizes and corrects any
variations in baseline levels and gain. And it will showcase an instant result of the
corrected data in close to real time, and how different configurations affect the data, so
to simplify the user experience of the system. This thesis also makes additional efforts
to create good-quality energy spectra of radioactive sources using depth interaction
correction.

This report is mainly structured in the traditional IMRADE] way, however, the dis-
cussion section is divided between the software, testing, and depth correction, and
is added to the end of each respective chapters for readability. Chapter 2 provides
an introduction to the theory necessary for understanding the implementation. The
chapter will give an introduction into gamma radiation, depth interaction correction
and pulse height analysis. The following chapter will give a short overview of previous
work, including results from the specialization project. Chapter 4 will present a system
description and possible sources of error within the system along with necessary steps
for correction. The next chapter introduce the GDS-100 Calibration User Interface
with a description of its layout and features, as well as a discussion of the resulting
software. Chapter 6 will provide testing of the software as well as the system itself.
The laboratory setup is presented in the first section. The next section determines the
linearity of the system. The third and fourth section will introduce the result followed
by a discussion in the last section. The last chapter gives a summary which concludes
this thesis.

'The IMRaD format is a standard for structuring a scientific article and is an acronym for Intro-
duction, Method, Results, Discussion

© 2




2 THEORY

2 Theory

2.1 Gamma Interactions

Gamma radiation is emitted by excited nuclei in their transition to lower lying nuclear
layers. They are mass-less particles, photons, with energy essentially equal to the dif-
ference in energy between the initial and final nuclear states[3]. This energy can be
detected as pulses by a radiation detector, and generate a distribution of pulse-heights.
The distribution can be interpreted as a plot between the number of gamma ray pulses
versus the energy from that radioactive source as depicted in Figure [2] i.e, a gamma
ray spectrum. This section will explain the theory of the main gamma interactions
with the resulting caveats they create in the energy spectrum, and how the CZT de-
tector detects the energy pulses.

Full-Energy Peak

4 "Photopeak”
Counts

Backscatter-Peak Compton-

\_B\/Edj e

~3 =

Compton Continuum
"Compton Shelf” |
L]

-
—

hv Energy

Figure 2 — An idealized y-spectrum. The spectrum is composed of the full-energy peak
and the Compton shelf.

Gamma rays have three interaction mechanisms when interacting with matter,
which all lead to partial or complete transfer of gamma ray photon energy to electron
energy. They are: photoelectric absorption, Compton scattering, and pair production.
In photoelectric absorption the photon is completely absorbed by an absorber atom
on which the atom ejects an energetic photoelectron, replacing the photons, with an

energy of
E,- =hv— E, (1)

where F, represent the binding energy of the photoelectron in its original shell, h
Planck’s constant and v the frequency of radiation events.

In Compton scattering, the gamma ray transfers parts of its energy to an electron
and is deflected through an angle # with respect to its original direction, as illustrated
in Figure [3[12].

© 3



2.2  Weighting Potential 2 THEORY

Recoil electron

Incident photon
(Energy = hv)

Scattering photon
(energy = hv’)

Figure 3 — A gamma ray Compton scattered by an electron.

Assuming the initial electron is at rest, the relationship between the scattered photon
energy E’ and the scattering angle 6 can be derived as

B hv
14 (1 — cosh)

moc?

h' (2)

where my is the electron mass and ¢ the speed of light [I3]. A head-on collision in
which § = 7 has the maximum energy that can be transferred to an electron in a
single Compton interaction, and thus marks the Compton edge. All scattering angles
below 7 creates the Compton Continuum, also called the Compton shelf. The lower
peak, called the backscatter-peak, arises when gamma-photons hits the shield around
the detector, and Compton scatters back in the detector with reduced energy.

The main full-energy peak, or in some radioactive sources multiple peaks, arises when
the full gamma ray energy is deposited in the detector. The most likely interaction for
depositing all its energy is photoelectric absorption. In a Compton scattering event the
scattered photon may be absorbed, and the added energy of both instances are equal
to the total energy. These pulses have a well defined average height, but there will
be some statistical variation arising from the discrete nature of the measured signal,
which creates a small deviation. However, these variations are small, so any measure-
ments done by a detector will be indicative of its own limited resolution. [3]

Photoelectric absorption is the most dominant interaction when the gamma ray energy
is below 200keV. Compton scattering dominates from 300keV to several MeV, which
is the gamma ray imaging energy range of the CdZnTe detector. The third type of
interaction is pair production, where the electron is replaced by an electron-positron
pair. However, Pair production is predominantly confined to high energy gamma rays
(above 1.02MeV).

2.2 Weighting Potential

CdZnTe is a room-temperature semiconductor material for radiation detectors that
is highly suited for high resolution gamma ray spectroscopy due to its good electron

© 4




2.2  Weighting Potential 2 THEORY

transport properties and commercial availability [5]. When a gamma ray interacts with
a semiconductor detector through one of the three processes discussed earlier, electrons
or electron-positron pairs are created. The energy of the particle is lost by ionizing the
detector material, which creates a number of electron-hole pairs proportional to the
energy loss of the gamma ray within the detector. The applied electric field across the
semiconductor detector drives the electrons and holes towards the anode and cathode,
respectively. The movement of these charge carriers introduce a signal on one or
more of the electrodes. The induced charge AQ is proportional to the number of
electron-hole pairs, and is consequently heavily dependent on the movement of the
charge carriers. The Shockley-Ramo theorem is a simplification of the calculation
of the induced signal, and is the basis behind the development of modern CdZnTe
detectors[4]. The theorem states: the charge () on an electrode induced by a movement
of a point charge ¢ is given by

Q = —q¥y (3)
where 1)y is the weighting potential. It follows that the change in induced charge is
given by

AQ = —qAy (4)

AQ is converted to a voltage pulse that can be measured as a pulse height, and by
counting the instances of these pulse-heights, an energy spectrum from the respective
sources may be constructed, as explained in the introduction of this section. The true
electric potential is determined by the actual operating electric field and the space
charge density, but the weighting potential is a virtual potential used as a tool in
order to do a more simplistic calculation of the induced charge AQ. For a pixelated
detector, the weighting potential for the cathode and collecting anode pixel are as
shown in figure 4], illustrating the linear depth dependencies of the cathode and weak
depth dependencies of the anode signal[11].

Anode
—— Cathode
__ 08
©
8
c
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o
(@)}
£ o4l
e
]
2
Q
= 02
00 T T T 1 1 1

T T T
0.0 0.1 0.2 03 04 0.5 0.8 0.7 0.8 0.9 1.0

Anode Depth Cathode

Figure 4 — Calculated weighting potential of an anode pixel(blue) and the cath-
ode(black) as a function of depth[7].
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2.3 Single and Multiple Interaction Events 2 THEORY

2.3 Single and Multiple Interaction Events

Compton scattering can, as explained in figure [2.1] cause several interaction within
the detector crystal as illustrated in figure [5l Each interaction will induce charge on
separate pixels, and thus register as two separate events. The induced charge in each
pixel must be added to find the true amount of deposited charge from the gamma ray.

Figure 5 — Simple illustration of a multiple interaction event: A Compton scattering
event. The red arrow represents a gamma ray, the blue lines represent the resulting elec-
trons after an interaction with the crystal, and the black square represents the induced
pixel anode.

If there is only one interaction, as in a single photoelectric absorption or a scattering
event, where the scattered ray escapes the detector, only one pixel receive charge as
depicted in figure [0l This will categories as a single interaction event.

a) b) A

Figure 6 — Schematic illustration of two examples of single interaction events. a)
illustrates a complete photoelectric absorption. b) illustrates a scattering event where
the scattered ray escapes the detector. The red arrow represents a gamma ray, the blue
lines represent the resulting electrons after an interaction with the crystal, and the black
square represents the induced pixel anode.

There are, however, mechanisms that can cause a single interaction event to appear
in multiple pixels. Electrons inducing charge in one pixel have a chance of momentar-
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2.4 C/A Ratio 2 THEORY

ily travel through a higher neighboring-pixel weighting potential, inducing transitory
charge on the neighboring pixel. The transient charge could be interpreted as an in-
teraction, if large enough. This phenomenon is known as weighting-potential crosstalk
and could cause a degradation in the resolution. Since the radiation interaction cre-
ates a charge cloud, there is a chance that some charge will end up in neighboring
pixels. Especially when the charge cloud is large or is created directly above the
gap between two pixels. This phenomenon is called charge-sharing[?]. As the charge
cloud stems from a single interaction, the two events should be treated as such and be
added together. However, it is hard to distinguish a charge sharing event from side-
neighbor Compton scattering. Efforts have been made to distinguish between such
events, concluding that the most effective strategy is to treat all side-neighbor events
as charge-sharing events and combine them into a single interaction[I4].

2.4 C/A Ratio

In semiconductors such as CdZnTe there is a chance of charge-trapping from any impu-
rity or lattice defect[6]. The longer an electron needs to travel, the higher the chance of
electron trapping, which lead to fewer electrons to be collected by the anode. However
weighting potential as depicted in figure {4] results in larger signal from interactions
near the cathode as the weighting potential is larger. These depth dependence will
result in a poorer resolution if not corrected for. Given these depth dependencies, the
signals induced on the cathode and collecting pixel from an event can be approximated
as [7]

Se =mne(l —z) (5)

Sq = ne (6)

where n is the number of electrons created and (1 — z) is the depth of interaction.
Thus, the interaction depth can be calculated from the ratio between the cathode and

anode signals as
Se
R=(1-2)=— 7
(1-2)=3 (7
This signifies that a method of approximating the depth of an interaction is using the

ratio of the cathode signal to the anode signal, known as the C/A ratio[§].

By dividing the spectrum into sub spectra dependent on interaction depth gain factors
for each depth interval can be calculated by measuring the photo peak centroid of each
sub spectrum and find the relative coefficient to a desired peak. The gain factors are
then used to align all photo peaks, as illustrated in figure [/} Depth correction based
on C/A ratio is limited to single interaction events, i.e only one collecting anode. For
multiple interaction events, the cathode amplitude will consist of a sum of several
interactions and can not be used to calculate the ratio [7].
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Figure 7 — Illustration of how the depth of interaction affect the spectrum when divided
into sub spectra and how C/A-ratio can be used to correct the offsets.

2.5 Pulse Height Analysis

To achieve a high resolution spectrum, it is crucial to estimate the signal amplitude for
each event with high accuracy, and to differentiate between good pulses and noise that
could degrade the energy resolution. The theory behind the two methods for pulse
height analysis is explained in this section.

2.5.1 Trapezoidal Filter

The trapezoidal filter is a traditional filter used to determine the signal amplitude. A
digital trapezoidal filter uses two moving average filters of length L, where one filter
is shifted by G points. The output is produced by the ith value of the first window
subtracted by the ith value of the second window as shown in equation [16]

1 L—1
Vwinl [Z] - Z V['l ‘I‘ ]]
7=0
13 (8)
7=0

I/out = Vwin2 - Vwinl

where V[i] is the input signal amplitude. When the filter is applied, the output pulse
becomes trapezoidal with peaking time Aty and shaping time equal Atg, as depicted
in figure The values Aty and Atg are based on the filter lengths L and G and
system sample rate. The height of the trapezoidal corresponds to the amplitude of
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the input pulse, which in turn means it is proportional to the energy deposited by the
particle in the detector.

5
o
5
(]
g
=
5 Atg
T
5 Aty,
= - —>
A
Signal
Amplitude
Y
-

Time (nr. sampled signals)

Figure 8 — A simple illustration of a trapezoidal output. Aty is the peaking time and
Atq the shaping time.

2.5.2 (Gaussian Mixture Model

The second method for pulse height analysis is based on Gaussian Mixture Model
(GMM). The GMM is a probabilistic model for representing sub populations from an
overall population as a multiple of normal distributions. The one-dimensional model
is given by

K

p(x) = Zm/\/(m\ui, 0;) where N(z|u;,0;) = ! exp( — M) (9)

2
— oV 2T 207

where p; is the mean and o; is the variance. The multi-dimensional model with K
elements is given by

K
p(z) = Z ON (z|p;, o) where
i=1

(10)
1 1 Ty-1
N ()i, i) = mexp ( - 5(95 — ) B (@ — ,Ui))

where p; is the mean and 3; is the covariance matrix. Each data point has a probability
of being generated by each of the distributions. The model’s parameters are estimated
by the Expectation-Maximization(EM) algorithm: Given some statistical model which
generates a set of observed data X, some latent data Z, and a vector of unknown
parameters © along with a likelihood function p(X, Z|0), the maximum likelihood
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estimate (MLE) of the unknown data is found by maximizing the marginal likelihood
of the observed data. This is done by iteratively applying the two following steps until
convergence. The estimation step

Q(010") = Ey x ow[logp(X, Z|0)] (11)

where Q(0]|60W") is defined as the expectation value of the log likelihood function of
O, with respect to the current conditional distribution of Z given X and the current
estimates of the parameters ©®. And a maximization step

0"t =¢ Q(8]0") (12)

which maximizes the expected value [I7]. In other words, the EM algorithm is an
iterative process that assumes random components (randomly centered on data points
usually learned from kmeans [20]) and computes weights encoding a probability of each
point being generated by each component in the model. Then, given those assignments,
it maximizes the likelihood of the data.

2.6 Energy Resolution

A way of examining the quality of data is to examine the distribution of the full-
energy peak of a radioactive source. Figure [J] illustrate a comparison of data with
poor resolution and good resolution.

Good resolution

H Poor resolution

e

Figure 9 — Examples of full-energy peaks comparing detector energy resolution with
good resolution and poor resolution

T
HV

The formal definition of detector energy resolution is given as

FWHM
where H is the position of the peak centroid and FWHM is the full width at half
maximum [9]. The definition assumes any background or continuum that the peak
might be superimposed on is subtracted. When FWHM is used in this thesis, it means

the entire definition of R.

© ’




3 PREVIOUS WORK

3 Previous Work

Development of CdZnTe-detctors have been on-going since the 1990s and great efforts
have been done to achieve a high spectral resolution and reach the theoretical resolu-
tion of 0.2% FWHM at 662keV [3]. CZT has been registered to achieve a resolution
as low as 0.48% FWHM at 662keV[19].

Earlier work, using a predecessor of the IDE3421 ASIC, has achieved a spectral reso-
lution below 1% FWHM at 662keV for single pixel events with a 15mm Redlen CZT
detector. In order to achieve this result, several traditional filters such as Triangle,
CR-RC, and Gaussian filters were tested, with the trapezoid filter found to have the
best performance among the traditional filters for charge-collecting pixels. For tran-
sient signals, CR-RC was proven best. To achieve the below 1% spectral resolution,
correction of depth interaction was introduced using C/A ratio. Multiple interaction
correction using drift time was attempted and resulted in an FWHM above 1%. The
broader peak was said to be caused by noise introduced by the cathode, as it has large
electrode capacitance and leakage current. [I8]

This thesis is a continuation of a specialization project which worked with the IDE3421
ASIC in a single module system. A calibrating routine was proposed, consisting of
characterizing and correcting variations in baseline levels and gain. A new technique
for pulse height analysis using Gaussian Mixture Models was proposed and compared
to the traditional trapezoidal filter. The trapezoid filter method achieved energy res-
olution of 2.56% FWHM at 662keV for *"Cs and the GMM method achieved 2.72%
FWHM at 662keV.[I]
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4 System Description

4.1 Overview

The system to be calibrated is the GDS-100, created by IDEAS. The description
provided is an outline of the realized system where only the most essential components
are included. A diagram of the main parts is depicted in figure [10] .

CZT assemblies

l

IDEAS

ASIC 4x IDM121 ASIC modules

D Power in

o [ ] Ethernet
4x Front-end Power Calbration

N pulse
connectors supplies
generator
D Auxiliary in
Analog Bias FPGA [ ] Auxiliary out
receivers generators Module
Input test ] D HVin
Cable
Output test / D Trigger module interface
Connector

Motherboard Controller board

Figure 10 — Diagram of the GDS-100 system.

The system consists mainly of a motherboard and a controller board. Four ASIC mod-
ules can be fitted on the motherboard, where each ASIC holds a CZT-crystal. The
motherboard handles analog signals transmitted from any of the four ASIC modules
and digitizes them for further transmission to the controller board. The controller
board is powered by a single 6V supply and distributes the power to all parts of the
GDS-100 system. Another central function covered by the controller board is an inter-
nal calibration pulse that generates square pulses with adjustable amplitudes, used to
read front-ends without any detector attached. In addition, the board includes a high
voltage used to provide bias for the CZT detectors. An illustration of the GDS-100
system is depicted in figure
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Figure 11 — Illustration of the GDS-100 system.

The ASIC modules are IDE3421, designed for use with CZT radiation detectors. The
detector is connected to a bias voltage and has cathode and anode outputs. The anode
of the detector is divided into an 11x11 pixelgrid with pixel size 1.22mm x 1.22mm.
The ASIC contains 128 pre-amplifier inputs for the negative charge from each of the
anode pixels and additional inputs for the positive charge from the CZT cathode.
Figure [12 shows an illustration of a CZT detector with one ASIC input.

Cathode

CZT Detector

Detector Bias
Voltage

11x11 Anode Pixel Grid

l—Pre_HHHIHHII\

Amplifier

Pipeline containing 160 samples

ASICinput

Figure 12 — A simplified illustration of an ASIC module. The CZT-detector with
corresponding features: Detector bias voltage, cathode and anode pixelgrid are outlined
in green. One ASIC input with pre-amplifier and 160-cell pipeline is outlined in orange.

Each pre-amplifier output is continuously sampled, and the values are stored in an
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analog ring buffer (160-cell pipeline). This provides a snapshot of the voltage-levels
before and after an gamma radiation event hits. The energy amplitude can be derived
from the voltage difference as illustrated in figurd13]

After event hits

.
-

[
o
2
=
E Energy Amplitude
[
o
3
2 Before event hits
Time o
| E B
Pipeline

Figure 13 — An illustration of how the samples in the 160-cell pipeline are translated
into an energy amplitude.

The pipeline samples are digitized by an external ADC and are collected with
a header in an external FPGA. Full header description is provided in Appendix
[Al The datapackets are sent via Ethernet and written directly to a file on a
host computer. The system calibration settings are set through a customized test-
bench created by IDEAS. Some important system features are presented in the table[l]

Table 1 — System Settings
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Parameter ‘

Typical

Description ‘

Threshold, VTHR

AVREF -50mV = 1750

Voltage on a the level dis-
criminator that determines
which signal amplitude will
cause a trigger.

High Voltage, detector bias -2500V The voltage applied to the

HV cathode side of the CZT de-
tector.

Clk Frequency 50Mhz System clock. Pipeline
sampling speed.

Readout frequency 6.25MHz A/D  converter sampling
speed.

Read mode (1)Triggered channels with
4 neighbors. (2)Triggered
channels with 8 neighbors.
(3)All channels.

SH-DELAY 80 Determines the number of
samples after the trigger.

Trans-Impedance Amplifier 100[mV/mA] The ASIC output signal is

Gain (TIA)

a current that is propor-
tional to the charge from
the preamp at the point
of sampling in the order
[tA /fC]. This has to be con-
verted to voltage before the
A/D converter.

Trigger Type

The ASIC has two read-
out modes: (1) System auto
forced readout mode, which
is triggered by the system
clock. (2) Non-forced read-
out mode, which is trig-
gered by a physical event.
(Gamma-ray or noise)

15
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4.2 System Error Adjustments and Corrections
4.2.1 Readout Chain Description

While the system at hand is considerably more complex, it is based on the traditional
analog chain presented as a block diagram in figure [14] [15]

Detector

* /|—~ LP-Filter - Pipeline

Charge Sensitive
Pre Amplifier

Shaping Amplifier . Comparator

Figure 14 — Blockdiagram of the analog chain of which the GDS-100 is based on. The
charge-sensitive pre-amplifier receives the signal generated in the detector and converts
it to a voltage amplitude. The signal is then sent through a lowpass filter and sampled in
a pipeline. The pre amplifier output is also sent through a shaping filter to a comparator
which check if the amplitude is above a programmable threshold.

The first stage is a charge-sensitive pre-amplifier that receives the signal generated in
the detector. The pre-amplifier integrates the signal from the detector and converts it
into a voltage amplitude. The feedback capacitor determines the gain that translates to
the magnitude of the pre-amplifier output voltage for a given input charge. In an ideal
situation the pre-amplifier is simply made of a capacitor. However, to avoid saturation
there is a discharging resistor in parallel that results in a signal with a fast rise-time
that returns to baseline within a time determined by a programmable resistance. If
the resistance is too low, there is a higher chance of noise being integrated, creating
a noisy signal. On the other hand, if the resistance is too high, the signal will return
to baseline too fast and the true amplitude will not be recorded. This is illustrated in

figure [15]
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Actual __
Amplitude/ %

Figure 15 — Illustration of potential amplitude difference if the feedback resistor in the
pre-amplifier is too large.

The pre-amplifiers output go through a Low-Pass filter to avoid anti-aliasing and
is sampled at a programmable sampling frequency. The corresponding charges are
stored in capacitors, i.e. the pipeline. Process variations in these capacitors will
change their value slightly, which translates to signal variations that need to be
corrected for.

As depicted in Figure [I4] the pre-amplifier output is also connected to a shaping
amplifier, and further to a comparator that generates a trigger if the input charge
exceeds a programmable threshold. If the threshold is too high, then low-energy events
will not trigger. A fraction of the energy of an event could leak into a neighboring
pixel, resulting in lower signals. If not added back into the event, the true energy
will not be registered. However, if the threshold is too low, high noise-peaks might
give false triggers. A constant flow of noise triggers can overpower the system, which
will be busy reading out noise instead of triggering on true events. Both situations
are illustrated in figure The system can force a readout of all neighboring pixels,
which allows for higher threshold without losing low-energy events.
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Figure 16 — A) Illustration of a bad trigger caused by a noise peak reaching the thresh-
old(red). B) Illustration of a low energy event not causing a trigger

The channel design is copied for each channel, and should, in theory, be identical.
However due to process-variations there will be small changes between each channel,
causing offsets,i.e different pedestals, and gain-variations in the measured values. The
feedback resistances of both pre-amplifiers and shaping amplifiers are created by tran-
sistors in order to save space and have more configuration-options, which all have slight
variations in linearity. Adding to these effects, the physical placement of each chan-
nel will give temperature differences between channels. The pre-amplifiers and shapers
also need bias voltage, which is generated internally. The distance from the bias gener-
ator give voltage-level variations that may result in power drop from resistance within
the wire. All of these effects contribute to gain variations and offsets.

4.2.2 Corrections

Pedestal Correction As each cell will have a different baseline from variations in
hardware characteristics, a pedestal correction is done. The pedestals can be calibrated
by a readout of all cells without a signal being present on their pre-amplifier. The
procedure of obtaining the pedestals is simple and consists of two steps:

1. Using an internal readout mode, acquire a dataset with a certain number of
events for all channels.

2. Take the average of each cell’s amplitude for all channels.

There is some cross talk between the hold signal and pre-amplified signal that has to
be taken into account, as it will create interference in the start-cell. There are two
readout modes as listed in Table [l In forced readout mode, the readout start-cell
is specified and is the same for each event. The error is avoided by doing a readout
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with a sufficient amount of events sampled with a few different specified start-cells. In
non-forced mode the readout start cell is defined by where the continuously sampled
channels are triggered, so the error is avoided. Figure[17]shows an example of an event
before and after pedestal correction.

1600
9800 1 —— Event data —— Event data
MWW 1400
9600 1
1200 1
O 9400 | 8
2 r < 1000 {
=T, 9200 =
e
& 9000 -8 8001
= =
= 8000 = 600 }
=9 a¥
= B600 E 4001 |
- <<
< 8400 4 200 /J
8200 4 Wash Attt o4 M_,__w_/—/’/

100 lil;'l 1-“1-'\] 160 {Il 20 40 60 a0 100 ]JID 140 160

0 20 4 60 80
Cell Cell

Figure 17 — Example of event before(left) and after(right) pedestal correction

Noise The system noise in each channel can be used to uncover channels that in-
troduce a large amount of noise into the system which can skew the results. Noise
can be measured by the standard deviation of all baseline measurements. Another
noise measurement is input referred noise, calculated by sending the baseline mea-
surements through a pulse-height filter and calculate the standard deviation of the
resulting pulse-heights.

ADC Differential Non-linearity ADC creates bias towards the frequency it uses
certain numbers within the ADC bins, so called non differential linearity. In order to
minimize these effects, a random number between -0.5 and 0.5 is added to the original
data before pedestal subtraction in order to smear the data.

Linearity and Gain Variations Figure [18§| represents the ideal linearity relation-
ship between the input charge and output voltage, however due to the variation dis-
cussed in this chapter there will be non-linearity. The magnitude of linearity can be
found by measuring the output voltage with incremental magnitude of input charge
and find the deviation of each sample from a linear fitting.
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Figure 18 — Illustration of the ideal linear relationship between input charge and output
voltage.

The gain between input charge and output voltage may vary between channels, as
explained earlier in this section. Large variations in gain will result in a broader peak,
thus need to be corrected for. Gain correction are done by finding a gain factor for
each channel that can be multiplied to all events within the respective channel.

Two methods suggested to find these gain-factors are 1) Using the internal cal-
ibration pulse to send a large amount of pulses of incremental magnitude to each
channel, and do a linear fitting on the average value of each increment. 2) Take data
from known sources and create an energy spectrum for each channel. The gain factor
is then calculated by comparing ADC values of the measured peaks to the known
energy values of the radioactive sources used.

The first method automatically converts the new wvalue into keV. The second
method only aligns peaks, however the calibration pulse is connected to a 1pf
capacitor, and by measuring the output from the calibration pulse, resulting charge
can be estimated from[I0].

Q =CxV = 1pF * Vmeasured (14)
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5 User Interface

5.1 GDS-100 Calibration User Interface

This chapter will give an introduction to the GDS-100 calibration user interface and all
its features. The intention of the GDS-100 calibration user interface is to provide an
example of a calibration routine to give insight of the necessary steps when translating
the raw binary-file that the system provides into a high resolution energy spectrum.
The software is also meant to be used as an analytical tool to investigate any limi-
tations of the system and discover possible causes of error within the readout sequence.

The software is written in Python 3.7 using the PyQt5 framework[23] and sup-
ports i0OS and Windows with slight design-differences. Multithreading allows the
interface to simultaneously function as a processing script, implemented with Python
library threading [21]. A customized software created by IDEAS is the Testbench,
which are provided with the GDS-100 system. System settings are set trough this
software and it processes the detector readout data into a raw binary-file. The IDEAS
Testbench has a built in compilator that only supports Python 2.6 and limited addi-
tional libraries. Hence, the calibration user interface has been created as an add-on
solution to work in tandem with the Testbench and some additional Testbench scripts
to create a full readout and calibration routine. The Testbench only supports Windows.

The procedure that the GDS Calibration User Interface present is divided into
two steps. First step is to calibrate the system, and the second is to process and
visualize source data. Both steps will be presented and described in the following
sections. Each step works with data provided in a binary format, and in order to
process it, the data is sorted into DataFramesﬂ using the Panda library[22]. Each
row includes timestamp, channel-type, channel coordinates within the pixelmap,
ASIC number, trigger-cell and cell data of all 160 cells. The source code of the user
interface can be found at https://github.com/sofiago/Master-2021.git.

5.2 Start Page

The start page is presented in figure 19, The initial page presents two options: to
either calibrate the system or go directly to process source data. The interface needs
new calibrating data for every new setup, but after calibrating once, the user can go
directly to process data even if the software has been exited and restarted. There is
also the design option of dark mode and light mode to satisfy the user preference.

2two-dimensional labeled data structures with columns of potentially different types
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ideas

Light Mode Dark Mode

Calibrate System Process Data

Quit

Figure 19 — Start page of the GDS-100 calibration interface.

5.3 Step 1: Calibrate system

Step one is to calibrate the system. The main goal is to calculate the values for offsets
and gain variations as explained in[£.2.2] Each of the four possible ASICs has one tab,
as depicted in figure

ASIC1 ASIC 2 ASIC3 ASIC 4

Figure 20 — Tabs to select ASIC module.

The overall calibration interface layout is depicted in figure 21} It mainly consists of
three different pixelmaps with corresponding distribution-plots. Each pixel represents
one channel, and the layout follows the physical placement of that channel within the

ASIC.

B 22
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Noise Average pedestals per channel Gain factor per channel
1 2 3 4 5 6 7 8 9 0 M 1 2 3 4 5 6 7 8 9 0 M 1 2 3 4 5 6 7 8 9 0 M

1 1 1

2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
9 9 9
10 10 10
n n n
Average noise all channels:
Distribution of noise Distribution of pedestals Distribution of gain factors
1 1 1
£ £ £
5 5 5
3 3 3
8 8 8
0/ 0/ 0/
0 02 04 06 08 0 02 04 06 08 0 02 04 06 08

Noise Value [ADC] Pedestal Value [ADC] Gain Factor
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Figure 21 — Initial layout of calibration interface.

Each pixelmap provides information in one of the following areas:
e Noise (standard deviation and input referred noise)
e Pedestals
o Gain
Noise The pixelmap dedicated to noise readout can either show input referred noise

or standard deviation as explained in[4.2.2] changed simply by clicking the correspond-
ing button to the bottom left as depicted in figure [22]

Input Referred Noise Average Standard Deviation

Figure 22 — Buttons to either select to display input referred noise or average standard
deviation.

An example of the noise pixelmap and corresponding distribution with example data
is depicted in figure 23] The pixelmap works as a heatmap which allows the user to
clearly recognize channels with high noise contribution.

23
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Average noise all channels: 5.1007818868431665
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Figure 23 — An example of the noise pixelmap displaying average standard deviation.
Each pixel displays the amount of noise within the corresponding channel.

Pedestals The Testbench must provide a data-file containing a specified number
of baseline readouts using the internal readout mode which forces a readout of all
channels. The readout script within the Testbench uses a custom library to set
system-settings. The data is stored in a specified path that the calibration interfaces
can retrieve. The full readout script is provided in appendix [C] Figure 24] depicts an
example of pedestal data.
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Figure 24 — An example of the pedestal pixelmap. Each pixel displays the average
pedestal of the corresponding channel.

Gain The gain-factor is calculated using the internal calibrating pulse. The Test-
bench must generate a data-file containing readouts of a specified number of pulses
with a specified amplitude to each channel, with all other channels deactivated. The
data is stored in a specified path that the calibration interfaces can retrieve. The full
script is provided in appendix [C] An example of gain data is depicted in figure
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Gain factor per channel

Distribution of gain factors

Counts

L L
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Figure 25 — An example of the gain factor pixelmap. Each pixel displays the calculated

gain factor of the corresponding channel.

Additional information FEach pixel in either pixelmap displays an additional pop-
up window when pressed. An example of a pixel window is depicted in figure 26| The

window display more in depth information about the corresponding pixel.
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Figure 26 — An example of the calibrated channel #39. Top left graph displays the
standard deviation for each cell. Bottom left graph displays all instances of recorded
input referred noise, top right graph displays pedestals for each cell and bottom right
displays all instances if recorded calibration pulse-heights.

The top two graphs display the standard deviation and offset values of each graph.
Bottom left graph depicts the recorded instances of input referred noise, and bot-
tom right displays all instances if recorded calibration pulse-heights. The bottom two
graphs are mainly visualized to inspect the quality of the calibration-data. Large out-
liers may suggest that the readout was compromised by example, cosmic background
noise or an error within the readout-sequence.

Cathode The button with label Cathode Info offer a layout with the same informa-
tion as the anode channels. The gain graph is excluded as the cathode gain is not
comparable with the anode gains. The cathode layout is depicted in figure 27]
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Figure 27 — An example of a calibrated cathode channel. Top left graph displays the
standard deviation for each cell. Bottom left graph displays all instances of recorded
input referred noise and top right graph displays pedestals for each cell.

5.4 Step 2: Process Data

The process data layout is presented in figure 28] This part of the software processes
source-data produced by the Testbench and creates and displays a finished spectrum.
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Dark Mode Reload Last Spectrum
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Figure 28 — Interface layout of the process data function

The processing sequence is presented in figure To start logging events the Start

28



5.4 Step 2: Process Data 5 USER INTERFACE

Logging pushbutton must be pressed. After initiating, a new thread will open the latest
recorded file in a specified path and wait for data. If no data is received, it will wait
for 3 seconds and try again. If data is received, the data is translated into Pandas’s
DataFrame and further processed by subtracting pedestals. The signal amplitude is
found by applying a pulse-height filter, as explained in 2.5, and further multiplied
with a gain factor. All events with corresponding timestamps are added together, and
binned to update the existing histogram.

if ldarta

Wait for data

lifdam

Translate chunk of data
from bin to pandas
dataframe

Y
|Peclestal subtraction I

Y

Apply pulse-height filter and
register signal amplitude

| Gain correction I
Compare timestamps and

| . s
add corresponding amplitudes

J:

Bin data and add to
exsisting histogram

Y
Display updated histogram J

in interface

Figure 29 — The processing sequence of data within the calibration software.

Since the interface reads data as it is written, a close to "real-time” readout is created,
which allows the user to get instant feedback when tweaking system settings or setup.
There are however some limitations with this process, since the data can only be
read as fast as the software are able to process the data. Hence, for large amounts
of new data there is a delay in processing. A workaround has been implemented
with the option to skip to the end of the file, so that any new data that processes
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will be "fresh” data. The user also have the option to clear the current spectrum so
that any changes in spectral resolution from new system settings or setup are easy to
differentiate.

The main feature of this layout is the graph which displays the finished energy
spectrum, which is constantly updated as the algorithm processes more data. The
option called Single Event Spectrum will create a new window as depicted in figure
with a histogram containing exclusively single interaction events. A similar window
can be called with the Edge Pizels Spectrum and Corner Pizels Spectrum buttons
which contain edge pixels and corner pixels respectively.

9 10 1

5
2000 — . — —

4000

Counts

1000 1
8

ADC Value

White Black

Figure 30 — Window for single event spectrum, which contains a histogram of the
single interactions event(left) and a selection pixelmap. When a pixel is pressed the
corresponding events will be subtracted(red pixel) or added(green pixel) to the spectrum.
The numbers displayed on each pixel correspond with the channel number.

To inspect the quality of logged events there is the option to visualize data in detail.
The interface will pull an event from the current DataFrame processing and display
it as depicted in figure All interactions with identical timestamps are graphed,
including the cathode event. The events are graphed after pedestal subtraction, and
corresponding coordinates are highlighted in yellow within the pixelmap. The high-
lighted pixels will display also the corresponding recorded amplitudes. This allows for
effective investigation of the data in detail, such as readout errors, quality of the data,
any abnormalities. It would also show if there is any error in the processing step such
as misaligned pedestals.




5.4 Step 2: Process Data 5 USER INTERFACE

White Black

1600

1400
2 251

1200
1000

800

600
¢ .
400
’ .

0
9

-200 WW/
10 380

-400
0 20 20 60 80 0 120 140 160 .
Cell

Previous Next

Amplitude [ADC]

Figure 31 - Window displaying an event from the current DataFrame. The graph to the
right displays each event including the cathode data in red (if present). The pixelmap
displays the coordinates and amplitude of the signals in yellow.

The pixelmap in the main window displays the current amount of registered events of
each channel. Any "dead” channels, i.e no registered events, will quickly be noticeable.
Each pixel can be pressed to open a new window as depicted in figure [32} The window
includes a histogram of events exclusive to that channel. There is also the option to
enter peak value which will be used for peak alignment as explained in section [4.2.2]
If enough entries, the channelspectrum FWHM can be calculated and displayed by
pressing the FWHM pushbutton. If a peak is located in the FWHM calculation it will
automatically be displayed in the peak value window.
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Figure 32 — Pixel window that include a histogram of data within that pixel, either
all events or only single interaction events. The peak value can manually be entered in
Manual Peak Entry. If enough data the FWHM will be calculated and displayed, by
pressing the FWHM pushbutton. If a peak is located in the FWHM calculation it will
automatically be displayed in the peak value window.

Two options follow: to either display only single interaction events or all events in
the channel spectra. The choice will change the histogram within the pixel window
and the displayed registered events in each pixel. It is simply changed by clicking the
desired display option as depicted in figure

1 2 8 4 5 6 7 8 9 10 11

Figure 33 — Pushbuttons to either choose to display all events or only single interaction
events in the channel spectra.
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All graphs are made using the library PyQtGraph which is a Scientific Graphics and
GUI Library for Python [24]. The graphs have built in features such as displaying the
graph logarithmic and to export the graph to matplotlib or a csv format. The features
can be accessed by right clicking the axis, as depicted in figure

View All
2( X Axis |

Y Axis >

Mouse Mode °

1C Plot Options °

Export...
T—

Figure 34 — Built in features in the PyQtGraph library.

5.5 Discussion

The GDS-100 Calibration User Interface has been successfully implemented. It is
not directly implemented in the already existing Testbench due to limited support
of Python libraries. This makes it possible to run the interface separate from the
Testbench on already logged data. The Testbench only support Windows while
the interface can easily be adapted to other operating systems. The interface is
implemented using the python library PyQt5. This library is accessible and heavily
documented, which makes it easy to customize by the user if additional features are
required or any existing features can be adapted to the user’s needs.

The interface is currently implemented for one ASIC-module. This can easily
be replicated for all four, however further development should include a common
spectrum which collects data from all ASIC-modules. The expansion to all ASICs
will require more data processing. Further development should also explore methods
to accelerate the data processing time.

The calibration routine calculates noise and pedestals and gives the option to
calculate gain factors using the internal calibration pulse within the system. The
second option to use peak alignment is not fully automated as the user must manually
add peak values. A fully automated calibration routine with peak alignment should
be further explored.

The interface makes it possible to see explicit data from single event interac-

tion, from each channel and for corner and edge pixels. Further development should
include categorization of Compton-scattering events and charge sharing events.
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6 Testing

This chapter are divided into four sections. The first section will introduce the labora-
tory setup. The second section determine the linearity of the system using an internal
calibration pulse and an external pulse generator. Section three examine the perfor-
mance of the calibration routine and compare resulting energy spectrum. The last
section discusses the results.

6.1 Laboratory setup
A diagram of the laboratory setup for collecting source code is depicted in

_____________________

S

Aluminum box

Computer

Ideas Testbench

GDS-10@ Calibration
User Interface

Figure 35 — A diagram of the laboratory set-up.

The system is placed inside an aluminum box to prevent light from triggering the
system, the box is also grounded to minimize noise. The sources are placed above the
detector. Sources with low activity should be close to the detector, but with some
spacing to allow more uniform interaction within the crystal. A more active source
should be placed further away as not to saturate the pixels. The system is connected to
a computer with the Testbench and software running simultaneously. A power source
and high voltage is also connected to the system. The high Voltage is 2500V for all
measurements in this thesis. The laboratory setup is depicted in figure |36
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Figure 36 — Overall lab setup with the GDS-100 system placed under an aluminum box
connected to a power-supply, high voltage generator and computer (right) and system
inside the box with Cs'3" source. (left)

The specific components used in this project are listed in table [2|

Table 2 — Laboratory Components
| Type | Name |
High Voltage Supply | iseg SHR 22 60 Switchable High End High Precision AC/DC
Desktop HV Source-Measure-Unit
Power Supply Keysight E36102B Laboratory DC Power Supply 1 Ch

Oscilloscope ROHDE & SCHWARZ RTB2004 Digital Oscilloscope 4
channel 200MHz
Function generator | Agilent 33120A Arbitrary Waveform Generator

CZT crystal Redlen 15mm CZT

The sources used are disk sources of Cs!37 and Na?? with an activity of 0.1uCi
and 1uCi respectively. The sources used are depicted in figure
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Figure 37 — Disk sources of Cs'37 and Na?2.

6.2 System linearity

As described in [£.2.2] the linearity of the system can be tested using the internal
calibration pulse. The pulse simulates the current from a radioactive source, but with
programmable amplitude. There will, however, be uncertainties as the calibration
pulse will introduce additional electronic noise. This chapter describes two tests done
to determine this uncertainty and the linearity of the system. The two tests are as
following:

1. Use internal calibrating pulse with incremental pulse heights and measure with
oscilloscope at the output.

2. Use external pulse with incremental pulse heights and measure with oscilloscope
at the output.

The circuit diagram of the internal calibrating test pulse is depicted in figure
The depicted circuit is the relevant part of a more comprehensive circuit that can be
found in appendix Bl There is the option of small pulse range or large pulse range by
adjusting the attenuation which is done by connecting JH2.

i
I RS55 |
I DAC — [T} Pulse Lvl |
! I

I

Test-pulse
1k Ohm terminal
e e Attenuation on each module
R25 R26 N 13
Pulse_Lvl _‘L { } ’ 31— —F 3 —
C46 S
External test signal , —
1nF 1 5 [ —
JH2
" 2 ) e

Figure 38 — Simplified circuit diagram of the internal calibration pulse generator.
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Initial testing measured range of 0-533mV and 0-1823mV for small and large pulse
range respectively. The intended ranges are 0-100mV and 0-1000mV. The termination
on the ASIC-modules are 100052, however, the initial components in the design depicted
in figure |38 were based on an old design with a termination of 100€2. Using voltage
division the new ideal component values for R25 and R26 are calculated to be
R25 = 22k() and R26 = 1.4k€) when taken into account R55 and the termination
resistance.

Vour = Vip * _ (15)

T Ryt Ry

Figure [39] depicts the measured outputs fitted with a linear fit using linear regression.
The maximum residual from the linear fitting divided by the dynamic range quantifies
the non-linearity[I§]. The non-linearity is thus calculated to be ~ 0.85% and =~ 0.74%
for the ranges (0-100mV) and (0-1000mV) respectively.

Internal calibrating pulse linearity test

1000 A y = 0.24933533731292937x + 1.9789667231609656
R? = 0.9998456923630559

y = 0.0243345096270695x + 0.36046657116049374
R? = 0.9997885313121914

800 1

600

400 A

200 A

Output pulse amplitude [mV]

—
=4 =4 hd

0 500 1000 1500 2000 2500 3000 3500 4000
Input pulse amplitude [DAC]

Figure 39 — Linearity plot of internal calibrating pulse for ranges 0-100mV (blue dots)
and 0-1000mV (orange dots). The corresponding linear fittings are represented by the
red and green lines.

Test 2 was carried out with an external test pulse. Figure 40| represents the linearity
with increasing signal amplitude. The external pulse gives a non-linearity of ~ 0.2%
for the measured range.
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External test pulse linearity test

y = 0.6339987012987013x + 0.49190476190483423
~ 'R? =0.999962012351349
__ 1200~
>
£
© 1000 1
©
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0 . . . . . . . .
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Figure 40 — Linearity plot with external pulse signal(blue dots) with corresponding

liner fitting(red line).

The linearity of the internal calibrating pulse is lower than the external pulse as
expected, as the external pulse signal introduces less noise into the system. The

system does however show excellent linearity.

6.3 Performance of Calibration Routine

Noise and Pedestals Two measurements of pedestal readouts were taken, one with
high voltage connected and one without. The resulting calculations for noise and
pedestals, using 1000 baseline readouts per channel, are depicted in figure and
figure [42| respectively. The input referred noise amplitudes were calculated using the
trapezoidal filter with Atg = 14 samples and Aty = 70 samples. Key values of both

cases are presented in table [3]
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Average pedestals per channel

1 2 3 4 5 6

8200 8348 8359 8331 8215 8271

8246 8411 8354 8378 8295 8402

8279 8332 8205 8302 8444 8223

8307 8337 8291 8407 8315 8357

8384 8279 8307. 8277 | 8269

8336 8263 8349 8259 8328 8374

8345. 8251 8337 8312 8219

8 8311 8290 8282 8349 8332 8288

9 . 8276 8273 .. 8261

10 8282 8277 8305 8270 8339 8335

1‘I. 8275 8293 8303 8204 8257

Average noise all channels: 8.43353475794079

Input Referred Noise Average Standard Deviation

Figure 41 — Input referred noise and pedestal calculation from 1000 baseline readouts
per channel. High voltage connected.
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Average pedestals per channel

1 2 3 4 5 6 7

8283 8292 8288 8205 8262 8278 8313 8331
. 8246 8257 8282 8254 8286 8201 8295 8276
8270 8242 8216 8264 8213 8211 8313 8263
8219 8222 8325 8216 8279 8290 8272 8203

8291 8271 8239 . 8243 8257 . 8250 8251

8221 8254 8239. 8217 8247 8206 8208 8253

8272 . 8237 . 8235 . 8208 8243 8226

313 3. g . K b K . . 8255 8220 8244 8251 8261 8225 8279 .8289

3.15 d 31 | 316 d a . . . 4 . . 8245 8225 ... 8211 8232 8237

105845 . 6.89 | 297 | 281 | 262 . X 5 . . 10/ 8223 8231 8250 8236 8219 8220 8201 8291 8212

11 323 334 321 306 [273 272 3. 4 a 4 b 11. 8221 .8244 .. 8209 8221 8208

Average noise all channels: 3.123333347518015

—

Input Referred Noise Average Standard Deviation

Figure 42 — Input referred noise and pedestal calculation from 1000 baseline readouts
per channel. High voltage not connected.

Table 3 — Key Values From Pedestal and Noise calculation

Anodes
Values With HV connected Without HV  con-
nected
Input Referred Noise (All | 8.433 3.123
Channels) [ADC]
Standard Deviation (All | 10.313 6.712
Channels)[ADC]
Cathode
Values With HV connected Without HV  con-
nected
Input  Referred Noise | 1880.973 19.343
[ADC]
Standard Deviation | 1912.50 25.647
[ADC]

Pedestal subtraction using the pedestals calculated with and without HV are compared
in figure
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Figure 43 — A comparison of pedestal subtraction performed with pedestals calculated
when HV is connected(left) and HV is not connected(right)

Figure[d1]shows an exceedingly large amount of noise in channel no.61 with coordinates
(6,6). The cathode channel is connected to the crystal with conducting glue directly
above channel no.61 which could indirectly induce noise in that pixel. A comparison
of channel no.61 and one of its neighboring channel no.53 (6,5) with approximately the
same amount of data is depicted in figure The spectra indicates a poor spectral
energy resolution in channel no.61.

Event Counter: 22083 Event Counter: 22485

Counts

2000 2000
ADC Value ADC Value

Figure 44 — Spectrum from channel no.53 with coordinates (6,5)(left) and no.61 with
coordinates (6,6)(right), to compare a channel with average noise contribution and ex-
ceedingly large noise contribution. Bin-width = 1

The spectrum of Cs'" after pedestal correction resulted in a FWHM of 3.257% and is
depicted in figure [45] The spectrum containing only single interaction events resulted
in a FWHM of 1.045% and is depicted in figure [46]
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Event Counter = 1588711

Figure 45 — Cs137 spectrum after pedestal correction. FWHM: 3.346%. Number of
interaction equal to 0 means bad pixel or poor photopeak. bin-width:1. System settings
are presented in appendix |12|
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Figure 46 — Cs'37 spectrum after pedestal correction with only single interaction events.
FWHM: 1.057%. Bin-width: 1. System settings are presented in appendix @l

Gain Correction As described in there are two suggested methods for gain
correction: 1) Internal calibrating pulse 2) Aligning channel spectra peaks.
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Using the first method, gain factor calculations using the internal calibrating
pulse are depicted in figure 7] with corresponding distribution of gain factors. 1000
readouts for each channel was used for the calculation with an average standard
deviation of 4.35 ADC values.

Gain factor per channel

Distribution of gain factors

[}
. )
=
-

Counts

Gain Factor

Figure 47 — The pixelmap represent the resulting gain factors from using the internal
calibration pulse readout. Each pixel represent the gain factor for the channel with
corresponding coordinates. The histogram depicts the distribution of gain factors.

The spectrum of Cs3" after pedestal and gain correction using the internal calibrating

pulse resulted in a FWHM of 3.262% and is depicted in figure[48] The single interaction
spectrum resulted in a FWHM of 2.565% and is depicted in figure
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Event Counter = 519408

Figure 48 — Cs'37 spectrum after pedestal and gain correction using the internal cali-
bration pulse, and corresponding pixelmap displaying the amount of interactions in each
channel. Number of interaction equal to 0 means bad pixel or poor photopeak. FWHM
of 3.626%. Bin width: 1
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Figure 49 - Single interaction Cs!3” spectrum after pedestal and gain correction using

the internal calibration pulse. FWHM: 2.565%. Bin width: 1

The second method was performed using two sources: Cs'" with theoretical peaks

at 662keV and Na?? with its two peaks at 511keV and 1274keV. Spectra of both
sources were calculated for each channel, and entered manually from inspection via
the interface. Initially, there was an intention of using both peaks of Na?? but the
sharp second peak shown in figure [50| suggests saturation for high energy peaks, which
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is a result of too much gain in the preamplifier. Hence, only the main 511keV and
662keV peaks were used.
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Figure 50 — Na?? spectrum with multiple interaction readouts. System setting can be
found in appedix |E|

Figure 51| depicts a visualization of gain differences and the gain factor distribution.
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I
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Figure 51 — A visualization of gain differences where each line represents its gain of one
channel (left) and a distribution of the resulting gain factors.(Right)

137

The resulting spectrum of Cs™" after pedestal and gain correction, employing the
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second method, is depicted in figure The spectrum has a FWHM of 2.72%. The
single interaction event spectrum with FWHM 0.755% is depicted in figure [53|
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Figure 52 — Cs'37 spectrum after pedestal and gain correction using peak alignment and
corresponding pixelmap displaying the amount of interactions in each channel. FWHM:

2.720%. Bin width: 1.
photopeak.
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Figure 53 — Single interaction Cs!37
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spectrum after pedestal and gain correction using

peak alignment. FWHM: 0.755%. Bin width: 1

6.3.1 Pulse Height Analysis

The two methods suggested for pulse height analysis are the traditional trapezoidal

filter and using Gaussian Mixture Models.

An in depth analysis was done in the

specialization project [I]. The 3D-GMM method and the trapezoidal filter with At;, =
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70 samples and Atg = 14 samples performed best, and were also tested with the new
system. The results are presented in table [4]

Table 4 — Results from pulse height analysis

’ Pulse-height Analysis Method \ FWHM ‘

Trapezoidal Filter 0.923%
3D-GMM 0.755%

6.4 Discussion

Noise and Pedestals Readouts with HV connected show overall significantly higher
noise, as to be expected as the HV introduces noise into the system. The readout with
HV connected gives a more accurate pedestal subtraction as it is closer to the state of
which radioactive source data is logged. By evaluating the noise readouts, a channel
with poor spectral energy resolution was successfully identified. Channel no.61, which
shows high levels of noise, is directly located below the cathode channel that can
indirectly induce noise on that pixel. Further investigation of the hardware solution

should be done.

Gain Correction The first method of gain correction is effective as it does not
need any source-data, only a readout of calibration pulses. It resulted in a small
improvement in the multiple interaction spectrum, but lower spectral resolution in
the single interaction spectrum. This suggests a high uncertainty in the internal
calibration readouts. The 1000 readouts used in this calculation had an average
standard deviation of 4.35 ADC values across channels. A larger amount of readouts
could result in higher accuracy. There are however other sources of errors that
need to be addressed. The measurements were taken without the high voltage as
it added too much noise. Just as with the pedestal measurements, this does not
give an accurate representation of the state of the system when logging source data.
Further development should introduce better classification of the data so to filter out
bad readouts. Another source of error is introduced by the pulse-height filter which
estimates the signal amplitude. The physical placement of the internal calibration
pulse generate might also introduce a slight voltage drop for the channels further away.

The second method was shown to be more accurate, however it is not as fast
to calculate. For each radioactive source used, a spectrum must be recorded for
each channel, and have enough data to correctly identify the energy peak. The gain
factors where calculated from single interaction events within each pixel in order to
minimize any added source of error from gain-variations in neighboring channels.
This does however mean that any energy leaked into neighboring channels below the
trigger threshold is lost, resulting in a slightly skewed peak. Other physical effects
such as depth interaction might also skew the results. This method is also based on
the assumption of linear gain, as the system shows excellent linearity measured in
[6.2l However, there could be slight variations between channels and between gain
settings which should be further explored. Further work should also include more
reference points, i.e more radioactive sources, for higher accuracy. This method is
only partly automated in the calibration interface as it is possible to visualize each
channel spectrum, but the user has to manually record each peak value. Further
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development should include a more automated system for calculating the peak values
and apply the gain factors to the new data.

The single interaction spectrum with FWHM 0.775% shows great improvement
from the raw data. This result is exceptional, as only pedestal subtraction and gain
correction have been done. The result does not compare to previous work of 0.48%,
but show great potential for future work.

The multiple interaction event spectrum shows only a small improvement from
raw data. The main contributor of the poor spectral resolution is high threshold,
which results in losing neighbor-data. There is a prominent division in the 662keV
peak as depicted in [54] where the magnitude appears to correspond to the energy lost
below the threshold, estimated to be 40keV in this measurement.

13000 |

12000 [

1000 |

Counts

10000

3000 |

000 |

600 700

Energy [keV]

Figure 54 — Close-up of the multiple events Cs'3” 662keV peak.

Future development should include all neighboring channels in each readout. In
order to benefit from this adjustment, accurate noise classification is crucial, as well
as optimizing the pulse-height filter for neighboring channels to accurately estimate
signal amplitude. Neighboring signals are highly dependent on where in the pixel the
energy is absorbed, and be used to uncover sub-pixel position[I8] to further improve
energy resolution. Further development should also include to optimize hardware and
system settings.

The 3D-GMM outperfomed the traditional trapezoidal filter as the 3D-GMM
resultet in a FWHM: 0.755% and the trapezoidal filter in FWHM: 0.923%. However,
the choice of shaping time At; and peaking time Atg was based on the result of the
work done in the specialization project. Further work should explore to optimize the
trapezoidal filter specific to the GDS-100 system.
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7 Depth Correction

To improve spectral resolution, depth correction of single event interaction using
C/A-ratio was performed. Depth correction was not implemented in the calibration
software, but used as an additional effort to improve spectral resolution due to the
timeframe of the project. This section will present the depth correction implementa-
tion and discuss the results.

As explained in section the cathode to anode amplitude ratio can be used
to find depth of interaction of a gamma radiation event within a CZT-crystal. A
spectrum of raw data was divided into subspectra dependent on C/A-ratio as depicted
in figure and a factor for each depth increment was calculated. A heatmap of the
subspectra is depicted in figure [56]
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Figure 55 — A spectrum divided into subspectra based on C/A-ratio.
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Figure 56 — Heatmap of a spectrum divided into subspectra based on C/A- ratio.
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As expected, the peak-energy is lower closer to the 0 ratio, i.e closer to the anode
pixels. However on the zero mark, there is an anomaly of high energy peaks, which
could be caused by noisy cathode events or faulty readouts interpreted as low energy
or zero amplitude events, and hence not correctly categorized by the algorithm. In
further calculations these peaks are excluded.

As recorded in table [3| the cathode channel has significantly higher noise con-
tribution than the anode signals which is translated into noisy cathode events. An
example of such an event is depicted in figure [57 Noisy cathode events will introduce
uncertainty when used for depth correction.

300
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o

-100

=] 100 120 140 180
Cell
Figure 57 — Example of noisy cathode event. The cathode event is displayed in red,
and anode event in black.

One other effect is a saturated cathode which is caused by a large surge of high energy
events absorbed by multiple pixels, which is likely caused by cosmic background noise.
An example is depicted in figurds8l The saturated cathode channel will last a few
events as depicted in figure until the cathode discharges. Events with saturated
cathodes are filtered out as all events with C/A-ratio above one are excluded.
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Figure 58 — An example of a large surge of high energy over multiple pixels which is
likely caused by cosmic background noise.
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Figure 59 — An example of an event when the cathode channel is saturated.

The spectra before and after depth correction is depicted in figure [0} The FWHM is
improved from 1.020% to 0.880%.
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Figure 60 — Left: comparison of the raw data from single interaction events (orange)
and the same data with depth correction using C/A-ratio(blue).Right: zoomed in peak
of the same spectrum.

7.1 Discussion

An improvement of 0.14% is significant, however the validity of this result is question-
able. As seen from figure [60| there is a prominent peak in one bin that differs from the
raw data. This might be an effect caused by a binning-error and not the correction
itself. If this peak is excluded, the FWHM of the depth corrected spectrum is 0.949%.

The cathode noise is the largest contributor to depth interaction uncertainty.
As found in section [6.3] the cathode noise introduces significant amount of noise when
the high voltage is connected, which translates to high uncertainty of the signal
amplitude estimate, and thus C/A ratio fluctuations. Further development should
include optimization of cathode signal pulse-height filter, and further investigation of
how to minimize cathode noise within the hardware.
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8 CONCLUSION

8 Conclusion

The GDS-100 Calibration User Interface has been successfully implemented. The
user interface is implemented with Python library PyQt5. It is able to read data
as it is logged from the IDEAS Testbench to create a close to "real-time” readout.
The Interface is able to display spectra from each channel and a main spectrum with
either single or multiple interaction events. For the single interaction event spectrum,
the users are able to select which channels to be added, such as only selecting pixels
with a specific spectral resolution or only depict corner and edge pixels. There is also
the option to view data in detail by visualizing one single event. Suggested further
development is to include categorizing of Compton scattering and charge sharing.

A proposed calibration routine is implemented within the interface which con-
sist of characterizing and correcting variation in baseline levels and gain. Two
different gain correction calculation methods were proposed: by internal calibration
pulse and by channelspectra peak alignment. The internal calibrating pulse degraded
the final spectral resolution. The second method produced a single interaction
spectrum of Cs'®” with a FWHM: 0.775%. Multiple interaction event spectra of Cs'3"
resulted in FWHM: 2.72%. Further development should include neighbor readouts
with optimization signal pulse-height filter.

Efforts were made to improve spectral resolution by depth correction using
C/A-ratio, which resulted inn an improvement of raw data from 1.020% to 0.880%.
Further improvement should include depth interaction of multiple interaction events
using drift time as well as exploring subpixel resolution. Further development to
optimize the cathode pulse-height filter and investigation of minimizing cathode noise
within the hardware was also suggested.
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Appendices

A Datapacket Header
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Figure 61 — Datapacket header from the GDS-100 system.

27



B CIRCUIT DIAGRAM

ircuit Diagram
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Figure 62 — Complete circuit of the internal calibration test pulse generator.
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C TESTBENCH SCRIPTS

C Testbench Scripts

1 import sys
2 import time

#Mske sure gl] test and triggers are off

#Create file for readout and enable
th.newDatalogFile ("gain_cal 100 ls.bin'})
2 tb.enableDatalogging (True)

10 #test on
11 th.gethsicConfigBitFieldByhaddr(133,1,0)

13 #cal pulse amplitude

4 th.writeSysReg (0x0D05,2000)
15 #set amount for readout

16 tbh.writeSysReg(0x0C02,100)
17 #forced readout of

18 tbh.writeSysReg(0x0F07,0)

20 start = 1875

21 start_trig = 1325
22 for i1 in range(128):
23 if 1 = 4:
continue

[l I =4

bit_address = atart + 1
trig bit_address = start_trig + 1

[=3]

th.sethsicConfigBitFieldByaddr (bit_address,1,0)
th.sethsicConfigBitFieldByAddr (trig_bit_address,0,0)

1]

30 th.writeSysBeg (0x0F00,0)

31 th.writeReadhsicConfig(0)

32 time.sleep(l)

33 th.writeSysBeg (0x0F00,1)

34 #time.sleep (1) #check this!!

a5 #exe:utﬂ

36 th.writeSysBeg (0x0C00,1)

37 time.3leep(30)

38 th.sethsicConfigBitFieldByaddr (bit_address,0,0)

39 th.sethsicConfigBitFieldByAddr(trig_bit_address,1,0)

Figure 63 — Testbench script for automating internal calibration pulse readout for all
channels.
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import sys

import time

#config settings for readout:
#th.writeReadAsicConfig (0)
th.sethsicConfigBitFieldByRddr{2s,1,0)
#RO ALL
th.gethsicConfigBitFieldByaddr(254,1,0)
#RO<E
th.sethsicConfigBitFieldByaddr(158,1,0)

#send config
thk.writeReadfsicConfig(0)

#Create file for readout and enable
th.newDatalogFile ('pedestals.bin')
tk.enablelatal.ogging (True)

num pulse = 10000
tb.writeSysBReg (0x0C03, 400) #should be by default
tb.writeSysReg(0x0C04, 159993939)
#set maxchannels

tb.writeSysBReg (0x0F05,130)

#set amount for readout
th.writedysReg (0x0C02 , num pulae)
#ral pulse amplitude
#tb.vriteSysReg (0x0D05,0)

#set forced readout
tb.writeSysBReg (0x0F07,0)
print('readout in process')
fexecukbe

tb.write3ysBeg (0x0C00,1)

Figure 64 — Testbench script for acquiring baseline data from each channel.
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D System Settings

Table 5 — System Settings for Cs'3” measurements

’ Paramter Setting
Source Cs137
Threshold, VTHR 2200
High Voltage, detector bias HV -2500V
Clk Frequency 50Mhz
Readout frequency 6.25MHz
Read mode Read neighbors = False
SH-DELAY 80
Trans-Impedance Amplifier Gain (TIA) 100[mV/mA]|
Trigger Type 2
VFP 500
VFPO 2000
Gain pre-amplifiers Gain_C3B

Table 6 — System Settings for Na??2 measurements

’ Paramter \ Setting ‘
Source Na22
Threshold, VTHR 2200
High Voltage, detector bias HV -2500V
Clk Frequency 50Mhz
Readout frequency 6.25MHz
Read mode Read neighbors = False
SH-DELAY 80
Trans-Impedance Amplifier Gain (TTA) 100[mV/mA]
Trigger Type 2
VFP 500
VFPO 2000
Gain pre-amplifiers Gain_C3B
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