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Abstract – From examining context of news stories to looking at annual reports - their
timing and content or investigating the effect of sentiment in text, text mining is gaining
traction in financial applications. This study examines the joint effect of information
gathered from news stories, company documents and financial factors on share returns.
Using a sample of more than 13,000 public corporate documents, over 300,000 news
stories and financial data across 21 years, we find that it is worthwhile including textual
factors in combination with financial factors, and that it is possible to make abnormal
return on the information contained in news stories and corporate documents. We train a
neural network that obtains an out-of-sample prediction accuracy higher than the model
using either textual or financial information, and a subsequent long/short portfolio that
achieves returns of 9.4 times invested amount over a six-year period.
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1 Introduction

Asset price prediction is a recurring topic in fi-

nancial literature, with voluminous research seek-

ing to explain asset price developments. How-

ever, asset price prediction is in no way limited

to academia, it is a crucial topic in practice for

both institutional and individual investors. Ob-

taining an accurate model for predicting future

asset prices means being able to understand asset

price fluctuations in terms of changes in relevant

factors. An investor with an accurate model pos-

sesses a significant advantage in the stock mar-

ket as compared to the multitudes of investors

that flock to financial markets looking to earn an

abnormal return. However, the large degree of

uncertainty and volatility in the markets make

predicting stock return a tedious task and many

investors see their fortunes vanish into thin air.

A significant amount of literature emphasize

the statistical behavior of time series [54], at-

tempting to explain future return through histor-

ical behaviour. This branch of return forecasting

is known as technical analysis. The field of as-

set price forecasting is, however, not confined to

historical behaviour. Indeed, fundamental anal-

ysis has through several studies become an es-

tablished part of return predictions in academia

and in practice [12], and is arguably one of the

most common ways of estimating share returns.

Despite being widespread, intuitive and arguably

easy to perform, there exists empirical evidence

suggesting that large share price movements do

not correspond with changes in fundamental fac-

tors [16] [58] [59]. Such findings suggest that re-

searchers and investors will benefit from expand-

ing their models beyond incorporating historical

and fundamental factors. One way to do this

is through including text mining and subsequent

textual analysis. Textual analysis allows researchers

to quantify informational sources including news

stories and corporate documents, and estimate

their effect on asset price developments. This
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method has made its inroads into stock price pre-

dictions and correspondingly it has made its way

into literature within financial predictions [31].

Within this area, sentiment analysis allowing in-

vestors to tap into the market sentiment has grown

increasingly prominent [11], with results mainly

suggesting that negative words have a relation-

ship with company value [51].

When valuing a company, the amount of infor-

mation available is immense and this great pool of

information will pose as a double edged sword for

many investors. An extensive information envi-

ronment reduces information asymmetry between

investors, resulting in increased trading volumes

[10] [30]. On the other hand, if the pool of in-

formation becomes too vast, some investors will

find it challenging to access and understand all

the information available [3]. Automated solu-

tions have made successful inroads into financial

research, enabling efficient collection and debunk-

ing of public information. Accordingly, automated

solutions may allow for reduced information asym-

metry when made available to several investors.

In terms of public information, as indicated

above, a large degree of the information avail-

able is in the form of text as opposed to finan-

cial data. Despite being more challenging and

costly to retrieve and analyze than financial data

[47], textual analysis is gaining significant trac-

tion within financial applications. Recent litera-

ture supports this shift with several studies in-

dicating that it is insufficient to explain stock

prices only in terms of typical quantitative data

[1] [16] [46]. Researchers including Abrahamson

and Amir [1] and Cutler [16] argue that the solu-

tion is including non-conventional measures and

textual data, whilst Henry [34] provide evidence

that including verbal predictor variables improve

prediction accuracy. As further explained below,

it also allows for a more thorough examination of

the Efficient Market Hypothesis.

In line with the Efficient Market Hypothesis

(EMH), as new information is made available to

investors an updated market equilibrium should

emerge, eliminating any arbitrage opportunities.

This hinges on the investors, who are thought

to be fully rational therefore ensuring that stock

prices correctly reflect all publicly available infor-

mation. Assuming that this is not the case, and

that the market participants instead struggle with

limited attention and limited processing power,

as Hirshleifer and Teoh argue [36], we can test

the validity of the Efficient Market Hypothesis.

It is worthwhile to include textual information

when assessing the Efficient Market Hypothesis,

as, according to the hypothesis, all information

incorporated in news and corporate documents

should be unbiasedly reflected by the stock price

[35] immediately after publication. By the time

the investor reads the report it should be too late

to make abnormal returns on the information.

Aside from testing the Efficient Market Hy-

pothesis, another motivation for this research re-

lates to the fact that previous literature in this

field is often limited to specific documents, such

as earnings announcements, annual reports or news

stories [59]. By including both news stories and

various types of firm-related documents, we are

able to analyze an extensive set of events and tex-

tual descriptions. Combining this with financial

values allows us to look for patterns across a vari-

ety of different data sources. The technical diffi-

culty of the study lies in the extensive and metic-

ulous scraping work used to compose the data set,

and the consequent extraction of sentiment from

textual sources.

We chose the Oslo Stock Exchange for a number

of reasons. Internationally, Oslo Stock Exchange

is viewed as a leading exchange for segments in-

cluding energy, shipping and seafood. However,

we find that previous research is in large concen-

trated around the US market. In fact, to our

knowledge, there has not been conducted any sim-

ilar studies in Norway. By examining the effect of

textual factors on share return on the Oslo Stock

Exchange we are able investigate whether the re-

sults from similar international studies holds up
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in a Nordic exchange. It is furthermore likely that

the usage of textual analysis for share price pre-

diction in practice is less common in Norway. As

a result, it should be easier to examine the infor-

mational value of textual sources.

In this study, the effect of including quantified

textual information in stock predictions is inves-

tigated by creating a neural network running on

news stories and corporate documents in conjunc-

tion with financial values. Our study is distin-

guished from similar research in many ways. Firstly,

by scraping various sources in order to collect

both news stories and a variety of corporate doc-

uments we produce an extensive data set. Sec-

ondly, by focusing on the Oslo Stock Exchange,

we investigate the use textual information for stock

return prediction on a market presumably less im-

pacted by such analyses. From this, we interpret

the importance of the different features included

in the analysis. We furthermore interpret the ex-

planatory power of the the textual information

by constructing a portfolio of stocks to buy and

sell. Collectively we find that the textual infor-

mation do contain valuable information. We ob-

tain a higher prediction accuracy when including

financial and textual information, followed by a

portfolio that returns 9.4 times invested amount.

The remainder of the article is organized as fol-

lows. In Section II, relevant background is intro-

duced with a corresponding literature review. In

Section III, data sources and variables are pre-

sented, followed by an explanation of the meth-

ods used in Section IV. We continue by presenting

and discussing the empirical findings in Section

V combined with a discussion of the findings. Fi-

nally, Section VI concludes the paper.

2 Theoretical Background and

Literature Review

Textual analysis plays an important role for in-

vestors and analysts alike when valuing a com-

pany. In terms of previous literature, textual

analysis of firm-related texts has shown promising

results when it comes to predicting stock returns

[31]. Within textual analysis, Kearney and Liu

distinguish between three sources of information

researchers rely on when performing sentiment

analysis in finance; corporation-expressed senti-

ment, media-expressed sentiment and Internet-

expressed sentiment [40].

Corporation-expressed sentiment originate from

corporate disclosures, and are in large part cen-

tered around financial reports, particularly the

MD&A section from US 10-Ks [1] [25] [47]. Col-

lectively, the research suggests that including tex-

tual information from corporate documents is worth-

while. Abrahamson and Amir [1] found that the

content of the president’s letter contain informa-

tion about the future of the company, and that

the negativity holds particular explanatory power.

Feldman et al. examined the MD&A section of

corporate disclosures, indicating that the market

reaction is largely associated with the overall tone

for a short duration post publishing [25], whereas

Li document a relationship with the risk senti-

ment in annual reports and future earnings [47].

On a whole, the literature suggest that negative

sentiment have more explanatory power for fu-

ture return [1] [21] [47] [59].

Media-expressed information is based on news

stories, and a lot of the prominent research in

this area is concentrated around US news out-

lets [31]. Within media-expressed information,

Cutler, Poterba and Summer’s work on economic

news and their effect on stock return is viewed as

pioneering [16]. They estimated the fraction of

variance in aggregated stock returns that could be

explained by macroeconomic news. Since then,

there has been several studies on the impact of

different media-expressed information. Tetlock et

al. focused instead on firm-specific news from the

Wall Street Journal and Dow Jones News Service

attempting to explain individual firm’s earnings

and share performance. Their research provide

evidence that the fraction of negative words can

help forecast low firm earnings, and that the mar-

ket is slow to react on the information reflected

by the negative words [59]. Studying short sales
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and news releases from the Dow Jones, Engelberg

et al. find evidence that short sellers are apt at

processing information contained in news events,

providing them with a trading advantage [21].

Lastly, Internet-expressed information is based

on posts published by individuals online. Much

of the prominent research within this area shows

that sentiment extracted from stock message boards

holds no effect [5] [60] or only a small effect on

share returns [17]. Relying on Yahoo!, Das and

Chen performed a sentiment analysis based on

investor sentiment from stock message boards.

Their research document a weak effect for individ-

ual stocks, but show that the aggregate sentiment

for tech stocks holds a higher predictive power

[17]. As opposed to Das and Chen, Antweiler

and Frank find evidence that stock messages help

predict market volatility, but the economic effect

on stock returns is small [5]. Due to ambiguous

results in related research in combination with

a lack of historical data from Norwegian stock

message boards, Internet-expressed information

is not included in this study.

Research in the field of textual analysis is mainly

centered around dictionary-based or machine learn-

ing approaches. The dictionary-based method

has foundation in several studies, and is mainly

concentrated around two major dictionaries; the

Harvard IV Dictionary and Loughran and Mc-

Donald’s Financial Sentiment Dictionary. Tet-

lock et al. [59] and Lillo et al. [49] document the

usefulness of the Harvard IV Dictionary in lan-

guage analysis for predicting stock market perfor-

mance. Both studies investigate how firm-specific

news stories affect stock return by looking at the

constituents of the S&P 500 index and Nokia,

respectively. Comparatively, Loughran and Mc-

Donald show that the Harvard IV Dictionary is

somewhat unspecific in a financial context, with

three-fourths of negative words in the Harvard

IV Dictionary at risk of being misclassified [51].

Words such as liability, capital and foreign hold a

negative value according to the Harvard IV Dic-

tionary, but in a financial context these are fre-

quently used words that, without any other con-

text, should hardly be classified as negative. Based

on the findings, Loughran and McDonald con-

struct a financial sentiment dictionary aiming to

better reflect the tone in financial texts. Using

this dictionary on U.S. banks ’annual reports,

Gandhi et al. find that the frequency of nega-

tive words used in annual reports can help predict

bank distress [26].

Our research is most closely related to previous

work by Davis et al. and Tetlock et al. Davis et

al. investigate the relationship between qualita-

tive information from earnings releases and share

returns after controlling for various financial fac-

tors. By reviewing 24,000 quarterly earnings re-

leases between 1998 and 2003, Davis et al. find

evidence that the language used in earnings re-

leases, either optimistic or pessimistic, do hold

information about future stock performance. Our

research differentiates from Davis et al.’s work in

terms of the textual information included. We

examine qualitative information from 14,800 cor-

porate documents, including but not limited to

earnings releases. In addition, we include over

300,000 news stories and look at quarterly re-

turns over a time horizon of 21 years. Tetlock

et al. use the Harvard IV Dictionary to quan-

tify news stories, retrieving over 350,000 qualify-

ing news stories from US news outlets. Control-

ling for financial variables such as earnings, size,

book-to-market, trading volume and analyst fore-

casts, the researchers were able to document that

the frequency of negative words can help forecast

low firm earnings, and that the stock prices do not

immediately reflect the information embedded in

the news stories. Compared to Tetlock et al.,

our study is more varied in terms of the textual

sources included. In addition, we test explana-

tory power of positive sentiment, as opposed to

only emphasizing the fraction of negative words

present in news stories.

Our research adds to existing research in sev-

eral ways. As mentioned, the study is based on

an extensive set of textual sources and we test on
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the Oslo Stock Exchange. Comparatively, in in-

cluding both qualitative and quantitative sources

in order to predict the direction of share returns,

this research differentiates itself from much of the

literature within this field. By doing this, we in-

crease the scope of the textual analysis as com-

pared to Tetlock et al., Hájek, and Lillo et al., and

we differentiate ourselves from the likes of Davis

et al. by expanding beyond earnings press re-

leases. We use a dictionary-based method to pro-

duce a sentiment score from annual reports, and

a topic-based approach to understand news sto-

ries. An additional differentiating factor is that

we gather several features from the annual re-

ports; i.e. representation of women in the com-

pany and acquisitions. Lastly, we focus on quar-

terly returns. This is in line with Davis et. al,

but is a longer time horizon than the studies con-

ducted by Tetlock et. al and Hájek who focuses

on daily and three-day returns, respectively.

3 Empirical Specifications and Data

The study encompasses the constituents of the

Oslo Stock Exchange as of February 2020. This

amounts to 246 companies. The study relies on

various sources to produce the data sample;

• Thompson Reuters Eikon database for fun-

damental and technical factors

• Oslo Stock Exchange NewsWeb web page

to retrieve news stories

• Company websites to access annual reports

and other firm-related documents

Using the NewsWeb database managed by Oslo

Stock Exchange we gathered news stories from

March 18th 1998 to February 19th 2020. This

amounts to more than 350,000 news stories. By

excluding news stories that do not refer to active

stocks as of February 2020, we have more than

300,000 qualifying news stories. These news sto-

ries consists of company announcements, and in

line with the Securities Trading Act in Norway,

all listed companies are obliged to publish notifi-

able inside information. Furthermore, according

to Oslo Stock Exchange’s web page, this informa-

tion is published and stored in NewsWeb immedi-

ately upon publication. As a result, NewsWeb is

viewed to be a comprehensive and viable source

for news stories.

In retrieving company reports and presenta-

tions a three-layered scraping effort was performed.

With a total of 246 firms, we have retrieved 14,814

documents resulting in 13,420 qualifying reports

and presentations. Typically, these documents

are pdfs that the firm has published under its

investor relations pages. This is quite different

to related research, which tends to focus on 10-

Ks and then oftentimes extracting only the Man-

agement’s Discussion and Analysis to be used in

the analysis. When collecting firm-related docu-

ments from individual firms’ web pages, we rely

on companies to have an exhaustive repository of

company documents since their initial public of-

fering. By implementing a three-layered scraping

solution, we are able to locate and obtain doc-

uments that are scattered across different URLs

associated with each company’s web page.

After having downloaded the corporate docu-

ments, we use Python to extract texts from the

pdfs. This is a computationally complex task,

and documents that are scanned as opposed ex-

ported to pdf are excluded as they cannot be read

by the script. Reports and presentations con-

sist of anything from one page to several hundred

pages. Understandably, the textual analysis that

ensues after extraction of text from pdf is lenghty

and computationally intense. In performing the

textual analysis, aside from gathering sentiment

and other factors, we extract the quarter and year

of publication. When the quarter and year is

unattainable, the content of the pdf cannot be

matched to financial factors and news factor. The

pdf is rendered useless resulting in the exclusion

of the report from the analysis. We furthermore

test the language of the pdfs, finding that 11.2%

of the pdfs are in other languages than English.

These reports are however included as they will

present reliable data for factors including read-
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ability, percentage women represented and acqui-

sition focus.

The data is standardized before being included

in the model, in addition to being adapted to the

quarterly prediction horizon. The predictions are

made 2 months into the next quarter, ensuring

that the model does not predict using values that

are not available at the time of prediction. Table

1 introduces and explains the variables used in

the study.

Table 1: Variable definitions

Variable Definition Rationale

Textual analysis

News senti-

ment

Sentiment score on news stories

based on Loughran and McDon-

ald Financial Sentiment Dictio-

nary. We calculate positive and

negative sentiment, as well as

overall tone (sentiment polarity)

Many researchers have documented a correlation be-

tween sentiment in news stories and stock perfor-

mance, including Tetlock et al. [59], Cutler et al.

[16] and Engelberg et al. [21]

News con-

text classifi-

cation

Dummy variables indicating

which company event has oc-

curred. Events are shown in

appendix

Allows us to capture context. Hájek show that cap-

turing context in news stories result in a significant

increase in prediction accuracy [31]

Sentiment

on public

corporate

document

Sentiment score based on

Loughran and McDonald Fi-

nancial Sentiment Dictionary.

We include the three sentiment

factors: (i) positive sentiment,

(ii) negative sentiment and (iii)

sentiment polarity

Annual reports and other company documents is a

way for firms to communicate corporate strategy to

its stakeholders, and research indicates that the con-

tent of the reports have a correlation to stock per-

formance [1] [41]. In line with related research, we

utilize sentiment scores to quantify the qualitative

textual information [26] [31]

Readability We measure readability with

the Gunning Fog Index. The

index returns a number in-

dicating the reading level as

measured by an educational

grade. Gunning fog index =

0.4 ∗ (words per sentence +

percent of complex words)

As Bloomfield [9] describes in 2002, managers have

incentive to obscure information that might ad-

versely impact stock price, making it difficult for

investors to uncover information. Li [48] tests this

theorem by implementing the Fog index. By look-

ing at MD&A of US companies, Li find that firms

with annual reports with a higher readability have

more persistent positive earnings. The Fog index is

the most common measure for readability in financial

research [52]
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% Female

names

Using a proprietary database

of Norwegian names we esti-

mate the percentage represen-

tation of females in the com-

pany, as compared to males.

We construct a variable that

is calculated according to the

formula below: %Females =
namefemale

namefemale+namemale

Indicate how well the female gender is represented

in the company. Several recent research is focused

on the effect of having women in management and

board positions, some research evidencing investor

bias against women [19], whilst other research show

that having women in boards or management posi-

tions improve corporate decisions [13] and/or stock

return [13] [53]. As the names mentioned in corpo-

rate reports are mainly affiliated to management and

board members, we expect this variable to, within

reasonable bounds, reflect the amount of females in

top positions.

Acquisition

factor

Frequency analysis on acquisi-

tions and related terms as a per-

centage of total number of words,

excluding stop words

Acquisitions have been proven to have an effect on

stock return. Kamaluddin et al. [39] documented a

positive correlation between acquisitions and stock

performance, whereas Alhenawi et al. [4] show that

the effect is dependent on the type of acquisition, i.e.

related or unrelated to the core business

Financial data

Dividend

yield

Dividend as percentage of total

revenues

Graham and Dodd stated in the 1930’s that the

stock market reacts favourably to high dividends,

whilst Modigliani and Miller argued in the 1960’s

that a firm’s dividend policy is irrelevant on its

value [56]. Dividend policy is understandably a con-

tentious topic in financial research, with many re-

searchers attempting to understand the effect of div-

idend payments on firm value. Researchers including

Erasmus [22], Henne et al. [33] and Lintner [50] ar-

gue that dividends have an impact on share returns

Dividend

stability

Dividend stability is measured as

point change in dividend yield for

the past period to the current

Several studies provide evidence that dividend yield

alone is not sufficient to explain stock return, but

should be viewed in combination with dividend sta-

bility, indicating that dividend stability contain in-

formation about future performance [7] [22] [28]

EBITDA

margin

Profitability ratio calculated as

earnings before interest taxes,

depreciation and amortization

over total revenue. EBITDA is

viewed as a proxy for cash flow

Frequently used by institutional and individual in-

vestors to measure profitability [44]
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EBITDA

margin

change

Point change in EBITDA margin

compared to last period

Metric reflecting profitability development as mea-

sured through EBITDA

EPS 12

month

growth

12 month percentage change in

the company earnings available

per share issued

EPS is a popular ratio for investors and is viewed as

a big determinant of share prices [8]. Haugen and

Baker also show that past returns is correlated to

future returns [32]

EPS 3 month

growth

3 month percentage change in

the company earnings available

per share issued

As mentioned above, EPS is a commonly used ratio

amongst investors. We use both 3 and 12 month

momentum

Revenue

12 month

growth

12 month change in total revenue

as percentage

Past financial performance is an essential input into

analysts’ valuation model, and is used to substan-

tiate stock performance. Within literature, Lakon-

ishok et al. document a negative relation between

returns and as sales growth, explaining this finding as

investors overly emphasizing past performance [43]

Revenue

3 month

growth

3 month change in total revenue

as percentage

As indicated above, revenue growth is an important

input into many valuation models. Here we include

the shorter time frame of 3 months to specify shorter-

term developments

Market value Absolute firm size as calculated

by share price times number of

shares

Fama and French is known to have documented that

the size of a firm help explain returns [23] [24]

Market value

/ book value

Ratio as calculated by total mar-

ket capitalization over total book

value

Metric showing how much shareholders pay per unit

of currency in assets. Used to indicate the value of

the stock

P/E ratio P/E, or the price earnings ra-

tio, is a ratio reflecting the firm’s

capitalization over the firm’s

value

P/E is a well-known metric commonly used by in-

vestors to quickly grasp the pricing of a stock. Re-

searchers including Basu [6], Haugen and Baker [32]

and Miller et al. [55] have found that P/E ratio has

an effect on share returns

Price / cash

flow

Ratio comparing value of stocks

to cash flow

Valuation multiple measuring operational cash flow

relative to stock price

Price / sales Ratio showing value of stocks

over total sales

Valuation multiple comparing value of stocks to rev-

enues

3 month mo-

mentum

Technical indicator showing the

share return over the past 3

months

Several studies indicate the effect of momentum on

share returns, including Jegadeesh and Titman doc-

ument correlation between 3-12 month momentum

and future returns [37]
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12 month

momentum

Technical indicator showing the

share return over the past 12

months

As mentioned above, this technical indicator is often-

times used to estimate share returns. Here we use 12

month momentum to view long-term stock develop-

ment in addition to the shorter three month frame

explained above

ROIC Return metric calculated as re-

turn as % of invested capital

Indicates a firm’s ability to earn on capital invested

ROA Return metric calculated as re-

turn as % of total assets

Indicates how well the company turns its assets into

earnings

ROE Return metric calculated as re-

turn as % of equity

Return metric that is widely used in practice. In-

dicates how well the firm translates its equity into

returns. Haugen and Baker show that return on eq-

uity is correlated to future returns [32]

Sales / total

assets

Total sales over total assets Indicates the firm’s ability to generate revenue from

assets

Total asset

growth

% growth in assets Cooper et al. indicate a correlation between growth

in a firm’s assets and future returns [15]

Current ra-

tio

Liquidity ratio as shown by cur-

rent assets divided by current li-

abilities

Indicate the firm’s ability to cover short-term debt

Debt / Total

capital

Financial leverage measure Metric showing the firm’s leverage, used to indicate

the risk associated with the firm

Share

turnover

as % of

market value

Liquidity proxy calculated as to-

tal volume traded over market

value

Glosten et al. investigated liquidity in terms of share

turnover and found evidence that share turnover is

negatively correlated to returns [27]. This is also

evidenced by Haugen and Baker [32]

Volatility Measure of dispersion of returns

calculated as standard deviation

Commonly used risk metric. Haugen and Baker

found that volatility does not affect share returns

[32]
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4 Research design

In this section, we formulate three research ques-

tions intended to be answered throughout the study.

The methods used in order to answer each topic

are subsequently introduced.

The research questions are as follows:

Question 1: Does information obtained from news

stories and corporate documents improve pre-

diction accuracy ?

Despite an increasing number of research

focused on textual analysis, few studies in-

corporate both news stories and corporate

documents for stock return prediction. If

the model has a higher prediction accuracy

by including textual analysis, we find evi-

dence that corporate documents and news

stories contain information that investors

can act upon to make abnormal returns.

On the contrary, if the prediction accuracy

does not benefit from including qualitative

factors, we find evidence that the content

of firm-specific news stories and corporate

documents is inconsequential for how the

stock price develops.

Question 2: Which features hold importance for

prediction of stock performance?

This is a worthwhile questions as it allows

us to determine which factors are of high

importance to explaining stock price move-

ment.

Question 3: Can the findings be used to sub-

stantiate a profitable investing strategy

Constructing a portfolio of long and short

positions allow us to interpret how the re-

sults translate into returns for investors. We

test whether the results may be exploited in

practice by constructing a long/short port-

folio with 5%, 10% and 20% of stocks for

each prediction period. We include liquidity

restrictions and transaction costs, meaning

the investor has a limited amount of money

to invest, and that transaction costs incur

when the portfolio is rebalanced.

4.1 Textual Analysis

Over 300,000 news stories and over 13,000 com-

pany documents were collected to provide the ba-

sis for a sentiment analysis and context classifica-

tion.

4.1.1 Sentiment analysis

Following related research [20] [21] [31] we con-

struct quantitative variables from textual features

by structuring the content into singular words

populating a matrix. Unnecessary words and char-

acters are excluded from the analysis, followed

by tokenization and stemming using the Porter

method allows us to group related words. Based

on this, we construct a matrix of sentiment-bearing

words. By using a dictionary-based method, the

matrix is translated into a quantitative variable

by examining the occurrences of words and aggre-

gating their sentiment value. The sentiment value

is based on a classification into positive and neg-

ative words. This holds true when using both the

Harvard IV Dictionary and Loughran and Mc-

Donald’s Financial Sentiment Dictionary. An ad-

vantage of using the dictionary-based approach is

that human judgement is not involved, as would

have been necessary in a supervised machine learn-

ing context. In fact, if we were to use a ma-

chine learning approach for sentiment analysis,

we would have to pre-classify parts of the data

sample into positive, neutral and negative senti-

ment in order to test and train the model. The re-

liance on human judgement and the tedious work

associated with the pre-classification, makes it

unsuited for the premise of this study.

We use raw-term frequency of word categories

in calculating the sentiment. Using raw term fre-

quency means that all sentiment-bearing words

are weighted equally. After understanding the

count for positive and negative words, the values
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Figure 1 Overview of methodology used in this study

are normalized over the length of the text. We ap-

ply this approach when calculating both positive

and negative sentiment for corporate documents

and news stories. In addition, we investigate the

tone of the news stories and corporate documents

by calculating the ratio of positive minus neg-

ative words over total sentiment-bearing words.

Lastly, we calculate readability to indicate how

difficult the text is. Complex words are defined

as words containing three syllables or more, and

again, each word is weighted equally in order to

calculate the factor.

4.1.2 News Context Classification

We extract the context of each news story by

grouping the stories into 29 different classes. Us-

ing automatic classification, the news story is clas-

sified according to the appearance of given words.

These words, or key words, are the most frequent

unique words associated with each class and are

defined using a bag-of-words approach on a sub-

set of stories. The method is applicable for both

Norwegian and English news stories as the classes

are defined using key words from both languages

- an advantage as this news outlet publishes sto-

ries in both languages. This is a reliable approach

for grouping of news stories retrieved from Oslo

Stock Exchange NewsWeb as the content is in a

relatively standardized format.

4.2 Financial Factors

For each period, we obtain several financial fac-

tors used in the analysis. In line with similar

research, we calculate logarithmic stock returns.

The predictors are scaled so that the magnitudes

of each coefficient are of equal unit, centered so

that the we achieve a mean of zero and standard

deviation of one. This computation is shown in

Equation 1. These two computations enable us

to compare predictors that initially have varying

scales.

xi,standardized =
xi − µ

σ
(1)

4.3 Neural Network

In this study, we apply a neural network to

train and test a model based on three data sets:

(i) financial factors gathered from Eikon, (ii) quan-

tified textual factors from news and corporate

documents and (iii) the aggregate data set. The

principal advantage to using a neural network as

opposed to a linear regression is that the model is

unperturbed by multicollinearity and nonlinear-

ity. In terms of textual analysis within financial
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literature, neural networks are not as prominent

as support vector machines and naive Bayes [31].

However, neural networks have shown promising

results in several financial applications including

share price prediction with textual analyses, as

shown by Khadjeh et al. [38] and Hájek [31].

The model is apt at discovering seemingly hid-

den patterns in the data by passing the data through

several layers. Between each layer the input is

weighed and summed together with a bias, and

passed through an activation function. This al-

lows for interactions and nonlinearity. As for the

activation functions, ReLU, or a rectified linear

unit, is one of the most popular ones. ReLU

also happens to be the activation function imple-

mented in this study. This is a piecewise linear

function that outputs the value if positive or zero

if negative. Behind the curtain, an optimization

algorithm helps determine the weights and bias

in order to minimize errors. As is common, the

gradient descent algorithm will be used as the op-

timization algorithm, supported by backpropaga-

tion that determines the gradient.

Naturally, the neural network requires several

hyperparameters. Hyperparameters are predeter-

mined variables that set the rules for how the

model learns and predicts. These hyperparame-

ters are tuned using a cross validation grid search

approach. This allows us to test on the training

data which values of hyperparameters are most

suited for the task at hand.

4.4 Feature Importance

Feature importance is a valuable part of this

study allowing us to understand how the features,

or factors, contribute to the prediction in the model.

Determining feature importance is simple for the

linear regression case, here one looks at the size of

the coefficient and the p-values to determine the

impact of a one-unit change and the statistical

significance of the factor. In the case of the neu-

ral network, understanding feature importance is

not quite as simple. The model is less transpar-

ent oftentimes described as a black box.

Fortunately, there are ways to calculate fea-

ture importance for the more complex models,

one such way is to implement permutation fea-

ture importance. Using this method, we random-

ize the values for each feature one at a time, and

calculate the prediction accuracy associated with

each model. Mean directional accuracy is used as

the performance measure. In the case of a signif-

icant drop in accuracy for one model, the factor

that is randomized in that model contributes sig-

nificantly to the prediction.

4.5 Trading Strategy

We interpret the usefulness of the model through

constructing a portfolio of long and short posi-

tions for the test period. The portfolio consists

of a total of 20 companies, divided across long

and short positions. The long position comprises

of the 10 stocks with the highest predicted re-

turns, the short position of the 10 stocks with the

lowest predicted returns. We introduce liquidity

constraints and transaction costs in the portfolio

optimization problem. The transaction costs are

calculated using the Nordic bank Nordnet’s bro-

kerage fee’s for long and short transactions. Using

this, we paint a realistic picture for returns ob-

tainable for individual investors investing in line

with the recommendations of the model.

4.6 Prediction Accuracy

The validity of the features included and the

model implemented in the study are investigated

through comparative analysis. On a whole, direc-

tional accuracy is used as the main performance

metric, complemented by root mean squared er-

ror (RMSE). Using directional accuracy, we com-

pare the neural network with a simple linear re-

gression. Directional accuracy forecasts the di-

rection of change, and it has support within re-

cent literature. Leitch and Tanner argue that

directional accuracy is a valid evaluation crite-

rion when predicting firm profits [45]. Other re-

searchers including Abhyankar et al. [2], Cheung

et al. [14] and Moosa et al. [57] argue that direc-

tion of change correlates more strongly with prof-

itability as compared to other statistical measures
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including root mean squared error. The formula

for mean directional accuracy (MDA) is shown

below:

MDA =
1

N∑
1sign(At−At−1)==sign(Ft−At−1) (2)

At: actual value

Ft: forecast value

5 Results and Discussion

In this section, we present the results from our

analysis with a subsequent discussion. Using 13,420

corporate documents, over 300,000 news stories

and supplementing with financial values over a

period of 21 years, our results suggest that the

information contained in textual sources are of

value. We arrive at such a conclusion by compar-

ing two different statistical models, a deep neu-

ral network and a simple linear regression. Both

models are implemented on three different data

sets:

• Financial factors (technical and fundamen-

tal)

• Factors obtained by textual analysis of news

and corporate documents

• Both data sets (aggregate data set)

We find the feature importance of the various

factors by implementing the method explained

above. In addition, we compare the results of

the neural network prediction with different data

sets by constructing long/short portfolios. All of

the results are shown and discussed in the con-

secutive subsections.

5.1 Value of Including Qualitative Fac-

tors

We present the prediction accuracies in Table 2,

showing both mean directional accuracy (MDA)

and root mean squared error (RMSE) for the neu-

ral network (NN) and ordinary least squares re-

gression (OLS). It is evident that the neural net-

work achieves a higher directional accuracy than

linear regression, and this goes for all data sets.

The highest directional accuracy is associated with

the neural network run on the data set contain-

ing all data, with a directional accuracy of 56.4%.

This is a clear improvement over 53.2% that is

obtained using the linear regression. Existence of

multicollinearity or hidden patterns in the data

set are possible reasons. The neural network uses

interactions and nonlinearity to expose these hid-

den patterns, and successfully handles multicollinear-

ity. Simultaneously, the results point out that the

linear regression might be too simple for the pre-

diction task at hand.

Table 2: Prediction accuracies
OLS NN

Model MDA RMSE MDA RMSE

Financial 48.6% 0.597 53.8% 0.602

Textual 52.0% 0.603 51.1% 0.596

Aggregate 53.2% 0.606 56.4% 0.596

From Table 2 it is clear that the data set con-

taining both financial and textual values obtains

the highest prediction accuracy in this study. This

above the financial case at 53.8% and the textual

case at 51.1%. The results suggest that the fac-

tors obtained from textual sources have a bene-

ficial presence when combined with financial fac-

tors. Excluding one or the other results in omit-

ted variable bias. This is supported by the root

mean squared error, that show the lowest error

for the aggregate model and the textual model at

0.596, followed by the financial model at 0.602.

Table 2 reveals one interesting observation re-

garding the distinction between financial and tex-

tual information. For textual information, the

neural network does not produce higher predic-

tion acccuracies than ordinary least squares re-

gression. On the other hand, for financial infor-

mation, neural networks works better than the

OLS regression. This could indicate that in this

market, investors analyze financial data using re-

gressions. As a result, regressions might not be

useful in this context anymore, while neural net-

works are. However, it seems that textual infor-

13



mation is not utilized by investors in this market,

as linear regression based on textual data makes

better predictions.

For comparison, the directional accuracies across

different prediction ranges are shown in table 3.

According to the table, the extreme cases of very

high or very low predicted returns show a higher

directional accuracy for the neural network. This

result reveals that the neural network model is

comparatively bad at distinguishing the direction

of stocks that are expected to have moderate re-

turn over the period. At the same time, the model

is better at predicting the direction of stocks whose

prices are expected to move more. The model

is, in other words, bad at predicting direction of

share returns in general, but provide reliable re-

sults for stocks that it finds likely to have signif-

icantly high or low returns. It furthermore be-

comes evident that the aggregate model outper-

forms the textual and financial model in terms

of directional accuracy in the high and low per-

centiles. The lowest percentiles of the aggregate

model, with a MDA of 68%, obtains the high-

est directional accuracy in this study. The pat-

tern of strong prediction accuracies is not quite

as present for the OLS regression. The model

generally has a higher prediction accuracy for the

bottom percentiles on all data sets, but performs

worse in the top percentile. In fact, the OLS re-

gression performs worst in the 90-100 percentile

for the aggregate data set.

5.2 Feature Importance

We calculate permutation feature importance

of the aggregate model in order to understand

how the factors contribute to the predictive power

of the model. The results are shown in table 4.

As mentioned, a lower permutation feature im-

portance is associated with a higher importance

to the model, as we measure the importance with

mean directional accuracy. Table 4 is ordered af-

ter ascending feature importance, meaning that

the higher up the feature, the more important it

is.

It is clear that news stories and corporate doc-

uments contain information that is valuable in

a return prediction model. According to the re-

sults, 5 of the 10 most important factors are ex-

tracted from news stories, 2 from corporate doc-

uments. The textual features, despite having a

lower prediction accuracy standalone as shown in

table 2, is evidenced to be significant when used

in conjunction with financial factors. Looking

at the factor documented to hold most impor-

tance, the directional accuracy decreases 4.3% to

95.7% of its original value when permuting the

news class associated with new projects. This is

not a significant decrease, but it reflects that the

model is not excessively reliant on any one fea-

ture. In fact, the results indicate that the model

uses a vast amount of information to find signals,

and that the strength of the model is in combin-

ing the different factors. As a side note, table 4

shows that seven features are associated with an

increase in directional accuracy when permuted.

This does not necessarily imply that the features

do not have any significance for share returns,

rather it may exemplify how permutation impor-

tance is not able to capture the effects of multi-

collinearity, a typical issue with permutation fea-

ture importance.

Table 3: Directional accuracy for percentiles of predicted return, NN

0-10% 10-20% 20-80% 80-90% 90-100%

NN

Aggregate 68.0% 55.0% 54.9% 53.9% 58.1%

Financial 60.9% 47.3% 52.7% 57.0% 56.6%

Textual 53.9% 55.0% 50.6% 50.8% 47.3%

OLS

Aggregate 59.4% 54.3% 53.2% 57.8% 51.2%

Financial 56.3% 45.0% 49.3% 57.0% 55.0%

Textual 59.4% 58.1% 50.7% 53.9% 51.9%
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Table 4: Permutation feature importance

Feature Importance

News context classification: New project 0.957

Dividend stability 0.963

News context classification: Dividend announcement 0.965

Corporate document: % female names 0.966

12 month trailing ROA 0.966

News context classification: Other news 0.967

News context classification: Dividend is paid out 0.968

News context classification: Information about company presentations 0.971

3 month momentum 0.971

Corporate document: Sentiment polarity 0.972

Dividend yield 0.972

EPS 3 month growth 0.974

Price to sales 0.975

News context classification: Insider buys shares 0.975

EBITDA margin 0.976

EPS 12 month growth 0.977

Debt % Total capital 0.977

News context classification: Change in interest rate 0.978

12 month momentum 0.980

Market value / book value 0.981

News: Sentiment polarity 0.981

Volatility 0.982

ROE 0.984

News context classification: Acquisition of other firm 0.984

Corporate documents: Sentiment negative 0.985

ROIC 0.986

Sales / total assets 0.987

News: Negative sentiment 0.988

Share turnover as % of market value 0.990

News context classification: Reduced debt 0.990

News context classification: General meeting 0.990

News context classification: Cancellation/delay in project 0.990

News context classification: Large shareholder buys shares 0.991

News context classification: Company is IPO’d 0.991

News context classification: Large shareholder sell shares 0.993

Price / cash flow 0.994

News context classification: Emission/increase share capital 0.994

Revenue 12 month 0.994

News context classification: Challenging market conditions 0.995
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Total asset growth 0.995

News context classification: Insider sells shares 0.995

News context classification: Company may be acquired 0.996

News context classification: Increase debt 0.996

News context classification: Company is excluded from observation 0.996

News context classification: Judicial or regulatory enforcement 0.997

News context classification: Changes in leadership / board 0.997

News context classification: Company put on observation 0.998

News: positive sentiment 0.998

News context classification: dividend reduction or cancellation 0.998

News context classification: Cost reduction programme 0.999

Current ratio 0.999

P/E ratio 0.999

News context classification: Favourable market conditions 0.999

EBITDA margin expansion (contraction) 0.999

News context classification: Share buyback 0.999

Market value 0.999

News context classification: Divestment of company assets 1.001

News context classification: Decrease in share capital 1.003

Corporate document: Readability 1.003

Corporate document: Acquisition factor 1.005

News context classification: Implementation of employee incentive program 1.006

Corporate document: Sentiment positive 1.009

Revenue 3 month growth 1.023

5.3 Investment Strategy

Using the neural network model, we construct

a portfolio of the shares predicted to outperform

and underperform in each quarter. We take into

account transaction costs and liquidity constraints.

For comparison, we examine the portfolio return

across two models: (i) the neural network and

(ii) linear regression, based on three different data

sets: (i) financial (ii) textual and (iii) the aggre-

gate data set. The portfolio performance of the

neural network portfolios are shown in figure 2,

and the performance of the OLS regression port-

folios are shown in figure 3.

As evident from figure 2, the neural network

obtains returns of 9.4x, 6.3x and 3.5x invested

amount using the data sets aggregate, financial

and textual, respectively. In other words, the

aggregate model performs well above the finan-

cial model, which in turn returns close to twice

that of the textual model. The return achieved by

the aggregate model is significant and can in part

be explained by the prediction accuracy split we

show in table 3. The table shows that the stocks

that are included in the aggregate portfolio are

more likely to move in the favourable direction

as the model is better at predicting in the top

and bottom percentiles. This holds true for the

financial model as well, but this trend is not as

evident for the textual model, which has a direc-

tional accuracy worse than a coin flip in the 90th

percentile. As mentioned, transaction costs are

16



included, but will not greatly impact the returns

of the portfolios as we operate with quarterly re-

balancing.

For comparative reasons, we also look at the

returns of the linear regression shown in figure

3. Notably, the portfolios based on the linear re-

gression performs worse than the neural network.

There is one exception, and that is for the textual

model where OLS regression yields a higher port-

folio return than the neural network. It seems the

linear model is seemingly unable to find profitable

patterns in the data, this is particularly true for

the case relying on financial data. A possible ex-

planation is that share price prediction with fi-

nancial values is widely used in practice, and that

the underlying data is readily accessible. This is

further supported by the fact that the portfolio

relying on textual data outperforms the financial

portfolio by a large margin, as text mining is more

complex and the data is subsequently less acces-

sible. Furthermore, apart from the model based

on textual data, the neural network gives signif-

icantly better results than the linear regression,

supporting the findings in table 2.

In theory, returns of this portfolio should be

only alpha driven. By including an equal weight-

ing of long and short positions and assuming that

the long and short stocks have similar relationship

to the market developments, we should be able to

eliminate market risk. Theoretically, the result is

a portfolio with an insignificant beta and high al-

pha. We test this by running a CAPM regression

on the portfolio versus an index constructed of

the stocks included in the analysis. The results

are shown in table 5. We get a quarterly alpha of

4.7% with a p-value of 0.092. This corresponds

to a yearly alpha of 20.2% and a confidence level

of 90.8%. The beta is at 0.056 with a p-value of

0.750. This is a low beta, with a confidence level

of only 25%. In other words, the portfolio is not

exposed to market risk, and the returns are based

on alpha. This provides the backdrop of a possi-

ble trading strategy consisting of a combination

of our portfolio and index, yielding a stable port-

Table 5: CAPM regression of long-short strategy

Coefficient t-statistic p-value

Alpha 0.047 1.762 0.092

Beta 0.056 0.323 0.750

Table 6: Fama-French Three-Factor Model re-

gression of long-short strategy

Coefficient t-statistic p-value

Alpha 0.051 1.821 0.084

MKT 0.079 0.421 0.679

HML -0.352 -0.467 0.644

SMB -0.345 -0.785 0.442

folio returning more than only investing in the

market portfolio.

By including the two additional factors HML

and SMB, we test whether the portfolio return

can be explained by the factors in the Fama-

French Three-Factor model. Norwegian values

for HML and SMB is gathered from Bernt Øde-

gaard’s webpage [61]. When adding HML and

SMB we are able to test whether the return can

be explained by systemic risk or if the portfo-

lio obtains a true alpha. The results are shown

in table 6. This time around we obtain a quar-

terly alpha of 5.1% with a p-value reaching 0.083,

meaning that this alpha is statistically significant

at the 10% confidence level. The market beta is

calculated to be 0.079 with a p-value of 0.697. In

other words, the market beta is not statistically

significant at the 10% confidence level, meaning

we cannot with certainty say that it is different

from zero. We find the same for the factors HML

and SMB, both have p-values well above 0.10, and

yet again we cannot with certainty say the factors

are unequal to zero. As both CAPM and Fama-

French Three-Factor model yield positive alphas

that are statistically significant at the 10% con-

fidence level, we find evidence that the portfolio

return is in fact driven by alpha and not by tak-

ing on systematic risk.

We, furthermore, test the sensitivity of the model

by including a varying number of stocks and ex-

amining the consequent portfolio return. Figure 4
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shows portfolio returns for portfolios consisting of

3, 5, 6, 7, 10 and 12 stocks. The results show that

the number of stocks in the portfolio is inversely

correlated with return. There are two reasons

as to why this happens. First, each additional

share included has a lower predicted return than

the previous, therefore, assuming that the pre-

diction is correct, the overall return diminishes.

Secondly, as shown in table 3, the model pre-

dicts accurately for extreme cases of high and low

predicted returns. Increasing the portfolio size

would, according to table 3, cause a higher prob-

ability of including stocks with erroneous predic-

tions. The returns of the portfolio with 10 and 12

long and short positions makes this painstakingly

clear. On the other side, portfolios containing few

stocks are more volatile and are associated with a

higher idiosyncratic risk. This is suggested by the

return of the portfolio with three short and three

long positions - which had a relatively bad per-

formance prior to 2015, reaching a higher overall

return than the main portfolio (five stocks per po-

sition) from 2017 onward. Increasing the portfolio

size to five stocks per position yields a compara-

tively lower idiosyncratic risk while maintaining

the high return profile.

The return of the portfolio consisting of five

stocks per position is compelling, and to further

understand what is driving the strong results we

segment the return across long and short posi-

tions. Doing this allows us to understand how

the two positions contribute to the overall return.

The result is illustrated in figure 5. From the fig-

ure, it is evident that both positions provide high

returns, but is affected by a higher volatility than

the portfolio containing both positions. Both po-

sitions have an overarching positive drift, but de-

velops quite differently over the period. The long

portfolio quickly achieves high return multiples,

achieving at best nearly 12 times the invested

amount before dropping heavily to 7.8 times in-

vested amount. The short portfolio on the other

side is slower to progress, returning below in-

vested amount in 2013. This turns rapidly and

the short portfolio ends up with returns of 10.8

times the original amount over the six year pe-

riod. Overall, the gradient is close to opposite of

that of the long portfolio, and has quite extreme

slopes.
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Figure 2 Portfolio performance neural network

Figure 3 Portfolio performance linear regression
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Figure 4 Portfolio return for differing number of stocks in portfolio

Figure 5 Portfolio return split across long and short portfolio for portfolio
with five long and five short positions
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6 Conclusion

This study attempts to measure the informa-

tion contained in corporate documents and news

reports by retrieving vast amounts of data from

company websites and news outlets. We combine

this data with classical technical and accounting

data and test the predictive power of a neural

network. Our results suggest that textual sources

contain useful information that can help indicate

future performance of a company, showing that it

is worthwhile to scrape and quantify public tex-

tual sources. We find that a model containing

financial and textual information outperforms a

model with either financial or textual with a di-

rectional accuracy of 56% in a neural network. In

fact, we find that the directional accuracy is even

higher for the highest and lowest percentiles of

predicted returns, reaching 68% at most. As a di-

rect result of this, a portfolio constructed from the

predictions based on the aggregate model yields

a return reaching 9.4 times invested amount over

a six-year period, and outperforms the portfolio

constructed on either financial or textual infor-

mation. We also look at how much each factor

contribute to prediction accuracy, finding that no

specific factor is uniquely important to the model,

rather that the predictive power is result from the

combination of features.

Recent literature reports a relationship between

textual information from corporate documents and

news stories on share return, and our study cor-

roborates this research. By looking at the Oslo

Stock Exchange, we find evidence from the Nor-

wegian market supporting the research findings

of several studies, including Davis et al. [18] and

Tetlock et al. [59], on the importance of quali-

tative factors for stock prediction. Furthermore,

our analysis indicates that it is possible to earn

an abnormal return by assessing available pub-

lic information, thus contributing to the litera-

ture supporting market inefficiency. Retrieving

and quantifying textual information from annual

reports and news stories is time-consuming and

computationally complex, meaning that although

the data is accessible it is not necessarily easily

accessible. It is likely that the investor is unable

to process and correctly act upon every bit of in-

formation, giving rise to arbitrage opportunities.

This is consistent with the Inefficient Market Hy-

pothesis.

There are ways to further build upon this study.

This study is limited by access to information,

which has been prevalent in the earlier parts of

the historical period included. Firms with non-

readable pdf’s or Norwegian report language was

more common, and this results in less viable data

from the earlier periods. Implementing a more ex-

tensive text mining approach to investigate syn-

tax, and extract content from corporate docu-

ments could yield valuable information, but cor-

respondingly requires increased processing power.

In gathering information, we have attempted to

be exhaustive, but it could be of interest to in-

crease the scope further by including Internet-

expressed information. A major drawback is that

much of the content on stock message boards is

written in Norwegian, whereas the dictionary-based

approach relies on English as the input language.
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Appendix

Table A1: Context classification

News event

New project

Dividend announcement

Other news

Ex Dividend

Information about company presentations

Primary insider buys shares

Change in interest rate

Acquisition of other firm

Reduced debt

General meeting

Cancellation/delay in project

Large shareholder buys shares

Company is IPO’d

Large shareholder sell shares

Change in share capital

Challenging market conditions

Primary insider sells shares

Company may be acquired

Increase debt

Company is excluded from observation

Judicial or regulatory enforcement

Changes in leadership / board

Company put on observation

Dividend reduction or cancellation

Cost reduction programme

Favourable market conditions

Share buyback

Divestment of company assets

Decrease in share capital

Implementation of employee incentive program

Table A2: Directional accuracy for all percentiles of predicted returns

0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

Aggregate 0.680 0.550 0.555 0.496 0.578 0.496 0.531 0.636 0.539 0.581

Financial 0.609 0.473 0.578 0.457 0.578 0.481 0.563 0.504 0.570 0.566

Textual 0.539 0.550 0.516 0.488 0.500 0.512 0.492 0.527 0.508 0.473
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Figure A1: Neural network used in the analysis

The neural network included in the analysis consist of three layers with 140 nodes each. Using the

ReLu activation function we obtain predicted share return. A simple gridsearch has been used to tune

epochs and number of nodes. Testing 50, 100 and 200 epochs and 50, 100, 140 and 200 nodes we obtained

the best prediction accuracy using 100 epochs and 140 nodes in each layers.
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