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The thesis describes and documents an exp|oro‘rion of
use cases of ougmen’red reo|i‘ry for ﬂigh’r inspection and
airborne surveillance industry. It includes the insights |
goined from sfudying the company, review of available
AR solutions, ideation for use cases of AR for their
different depor‘rmenfs, and concepft design of an AR user
interface for Highf inspection and airborne surveillance
systems.
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Abstract

Norwegian Special Mission, as one of the market leaders
in the ﬂigh’r inspection and airborne surveillance iridus‘rry,
wants to prepare itself for the coming years. According
to the strategic p|ons proposed to the company in our
last collaboration, iiiey are working on a new human-
computer interaction as well as a drone-based mission
system. This master’s thesis proposes a concepft of an
AR user interface that provides odvon‘roges not ori|y for
their current mission p|oiform, but also for their drone-
based solution. The design brief was defined Through the
Delft innovation model, then, the concept was deve|oped
with a user-centered opprooch combined with the
theoretical know|edge in information visualization. The
AR concept was proioiyped and preseriied to the users
using HoloLens and Unity3D and improved through an
iterative process. Fino”y, three ideas for communication,
menus, and an inpuf device are proposed for further
deve|opmeni.

Sammendrag

Norwegian Special Mission, som en av markedslederne
i ﬂyinspeksjons- og |uf’rovervokingsiridus‘rrien, onsker
& forberede seg pa de kommende arene. | henhold til
de siroiegiske p|orierie som ble foreslatt for se|si<opei
i vart siste samarbeid, jobber de med en ny menneske-
maskin in‘reroksjori samt et dronebasert oppdrogssysiem.
Denne masteroppgaven foreslar et konsep’r med et AR-
brukergrensesni‘r’r som gir fordeler ikke bare for deres
navaerende oppdragsplattform, men ogsa for deres
dronebaserte |osriirig. Design prosjekie’r ble styrt ved rije|p
av De|H-innovoisjorismode”en, og deretter ble konsep‘rei
utviklet med en brukersentrert ‘ri|naerming kombinert
med teoretisk kurmskop i informosjonsvisuo|isering. AR-
konsepie’r ble prototypet og presentert for brukerne
ved hjelp av HoloLens og Unity3D og ble forbedret
gjennom en iterativ prosess. Til slutt foreslas tre ideer
for kommunikosjonen, menyene og inngongsenheien for
videre uiviiding.
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CHAPTER ONE

Introduction
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8 Brent Cox (2017) 9



11 Thesis background

Being a tech-savvy designer, | started learning AR in
2015. At the time, | used this technology to present my
produc’r concepts at university not on|y for snowing the
details but also for creating more aftractions for the
audiences. anoughou’r my education, | have o|woys been
|ooi<ing for an opportunity to e><p|ore the AR field and
learn more about how to design AR solutions.

In the spring of 2020, | found an online course by the
Interactive Design Foundation dedicated for UX design
of AR and VR. So, | participated in the course. That was
when | decided on the topic for my thesis.

| was working for Norwegian Special Mission then.
In a project, Tney tasked me with creating some
renders of their new console to be shown to clients. In
addition to the renders, | created an interactive AR
model of the produci, After snowing them my idea,
’rney expressed intferest and were enthusiastic about
my proposg| for designing an AR solution for their
business. In fact, this fopic was someining ’rney had been
eager to explore and had already procured some
equipment.

So, | seized the occasion and found the thesis a great
opportunity for me to dive into this field.
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® NTNU

Fakultet for arkitektur og design
Institutt for design

Master’s thesis for Mohammadreza Manaberi

Design of an augmented reality user interface for flight inspection and
airborne surveillance systems

Design av et augmented reality brukergrensesnitt for flyinspeksjon og luftbarne
overvakingssystemer

Augmented reality, as an emerging technology, is drawing more attention of various industries,
other than entertainment and gaming that have been using them for a while. Being relatively new in
comparison to other interactive media, there are a lot to explore regarding user experience and
interface design for AR.

Norwegian Special Mission (NSM) is a producer of flight inspection (FI) and airborne surveillance
(AS) systems. The company seeks to use AR at different stages of design process, production, and
after-sale services. As well, NSM is working on the next generation of FI and AS systems in which
airplanes are replaced with UAVs and drones. In this scenario, there are several potential usages of
AR, for example, in form of an immersive control space for the mission operators.

This thesis will be conducted as a design project in collaboration with NSM to explore different
opportunities where AR can be beneficial, to shape a better understanding of UX design for AR,
and to design a new human-computer interaction in AR for FI\AS systems.

The work may include:
«  Exploration of current use cases of AR in various industries
» Ideation and Sorting the ideas based on company’s values and framing a design brief
= Conceptualization of the selected solution and development of simple AR prototypes
= Presentation of the solution to the users and gathering feedback

The project should be executed according to “Guidelines for master’s thesis in Industrial Design”.

Supervisor: Associate Prof. Trond Are @ritsland
Co-supervisor: Prof. Thomas Porathe
Contact person at the company: Frank Robin Danielsen (CTO, Director R&D)
Starting date: 26.08.2020
Submission date: 19.01.2021 /
L{J Trondheim, NTNU, August 19, 2020 e 7
Trond Are Qritsland Ole Andreas Alsos
Supervisor Head of the department
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1.2 Who am |?

My name is Mohammadreza Manaberi and | am from lran. | started a
master’s program in Industrial Design at NTNU in 2018. My background is in
both product and interaction design. Now, | am about to finish this program

in Industrial Design at NTNU.

Being a tech-savvy designer, | am going to explore the field of augmented
reality and would to like learn more about the design of AR-based solutions.

Mohammadreza

Interactive Product Designer

Shirgz, lran
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1.3 Norwegian Special Mission

Norwegian special mission (NSM) is a company owned by Sundt AS
specializing in designing and providing airborne surveillance and Highf
inspection equipment. Since 2003 they have been striving to provide the best
solutions for airborne special missions. They are a small company with about
50 employees and located at Gardermoen approximate to Oslo airport along
with their sister companies; Sundt Air AS, Pegasus Helicopter and Aviation
Engineering.

Sundt Air

Norwegian
Special
Mission

Pegasus
Helicopters

NOR
Aviation
Eiendom

Aviation
Engineering

Figure 1.1. Sundt group and its subsideries.
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NSM consider themselves as a leader in their field and provide equipment
worldwide. They started out by moking Highf inspection and High’r validation
equipment, in 2010 they extended into the airborne surveillance and remote
sensing business, and recently in 2020, NSM has taken an active role in the
Feosibihfy studies and experimen’ro| design of specio| mission systems odop’red
to remotely piloted aircraft systems (RPAS), unmanned aerial vehicles (UAV),
and drones platforms. (NSM.aero, 2020).

Flight
inspection

’ N
/ \
Remote _ ! Drones 1
sensing -" platform Il
\ V4
N -,
- -

Airborne

surveillance

Figure 1.2. NSM’s fields of business.
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1.3.1 Current solutions

Flight inspection (FI) refers to the
periodic evaluation of novigo’riono|
aids used in aviation, such as High’r
procedures and electronic signo|s, fo
ensure ’rhey are safe and accurate.
F|ighf inspection comprises reviewing
High’r procedures, such as routes,
opprooches, and deporfures, fo
ensure novigoﬂono| support s
suﬁticienf, there are no obsfoc|es,
and the procedure is reliable. F|igh’r
inspectfion is a specio| type of mission
where the antennas and equipment
attached to the instrument |onc|ing
system  (ILS) get tested and
maintained (Wikipedia, 2020).

Figure 1.3. Unifis 3000.

Airborne surveillance (AS) is about
survei||ing the sea and other remote
areas. The requirements for this type
of mission are gooo| cameras, rodors,
and other tools that let the operator
get the information needed. Today,
Norwegian coastal administration
Kystverket” uses airborne surveillance
to surveil the seas and look for
i||eg0|| fishing, oil spill, or to go’rher

information about marine accidents.
Seahunter 8000 is NSM's solution

for this type of mission.

Figure 14. Seahunter 8000.



1.3.2 Project ADA and G2

NSM wants to move away from
different producis to one modular
console p|o’ritorm. Tney want  fo
deliver one Highi management
system nond|ing every’rning from
brief to report. ADA, which stands
for Adopiive Decisive Awareness, is
the name of NSM's recent project
in which ’rney have defined a new
design system for their future
produc’rs. This system is inoughi to be
more adaptive in configuroiion (one
program structure for all produc’rs),
responds dddpiive|y to the user’s
needs, and can be odop’red fo new
iecnno|ogy. Adopioiion marks the
company’s new attitude.

With  this  mindset, the second
generation of their produc’r (G2)
is under deve|opmeni. It contains
a new hardware design, as well as
a new software. Both components
are designed in a modular way to
be dddpiob|e for different types of
missions. Namely, instead of noving
different consoles and software for
FI, AS, and remote sensing, NSM s
going fo deliver an identical console
and software for the three types of
missions, but with different internal
components and software modules.

16

Figure 1.5. Unifis 3000.

Figure 1.6. Concept of G2 software for flight inspection.
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1.4 Collaboration with NSM

The beginning of collaboration with NSM dates to spring 2019 when | along
with two other teammates worked with them in our Strategic Design course.
In that project, we analyzed NSM internally and externally and developed
three strategic plans for them based on their strengths and weaknesses, as
well as mega trends. This will be explained more later in this chapter.

At that time, they were working on the development of the second generation
of their products (G2). Also, it was the beginning phase of ADA concept
development.

Our team got the opportunity to work at NSM during summer 2019 to
develop and prototypes one of our ideas: a new HCI, including a hand-held
control device and a new display layout, for the second generation of their
software and system as a part of ADA concept development project.

Figure 1.9. Concept of a hand-held controller for G2.

Figure 18. Concept of a new HCl for G2.
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During last year, | have been in touch with NSM and worked for them
remotely. In one of the tasks, they wanted to present their new console to a
potential customer. They used to have low quality renders and photos of the
previously delivered systems in their presentation. In ADA project, however,
the final product was not ready yet and there was no photo of it. Therefore,
| made a realistic representation of the new console in AR that the customer
could see in one by one scale in the real world using an Android tablet.

After presenting my idea to NSM, they showed great interest and offered
me to develop the solution with more details during an internship in summer
2020. So, | worked there again and developed a software for tablets and
Microsoft HoloLens in which NSM's new system is presented and the user
can inferact with it in order to, for example, place the model in a specific

location, see and disassemble the internal components, and get access to the
datasheet of each part.

F’igure 110. AR prototype for tablet.

Figure 1.11. AR prototype for HoloLens.

Being interested in AR and having a little experience in this field from my
bachelor, | was planning to do my master’s thesis in the field of AR. | shared
my thought with the company, and they were interested in collaborating with
me during my master thesis to explore the use cases of this technology for

NSM.

19



1.5 Strategic analysis

As mentioned earlier, an internal and external analysis of NSM was conducted
in our Strategic Design project. There are some bonds between this thesis
and that project, and my solution is in line with the strategic directions offered
to NSM in our previous collaboration. So, an overview of the analysis and its
results will be presented here.

1.51 Stakeholders network

The reason for emp|oying stakeholders them in order to create new strategic
mapping was to develop a clear values that are achievable when
understanding of the relationships different  stakeholders  cooperate
within their industry and market. This  (McKaskill, 2020).

might help us define new connections

between partners and/or remap

Approval
organizations

Pegasus
Helicopters

Norwegian
Special
Mission

Flight
inspection

Sheet metal

parts
AVE ]

Engineering

Electronic
boards

Sensors and
equipment

Airborne
surveillance

Figure 1.12. NSM’s stakeholders network.
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1.5.2 Workflow

NSM's workflow was depicted to get
a better vision over the interactions
they have with other companies and
organizations, as well as their clients.
After more discussion about how
NSM delivers a product, we found
out Jrhof, in reo|i+y, the workflow is not
linear as it is depicted in the Figure.
[t is more complex. This visualization
is to represent how the company
typically works and to depict how
complex the workflow can be within
the flight industry. NSM  cannot

Assembled

EASA P145 |<—device [ RSN

Mission
|Insta|lation

Installation
validation.
|Suppoert

Norwegian
Special
Mission

Figure 113. NSM's workflow diagram.
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Norwegian

change their design without the
approvement from DOA or EASA
which are organizations that test
and approve equipment for the ﬂigh’r
industry. This put them in a situation
where it is easy to lose the will to
innovate.

Norwegian .
Order Order Special Design proposal
Mission

Design validation|

Order of

Norwegian
components
<gomponents

Special
Mission

components
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1.5.3 Mega trends

To gain insight about the future
of NSM, our group chose to look
info mega trends related to NSM's
business. We knew from our internal
analysis that NSM has o good
foundation as a technology company
to explore and go into trending
’rechno|ogies. According fo our
research, we decided on five mega
trends that fitted NSM's already
existing foundation of know|edge.
Since the company knows a lot about
the aeronautical industry, sensor
technology, and data analysis they
could eosi|y be fitted into:

Autonomous vehicles:

Autonomous transportation means
have a huge demand for sensors and
technologies NSM already knows a
lot about. By entering this market
’rhey can use their supp|iers and
stakeholders in a new way.

Smart cities:

Smart cities have a high demand for
new Techno|ogies related to sensors
and surveillance that NSM has great
expertise about.

~
-~

el

Figure 114. Mega trends.

Drones:

An upcoming demand for drones with
customized functions is predictable.
The same way NSM  customizes
|o|ones ’rodoy, ’rhey can be odap’red
to drones customization in the future.

Selling data:

There is a spreading desire from
customers to achieve their goo|s
Through buying services instead of
products. Selling FI and AS data
instead of the equipment can be a
new source of income for NSM.

New media technologies:
Technologies such as AR/VR or other
new interface solutions are getting
popu|or within  various industries.
We are entering a time with more
ougmenfed reo|i’ry and solutions like
simulated senses or mixed reality are
within our horizon (Ramella, 2018)

1.5.4 SWOT

By pufting together the data
go’rhered from the internal ono|ysis
(’rhrough observoﬂon, interview with
NSM's  managers, and studying
their business mindsef) and external
cmo|ysis (’rhrough the s’rudy of the
stakeholders and mega trends), we
managed to do a SWOT analysis.

STRENGTHS
Broad range of stabile international customers

One of the marked leaders within their field
High quality products

Adaptability towards old and new technology

OPPORTUNITIES

Higher demand for drones and UAV's
Various areas within flight industry
A good network of suppliers

Spreading of autonomous vehicles

Relationships within flight industry

New media for data visualization (AR, VR, Hologram)
Big data

Figure 115. Results of SWOT analysis.

In fccf, the data from the internal
cmo|ysis formed the internal factors
inc|uo|ing s’rreng’rhs and weaknesses
and the external ono|ysis resulted
in coming up with external factors
inc|uo|ing Opportunities and threats.
The result is brieﬂy presen’red in the
chart below.

WEAKNESSES
Limited demand for products

Conservative business mindset
Niche market

Weak R&D

THREATS
Unknown future for flight industry

Strong competitors

Red ocean for the current products




1.5.5 Strategic directions

SWOT matrix was employed in order
to generate future search fields. By
using this method, the company’s
opportunities and
mopped, and by crossing the items

sfreng’rhs were
in these two groups, seven innovative
search fields got developed.

Afterwards, by mapping the search
fields up against the threats and
the
bottleneck matrix was created. This

Weoknesses O]c company, A4

method was he|pfu| to filter the
search fields and select three of them

which matched the best with NSM's

capacities.

The

described as below:

final strategic p|cms were

Short-term plan (2019 - 2023):

In the first four years, the company
should finish their current
undertakings and finish G2. They
should focus on UI/UX and make
a produd that
competitors. This can be achieved by

ou’rperforms its

using a design consuHoncy that can
understand the users and help them
the
within the company. At this time the

change conservative mindset
company should start to s’rrengfhen
the R&D department and investigate

the drones” market.

24

Mid-term plan (2019 - 2025):

At this time, the company should
be the market leader within the Fl
indus’rry and have the best producf
on the market. They should have
emp|oyeo| in-house designers as well
as enhancing the R&D department.
During this period, ’rhey are getting
their resources from the Fl market
and putting them into the drone
market where H']ey are es’robhshing

themselves as a company that
customizes drones for different
usages.

Long-term plan (2025 - ):

At this point, the company is shif’ring
enﬂre|y to the drones
They are the first company moking

segment.

customizing drones for a variety of
functionalities inc|uo|ing fireﬁgh’ring,
porce| o|e|ivery, security, efc, as well
as drones for FI/AS missions. They
will become the leader within their

field.

Opportunities|

. Various i i
ke areas in guod Good |Spreading of Relatiltohri‘:hlp New Data
demand flight network of [ network of |autonomous fiight M T
o v for drones indgstry suppliers | suppliers | vehicles industry 9
rengths
Broad range of Security
against
stable customers rones
One of the AS data
market leaders selling
High quality
products
Adoptability to Autonomous vehicles
old and ngw Gustomzed Smart cities surveillance Newf:)r:tg;face l:sellljira\tga
technologies drones Customized drones
Figure 1.16. SWOT matrix and the search fields.
Weaknesses/ Limited
: Unknown
Threats Fedlocsan demand for Conse.rvatl Niche Weak future of Strong
for current . ve business - :
Al their —— market R&D the flight |competitors
Search fields Pro@ucts 1 products | M"S¢ sty
Remote ATC tower () (%] [X] ()

Customized drones

Security against drones

X

Autonomous vehicles

Smart cities surveillance

DA

New interface for G2

Selling AS data

Figure 117. Bottle-neck matrix.

New interface

D)

DS

| | | | | | | | Entering drones’ market

Empowering the R&D

2019

2021

Figure 118. Timeline of the strategic plans.

2025
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1.6 Scope of this project

Considering NSM's approach in ADA project and the three strategic plans,
| am investigating on the opp|ico’rions of AR that comp|y with the company's
roadmap, and | will design a solution using this technology to facilitate NSM
with produci design, service de|ivery, or mission operation.

1.7 Process

The process in this project is based on Delft innovation model (Buijs, 2012).
This circular model contains five stages, inc|uding produc’r use, strategy
icormu|o’rion, design brief i(ormu|g’rion, deve|opmeni, and market introduction.
In fact, this project includes the third and the fourth pnose of this model.
While the first two pnoses were done in my strategic design course, | am
bosing my job on the strategic p|ons which were decided previous|y.

‘evaluation
of product

use
product
use

strategic
product
position

product in use

evaluation

intro-
duction

product
design

product

develop-

' ment

product
\V launch
market
manu-
facturing

evaluation

strategic
situation of
the company

internal (
analysis generating

search
areas

search
areas

necks
evaluation
search
areas
generating
product
ideas

external
needs

tech-
nology

develop-

ment

(i

external
analysis

internal
analysis
of bottle-

market
develop-
ment

design brief

evaluation

Figure 119. Delft innovation model (Buijs, 2012).
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In "Design brief formulation”stage, holisticideas and strategic directions should
be transformed into concrete produc’r ideas. The ideas should be formulated
precisely so that they are ready for development. "Design brief’, which is the
result of this stage, will be the starting point for the next "Development” stage

(Buijs, 2012).

In this project, the brief formulation stage will be called "Exploration”. This
pnose contains three main parts. The first is case studies of current industrial
AR solution. This is to nourish the mind and to get prepored for the ideation
part, which is the second part. In ideation, broins’rorming and co-creation
Workshop will be done to generate several produc’r ideas for the company.
Fino”y, in the third part, the ideas will be evo|uo’red, and the design brief will
be formulated.

The fourth phase of Delft design model is "‘Development’. This is the stage
of all traditional produc’r design activities. A|ong with produci deve|opmen’r,
’recnno|ogy and  market deve|opmeni should also be considered. The
deve|opmeni stage ends with at least prototypes that will be tested with the
users (Buijs, 2012).

The development phase will be called “Conceptualization” in this project.
The final product of this project is going to be a Ul concept; therefore,
this phase contains UI/UX design activities. There will be three parts in the
conceptualization stage. As D. Norman (2013) says, ‘good design starts with
an undersionding of psycho|ogy and ’recnno|ogy", therefore, this chgpier
begins with user research and it is followed by a review of the iechno|ogy.
T|’ien, there is iterative design, For user reseorcn, methods like observo’rion,
interview, and task ono|ysis, will ne|p to sngpe an unders’ronding of the user
and his needs. In the Tecnno|ogy gno|ysis section, topics like current AR devices
and their copgbi|iiies and limitations, as well as interaction methods and input
techniques in AR environment will be inves’rigoied. Then in the iterative design
part, scenarios, wireframes, and prototypes will be made i’rero’rive|y in order
to create, evaluate and improve the solution. The concepiuohzoiion phose
is p|onned occording to the human-centered design opproocn mentioned in
ISO 9241-210: Ergonomics of human-system interaction — Part 210: Human-
centered design for interactive systems (ISO, 2019).

27
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Figure 1.20. Design process diagram.
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CHAPTER TWO

Exploration

Image by
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21 Industrial use cases of AR

AR has been of popular technologies in recent years. Although the first
properly functioning AR system was probably the one developed at USAF
Armstrong’s Research Lab by Louis Rosenberg in 1992 (Interaction Design
Foundation, 2020), the first commercial application of this technology
appeared not sooner than 2008 when BMW used it for marketing purposes.
They designed a printed magazine ad of a model BMW Mini, which, when
held in front of a computer’s camera, also appeared on the screen (Javornik,
0016).

Later, AR became more attractive to different businesses, including tourism,
helo, educo‘rion, monufoc‘ruring, industrial maintenance, game and
enftertainment, fashion etc.

In this section, the focus is on getting inspiration by the examples in which AR
has been used as a solution to facilitate tasks for different professions. To find
examples, keywords like “AR use cases” and “industrial AR” were searched in
YouTube, then, the results were divided into the following categories based
on their functions and purposes.

2.1.1 Presentation and marketing

Advanced AR tools can create real- virtual try-ons (Javornik, 2014).

time interactivity between products, In an example, Toyota employed AR
physical environments, brands and to allow customers to gain a better
consumers. This medium aligns the understanding of the new C-HR
digital world on smart devices with model. The app works by mapping
the real-time environment so that images and animation of the inner
the barriers between them fade. This workings of the hybrid drivetrain onto
provides a greater physical-virtual physical vehicles. Customers could
closeness between brands and clients. interact with the app to discover more
Marketers can digitally promote and  about the car’s key features, like the
present their products in a much hybrid's motor, battery, and its fuel
more efficient way than before using tank. They can also go in-depth into
AR’s capability for simulation. As a how the car’s energy is used and how
resuH, customers’ risk of uncertainty, the drivetrain works in different drive
linked with purchases of goods they states (Brandwidth, 2019).

have not tried or seen before, reduces

by dint of product simulations and
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Figure 2.1. Screenshot from a video. AR presentation of

Toyota CH-R(Brandwidth, 2019).

2.1.2 Remote maintenance and training

A popular application of AR is to
provide users with real-time guide in
order to do maintenance task or to
train them. In this scenario, a person
who wears an AR head-mounted
disp|oy can see real-time instructions
given by a technician who is remo+e|y

Figure 292 Screenshot from a video. Remote
maintenance using Hololens (Fraunhofer FIT, 2016).
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seeing the site. For example, the
technician can point to a specific
part and draw an instruction and
the user can see the drowing as an
added |oyer of grophico| data to the
part and execute the maintenance

task(Fraunhofer FIT, 2016).



In another example, AR is used to
visualize underground infrastructure
and pipe|ines. The system refrieves
GIS data of a site and converts
traditional 2D data into 3D
visualization (vGIS, 2019).

ol " ',v:* ‘1": £ ™3

: Z_V“ =

l DISTANCE
TWAG Water Chamber 29m

! TWAG Water Chamber 713
Figure 2.3. Screenshot from a video. AR visualization of
underground infrastructure (vGIS, 2019).

2.1.3 Interactive user manual and catalog

Paper user manuals have been
replaced with AR manuals by many
industries. This type of manual can be
shown on a phone or tablet by no|ding
them in front of different components
of a producr. The software on the
mobile device detects the parts and
presents the relevant information and
instruction of each part to the user.
The information can be in different
forms of 2D and 3D visual objects,
as well as audio. Also, the manual
may contain animations and videos
to show instructions, for exornp|e, how
to do maintenance (Ziegler, 2015).

AR MANUAL > ENGINE
1)

-,
Figure 24. AR user manual for Hyundai(The verge,
2015).
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AR also makes it possible to bind
virtual content to a paper co’ro|og.
The content can vary from a static
datasheet to interactive 3D models

audio. This

method delivers more information

with  animation and

through the same printed material,
gives a better imagination of products
to readers, and shapes a more
engaging
2019).

interaction  (Mojoapps,

Figure 2.5. Screen shot from video. AR product catalog.
(CADSchroer, 2019).

2.1.4 Design assistant

AR enables CAD operators to view
and rnonipu|o’re 3D models before
any physico| materials are brougn’r
into the process. Using either a mobile

AR head-mounted
disp|oy, 3D models can be shown in

device or an

their actual sco|e, SO, designers can
see the details in real size and figure
out design mistakes that were not
easy to find on a 2D display. This,
of course, increases accuracy while
reduces the costs of c|oy models or
other expensive prototypes (Industr,
2020). Also, it is possible to see the
model in the real environment where
the final produc’r is supposed to be
and geta better unders’ronding of the
relation of the objec’r with its context.

For exornp|e, we can see how the size
of a model or the appearance fit to
its surrounding. Moreover, different
functions and mechanisms can be
visuo|ized, for exornp|e as animations,
and become in’regrored with the AR
models.

Figure 2.6. AR design viewer (Meta, nd.).

2.1.5 Production and assembly

occording
fo many experts, one of the most

Augmenfed reo|iry is,

important elements of a smart

factory, where assets are becoming

linked

Manufacturers

increosing|y smart  and

across  disciplines.
operating smart factories may use
AR to guide workers through the
monufoc’ruring

cyc|e and veriFy

proper executfion of ossernb|y tasks

(Weber, 2020).

AR solutions can facilitate workers

In assembly lines,

with visual disp|oying of srep—by—srep
insfructions, components and details
to ossemb|e, and information about
the necessary instruments for every
stage. They may nignhghr the finished
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pieces, give the whole 3D instruction,
and what is even more important,

AR devices like smart g|osses enables
hands-free work (Kovach, 2020). asd

Figure 27. Manufacturing assistant for Volvo based on

Hololens (Microsoft, n.d.).



2.1.6 Holoportation

The term ho|opor’ro’rion was first
introduced by Microsoft. Itisanewtype
of 3D capture Tec|'mO|ogy that allows
high—quoh’ry 3D models of peop|e fo
be reconstructed, compressed and
transmitted omywhere in the world in
real-time. When combined with mixed
reality displays such as HololLens, this
Techno|ogy allows users to see, heor,
and interact with remote participants
in 3D as if ’rhey are oc’ruo”y present in
the same physico| space (Microsoft,

2018).
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Figure 2.8. Holoported person (

Microsoft, 2018).

2.2 AR ideas for NSM

To ideate about AR solutions for NSM, first, the duties of each department
were listed. This helped to get a better understanding of different tasks at the
company and generate AR ideas to facilitate doing those tasks.

Then, a visualization was created that contained all the departments and
their relationship with either other departments at the company or with the
customers. To do so, | made a system map that covers almost all departments
at NSM. The point of making this map was to get an overview of all the
tasks and internal interactions between departments, as well as external
relationships with clients. Then, based on the tasks, AR ideas were generated
that help to operate tasks more productively or and simp|i1(y current routines.
Furthermore, AR could also enable the company to create new values and
services which were not feasible before.
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2.2 Virtual training

An important du’ry of the technical
services department is to do training
sessions for customers who purchase
a product from NSM. Based on the
inferview with an emp|oyee of this
depor’rmenf, now, the technicians
must travel to a customer’s p|oce, or
the customers should come to NSM
to do a fraining course. This can be
reo||y fime-consuming and cos’r|y,

=22

because the customers are from
all around the world. In addition,
the fraining materials are slides
containing pictures and text, and it
can happen that the actual product is
not available at the time of training.
Therefore, the training can be so
abstract and hard to understand for
the customers.

>

Using AR, the trainers can holoport
to a customer’s p|oce and do a course
for them. They can also present an
AR model of the producfs with all
its features and the sonore, SO,
the fraining would be more fruitful
since the trainees can interact with
the virtual model. To run such a

& &

Zh.ys":al NSM Website Official letter NSM virtual meeting NSM virtual meeting

vidence platform platform

Customer Order a training Receive the Attend a virtual perecyith

Actions session invitation training session Sapnojtena s
(hardware, GUI)

Line of

Interaction

Front Stage Receive the request Setup a training Arrange a training Send an invitation Run the virtual Conduct interactive

Actions for training space session session training

Line of

Visiblility

Back Stage Create a new virtual Add required AR Pzipnatl:nttriarirxgg D(:ir;eesastttint(:]eees

Activities meeting space models to the space (text, video, motion) meeting space

Line of Internal

Interaction
Prepare 3D models
of console
Support R R e Prepare 3D models
P ARSI of electronics
rocesses platform

Prepare AR mockup
of the GUI

Prepare content
for AR
(render, unity setup)

Figure 2.10. Service blueprint of the virtual training system using AR.

session, the trainers should be in a
room where ’rhey are 3D scanned in
reo|—’rime, and on the other end, the
customers need to wear AR gogg|es
in order to see and interact with the
AR content.



2.2.2 AR user manual

Providing an instruction manual
for the clients is another duiy of
technical services depor’rmeni. Todoy,
datasheets of the components and
their manuals are all on paper. AR
can bond the information about a
part to its physical object. An AR
user manual can detect a component

when the component is exposed to the

camera of a mobile device. AR app
can then over|oy the specifico’rions
and information in different formats
around the physico| component.

Moreover, if there is need to
disassemble/assemble  parts,  the
console should be returned to NSM
or some technicians should go to a
customer’s place to do it. Using AR,
the technical services depor’rmeni can

embed these instructions as sounds,

a

videos and animation, which are

easier to understand than text, in an

AR app. Also, to do simp|e repairing,
the depor’rmeni can |'1e||o the clients
by giving them real-time guides. To
do SO, the clients should wear and AR
headset to see the guide that is being
made by the technicians at NSM for
the components.

Prepare 3D models

(render, unity setup)

=N = NP = NP = NP =P = NP
L‘J =‘ L‘J =‘ L‘J =‘ L‘J =‘ L‘J =‘ L‘J =‘
Physical 5
Eviden NSM Website NSM AR app NSM AR app NSM AR app & NSM AR app & NSM AR app & NSM AR app &
vidence Marker on parts Marker on parts Marker on parts Marker on parts
Customer Download NSM Sign in the a Access to specified Point to parts See the specs Interact with See assembly guide
Actions AR app 9 PP AR content P of parts AR models in motiongraphy
Line of
Interaction
Front Stage Provide link to the Specs & . ':n'm:.ted arig
Actions AR app —* DatasheetsinAR ~——————> interactive guides
© of parts in AR

Line of
Visiblility

Prepare assembly

guide

Back Stage Define the manual Define accessible Detecting the Retrieve related
Activities for each part data for a customer customer AR content

Prepare electronics

specs and guide

Line of Internal
Interaction

Prepare 3D models

Sl el Prepare content
Support Development of NSM P Put AR content on
for AR app _—

Processes AR phone app cloud storage

of electronics

Figure 2.11. Service blueprint of the user manual using AR.
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2.2.3 GUl interactive guide

For new customers, it is needed to
provide fraining and instruction about
the software of the system. Now, this
task is done Through fraining sessions.
NSM can provides the users with
an interactive AR guide over the
software. By recognizing a customer,
and so, the type of their system

and enabled software moo|u|es, the
AR app can retrieve the relevant

data from NSM's cloud storage
and presents it to the customer. This
eliminates the need for physical
presence.

& &

Ph_ys":al NSM website NSM holograms NSM holograms
Evidence

Customer Install the software Sign in the a Learn the GUI
Actions on a Hololens 9 PP interactively
Line of

Interaction

Front Stage Link to NSM Holographic guide
Actions holographic software of the GUI
Line of

Visiblility

Back Stage Define the manual UI/UX design of the Development of the Put the content on Define accessible Detecting the Retrieve related
Activities for the GUI holographic guide app for Hololens cloud storage data for a customer customer holographic content

Line of Internal

Interaction
Support Development of NSM Prepare SVG of
Processes new GUI GUI elements

Figure 2.12. Service blueprint of the interactive guide for the GUI using AR.



2.2.4 AR for marketing meetings

When NSM's marketing team meets
a po’ren’rio| customer, ’rhey use pho’ros
of previous|y delivered systems or
rendered images to present their
basket
customers want to p|oce an order,

of products. If potential
they usually select their required
components and
system based on their needs. Todoy,

customize  the

the requirements are first discussed

and the customer, ’rhen, the producf
managers ask the mechanical design
depor’rmenf to create simp|e concepts
of what the customers asked for, and
then, they show it to the customer
to check if the new design meets
their
several iterations on this process until

needs. There are O1C course

reoching to what a customer wants.

AR enables the morkefing tfeam
NSM's
’rongib|e

produc’r in a
way than only
images. Besides ’rho’r, the available

fo present
more

components can be presen’red in AR,
for exomp|e on a virtual she”, and
the customers can select them and
see a pre|iminory version of what is
going fo be delivered to them. Also,

the design modification phase can be
facilitated by letting the customers
to draw simple 3D models of what
’rhey want in AR when ’rhey are in a
meeting with the produc’r managers.

between the produc’r managers
E_\I’.‘! ‘ E_\I’"! ‘
= = ~ ~
:h.is":al NSM AR app NSM AR app NSM virtual meeting NSM virtual meeting
vidence platform platform
Cus_tomer Mearlanssty . Int?ract with Configure an initial | ey Attend a virtual Seeandinteractwith | Give feedback R e Sy
Actions NSM'’s products sample of the system meeting the future console
Line of
Interaction
N Present products Meet the customer q
Front Stage . . - ; .
Actions 9 cuh:teo ?‘:n:rﬁgt:;:'aslon & software using —» ':uillll) dc:;t:\r{r;teer: — Mszﬁtarar::etw in AR in the middle ——» Fi:easslr:;:ﬁ:iﬁzi;n Apply the changes Deliver
s AR/Hololens of the process
Line of
Visiblility
Mechanical Design
Back Stage . Prepare the AR - Install the system
Activities SRS RS model of the system IFtnEfesid in the plane

Line of Internal

Interaction
Support Library of the old
Processes projects in AR

Figure 2.13. Service blueprint of the virtual meeting system using AR.
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2.2.5 AR user interface

The systems that NSM  currently
produces usuo||y have two disp|oys
and take considerable space in an
aircraft. Usuo”y, small aircrafts are
used for operating the missions, so,
several seats should be removed to
install the system. However, the owners
of these aircrafts usuo||y use them for
other purposes as well. Therefore, the
system should be disassembled from
the aircraft to return the seats after
each mission. By rep|ocing the current
disp|oy—boseo| user interface with an
AR user interface, we can remove the
disp|oys, and then the console can be

moved to the back of the oirp|one. In
this way, the issue of ossemb|ing and
disossembhng of the console before
and after each mission will be solved.
The mission operator can eosi|y sit on
a normal seat while his AR headset
communicates with the device in the
back of the airplane and gives him
all controls and data in AR format.
This solution also provides other
possibi|i’ries fo keep the operator
on the ground and let him control
the system remo’re|y. This will be
explained more in coming sections.

Figure 2.14. Holographic interface for doing missions remotely.

2.2.6 AR-aided design

When a producf is modified for a
new customer and a new oircrof’r,
the mechanical design team should
check if the new design is done
correc’r|y and if the new dimensions
fit in the oircrof’r, and measure
how the chonges have affected the
usobi|ify of the system for the user.
To do so, ’rhey make prototypes which
is not on|y expensive but also time

consuming. Using AR, the designers
can go fo the aircraft and simulate
the virtual model with the real sizes in
it, and check if it meets the standards.
Also, if there is a need to design new
mechanisms for the console, ’rhey can
simulate them in AR and get a better
unders’ronding AR before moking
real models.

Figure 2.15. Checking the size of a console in an aircraft using HoloLens.



2.3 AR or VR?

A question may pop up about why we choose augmented reality over virtual
reality. There are three important reasons for this decision.

+  First and foremost, aviation sofefy regulations say that the eyesight of
the people in an aircraft should not be blocked, so, they can quickly get
off the aircraft in emergency. Therefore VR should not be used for the
operators during a ﬂigh’r.

«  The second reason has its root in user experience design. In VR, the user
finds himself in a totally new environment. Therefore, it is required to design
every single detail of that environment. This will be highly demanding and
so complicated in terms of user experience design; while in AR, the users
still see the real world and the virtual artifacts are added to them. So, we
can base the augmented objects on real things (The Interaction Design
Foundation, n.d.).

«  The last reason is also about user experience. To use VR, the user should
wear a headset that needs wiring to a computer. In fact, there are several
components hung from the user's head. This makes the experience of
current VR systems not so delightful. In contrast, AR headsets are stand-
alone devices and have their own computing unit. So, the user needs to
wear only a headset.

Based on these reasons, AR brings more opportunities for the company. It

gives better mobility to the user in comparison to VR. Besides, AR helps to
bypass limitations made by aviation authorities.

50

2.4 ADA service platform

During my internship at NSM, | was involved in another project that is a
futuristic plan for ADA project. In the future, NSM wants to sell data of flight
inspection, airborne surveillance, and remote sensing missions to customers
instead of selling the product to them. In fact, the company wants to change
its business model from a product-oriented model to a service-oriented one.
On the other hand, NSM is working on replacing aircrafts with drones for
operating missions. Here, another opportunity emerges. As a service-oriented
business, NSM can rent out drones to customers and charge them based on
their use.

In this scenario, the users should get access to the controlling system of a
drone and its embedded sensors and cameras remotely. AR can be a solution
to provide the users with such access. NSM can develop an AR user interface
that can be used by clients who want to control a drone and do a mission
themselves. The users can wear AR goggles to control the drone, see through
the drone’s eyes in real-time, and operate a mission.

An essential factor in delivering this service is to have a fast internet connection
that provides enough bandwidth to transmit data between drones in the air
and on-ground stations. 5G and satellite internet by Starlink as two emerging
technologies can provide enough speed for such data transmission, and NSM
needs to employ these technologies to implement the new service.
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Figure 216. Overview of ADA service platform.
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Figure 217. Blueprint of ADA service platform.
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2.5 Co-creation

After the preliminary ideation phase, a workshop was run in two sessions with
the heads of the departments at NSM. The purposes of these sessions were
to gather their ideas, to decide on a number of criteria and prioritizing the
ideas based on ‘rhem, and to select one idea for further deve|opmen’r. In Focf,
the result of the workshop will be a design brief that clarifies my task and the
object of design for the next phase.

The workshop was held in two sessions. On the first day, participants were
asked to brainstorm about AR applications for NSM, and on the second day,
they created a list of criteria and sorted the ideas based on them.

There were seven participants who were selected and invited from different
departments to assure that the upcoming ideas have a variety of applications
for different departments and not limited to one or two specific tasks.

2.51 The first session: Brainstorming

The first session was held on July 14, generating that many ideas was to
2020, and seven people participated. go put aside typical ideas which come
In the beginning | explained the goal to everyone’s mind and reach more
and the procedure of the sessions to creative ones. In fact, the quantity of
them. The time was divided into three ideas was substantial. In this phase,
parfs. participants were not allowed to
share their ideas with each other.
1. In the beginning, four videos
about different applications of AR 3. In the last part and after listening
were played to them. The videos to each other’s ideas, the attendees
were selected from different themes had another 15 minutes to build on
in order to be inspirational and each other’s ideas and make more
to expand the imagination of the detailed suggestions. At the end of
participants. In this step, there was no  this step, each person was supposed
discussion about the ideas from the to have three ideas as their final
videos or between the participants. suggestions.
2. Thereafter, they were asked to write  In the end, each person shared his
down 30 ideas about AR applications ideas with the others.
for NSM in 15 minutes. The goal of
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Figure 218. The first co-creation session.

By merging similar ideas together
and removing the ones which were
identical between different persons,
we came up with a list of eight ideas
about AR application for NSM at the
end of the first co-creation session.
They are listed below:

1. RPAS GUI: an AR GUI for flight

inspection drones.

2. Infrared camera overlay: an
interface in which IR images of a
target are updated and mapped on
the scene view in real-time.

3. Product showcase: Using AR to
present products to new potential
customers.
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4. Pilot guidance: Using AR to
facilitate pilots  with  controlling
airplanes and landing.

5. AR for air traffic control: AR control
room for ATC.

6. Interactive reports: Presentation of
data of missions using interactive 3D
representations in AR.

7. Maintenance and training: Remote
training and maintenance services
for customers using holoportation
and AR manuals.

8.Virtual user interface: New human-
computer interaction using AR

instead of 2D GUIs.



2.5.2 The second session:

On July 15, the second session was
held with the same attendees. The
goal of this session was to prioritize
the ideas from the first session
and decide on one idea for further
development. The session had two
main parts: deciding on criteria for
prioritizing and voting to ideas. The
procedure of this session and the
evaluation method were derived from
the book "Value proposition design”
(Osterwalder et al, 2015).

In the first part, the attendees were
asked to create their own list of
criteria to evaluate the ideas based
on them. The reason to do such was
that the participants had different
roles at the company, so, they had
different perspectives for evaluations.
To facilitate them, they were given
examples of different criteria from
the book. They had 10 minutes to
decide on the items on their lists.
After that time, each person shared
his list with the others, and at last,
people all together decides on four
criteria that they all agreed on their
importance:

1. Providing competitive advantage
2. Low technology risk

3. Differentiation
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Prioritizing

4. Short delivery time to market

In the second time of the session,
participants evaluated the ideas
from the first session according fo
the intended criteria. To do so, each
person should vote for an idea that
fulfilled the best each criterion. There
were four criteria, so, each person
had four votes. The method is called
dot voting (Dotmocracy, nd.). After
all attendees vo’red, the ideas were
sorted according to their votes.

Financials and Growth

- Revenue Market q
Market size potential growth Margins
Fit with Customer Insights
No good ik Strong
Important - Visible and
5 solution s 5 customer
Job exists fzodbieipain evidence
Implementation Criteria
- Do we have Access
Time to 2 i
o Cost tobuild right team to target

and skills customers

Risk of
TEhIaR IMpenerie maagement
resistance

Competition and Environment
Provides  Fits with tech Allows
competitive  andother differentia-
advantage trends tion

Relation to Current Business Model

Fits current

Fit with A Builds on Plugs
business
brand model strengths  weaknesses
Disrupts
current cash
cows

Fit with Strategy

S 5 Canreplace
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Aligns with ot 5 i outdated
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strategy Tl by:il ::ls;s

Figure 219. Examples of criteria (Osterwalder et al, 2015).

Figure 2.20. The second co-creation session.

Figure 2.21. Board of the votes.
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2.6 Results of the workshop

The outcome of the workshop was a prioritized list of ideas. This would help
define the design brief and specifying the object of design in this master’s
thesis. As it is depicted in the table, two ideas “virtual user interface for NSM's
product” and “pilot guidance” had the same number of votes. However, it was
understood later that these two ideas have many features in common.

Ideas
RPAS user Product Pilot guidance ARATC Interactive | Maintenance/| Virtual user
Criteria interface showcase report Training interface
Provide competitive L X X J
advantage (X X X ]
Low technology ° Y YY) PY )
risk
Differentiation (XX XX J (X J
Short time to PYPIPS P °
market
1 5 9 3 9

Figure 2.22. Table of ideas and their votes based on the evaluation criteria.

2.7 Validation of ideas and design brief

After the workshop, a meeting was held with the R&D director to decide on
one idea for further deve|opmen+. In that session, the pre|iminc1ry ideas, the
AR idea for ADA service platform, and the ideas from the workshop were
presenTed to him.

Apart from the ideas which were sugges’red in the Workshop, that session had
another benefit to this project. The rcmking of the ideas and the idea on tfop
of the list helped to “triangulate” the hypothesis that the idea of an "AR user
interface for the system” is the most beneficial for NSM. This idea was not
only the top-ranked idea in the co-creation session, but also, | came up with
that in two other stages (ADA service p|oh(orm and AR interface instead of
display-based Ul).

In fact, the opinion of NSM's specialists, who are more aware of both technical
and market situation, he||oeo| to validate this idea and choose the direction
of this project.
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Therefore, the design brief was defined. We agreed on designing a new
human-computer interaction using AR for ﬂighT inspection and airborne
surveillance systems. This new HCI shall be compatible with their current
system, namely, it will be used by the mission operators in an airplane. In
addition, based on the company’s future plan, the solution will be used by
the operators on the ground when drones will be in operation to do special
missions.

The focus in this project will be on the user experience and figuring out the
UX design considerations in designing an AR-based user interface. By this
| mean that the final delivery will not be a functional user interface, but a
simple visual representation of the idea which contains the important UX
design factors and new methods for data visualization in AR.

Also, this new user interface should comply with the approach in ADA project,
namely, it should be modular and customizable based on the type of a mission.
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3.1 User research

"Human-centered design starts with

a good understanding of the people

and the needs that the design is intended to meet. This understanding comes

about primarily through observation.”

By recognizing the objectives that users

are seeking to achieve and the challenges they face, the problem definition for
the product design can be described. One of the most important strategies to

shape this understanding is to observe the users in their natural environment
where they will use the product or service being designed (Norman, 2013).

So, this section is focused on building a robust comprehension of user’s needs,

capabilities and conditions in their operating environment. For this purpose,
interview and observation have been done with the mission operators. The
outcome has helped to do task analysis and define the activities and tools

which are critical and most frequenﬂy used during a mission.

3.1.1 User observation (airborne surveillance)

To get a better understanding of
what an operator does during a
special mission, | joined him for an
airborne surveillance mission. In that
mission, an oirp|one flew over an
offshore area to observe and check
if there was, for exomp|e, any ships
po||uﬂng the sea.

Every mission of this type is first
reques’red by a client (in this case
it was Kystverket). They provide the
operatfors with the region and targets
they want to be surveilled. Then,
the operator o|ong with the pi|o’rs
get in the oirp|one and start the
mission. During the ﬂigh’r, the pi|o’rs
are given the information about the
poﬁrh Jr|'1ey should Hy Through, but the
operatfor can also ask them to do a
furn or chcmge the direction for more
observation.  The  communication

between the operator and the cockpit
is via the transceiver of the aircraft
and the operator can also listen to
what the pi|oJrs hear from ground
stations.

There are two displays that the
operator uses. One shows the map
and the other one is the camera
view. The flight path is visualized
and overlaid on the map. The pilots
also have access to this map on their
individual o|i5|o|oys in the cockpi’r.

The information about each ship
is retrieved from AIS (automatic
identification system) of the ship
through VHF band and the operator
has access to it in the conso|e, and
their positions are represen’red live
on the map. To observe a target, the
operator can touch the glyph of the
target on his display. The camera
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then automatically zooms and focuses
on that. But the operator is also able
to control the camera manually and
this task is the dominant task that
the operator performs during «
mission. To do so, the operator uses
a controller that is so heavy (¥ 35
kg) and has several input functions
for camera positioning and rotation,
zoom, focus, turning on/off layers.
Zoom and focus functions are the
ones that the operator uses the most.
The operator should hold the joystick
in his hands during almost the whole
mission.

The console also has infrared and
SLAR sensors to measure different
values, and the operator can activate
them as different layers on the map

or see them in separate windows.
If there is a case that should be

e

@

Figure 3.1. The console and its several disp|oy windows.

reported to authorities, the operator
can send a message or communicate
to them from the air during the
mission.

After flying the whole path, the
operator starts to create the report
of the mission and mentions if there
was any suspicious cases. |he report
will be then copied to a USB memory
that the operator plugs in.

Moreover, there were other
considerable  factors about  the
condition of the job during the
flight. The airplane had much severe
turbulence. This is the reason for
having the hand-held controller
instead  of using only the touch-
screen. In addition, the noise level

was considerably high, so, it was not
easy to hear each others’ voice.

W

Fiure 39 The hand-held controller of the camera.




3.1.2 Mission walk-through (flight inspection)

| did not get any chance to join a real
Highr inspection mission. However, an
emp|oyee from the technical services
department helped me with gaining
an undersronding of how this kind of
mission is operored. He ran a mission
rep|oy software on his PC and showed
me a mission wo|k—rhrough of how a
mission is done from the beginning to
the end.

The operators of Highr inspection
missions are usuo||y different airports.
The software contains airport pro1(1|es
inc|uding their geogrophico| position,
facilities  (sensors and navigation
equipment on the ground), and
the High’r procedures for different
measurements. F|igr1’r inspection
consoles usually have only one display.

A mission starts with se|ec’ring an
airport and choosing the facilities
which should be measured. Then the
operator selects the Higrﬁr procedure.
The procedure refers to the way
that the aircraft should Hy toward
a target area. During a mission,
mu|rip|e facilities are meosured, so, it
may take several hours. After picking
an airport and se|ec’ring the facilities
and procedures, the operator sees
several pone|s on the disp|oy.

The panels can be coregorized
to three groups. On the left side,
there are navigation instruments
like an altitude indicator, a heoding
indicator, and a compass. The rigrﬁr
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side shows the information about
the mission, type of the procedure,
numeric values coming from the
sensors. The calculation table is also
shown here.

The center part of the disp|oy is
usually divided into two rows. On the
top, there is map that shows the po’rh
of Highr. Bellow that, there is a curve
p|or’rer. This is the most Frequenﬂy
used pone| by the operaftors. When
the sensors inside the console
communicate with the facilities on the
ground, the values are represen’red
as curves to the operaftor. There are
several curves while measuring a
Foci|i’ry, and two of them are more
important, the read signo| and the
reference value. By comparing these
two values (curves), the operator
and specio|is’r who ono|yze the data
can say if a Foci|iry works proper|y
or needs to be calibrated. During «a
High’r inspection mission, the operator
is focused on and observing this
pone| most of the time.

When the mission is done, the
operatfor can save the results on a
USB memory. The results contain
both the grophs and the table of

numeric values.
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3.1.3 Task analysis

The term “task analysis” refers to
the s’rudy of actions a user performs
to achieve an intended objec’rive.
Task omo|ysis is |'1e|p1cu| tfo recognize
the tasks that an interface should
support, and it he|ps tfo improve the
journey of reoching a goo| (Usobih’ry.
gov, 2013).

Hierarchical task analysis (HTA) is
a popu|0|r task omo|ysis method that
breaks down the user’s tasks into sub-
tasks. To represent HTA, main tasks
and their sub-tasks are shown in
diﬁerenﬂoyersinodiogrom.The goo|
is fo iden’rify sequen’rio|, conditional,
and iterative tasks (Usability BoK,
n.d.).

Based on the user observation and
the Wo|l<—’rhrough, a hierarchical task
analysis was done to get a better
overview of the operator’s course of
action. The actions are co’regorized
and shown in the diogroms.

Flight
inspection

2. Signals
observation

1. Mission setup

| 21.Watching the

— 1.1. Procedure setup CURES

1.11. Selecting

a facility —  211.Zooming

1.1.2. Selecting — 2.1.2. Scrolling
a procedure

1.1.3. Selecting | 2.1.3.Changing the

areference system colors
L 1.2. Running | 2.2.Reading the
a mission numeric values
_ 1.2.1. Creating | 2.21. Watching the
a mission plan table of numerics
| 1.2.2.Starting | 2.2.2. Switching
measurement plotter to numerics

Figure 3.5. Tasks hierarchy diagram of flight inspection.

3. Calibration

3.1. Contacting 4.. Creating the

the technician report
3.1.1. Setting the 4.2 Exporting
radio band mission data

3.1.2. Asking for 4.2.1. Saving the
modification report on a USB drive

| 3.2. Asking the pilot 4.2.2. Printing the
to re-run a part report

Airborne
Surveillance

2. Observing

1. Surveillance targets

1. Reading the map — 2.1. Manual selection

3. Inspecting
atarget

|__ 3.1 Fixing camera

4.Reporting a
suspicious target

4. Writing note 5.1. Creating the

on a target about the target report
11.1. Panning the 2.1.1. Rotating camera 3.2 Observing the 4.2 Infroming B e EEs
map toward a target target’s surrounding authorities HEL IR

11.2. Zooming the 2.2. Zooming on
map atarget

1.1.3. Map center 21.3. Adjusting
aircraft camera focus

— 2.2. Auto selection

I_ 2.21. Touching a

target on the map

| 2.3.Reset Camera
position

Figure 3.6. Tasks hierarchy diagram of airborne surveillance.

3.1.4 Data from Halogen

During the user research stage, | got
a chance to get in touch with a team
of designers from Halogen who were
collaborating with NSM in  ADA
project. As a part of their job, they
joined «a High’r inspection mission in
ltaly aswell as an airborne surveillance
mission in Norway and observed the
whole process. They could create
a timeline of their observation and
map the critical and most frequen’r
activities during the missions. | have
been lucky to get access to these
materials which are greatly valuable
to get a better insight of the user's
situation and tasks during flight.

3.2.1. Switching the
views (FLIR, SLAR) radio band

3.2.2. Capturing
photo or Video coast guard

4.2.. Setting the 5.1.2. Attaching

photos and videos
4.2.2. Contact the 51.3. Saving the
report on a USB drive

3.3. Contacting the
target

| 3.3..Retrieving
target data from AIS

| 3.3.2. Setting the

radio band

| 3.3.3.Talking with

the target
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3.1.41 Observation timeline

The team has presenfed the result of
their observation as a timeline. They
have mopped out all activities that
the operator and the pi|o’rs did, the
relevant equipment and tools for
each task, and the corresponding part
of the Ul to each task. In addition,
they have written notes about the
conditions during the flight.
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3.1.4.2 Criticality/frequency matrix
Based on the observoﬂon, the team
managed to sort different components
of the Ul according to their criticality
and frequency of use. In the matrix,
there are two axes: Low criticality-

QUICKLY AVAILABLE

high criticality and low frequency—

high frequency. The functional and

“up
&

HIGH

CRITICALITY

y

informational components of the Ul
are represented as dots. The yellow
dots stand for the im(ormo‘rion, and
the green dots represent functions.

L ALWAYS VISIBLE
Communication

Graph
Calculations
Position, LS, VOR,------- Map
start run, airport,
waiting time

Numerics from

the graph
Camera
z Date, time, status @
Low " HIGH
FREQUENCY FREQUENCY
Distance
AZ
Altimeter Elevation

HSI (for the LS)

EASILY AVAILABLE

Figure 3.9. Criticality/frequency matrix of the flight inspection tasks.
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3.1.4.3 The new software

During ADA project, a new modular
software has been deve|opeo| which
can be used for both High’r inspection
and airborne surveillance missions.
This software o|ong with a new
console is the current project that
NSM is working on. The UI/UX design
phoses of the new software are done
by the team from Ho|ogen, and now,
it is under development. AHhough
this software is not imp|emen’reo| and
tested yet, it is a great step forward
from the old software. Review of

P1: ENGM-01L - LLZ App

ENGM - OSLO-GARDERMOEN

Figure 311, Default layout of the software in flight
inspection mode.
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this system is beneficial to get a
better understanding of the most
updo‘red ’roo|s, instruments, and data
visualization which are needed and
used by the mission operators.

In addition, the designers have put
a great importance on the user
experience and tasks flow based
on several theories like situation
awareness theory. Therefore, this

solution can be a reliable source of
inspiration for UX design of the new
interface in AR.

= Backspace

Capslock a ; g Enter
Shift z . /  Right Shift

% = s ci

Figure 312. Plotter panel of the
inspection mode.

software in High‘r
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Figure 3.13. Mission plan panel of the software in flight

inspection mode.
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Figure 314. Sensors status panel in flight inspection
mode.




Figure 3.15. Radar-enabled view of the software in
airborne surveillance mode.
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Figure 316. Plotter panel of the software in airborne
surveillance mode.

3.1.5 Workflow diagram (Results)

Tosum upo||imtormo’riomcromfr1e user
study stage, two workflow diogroms
are drawn to present the important
tasks and key Ul elements during the
fwo types of missions. The actions
are taken from the hierarchical task
cmo|ysis and ’rhey are the dominant
activities during a mission. Also, the
corresponding Ul element to do each
task is shown. These elements are
selected to be translated into new
forms for the interface in AR.

For Highr inspection, the operator
should first verify that all components
are connected and Working proper|y.
Then he sets the procedure and runs
a mission. After that, the foci|i’ry
(airport) and the High’r porh will
be shown on the map. During the
mission, he observes the grophs, read
numeric vo|ues, does calculation. If it
is needed to have a chonge in Hying
po’rh, he talks with the cockpir ’rhrough
radio. These steps are iterative and
are done mu|ﬂp|e times. When the
missions are comp|e+eo|, he should
make a report.
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For Airborne

operator first defines the mission

survei”omce, the

type and sees an overview of the
mission timeline. When the aircraft
flies over the intended areaq, the ships
are represen’red on the map and
the operator can select them to get
their AIS info and track them. He
can zoom on a target, auto-track
that, and inspect it ’rhrougr\ different
over|oys. It is also possib|e to take
photo or record video from a target
or a specio| case, for exomp|e in case
of oil |eokoge from a ship. During a
mission, the operator performs these
tasks iteratively for various targefts.
The report is usuo||y written when the
mission is finished and the aircraft is
heoding back to the airport.
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3.1.6 Interview with flight inspection operator

An online interview was conducted
with @ Higni inspecfion operator fo
verify the unders’ronding of the tasks
and their sequence (ine workHow) in
a mission. The workflow diogrom of
Highr inspection was presen’red to him
and he was asked to exp|oin his tasks
and mention the missed items and
inconsistencies between the didgrdm
and the real situation. Below is a list
of points from the interview.

The first point he made was that
communication with the technician
at a facility on the ground is a
prominent task  which  was not
considered before. As the interviewee
mentioned, in the very first step, he
should veriicy the communication with
the technician. Then, before starting
a measurement, he should check with
the technician if the ioci|iiy is started.
During a measurement, the operator
may need to talk with the technician
to make cnonges to the foci|iiy, SO, he
may mute the voice of the pi|o’r, the
ATC, and the radar station in order
to focus on the conversation with
the technician. In gddi’rion, based
on the values, it mign’r be needed to
rerun a measurement. To do SO, the
operator asks the technician to do
modifications for the next run.

Another point was that the numeric
values inform the operator about the
connectivity of sensors to a i(oci|i’ry.
Cnonge of numbers means that
signo|s are being retrieved and the
Foci|iry is regdy to be measured.
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Regording the map, he mentioned
that it is not i(requenﬂy used during a
mission. For exgrnp|e, if he sees that
the aircraft is furning around for a
while, it means that they are waiting
fo get permission from air traffic
control.

Another important document for
a mission is the Highr profiles. A
Hign’r profi|e describes the poin that
the aircraft should fly rnrougn in
order to do a measurement. These
profi|es are standard and defined
by aviation authorities. The operator
mentioned that the Hign’r profiles
are not embedded in the map in the
current software, and iney should
check them on paper. Providing the
Hign’r profiles on the map g|ong
with the geogrgpnico| information
of an area may affect the mission
p|onning. For instance, he mentioned
if a Hign’r profile contains a clockwise
turn, a mountain on one side of
the pd’rn can cause that ’rhey do «a
counterclockwise turn insregd, or if
iney want to do three measurements,
weather information on the map may
help them to organize the order of
the runs.

He also said that he sometimes
chonges the disp|0y |gyoui and
switches the curves p|o’r’rers to the
calculation table in order to focus on
the values.

Based on these insignis, the workflow
diogrom was modified.
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Figure 320. The operator may switch the
plotter to this numeric list.
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3.2 Technology analysis

An important part of designing a good user experience is fomi|iorify with
available Techno|ogies, their copobi|iﬁes, and limitations. So, the solution will
be technically feasible to be implemented (IDEO, 2015). The way a product
or service is implemented has a direct impact on the users” experiences(The
Interaction Design Foundation, 2020).

For this purpose, first, there is a short paragraph about immersive computing.
Then, three of the most popular head-mounted AR products that have their
embedded computing unit (not smart glasses) will be reviewed. The goal is
to figure out the features which can affect the implementation of the solution,
and as a result, the user experience. At the end of this part, it will be decided

Real reality

on an AR |o|oh(orm to base our solution on it.

3.2.1 Immersive computing spectrum

Immersive computing is a new term to
describe the technology that provides
users with an experience of being
immersed among virtual content.
This can be done in the form of
ougmen’red reo|i’ry or virtual reo|i’ry.
In ougmen#ed reo|ier experience, the
user can see virtual objects in his
surrounding using a hand-held or
head-mounted device that over|oys
the content on the real world. On the
other hond, virtual reo|i’ry takes the
user fo a comp|e+e|y virtual space
and gives him the maximum level of
immersion. However, there is another
term which is mixed reo|i+y. This term
drew attention after infroducmg the
first HoloLens by Microsoft in 2016.

| Mixed Reality (MR)

In foc’r, this term does not refer to any
new kind of immersive computing,
but it is a concept that contains both
virtual and ougmenfed reo|ier. Todoy,
mixed reo|i+y is usuo||y used for
wearable devices, while AR refers to
the same concepft but imp|emen’reo|
with  hand-held devices (Lanham,
2018). Actually, the theoretical
definition of mixed rec||i’ry, which
was first introduced by Milgram and
Kishino (1994), differs from its today's

commercial definition.

In  this project, the origino| tferm,
name|y, ougmen#ed reo|i+y will be
used and it does include head-
mounted AR devices.

€

Real Augmented
environment reality (AR)

>

Augmented Virtual
virtuality (AV) environment

Figure 3.23. Reality-Virtuality continuum (Milgram & Kishino, 1994).

Real world

Augmented reality

Computer-generated

Figure 3.24. Immersive computing spectrum (Lanham, 2018).

3.2.2 Available devices (Benchmark)

Even though googling “mixed reality
device” or "AR headset” results in
a |ong list of produc’rs, there are
very few items that are ocfuo”y
stand-alone AR systems. These are
Microsoft HoloLens and Magic
Leap. The other solutions are either
smart glasses with limited functions
or devices that should be tethered
to a stationary computer. In this
part, the two AR headsets will be
reviewed. The purpose is to compare
the factors including field of view and
input methods that can affect the
user experience.

3.2.2.1 Microsoft HoloLens

HoloLens was the first head-
mounted AR display manufactured
in 2016. This device has its own
computing unit in its frame and runs
a holographic version of Windows
10. HoloLens supports hand tracking.
So far, two generations of HoloLens
are introduced. While the first version
detects on|y a set of pre—defined hand
gestures, the successor can recognize
both hands and all fingers. Also, the
first generation has a physical input
device that is called Clicker. It can
be used instead of hand gestures

to se|ec’r, scro||, move, and resize
the content. Moreover, both devices
support voice commands. The fields
of view are 30°x17.5° and 43°x29° in
the first and the second generations
respectively (Microsoft, n.d.).

3.2.2.2 Magic Leap

Magic leap one is another AR
headset from a company of the same
name. In contrast to HololLens, this
device has a pocket-size computing
unit that should be connected to the
goggles. Users can use a physical
controller with 6 degrees of freedom
or use their hands. The device detects
eighf gestures. |t also has speech
recognition. The field of view in this

headset is 40°x30° (Magic Leap,
nd.).

1st HoloLens

2nd HoloLens

Figure 3.25. Comparison of the fields of view.
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Figure 3.26. Microsoft Hololens 1 (Microsoft, nd.) .

,ri\cgic

A leop

Figure 328. Magic Leap one with its computing unit
and controller (Magic Leap, nd.).

According to  this comparison,
HoloLens 2 seems to be the best
choice, because it has the widest
view, the best gesture recognition,
and an in’regro‘red computer that
results in better por’robi|i’ry and ease
of use. Fur’rhermore, there are more
resources and deve|opmen+ libraries
available for this headset. Therefore,
thisitem provides the most possibi|i’ries
for this project. However, since the
company o|reoc|y has the first version
of HoloLens, the prototyping will be
done using that device.
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Figure 3.27. Microsoft Hololens 2 (CNet, 2019) .

3.3 Ideation for flight inspection

Based on the insights from studying the users, the inspiration from the current
AR solutions, and the technical possibilities, the initial ideas are formed. At
this stage, they are mostly general ideas about how to navigate and interact
with objects in AR environment. They are presented here in the order that
they were sketched.

1. In thisidea, different components of the Ul will be on separate AR canvases.
The operator can pan them horizontally using hand gestures. According to
what step in the mission they are, the user can place the required panel in
front of him. The canvases become smaller as they go further from the user.

MuH’ifﬂe W‘V\Jows on
e virkel Aesk

Pros: separation of elements based Cons: the user may need to switch
on the tasks, easy to switch between the windows many times, not using

windows (interaction). AR possibilities (2D content).
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2. This idea is similar to the first idea except that the canvases move along

an arc.

3. In this idea, the Ul component are again on different canvases. The

canvases go behind each other toward the world in front of the user.

Pros: Separation of elements based
on the tasks, easy fto switch between
windows (interaction), the curved
panning path results in equal distance
between all windows and user.
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Cons: The user may need to switch
the windows many times, not using

AR possibilities (2D content).

Pros: Separation of elements based Cons: The user may need to switch the

on the tasks, easy fo switch between
windows (interaction).
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windows many times, long switching
time because of only one scroll
direction, not using AR possibilities
(2D content).



4. Here, windows are located next to each other and the user can pan both

horizontally and vertically.

Pros: separation of elements based
on the ’rosks, less need to scroll
because the displays are distributed
in two directions.
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Cons: the user may need to switch
the windows many times, not using
AR possibilities (2D content), the user
should turn his neck both vertically
and horizontally.

5. This navigation model lets the user zoom in and out to switch between the

windows.

Pros: separation of elements based Cons:the user may need to switch the

on the tasks.

windows many times, not using AR
possibilities (2D content), forgetting
the order of windows.
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6. In this model, different instruments are located on a turning desk. The user
can rotate the desk to bring the needed part.

7. In this model, there is an AR panel for each stage of the mission. For
example, planning, measuring, and reporting. The user can rotate the panels
to the intended one for each stage of a mission.

Pros: separation of elements based Cons: the user may need to switch
on the tasks, easier navigation due to  the windows many times, not using
the loop shape. AR possibilities (2D content).
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Pros: separation of mission phases, Cons: not using AR possibilities (2D
on|y three pages to switch between. content).
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8. Thisidea contains three virtual desks which contains the required components
for different stages of a mission. The operator starts planning the mission at
the first disk. Then he rotates toward the second desk to observe the data
during measurements. At last, he creates the report at the third desk.
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Pros: separation of mission phases, Cons: not using AR possibilities (2D
on|y three stages to switch between. content), the user needs to move.
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The previous ideas were about having virtual displays in AR and navigating
among them. In fact, the Ul components remained 2D.

The following ideas are about combining the current software with AR
elements. The reason to do so is the conservative mindset of the business and
their resistance to change. In this way, the operators still have access to the
older Ul while they are given AR solutions as well.
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9. In this scenario, the user sits at a real desk. When he runs the software, he
sees the current Ul on a virtual display. If he drags the components out of the
display and places them on the desk, they transform to a 3D representation
of the tools.

Diffecedt cm’vmemts

Can \oe. Ccn\/e({t'A *.o "S
O\oa‘e ()" D

Pros: availability of the old Ul. Cons: the workspace may become
cluttered, the user may never try the
AR mode.
98

10. In this model, different components are deactivated and located around
an empty canvas. When the user places one or more components on the
canvas, they become activated.
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Pros: separation of activated and Cons: not using AR possibilities (2D
deactivated components. content), the Workspoce may become

cluttered.
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1. This idea is a combination of the current Ul on a tablet and AR. The
operator can drag the different parts of the Ul out of the tablet. Then, that
part switches to AR Mode. Using the tablet makes the interaction tangible,
so, easier.

Pros: casy interaction (touch), bond Cons: the Workspoce may become
to the old Ul. cluttered.
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12. In this model, a menu containing the Ul component pops up when the
user gazes at his wrist. Then, he can drag the components and drop them in
the air to switch them to AR 3D elements. This idea was inspired by Microsoft
HololLens 2 that the user sees the start menu floating on his wrist.

Pros: easy access to the menu, good Cons: the Workspoce may become
organization of components. cluttered.
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13. In this idea, the Ul components are floating around the desk and the
operator can place them on the virtual desk to switch them to 3D mode. He
|o|0ces the tool(s) that he needs to focus on.

2D Flm‘r\“a disploys
to 3D ob"ed‘s ow Fhe desk

The coming ideas are generally about organizing the components.

14. |n this idea, the components go and hide under the desk surface. The
user sees the headers and can take out the elements(s) he needs based on
the phase of the mission.

Pros: focus on the activated Cons: the Workspoce may look
components. cluttered.

102

Pros: the user can visually memorize Cons: not using AR possibilities (2D
the location of components, tidy content), different distances between
workspace. user and objects.
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15. This idea is like a bookshelf. The user sees the deactivated from a narrow
side. If he rotates them, the component becomes activated.

a

deecclive c-chve

Pros: the user can visually memorize Cons: not using AR possibilities (2D
the location of components, a minimal content), the Workspoce may become
arrangement of elements. cluttered after activating multiple

elements.
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16. The components are represented as bubbles in this idea. Each bubble has

a glyph standing for the inner component. The operator can open a bubble
to activate the component.

Sevew| 5 \obles
t‘f d;@ww‘\' \J\\NJM,J

Pros: o minimal arrangement of Cons: the workspace may get

elements. cluttered after opening multiple
bubbles, it may look too fon’rosy for
this context of use.
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17. |n this model, components are flat on the desk. When the user gazes at
them, they tilt upward toward him. Each part is activated as long as the user
looks at it.

Q F-[o.'i' N #e a(er[: (bm‘ec-‘;)
Tilted hurend fhe ""*"(&uj

Pros: hands-free interaction to Cons: different distances between
activate a component, bond with user and objects, not using AR
user’s visual memory. possibilities (2D content).
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18. In this scenario, there are multiple physical objects on the desk that
work as markers for AR elements. Since the gesture recognition might be
challenging, the user can move the markers and the assigned components
follow.

pl?/&l (o«\ M&fl‘e(
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Pros: casy interaction with the Cons: dependent on the markers, not
physical markers. using AR possibilities (2D content).

The next two ideas are focused on two tasks during the missions, namely,
communication and making the report.

107



19. During a mission, the operator hears voices from the cockpit, the tower,
the radar stations, and the technicians at the facilities. He can also talk to the
cockpit and the technicians at the facilities. In this idea, each of these items
are represented as 3D avatars. Placing an avatar far from the user makes
that voice mute. If the operator places the avatar(s) close to his head, he can
communicate with those people.

P M“ﬁ
Pesple ¢ bringfhen

Pros: easy to understand the function Cons: it may look too fon’rosy for the
(sui’rob|e offordonce)‘ context of use.
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20. After completing the measurements, the operator should create a report
of the mission. In this idea, there is a white AR canvas in front of the user
where he can type. Also, the graphs, photos, tables etc, are available as AR
elements and the user can drag and drop them on the canvas. For typing, the
user is provided with a physical (real) keyboard.

Pros: casy access to different Cons: drog and drop with hands
materials for the report. may need more effort than Working

with a mouse.
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3.3.1 Reflection on the ideas

After the first round of ideoﬂon, it
was found that most of the ideas
borrowed classical 2D Ul elements
and did not ocfuo”y use the pofen’ricﬂ
of AR technology, namely, 3D and
spo’rio| content. Therefore, there
should be an iteration on ideation to
generate a concept that makes use
of AR capabilities. In addition, the
odvon’roges of previous ideas are
considered and in’regro’red with the
new ones.

To use the most of AR capabilities, a
new idea will be be proposed that is
focused on ’rrons{orming 2D elements
into 3D so that various data becomes
more ’rcmgib|e. This idea is mainly
for the ﬂigh’r inspection missions
but provides the possibi|i’ry of being
exponded for airborne surveillance
missions, As well.

Reletence v s\
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21. The concept presents a piece of the world in AR to the operator. He sees
an AR 3D map of the flight area, a 3D representation of the aircraft along
with visual information about navigation ’rhrough an exocentric perspective. To
focus on the retrieved data from sensors, he can switch to an egocenftric view
where he can observe the curves of signo|s in comparison to their permi‘r’red
tolerance.
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3.3.2 Reasoning for the concept

3.3.2.1 Knowledge in the head vs.
knowledge in the world

The need for us to learn decreases
whenever information needed to do
a job is reodi|y available in the world.
If peop|e are in an environment
containing the relevant knowledge
required for a task, Tney can usuo||y
perform even if they have not learned
and memorized every’rning about that
task. Knowledge in the world is usually
easy to perceive. Natural mapping
is a form of p|ocing know|edge in
the world (Norman, 2013). In this
concept it has been tried to integrate
the know|edge with the wor|d, that is
the AR environment. This knowledge
has to be learned and memorized by
the operator in their current system.

The concept provides the operator
with a 3D representation of the
mission Hign’r proFi|e. A ﬂign’r profi|e
is the po’rn that the aircraft should Hy
inrough in order to perForm a specii(ic
measurement. Todoy, the operator
has a list of the proFi|es on paper.
However, this concept integrates
the profi|es with the map. Nome|y,
a tunnel shows where the aircraft
should ﬂy ’rnrough, where it should
turn, ascend or descent. This reduces
the need for imagination and the
cognitive load. In fact, the knowledge
is placed in the world the operator
sees instead of a separate document
(on poper) or his memory, and the
F|ighr proii|e is no’ruro||y rnopped
to the location where it should be

periorrned. As a result, it will take
less effort for him to recognize the
position of the aircraft relative to the
profi|e,

3.3.2.2 Frame of reference

The perspective ’rnrougn which a
user looks at an environment is
his frame of reference. Cognitive
frames of reference are co’regorized
to egocenftric and exocentric.
According|y, a map is which is @
piece of world, is an exocentric view
of that area given to users. On the
other hand, our subjecrive view of the
world is called egocentric frame of
reference (Ware, .

In  this concepft, the operator is
provided with these two perspectives
for different purposes. At first, he is
given an exocentric perspective. The
view can be like god's—eye or wingman
view. According to Ware (2012),
these views are more odvon’rogeous
for con’rro||ing moving objects than
an egocentric perspective. In this
mode, the view includes a 3D map
of the areq, the oircroncr, the Highr
profile, and visual aids for navigation
and positioning. This view will be used
when the operator wants to p|on the
mission and check the position of
aircraft during a mission.

When the measurement is sror’red,
the operator can switch to egocenftric
view to focus on the signo|s. In this
mode, he finds himself in the center
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of the Hign’r po’rn (’runne|) and the
signo|s come toward him. The wall
of the tunnel stands for the allowed
tolerance. In the center of ’runne|,
there is a centric line which shows
the reference value. So, the operator
can compare the signo|s from the
sensors with the reference vo|ue, and
if H'iey collide with the wall at some
point (out of allowed ronge), he can
ask the technician at the foci|iry fo
calibrate it.

The decision of combining the
egocenftric and exocentric views is
suppor’red by Wang and Mi|grom
(2001). They proposed that the
combination of these frames of
reference ‘may improve performance
for those navigation and control
tasks that depends on both g|obo|
spatial awareness and local guidonce
concurrently.”

3.3.2.3 Situation awareness

Situation awareness is a ’rnree—srep
process of recognition of objec’rs in a
context within a range of time and
space, undersro’ring what ’rney mean,
and icoreseeing their status in near
future. After these steps, an operator
would decide and perforrn an action

(Endsley & Jones, 2012).

In a Hign’r inspection mission, it is
crucial that the operator perceives all
values, their cnonges, and cnonging
trends in order to verify a foci|iry is
performing proper|y or not. Safe

|onding of aircrafts carrying peop|e
are dependen’r on the accuracy of
these foci|i’ries, SO, the new interface
must provide the operator with an
easy and assured way to comprehend
all intended data.

As  said before, the combination
of the two perspectives affect the
situation awareness. When the user is
in exocenftric view, he sees the aircraft
over the map. The better spo’rio|
unders’ronding which is the result of
the broad view of the surrounding
area creates better awareness for the
operator in different manners:

He is able to see the weather status
and the geogropnico| characteristics
of the target area. This lets him
plan the mission and organize the
measurements order. For example,
if he sees that it is raining in a
specific area, he may postpone
the measurement which should
be done over that are and do
another measurement first until the
rain is sropped for the pos’rponed
measurement.

The geogrophico| information also
ne|ps the operator fo decide on the
Highr porn (mission profi|e) for a
measurement. For instance, there
is a clockwise turn in the mission
profi|e, but there is a mountain on
one side of the porh that makes
the turn difficult. The operator
sees the 3D representation of the
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mountain on the map and p|ons to
turn counterclockwise. This point was
exoc’r|y mentioned by the operator
during the interview.

The egocentric view, on the other
hand, would improve awareness of
the chonges in signo|s. If the operator
is p|dced in the center of the tunnel,
namely the reference value, he can
recognize the difference in the coming
signo|s easier. Therefore, his decision
moking about whether a facility is
Working proper|y or not will be more
precise.

3.3.2.4 Sensory vs. arbitrary data
Sensory representation refers to
symbols and visualizations that geft
their meaning from their ability
to use the percep’ruo| processing
power of the brain without |e0|rning.
Arbi’rrory representations are the
ones that must be |eorned, because
They have no percep’ruo| basis.
There is no pure drbi’rrory or sensory
representation, however, the more
sensory a representation is, the easier
it will be understood because They
are matched to the eor|y phoses of
neural processing in the brain (Ware,

2013).

A key feature of this concept is the
new way of showing navigation
and orientation data. In the current
software, there are classic navigation
aids like those which can be found
in the cockpi’r, These instruments

mos’r|y show orbi’rrory data and the
user must learn how to read and
use them. In the new concept, this
information is represenfed in a more
sensory manner. Pi’rching and ro||ing
of the aircraft are shown Through the
3D model of it, so, oscending and
descending are visible. The heoding
direction (yowing) is understandable
from the head of the 3D aircraft or
from the arrow which is projec’red in
the map. The altitude is mentioned
on a vertical line that goes from the
aircraft to its position on the map.

In oddifion, the essential numeric
values inc|uding signo|s and their
allowed range are presented as
3D curves and elements in our
concept. This sensory mode of data
representation is easier fo inferpret
than the table of values. If a value
is within the intended range, the user
can see that signo| inside the path. If
a value is out of the range, it collides
with the wall of the tunnel and goes
out of it.

Generally, the effect of hoving more
sensory data relative to the orbifrory
data is similar to the effect of hoving
more |<now|edge in the world than in
the head. Nome|y, ’rhey impose less
cognitive load on the brain.
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3.3.3 Expansion for airborne surveillance

Based on the previous concept, structure of the new ideas is based
three new models were proposed for on the two view-ports which were
airborne surveillance missions. The considered in the last idea.

22. In this model, the user is given a subjective view (egocentric) of the
sea. The vessels are mapped around him occording to their position in the
ocean and relative to the location of the aircraft. The interface (’rhe Wor|d) is
represen’red around him, and he is located at the center. So, he should turn to
see the targets in different directions. A 2D tool shows him the field of view
and the direction he is looking at. Also, the AIS data of the boats are pinned
to them. To inspect a target ’rhrough different lenses, the operator should
select it. Then, a window will pop up and show the intended view of that ship.
He can choose between different views, for example IR or SLAR, by rotating
a cube.

ﬁ(’ Vovld  Can
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23. This idea is based on the exocentric view of the area. The operator has a
map of the HighT area in front of him. So, all targets in that region are visible
to him and he does not need to turn. To retrieve the data of a ship, he should
gaze af if. When he stares at a boat, a window containing its information
appears next to the target. Furthermore, if he observes for exomp|e an oil
|eokoge around a target, he can draw a po|ygon around it and capture a
phofo of that. This idea is similar to the previous one, except the perspective
is chonged from egocenftric to exocenftric.
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24. The perspective of this model is all the same with idea no.23. But, here,
when the operator looks at a boat, the information window will be shown in
front of it, between the eyes and that target. The user can switch the views
(camera, IR, SLAR) of that target on this window.
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3.4 Ilterative design

After getting an insight of what the users need and generating ideas, the
loop of pro’rofype—feedbock starts to see if an idea meets the needs. lteration
lets us improve the concept after each test. The iterative part of the design
process may also be called rapid prototyping or spiral prototyping (The
Interaction Design Foundation, 2020).

This part begins with the first prototype of the preliminary concept. Then, the

idea gets modified based on the user’s input in three steps.

3.41 The first prototype

The first version of the concept was
made and presented to the mission
operator and NSM. The Prototype
was made in Unity3D and ran on
Microsoft HoloLens. So, the user could
be in an immersive AR environment
and see the content in the form of
holograms in his surroundings.

In this prototype, the focus was on
transforming the 2D information
of the current software to 3D
visualization which are more sensory.
There are two main categories of
information:

1. Information about the orientation
and navigation of aircraft which
is accessible  through  different
navigational aids and instruments, for
exomp|e, o|ﬂme+er, attitude indicator
(artificial horizon), heoding indicator
(compass), and turn indicator.

2. Information of flight inspection
which are available to the operator
in form of both curves and values.

It is not decided yet about how the
opening scene of the AR interface is.
This scenario depicts the solution in
the step that the operator has started
the software and selected the Focihfy
that should be measured.

After selecting a facility, the operator
is provided with an exocentric view. In
this view he sees a scaled down 3D
map of the area where ’rhey should
Hy over, an aircraft 3D model at the
position which is retrieved from GPS
(the real position of the aircraft in
real world), and a tunnel. This view
provides the user with the information
needed for planning the flight.

The tunnel represents the flight profile
(ideal pofh), where They should ﬂy
Through to do the measurement. This
is a new feature which does not exist
in their current software. The yellow
part of the tunnel shows the guide
path that leads to the starting point
for measurements. Then the green
part s where the measurement
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should be done. Based on the type
of a measurement, the tunnel will be
set on the map. For instance, we have
the approach part of ILS at Genoa
airport in this prototype.

Figure 3.30. What the user sees through HololLens.

The operator can zoom in and focus
on the aircraft. He can chcmge the
view of the aircraft to tethered views
like wingman’s view, god’s eye view,
or orthographic views like back, top,
or side.

Figure 3.33. The wingman's view.
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Figure 3.31. The tunnel.

Figure 3.32. The god's eye view.

Figure 3.34. The top view.



Figure 3.35. The side view.

Through these close views of the
aircraft, the operator can get the
information about the orientation
and navigation of aircraft in a
more sensory way than the current
navigational instruments.

To show the glide angle, there is a line
along the movement direction which
is always parallel to the horizon.

Figure 3.36. The back view.

When the aircraft pitches, another
line will become visible which shows
the angle relative to the horizon.

Rolling angle is depicted using the
same method. There is a line parallel
direction of the wings. This line always
remains horizontal. If the aircraft
turns, another line which is fixed to
the wings will show the rolling angle.

Figure 3.37. The aircraft is keeping its altitude.

Figure 3.38. The aircraft is descending.
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The altitude is shown using a vertical
line that goes from the airplane
toward the ground. Also, the heading
of the aircraft is projected on the
ground.

The centerline of the tunnel represents
the exact position of the Highf profi|e
(optimum path). The tunnel can be
divided into four quadrants to make
it easier to compare the position of
the aircraft to the path.

Before exp|oining the rest of features,
it is needed to explain what flight
inspection is in practice. Brieﬂy, the
goo| of High’r inspection is to measure
the accuracy of novigo’riono| aids
which are used by |oi|o’rs during a
ﬂighf, opprooch and |cmo|ing. To
do so, a High’r inspection operator
compares data from GPS with the
data from the novigoﬂono| aids. The
GPS data, which is more accurate, is
considered as ‘Reference” data, so,
the reference position is the position
of the aircraft occording to GPS.
On the other hand, there is data
from navigational aids. For instance,
in an ILS approach, localizer and
g|io|es|ope indicate respec’rive|y the

Figure 341. The altitude and heading of the aircraft.

Figure 342 The tunnel is divided to four quadrants.

horizontal and  vertical deviation
of an aircraft in comparison to
the optimum Opprooch pofh. The
difference between these two data is
the error of the novigoﬂono| aids. To
put in a nutshell, the goo| of High’r
inspection is to measure and compare
this error with a tolerance and decide
if a novigo’rioncﬂ aid works proper|y
or not.



When the measurement is started,
there will be a second aircraft which
is rendered like a shadow. This
aircraft will be called “ghost aircraft’
in this concept. The ghost aircraft is
at the position which is retrieved from
the navigational aids (localizer and
glideslope). Therefore, the distance
between the real aircraft and the
ghost one indicates the error of the
navigational aids. The values are
typically in microamp unit, however,
they are proportional to the distance
between the two aircrafts.

During the measurement, trail lines
will be drawn behind both aircrafts.
These lines help the operator to keep
track of where the airplanes have
gone through. In addition, the trails
are for review and analysis of the
mission data after the measurement.

Figure 346. The green curve shows trail of the reference
data, the yellow curve shows the trail of the nav data.

Another feature of this concept is
the egocentric view from inside the
airplane. In this mode, the camera is
tied to HololLens orientation and all
information and 3D content including
the tunnel, ghost aircraft, and High’r
trails are visible to the operator in 11
scale. This feature will also be useful
at the time when Highf inspection is
done using drones instead airplanes
and the operator remains on the
ground. In this way, he will be able
to have a perspective as it he is up

in the air.

Figure 3.43. The egocentric view from inside the aircraft.

Figure 347. The trails and the error.
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3.4.2 Feedback session

Due to the restrictions caused by
Covid-19, | was not able to meet the
operator in person fo perform user
testing. In addition, NSM has limited
the entrance of non—emp|oyee peop|e
to their office.

On the other hand, the type of
the solution and comp|e><i’ry of
the job makes it difficult to test
the model with random peop|e.
In fact, the test users need to be
familiar — with ﬂighf inspection.
Therefore, online meetings were the
on|y way for me to go’rher feedback
about the concept. To do SO, the
prototype was presen’red to the
operator, the R&D director, and the
director of High’r inspection systems
at NSM who is also a member of the
international committee for airspace
standards and calibration . During
the presentation, | wore a HololLens
and ran the prototype app, and the
live scene was shared with them.

During the meetings, all features
of the concept were discussed. For
required chonges, the participants
and | generated new ideas and rapid
sketches ’rhrough a participatory
opprooch, and ’roge’rher, we decided
on the differences which should be
made in the second prototype:

].Theinformofionobou’r’rhenovigo’rion
and orientation of the aircraft is
easier than the classical instruments
to understand although the operator
does not need them very often.

2. Distance from the ideal pofh is not
a key data because the aircraft may
not follow this po’rh.

3. The deviation between the
reference position (GPS) and the
localizer-glideslope position is the
most important data.

4. The concept of tolerance was
misunderstood. In fact, the tunnel
should not be along the ideal path.
Instead, it should be o|ong the
reference pofh. If done e} ’rhen, the
tolerance value can be represen’red
’rhrough the size of tunnel.

5. Although the distance between the
real aircraft and the ghos’r one shows
the error but since the position of the
latter one is based on two different
aids (localizer and glideslope), it
takes more effort for the operator fo
calculate the vertical and horizontal
deviations based on the diagonal
distance.

6. The profile of the tunnel should
be rec’rcmgu|or and not circular.
Since there are two sources of data
from the ground (localizer and
glideslope) there will be two tolerance
parameters, one for each. Therefore,
the profi|e of the tunnel should be
rectangular to cover all the range
within the tolerance.

7. It was recommended to keep the
color of trails consistent with the color
of curves in their current software.
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3.4.3 The second prototype

According to the feedback and
the discussed chonges, the second
profotype was made. In this version,
the focus was on visuo|izing the
flight inspection data and make it
easy for the operator to notice the
chonges between the reference and
the |oco|izer—g|ides|ope data.

The most dominant difference in this
version is the tunnel. As said before, the
tunnel should be o|ong the reference
pgfh and not the ideal pofh. Also, it
should have a recfongu|or profile. But
there is another big chonge. Since

tunnel should be o|ong the reference
Highf path (real aircraft path), first

Eigure 348. The ideal pgfh (blue) and the reference
trail (green).

Lo —

Figure 3.50. The tunnel with a continuous profile.

we need to know where the real
aircraft is, and then we can continue
generating the tunnel around it. As
a result, the tunnel will be generg’red
like a 3D trail behind the aircraft with
the flight trail as its centerline. The
ideal pgfh is, however, still available
but in the form of a |ine, not a tunnel.

During the 3D modeling phase
of the prototype, | came up with
an idea about showing the tunnel
with discrete sections instead of a
continuous profile. This new mode
provides an easier 3D perception.
So, both models were included in the

model to be evaluated by the user.

—

Figure 349. The tunnel shou—|d be drawn along the

reference pcﬁh and shows the tolerance.

|

Figure 3.51. The tunnel with discrete sections.
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The point of hoving the tunnel is to
show the tolerance in a sensory way
and understand if the error is bigger
than the tolerance. To do SO, we can
gpp|y the two tolerance values to the
height and width of the tunnel. So,
the heighf will show the tolerance
of g|io|es|ope and the width depicts
the tolerance of localizer. Therefore,
when the ghos’r aircraft is out of the
’runne|, it means that the error is
more than the allowed value. If this
hoppens, that section of the tunnel
will be shown in red color. This is to
increase the operator's awareness of

the issue.

Figure 3.52. Ideal path (blue), reference po‘rhgreen),
and navigation aid path (yellow).

Figure 3.54. The error is not obvious enough to be
noticed.

Figure 3.53. When the error is more than the tolerance,
the yeHow trail goes out of the tunnel.

Figure 3.55. The red parts clearly show the error which is
more than the tolerance.
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To show the amount of error, a righf
Triong|e is drawn real-time between
the real airplane and the ghosf one.
The purpose is to show the errors of
localize and g|io|es|ope seporo’re|y
using the two |egs of Triong|e. In
addition, one input from the operator
was that he wants to know how close
the error is to the tolerance. To do
so, ftwo perpendicu|or lines are
drawn from the ghos’r airplane to the
boundory of the tunnel.

Because the tunnel is behind the
oircrof’r, a front view of the aircraft
is added to the concept. Toward
this view, it is easier to compare the
position of the ghos’r aircraft relative
to the real one and the tunnel.

However, it should be poinfed out
that when the user wears HololLens
each view is tied to his head position
and he can freely explore the world.
The predefined views are on|y for
moking it easy for the operator to
switch to his intended perspectives
instead of moving/wo|king/’rurning in
the real world.

i
.

- i
Figure 3.56. The red lines show the error and the yellow

lines show how close the error is to the maximum .
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Figure 3.57. The front view is suitable to compare the
error with the tolerance.

Figure 3.58. The operator can change the view freely.
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3.4.4 Feedback session

The second feedback session was
held with the same partficipants as
the last time in the same setup. Here,
comes the feedback:

1. The operator preferred the discrete
view of the tunnel for two reasons:
firs’r, it is more consistent with the
machine because the sensors have
somp|e rates, so, the frequency of
generating new section for the tunnel
can be synchronized with the somp|e
rates, second, he ogreed on the better
3D perception of the discrete mode
compored to the continuous one.

2. The method of showing the
error and tolerance was so easy to
understand that the operator realized
it without any exp|ono’rion.

3. He mentioned the chonge of color
to red at the position when the error
is more than the tolerance was a
he|p1cu| way fo draw his attention and
make that event bold.

4. The new way of showing vertical
and horizontal errors was soﬂsfying
to the operator and he poin’red out
that he does not need to switch
between the fop view and the side
view to observe them seporo’re|y.
He does not need to calculate them
based on the diogono| error either.
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5. The director of Highf inspection
systems reques’red for two other
parameters to be visuo”y presenfed
in the concept. T|’1ey are called signo|
sfrengfh and o|ignmen+. These items
are shown on|y using numeric values
in their current software.



3.4.5 The third prototype

At the request of the product director,
signo| s’rrengfh and o|ignmen’r would
be added to the solution in a sensory
manner instead of numeric values.

Signo| s’rreng’rh is a number that
represents the quo|i’ry of received
signo|s from foci|i’ries, for exomp|e
from a localizer or a g|io|es|ope.
Although this parameter does not
necessarily affect the measured
deviation and error, being aware of
its weakness would be useful for the
operator to interpret the data. Signo|
s’rrengfh should be normo”y more
than a minimum value. The operator
needs to make sure about the signal
coverage o|ong the High’r po’rh.

To represent signo| weakness, the
tunnel wall becomes purple in the
area where this issue occurs.
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Figure 3.60. The signc1| weakness is shown in purp|e.

Alignment is the amount of change
that should be opp|ied foa foci|i+y fo
calibrate it. This value is calculated
based on the error in a speciﬁc
range of the Highf po’rh, so, it can be
calculated when the measurement is
comp|e’re|y done. The o|ignmen+ area
varies in different aviation standards.

After comp|efing a mission, o|ignmen’r

can be visualized as offsets of the

=
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Figure 3.61. Alignment can be calculated when the
measurement is finished.

Figure 3.63. The area of measuring glideslope alignment.

Figure 3.65. The alignment of glideslope is a vertical
offset of the ideal path.

ideal path in an area. Since there
are two facilities (localizer and
g|io|es|ope) to define the ideal pofh,
there will be two o|ignmen’r values.
The o|ignmen’r of localizer is shown
with a horizontal offset and the
alignment of glideslope is depicted as
a vertical offset of the ideal path. In
oddifion, the area in which o|ignmen’r
values are calculated are shown with

two p|cmer surfaces o|ong the po’rh.

o -
s purple

T -

Figure 3.62. Alignment values are depicted a
lines on the orange planes.

Figure 3.66. The alignment of localizer is a horizontal
offset of the ideal path.
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3.4.6 Expansion for airborne surveillance

Based on the structure of the solution
for ﬂign’r inspection, a rnockup was
formed for airborne surveillance
missions. This model contains different
features of the ideas for airborne
surveillance that were discussed in
the ideation cnop’rer.

When the system starts, the operator
has a tethered perspective of the
area where they are flying. A key
finding from the observation phase
was that a mission timeline is missing
in the current software. So, a mission
poin with checkpoin’rs are shown over
the map. During a mission, the pi|o’r
follows the porn and pass ’rnrougn
checkpoin’rs.

The position of the operator relative
to the ocean is retrieved from the
position of the aircraft in the air.
When the observation begins, the
operator is provided with a bird’s eye
view of the area where the aircraft
is flying over. He can observe his
surrounding by furning his head. In
iCOCf, the orientation of the camera of
the aircraft is syncnronized with the
orientation of user’s head.

During the flight, vessels are
recognized using radar and image
processing and their position
and other relevant data can be
captured in real-time using AIS . This
’recnno|ogy is o|reody being used by
NSM. In the holographic view, each
vessel is marked with a rectangle.

The color of the rectangle indicates
the types of the vessels, for example,

cargo, passenger, or offshore ships.

Figure 3.67. The exocentric view of the area and the
Hign‘r pofh.

Figure 3.68. Bird's eye view.

Figure 3.69. The vessels are marked based on their types.
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To give operators a better perception
of orientation, a 2D indicator shows
the neoding of aircraft and the
operator’s field of view relative to
the orientation of the aircraft. This
indicator has a nor’rn—up |o|gn view.
Choosing this orientation is based
on the observation of the operator
and how he is used to have this
information. Also, according to Ware
(2012), north-up view provides users
with a reliable frame of reference
for geogropnico| data ono|ysis and
snoring this data over p|'ione or radio
link.  Communication with the pi|o’r
or the technicians on the ground isa

key activity of the operator. So, this

view is suitable for communication
purposes as well.

To focus on a target in the current
system, the operator needs to control
the camera manually and zoom on it.
He should do this for every target. In
this concept, the on|y needed activity
to focus on a target is to gaze at
it. The gaze point is shown with a
fransparent circle. Since the snips'
location is recognized in advance, the
system recognizes when the operator
is looking at a target. Moreover, the
target will be marked with a contour

on the indicator.

Figure 370. The indicator shows the orientation of the
oircroH, targets, and the direction of |ooi<ing.

Figure 371. When a target is in gazed, it is marked in
the indicator.
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When the operator looks at a ship
and selects it, a window pops up that
contains detailed information and
the camera view of that target. The
user can switch the camera view to
other lenses, such as FLIR or SLAR
, and capture the pho‘ro/video of the
ship. If needed, he can contact the

ta rgeT, as WG” Figure 372. Inspection menu of the target, image of the

ship by Sanko Line (2007).

Figure 373. SLAR view of the target. Figure 374. FLIR view of the target.

Figure 3.75. Capturing a photo of the target. Figure 3.76. Recording a video of the target.
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3.5 Further development

In this part, three ideas will be proposed for further deve|opmen’r. They include
an idea for communication using 3D avatars, a |oyou‘r for the menus, and an
input device. These proposo|s are based on the user research and theoretical
studies done in this project, however, each of them is a |orge fopic of its own

and should be invesfigo’red and designed in detail in separate projects.

3.51 Communication avatars

One of the main activities of
the operators in both airborne
surveillance  and figh’r inspection
missions is communication using
radio. They may want to switch
chonne|s, mute one voice, or increase
the volume of another one multiple
times during a High’r.

In flight inspection, as mentioned
before, the operator hears from the
cockpi’r, tower, radar station, and
technician at a Foci|ify. He can also
talk to the cockpit and technicians. It
was mentioned in the interview that
the operator usually mutes the voice
of tower and radar station in order
to focus on the measurement and the
communication with the technician
to do the required calibration on a
Foci|i’ry.

In airborne surveillance, the operator
may need to confact a ship it he
observes a questionable case or
pollution around the target. He may
also need to contact coast guard in
order to report a target. He is always
connected with the pilot, as well.

To make communication-related task
easier and more intuitive, a new model
is proposed for this AR system. People
and places that can be reached out
by the operator are represented as
3D models and avatars. He can find
them around him as holograms at
different distances. To communicate
with a target, the user should pull its
avatar and place it close to him. In
the same way, a target is muted and
disconnected when it is pushed away.
In Focf, the distance of the avatars
to the operator is proportional to the
volume of their voice. Also, the hats
of avatars indicate their role. There
are four different hats to represent
the pi|of, the Technicion, the coast
guard, and the sailor.

\
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Figure 3.77. The 3D icons of ATC tower and radar station.
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Figure 378. From left to right: pilot, sailor, coast guard, technician.

In @ ﬂigh’r inspection mission, the
operator finds four items Hoo’ring in
the air around his head. These items
contain the pi|oJr, the technician at a
facility, the ATC tower, and the radar
station. It was mentioned before that
the operator is on|y able to talk with
the |oi|o’r and the technician. This is
the reason for representing these two

=

Figure 379. The operator is talking with the technician.

items by man’s head while the other
ones are objec’rs.

In airborne surveillance, the operator
always has the pilot's avatar. In
addition, an avatar for coast guord
is available but at a distance. If he
wants to contact the coast guord,
he should select that avatar to co||,
then, it comes closer. Also, if the user
contacts a ship, a sailor avatar will

appear. Figure 3.80. The operator has contacted the vessel.
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3.5.2 Menus

For this concept, like any other user
in’rerfoce, itis required to have menus
for functions inc|uding system setup,
mission p|cmning, etc. Here, there will
besomeideosinspired by’rheovoi|ob|e
AR and VR software and games.
Then, a model will be recommended
for further investigation.

The first group of ideas are about
mapping menus on the user’s hand:

|

Ao 0 1 g

Figure 3.81. To open the menu, the user should do a
gesture like in the sketch.

Figure 3.82. The menu will appear if the user looks at his
left wrist, similar to the start menu in HololLens 2.

Figure 3.83. The menus is visible when the user gazes at

his left hand.

Figure 3.84. The main menus are on the palm and the
sub-menus are shown on the forehand.

Figure 3.85. The main menus are mopped on the fingers,
Tapping each finger opens its sub-menus on the po|m.

Figure 3.86. The main menus are mapped on the fingers.
Bending the fingers open the sub-menus.
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These ideas will be different shapes
of menus Hoofing in the air:

Figure 3.87. The main menus are in a row. They work like

drop-down menus.

Figure 3.88. The main menu is like a matrix. The sub-
menus are shown as a list.

Figure 3.89. The main menu is like a matrix. The sub-
menus are shown with a line connected to their parent.

According to Spillers (2020), radial
menus are suitable options for many
immersive  Uls. They have been
used in various AR and VR systems.
These menus are usually located in
the center of view so that the users
can focus on all items. Besides, an
important consideration in the design
of menusis Fitts's law and the required
time to reach an element. Based on
this criteria, radial menus are better
choices than lists and matrixes.

Furthermore, radial menus make less
probability of error in selecting an
item, because each item has only two
adjacent elements while in a matrix
each cell is surrounded by at most
eight other cells.

On the other hand, gesture-based
menu systems may cause foﬂgue in
the muscles. Also, the user loses his
attention to the mission data while he
looks at his hand.

Based on mentioned criteria, the
radial structure would be proposed
for this concept. However, as said
before, this needs to be developed
further and evaluated by the users.

Facility Procedure

Procedure
setup

Inspection Reference
type system

Figure 3.90. The sub-menus are shown on the sides of

eoch CQHA

Figure 391. The sub-menus are shown as branches of
the main menus.

s
AR Approach

GPlevel

Figure 392 The main menu has a radial design and
sub-menus are mapped on the sectors.

Figure 393. The main menu has a radial design an
sub-menus are linked to their parent.
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Figure 3.94. An example of pie menu for procedure  Figure 395 Sub-menus are centered to their parent

setup in High‘r inspection.

menu.
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3.5.3 Input method

With virtual and ougmenfed reality
devices, it is possib|e to have new
methods of giving input fo computers,
for instance, gaze and gestures.
However, AR/VR devices still come
with a sort of hand-held input device.
Microsoft HoloLens is paired with a
c|icl<er; Oculus devices are delivered
with a touch controller; HP Reverb
has its controllers; and Magic Leap
comes with a space controller. So,
Why do the major manufacturers still
use physiccﬂ input devices? There are
studies that answer this question.

According to Attwenger (2017),
gestfures create problems that are
not relevant to ’rypico| input methods,
namely, the need of |e0|rning and
memorizing them. This also results
in a need of manuals to increase
discoverobihfy and memorobi|i’ry of
these gestfures and deal with input
and recognition errors. In addition,
gesfures cause Foﬂgue since more
muscles are involved in executing
them. Therefore, gestures themselves
become an object of design that
should be quic|< and comfortable to
perform.

Techno|ogy limitation is another
reason for inefficiency of gesture
interactions. The limited Working area
and the inaccuracy of hand ’rrocking
systems affect the user experience
and do not allow them to interact as
no’ruro”y as They do with traditional
input methods (Alkemade et al,, 2017).

This issue was also visible in the
testing phose of the AR concepft
that | developed for NSM in the
summer of 2020. To interact with
the AR content, the test users had to
tfap on them in the air. This task was
difficult for all participants at first
because the gesture must be done
exoc’r|y in the way that was defined
to the system. Also, the users had to
hold their hands in a specific area
in front of the headset sensors. As a
result, | had to exp|oin and train the
interaction to them and They could
not do it infuiﬂve|y.

In another study by Van Beurden et
al. (2012), it was observed although
embodied interactions bring higher
hedonic quo|i’ry and funin comparison
to device-based interactions, They
increase body fo’rigue. As well, ’r|’1ey
score lower in perceived performance
and pragmatic quo|i+y.

Based on the s’rudies, my own test,
and the fact that the pioneers in this
industry like  Microsoft, Facebook
(Oculus), HP, and Magic Leap
deliver their solution with a type of
physicc1| controller, It is decided to
have a physico| controller to interact
with this AR solution. The design of
this controller is based on Microsoft
Clicker, but chonges have been made
tfo improve it for this specific solution.
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Clicker has a sing|e click function that
can be used instead of air tfapping
with index finger. So, users should look
at an objec’r and keep the gaze on it,
then, they can click. After recognizing
the required functions for High’r
inspection and airborne surveillance,
it was understood that hoving only
one button would not sufficient for
this system. Therefore, it was decided
fo rep|0|ce the click function with a
joys’rick. A joys’rick provides us with
Six possib|e functions: up, down, righ’r,
|e1(’r, c|ic|<, and |ong click. These items
will be used for different purposes in
the two types of missions.

In High’r inspection, to zoom in and
zoom out in different views, the user
should pus|’1 the joys’rick down and
up respec’rive|y. In addition, the righ’r
and left directions can be used for
swi’rching between different views.

In airborne surveillance, the operator
can select a tfarget by c|icl<ing while
he gazes at it. In the target window,
he can zoom in and out by ’ri|’ring
the joys’rick down and up. To switch
between different |enses, he should

Figure 3.96. Clicker for HoloLens.

push righf or left. If he clicks on the
camera view, a pho’ro will be cop’rured
and if he clicks |ong, the system starts
to record video.

In both systems, the user should gaze
at the avatars to Control them. He
can pus|’1 or pus|’1 them using the up
and down directions of the joysfick
while gazing at them.

To open menus in both systems, the
user can |ong click on any |o|oce in
the view. Then, he can gaze at the
items and select them by normal
c|icl<ing. Also, when a sub-menu is
open, pushing the joysﬂck toward left
closes the sub-menu.

Figure 3.97. Idea of the joystick based on Clicker.
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CHAPTER FOUR

Reflection
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41 Design process

In this project, the Delft innovation model was combined with a user-centered
design opproocn The Delft model was suitable to iden’rify the position of the
firm and define strategic plans for them. The business-related and strategic
considerations of this model helped with conc|uding a design brief that
comp|ied with the company's copobi|iiies and the market situation.

When it comes to designing the solution, the user-centered model is a
necessity, because the solution should answer the users’ demand. |nvo|ving
the users, in this project the engineers and the operator, in the ideation and
creation process resulted in a clearer insign’r into their mental model, and
i[ino”y, an idea that was desirable to them. Furihermore, iteration, which is a
key characteristic of this model, was effective to improve the solution to an
opiimo| level that fulfills the users’ expectations in the best possib|e way.

4.2 Solution

Although the solution may look incompatible with today’s aviation standards,
it can still be beneficial for NSM in different aspects. In combination with
their current mission system, this concept lets them shrink the size of the
system, because the disp|oys can be removed, so, the whole system takes less
space in an aircraft. Moreover, it was mentioned by the R&D director that
even if the concept is not implemented in operations in the near future, it is
still useful for the operators to review and analyze the mission data after a

High’r.

Furthermore, the concept will be defini‘re|y advantageous for the future drone-
based mission system. AR lets the user get an immersive sense of being in the
air even though he is on the ground. The immersion provides him with better
control over the drone and more awareness about the causes of the chonges
in the signals.

This solution would also be fruitful for implementing the ADA service-based
business. The customers can rent and geft control over a drone using a
holographic headset for a period of time.

However, there is still a lot to do to create a real functional software out

of this concept. During the process, the activities were mostly focused on
information visualization. This was not planned in advance, but a necessity
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for deve|oping a viable solution. To imp|emeni the concept, it is required that
all elements of the concept, for exomp|e 2D menus and the input device, be
precise|y and independen’r|y designed in individual projects.

4.3 Visual quality of the prototype

The rendered scenes of the prototype may look similar to dated games. This
is due to the limited computing power that | had access to. In fact, what |
expect the solution looks like, is a realistic 3D space like what is done in the
latest version of Microsoft Flight Simulator.

Given that HololLens can work as an AR display for a normal Windows
PC, the software can be run on the central computing unit of the mission
system in the final solution. The main unit is powencu| enough to render the
high-quality scenes and stream it on the HoloLens. In this way, the limited
grophico| processing power of the HoloLens is overcome.

4.4 Test conditions

The testing phase was not performed as predicted in the planning phase.
When, the project was planned in the summer of 2020, | did not expect
COVID-19 restrictions to last as long as they have and prevent meeting
the users in person. Unforiunoie|y, the restrictions did not allow me to do
real tests. So, the remote feedback sessions were the only possible ways to
get their comments on the concept. Although every attempt was made to
simulate and present the idea for them in the best setup, the results are not
as reliable as the results of a real test. The ideas must still be tested with
the operators when the restrictions are lifted. Besides, the usability of the
proposed input device needs to be tested while testing the concept.
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4.5 Collaboration with NSM

Working with NSM was an educational experience. It allowed me to test
my theoretical know|eo|ge in the real business environment and learn how to
deal with multifaceted prob|ems caused by mu|’rip|e factors, inc|uo|ing human
needs, business context, and financial considerations. In oo|o|i’rion, it was a
great opportunity for me to expcmd my design know|edge to a field that may
look too technical for designers.

Also, peop|e at NSM have been reo||y open tfomy ideas despi’re the conservative
mindset imposed by aviation authorities, which is understandable given the
dongerous nature of aviation and the strict regu|o’rions that are required
to render it safe. They were o|woys supportive and eager to participate in
the process and their guidonce was so helpful to me when | s’rrugg|eo| with
undersfonding the very—’rechniccﬂ concepts of their job,
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