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Preface   
 

I grew up surrounded by some of the world's highest mountains, with icy peaks and 

sugar‐coated domes stretching as far as the eye could see. As a child, I stared endlessly 

at these mountains, wondering if I would be able to see my house from the top of the 

Mont‐Blanc, picturing the mirror image of where I stood now in my window corner with 

my  father's binoculars. What  I did not know  then was  that  the highest mountains  I 

would climb in the next two decades would only exist in my head. Doing a PhD is not 

dissimilar  to  going  on  a  mountaineering  expedition.  You  set  out  full  of  hope  and 

excitement about the unknown. You have a route planned and a goal in mind. And it 

starts off great, before you know it you've climbed the first peak: the Dunning‐Kruger 

effect inspired top known as idiot mountain. You stand tall for about a minute, and then 

comes  the  big  tumble.  The  slippery  slope  of  knowledge  building  into  the  so‐called 

"valley of doom" where the air is thick with imposter syndrome. But you have to keep 

moving. You can't get stuck here in reviewer‐number‐two limbo and questions about 

why you didn't cite this "well‐known" paper you've never heard of, or why you didn't 

do your experiments in a completely different way.  

The truth is that your PhD journey is filled with smaller peaks, ones that were not on 

your map but that are much more satisfying. I would be lying if I did not say that I've 

felt despair, defeat, and exhaustion in the last four years. But more importantly, I also 

felt joy, hope, mastery, trust, and kinship. My expedition was never a solo trip, and for 

this I would like to thank all the people who cheered me on and helped me reach the 

finish line.  

I  would  like  to  thank my  supervisor,  Dr  Francesco  Goia,  for  encouraging me  to  be 

ambitious, for believing in me, and for teaching me how to recognize and develop good 

research. And most of all, I would like to thank my parents, Jean‐Elisabeth and Patrick 

Taveres‐Cachat, for raising a girl that was never afraid to climb mountains. 
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Summary 
 

Energy use in buildings is one of the most significant contributors to greenhouse gas 

emissions worldwide. As a result, there has been a strong motivation to transition the 

built environment towards more sustainable, healthy, energy-efficient, and 

aesthetically pleasing designs. One of the key focus areas for achieving this goal has 

been to develop new building envelope concepts and systems based on holistic design 

principles that support high indoor environmental quality while reducing energy use in 

buildings. In this thesis, such envelopes are referred to as Advanced Building Envelopes 

(ABEs). These are envelopes that aim to successfully balance competing performance 

aspects through the use of innovative material properties, complex control strategies 

or designs determined using novel design methodologies. Despite the potential of ABEs 

and the growing interest for them, these technologies still see a relatively low uptake 

in real-world projects. This situation is partly due to the complexity of modelling and 

simulating their design and operation and as a result, the non-triviality of predicting 

and characterizing their performance in most monolithic building performance 

simulation (BPS) tools. In recent years, researchers have pointed to the promising 

prospects offered by new modelling and simulation approaches such as i) performance-

based design and ii) co-simulation to overcome current building simulation barriers. 

This thesis investigates these topics and relies on a conceptual modelling approach 

named the fit-for-purpose approach. This approach aims to tailor the model's 

complexity to the outputs' requirements or the information needed to abstract the 

physical object.  

The work presented in this thesis first focuses on the methods that can improve 

modelling and simulation approaches. As a part of this analysis, it starts by presenting 

the development of a characterization framework that allows identifying key common 

properties of advanced building envelopes. This framework's output allows modellers 

to define conceptual modelling strategies that can be translated into fit-for-purpose 

modelling approaches. The second research activity focused on simulation methods 
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provides a complete overview of the application of co-simulation and evaluates the 

theoretical potential of this method.  

The following chapters of this thesis present the results of simulation-based research 

activities using the parametric software grasshopper and the Ladybug tools and the 

case study of the design of an external louvred shading system with integrated 

photovoltaics. The studies presented in this thesis are used to illustrate the potential 

and added-value of using innovative approaches combining parametric scripting, co-

simulation, and numerical optimization. The robustness of these approaches is then 

assessed experimentally using a full-scale validation of the case study's co-simulated 

performance. Finally, this thesis investigates critical aspects relating to the use of 

numerical optimization in building design. The result of this activity is the establishment 

of a conceptual definition for what is established as problem formulation and creates a 

new set of guidelines to help users verify the validity of their approaches. 

The findings highlight that new building simulation approaches are promising despite 

the lack of standardization and guidance available in the field. There is immense 

potential considering new developments in terms of technologies and the tools used 

to model and simulate buildings. However, the flexibility of these tools and their nature 

somewhat requires users to develop inter-disciplinary skills that span architecture, 

engineering and data science.  
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1 Introduction 

1.1 Context 

In order to minimize its contribution to climate change, the building sector is 

implementing increasingly stringent carbon emission reduction policies [1,2]. These 

new demands require architecture, engineering, and construction (AEC) practitioners 

to go beyond the passive principles of the “energy conservation approach” [3], and 

actively take advantage of current advances in technology for building materials and 

systems in designs. This push for innovation has led to numerous sustainable building 

concepts such as nearly-Zero Energy Buildings (nZEB) and Zero-Emission Buildings 

(ZEB), which are now part of most national policies in the EU [4–6]. The central idea of 

(n)ZEBs is to implement holistic building design principles that reduce energy use, 

improve energy flexibility and harvest available renewable energy. In short, buildings 

are no longer mere consumers, but active players and prosumers. This shift requires 

combining four different strategies. These are: i) to minimize heat losses through 

building envelope components, ii) to implement efficient building systems with low 

energy consumption, iii) to harness renewable energy sources (RES), and iv) to 

implement technologies that allow the building envelope to adapt to the climatic 

environment or the needs of the users. The success of this approach is thoroughly 

documented by the findings of the IEA ECBS Annex 44 [7] and the Cost Action TU1043 

– Adaptive Facades Network [8]. Both of these research groups highlighted that the 

buildings that will perform the best are the ones that can balance high architectural 

quality, improve energy flexibility, and have an increased level of responsiveness to 

their environment and users.  

This work’s natural continuation has focused on transitioning building envelopes 

towards new concepts and advanced multi-purpose systems with integrated 

technologies. These new envelope systems have had many names such as responsive, 

adaptive, multi-functional, or dynamic building envelopes. The common trait of these 
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developments is that building envelope components are becoming increasingly 

complex. This is because they integrate new functions enabled by technology to be 

higher-performing in sometimes multiple physical domains. For reasons of clarity, in 

this thesis, we decide to regroup all of these types of systems under an umbrella term 

we define as Advanced Building Envelopes or ABEs. More precisely, we describe ABEs 

as high performing systems that can balance competing aspects of building design such 

as low energy use, high indoor environmental quality, and integrate renewable energy 

harvesting technologies to reduce carbon emissions.  

Interestingly, despite the growing popularity and advances in this field, the real-world 

uptake of ABEs is still limited. One of the main reasons for this is that modelling and 

simulating their complex behavior is not a trivial task. Until now, building envelopes 

have been mainly optimized towards one single criterion such as reducing heat loss or 

optimizing heat gains. ABEs, on the other hand, strive towards designs that can satisfy 

multiple performance targets in several physical domains (e.g. thermal, airflow, 

electrical, daylight, acoustic), and which must be developed in synergy with building 

systems and occupant needs. This results in the necessity to use and develop more 

advanced simulation tools and methods to tackle the diversity and complexity of ABEs 

and evaluate their holistic performance in operation.  

1.2 Aim, audience, and structure of the thesis 

The work presented in this thesis is an extended summary of the overall research 

activity carried out during this thesis and which was built on five peer-reviewed 

scientific journal publications. As such, this thesis' goal is to provide a comprehensive 

synopsis of the development of the research that both binds the individual published 

works and provides a meta-perspective of their different research questions, results, 

and conclusions. Regarding the topic of this thesis, the overarching aim is to contribute 

to developing new knowledge about the possibilities to use new approaches and 

methods in building performance simulation to explore, improve, and assess the 

potential of advanced building envelopes. This thesis is expected to reach a diverse 
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audience in the field of building design due to the multi-disciplinarity relevance of the 

work carried out. For instance, the methodological elements developed and the 

findings of the studies may be relevant to individuals working with computer-aided 

tools - whether this is from an architecture or an engineering perspective - but also to 

people working in research and development of specific building technologies. Some 

of the more general investigations, such as ones regarding the use of co-simulation or 

optimization parameters are expected to reach a large audience as the knowledge 

developed is relevant to all types of simulations.  

The growing user-base of building simulation tools is the fruit of significant efforts in 

the last decade to expand the field in terms of popularity, accessibility and modelling 

capabilities. The different research activities presented in this thesis utilize these 

developments to define and test new methodologies. The work spans the entire 

development of a simulation procedure from the early development of a modelling 

strategy to the evaluation of the robustness of simulation results. The thesis structure 

follows the developmental process and details the different steps and reflections in ten 

chapters. This first chapter provides a short introduction to advanced building 

envelopes and the aims of the thesis. The second chapter provides a more detailed 

theoretical background for the research. It contains a state of the art of current 

advanced building envelope technologies and presents the specific modelling 

challenges associated with using monolithic building performance simulation software. 

Furthermore, the chapter provides a foundation for the hypothesis that more advanced 

simulation strategies can improve the design, modelling, and performance prediction 

of advanced building envelopes. The knowledge gap outlined from the theoretical 

background as well as the main research questions that are addressed in this thesis are 

presented in Chapter 3. Chapter 4 explains the research strategy developed in this 

thesis and the different methods used.  

The four following chapters, Chapters 5, 6, 7 & 8, respectively answer the four research 

questions outlined in Chapter 3. These sections also follow a natural logic starting from 
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the first considerations of model development (Chapter 5), to the method used in the 

simulation (Chapter 6), and then the application and validation of the developed 

method (Chapter 7) to the final interrogations about the sensitivity and robustness of 

the approach (Chapter 8). The two final chapters, Chapter 9 and 10, present the 

discussion and limitations of the work carried out in the thesis as well as the conclusion 

and personal reflections on the work, its meaning, and its implications.  

Note that the use of pronouns in this thesis is established with the following rules. 

When the research was developed as a team or speaking about a generally accepted 

method in the field, the pronoun “we” is used. Whenever personal thoughts, opinions 

or lessons learned are expressed, the pronoun “I” is used.  
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2 Background and theory  

2.1 The importance of building envelopes for building performance 

According to the International Energy Agency, the quality and performance of building 

envelopes hold a key stake in meeting sustainability and carbon emissions targets [9]. 

Building envelopes have always been critical architectural elements, but they are also 

essential climatic barriers, potential platforms for renewable energy harvesting, and 

security, structural integrity, and fire protection functions (Figure 2-1). This multitude 

of roles puts them in a unique position and is the source of many design challenges.  

 

Building envelope 
functions

Security

Structural 
integrity

Fire 
protection

Weather 
protection

View to 
outdoors

Photovoltaic 
platform

Natural 
ventilation

Aesthetics

Energy 
efficiency

Figure 2-1 The roles of the building envelope adapted from [9] 
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Historically, because of the poor performance of building envelopes and their limited 

technological advancement, most of the effort and attention in the design was focused 

on implementing passive design strategies to reduce energy use following an energy 

conservation approach [10]. These measures concentrated on limiting energy demand 

for space heating and reducing heat loss through building shape optimization [11], solar 

passive strategies, increased insulation thickness, improved airtightness or using highly 

insulated windows [12,13]. This conventional approach is still currently reflected in 

most energy regulations and standards in which the compliance of the envelope 

construction is decided based on minimum requirements. However, these measures 

may not be indicative of the final building performance [14] and can present several 

limitations depending on the climatic context [15]. In the worst cases, it can even lead 

to situations in which the functions of different building envelope elements compete 

with one another [16]. Perino et al. [17], showed that a building envelope designed 

with the sole aim of reducing heat transfer led to higher HVAC energy use and lighting 

loads to compensate for lower daylighting and overheating. Thus, the risk of using the 

energy conservation approach for the design of building envelopes, is that it may 

increase cost and effort in order to achieve smaller and smaller incremental 

performance improvements, following the “law of diminishing returns” [18].  

Due to this approach’s observed limitations, new high-performing building concepts 

such as zero-emission buildings (ZEB) have shifted towards holistic approaches to 

building design [19–21]. In this context, research on ZEBs reinforced the finding that 

building envelope could significantly improve building performance and reach higher 

sustainability targets. Specifically, improving its design provided opportunities to 

reduce greenhouse gas emissions, costs, and overall energy use while maximizing 

indoor environmental quality [17,22]. The potential benefits expanded when 

innovative technologies, including renewable energy harvesting solutions, were 

considered [23]. Many research efforts have followed to develop new innovative 

envelope systems that could utilize technological advancements in building materials 
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and systems to balance the complex requirements of buildings. These include both 

static and dynamic systems and are referred to as Advanced Building Envelopes or ABEs 

in this thesis. 

2.2 Advanced Building Envelopes 

Definition developed in this thesis 

In this thesis, we define advanced building envelopes as integrated envelope systems 

and technologies that ensure high building performance by interacting with several 

interrelated physical domains. They aim to successfully balance competing 

performance aspects through advanced design methods, advanced material properties 

and components, or advanced integrated control strategies. In doing so, ABEs can 

assume different appearances and be realized with different systems and technologies 

(Figure 2-2).  

The design approach of using ABEs is particularly interesting for reducing carbon 

emissions and energy use during the building operation by improving energy 

management strategies. ABEs can provide energy savings and higher indoor comfort 

levels without negatively impacting the energy demand from building services like 

HVAC or artificial lighting [24–33]. Additionally, combining and integrating technologies 

in building envelope components is also interesting as it can lead to lower life cycle 

costs and reduced carbon emissions compared to add-on systems [34–36]. 
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Figure 2-2 Examples of advanced building envelopes at research, prototype/demonstration, and 
commercial stage: multifunctional systems with integrated components such as solar (thermal) systems, 
HVAC units, ventilation systems, heat storage (a: [37]; b: [38]; c: [39]), kinetic facades (d, e: [40]; f: [41];); 
double skin facades and systems with heat carrier fluids (g: [41]; h: [42]; i: [43]), smart glazing systems (j: 
[44]; k: [45]); solar facades with integrated dynamic, multifunctional PV and shading devices (l [46]; m: 
[47]). 

ABEs regroup a large variety of components such as innovative window technologies 

[48–51], exterior shading systems [52–56], or walls and roofs systems [57–62]. Sadineni 

et al. [13] provide an exhaustive review of innovative envelope-integrated components 

and highlight for every type of technology, the advantages and expected benefits 

compared to standard building components. Some specific examples of technologies 

and physical domains they interact with are also shown in Figure 2-3. 
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Figure 2-3 Interrelated physical domains/mechanisms influenced by advanced building envelope 
technologies. Original figure in [63]. 

ABE design principles  

The design of ABEs is leveraged by developments in software and in technologies. The 

most significant change in design strategies has been the shift from one-size-fits-all 

solutions to a building-tailored approach aiming to deliver a context-oriented, synergic 

and efficient building envelope design. This change has been supported by a series of 

developments in simulation tools. In particular, methods based on parametric design 

and numerical optimization have shown to be promising developments [64]. These 

provide the possibility to assess free form façades and components with complex 

geometries (e.g. complex shading elements [65–68]), but also the ability to manage 

multi-scale [69,70] and multi-physical domain interactions in software [57]. 

Optimization algorithms and performance-based approaches have also contributed to 

modernizing building design methods [64]. 

The advancement of ABEs has also benefited from the development of integrated 

innovative building envelope technologies which, among others, include: 
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• Building-integrated renewable energy conversion systems such as solar 

thermal collectors, building-integrated photovoltaics or solar thermal and 

photovoltaic hybrid systems [71], 

• Decentralized integrated HVAC elements [72], 

• Materials and systems capable of actively and selectively managing the 

energy and mass transfer between the building and its external environment. 

This includes systems that can reversibly modulate their thermo-optical 

properties and operating strategies according to transient boundary 

conditions and performance requirements [26].  

An overview of market-available technologies which represent different types of ABEs 

is presented in Table 2-1. 
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2.3 Challenges of performance prediction of ABEs in whole building 

simulation tools 

The use of building performance simulation (BPS) plays a critical role in modelling ABEs 

because of the considerable number of inputs to process, and the overall higher 

complexity of the systems. BPS is currently one of the most suitable tools for informed 

decision-making in building design, energy use prediction, building energy system 

sizing, fault detection and integration of renewable energy in buildings [68,76,77]. 

However, modelling and simulating ABE’s multi-physical performance and intricate 

design are non-trivial tasks. This difficulty is reportedly one reason why ABEs still have 

a relatively low real-world uptake despite their potential advantages [78,79]. Research 

shows that there are two main barriers to the uptake of ABEs: 

1. The first issue relates to a lack of knowledge about how to benchmark or 

systematically characterize ABEs compared to traditional envelopes.  

2. The second difficulty is tied to the reduced possibilities to model and simulate 

ABEs in whole building monolithic legacy simulation tools. 

Characterization challenges 

Some of the most significant work on advanced building envelopes was carried out by 

the International Energy Agency (IEA EBC) in Annex 44 “Integrating Environmentally 

Responsive Elements in Buildings” [80]. The conclusion of this work outlined that 

responsive buildings show great promise as a concept. Still, their successful 

implementation is hindered by the lack of information about the technologies, their 

integration process, and their expected performance [81]. This research was also able 

to determine that there was not enough knowledge available about the methods 

required to design, develop, and integrate the systems to allow buildings to become 

more responsive. Another difficulty of implementing advanced (responsive) 

technologies, in the case of ABEs, is that it is not possible to capture their entire 

performance and impact using the traditional performance metrics for building 
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envelopes (e.g. thermal transmittance values) [78]. This is a critical issue given that the 

gap between in-design and real-life performance in buildings can be significant in low 

energy designs [82,83]. There is also no reason to believe these discrepancies will not 

grow even larger when increasingly complex integrated building technologies are 

introduced. As a result, it is then clear that ABEs require new knowledge and 

methodologies to better understand, characterize, and predict their behavior. This is 

especially important with regard to evaluating their integrated performance, meaning 

their effect on whole building performance and the interplay with the other parameters 

of a building, as was highlighted by the IEA Annex 44. 

Limitations of monolithic tools 

To understand why predicting the performance of ABEs in BPS is a difficult task, it is 

important to first understand how whole building simulation tools are built. Most 

(whole building) BPS tools are monolithic legacy tools. This means that they were 

designed to simulate one (or a selected few) physical domains at a time. These domains 

may enable thermal simulations, daylighting simulations, airflow simulations, or 

simulate building services (Figure 2-4). In the past decade, BPS tools’ capabilities have 

substantially improved as they have benefited from continuous development in active 

communities, and gradually incorporated new modelling possibilities, options, and 

added features [84–88]. However, these tools still suffer from several limitations due 

to their code structures or the equations they implement [64].  
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Figure 2-4 Monolithic Building Performance Simulation tool capabilities – original figure in [86]. 

Monolithic legacy tools typically have large codebases, which are difficult and costly to 

update and maintain. The combination of these tools’ structure and the growing 

demand for advanced multi-domain simulations makes it difficult for them to keep up 

with the pace and the diversity of developments in building envelope materials and 

systems. This has resulted in a situation in which, currently, there is a gap between 

innovation in envelope technologies, and our capacity to model the systems as 

integrated parts of a whole building using monolithic software [86,89]. While ABEs can 

more easily be modelled as individual components in specialized software, this 

approach does not resolve the issue of assessing their integrated performance i.e. 

evaluating their impact on the whole building performance. This is an issue because it 

is expected that most of the added-values of ABEs lie in how they interact with and 

serve the building, not in their standalone behavior. 
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In the case of ABEs, the simulations required to predict the systems’ performance are 

particularly complex. The models must allow for increasingly dynamic evaluations 

across multiple physical domains, with more advanced material properties, designs and 

control strategies. Loonen et al. [64] provide a complete overview of the main 

challenges of modelling and simulating advanced building technologies like ABEs. In 

addition to the rigidities in the structure of the tools due to their original intended 

purpose, they highlight the limited to non-existent capabilities to integrate a BPS tool 

with other software types or with dedicated models of specific technologies. 

Additionally, most whole-building simulation tools only allow for a limited number of 

control strategies for ABE systems. This particular issue limits the possibility to account 

for stochastic user behavior or advanced control strategies based on climatic triggers, 

building states, or external factors such as energy prices [90]. The resulting situation is 

that there is currently no single whole building simulation tool able to accurately model 

all of the physical phenomena required in the performance assessment of ABEs 

[78,86,88,91]. Table 2-2 provides examples of the requirements in BPS to model specific 

types of properties common to ABEs.  
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Table 2-2 Fundamental properties and functions of ABEs and associated requirements in BPS. 

Fundamental properties Requirement in BPS 
Multi-physical modelling (i.e. considering 
heat, moisture, light, energy, air, sound) of 
the interactions between the envelope, the 
indoor environment, and building services 
[64] 

Requires solving the differential 
equations of different physical 
domains in a coupled way with an 
appropriate spatial and temporal 
resolution 

Flexibility to integrate models of emerging 
technologies which may not be directly 
available in specific BPS tools [64] 

Requires the possibility to develop or 
integrate dedicated models of 
advanced technologies into whole 
building simulation tools to consider 
coupled interactions with the rest of 
the building 

Possibility to model time-varying facade 
properties that are controlled by boundary 
conditions (e.g. passive adaptive building 
envelope technologies such as phase 
change materials [92] or thermochromic 
materials [93]) or an input signal (e.g. active 
smart glazing [28]) 

Requires the possibility to simulate 
the dynamic operation of facade 
adaptation across multiple physical 
domains in coordination with the 
operation of building services or using 
specialized control-oriented software 
[94] 

Possibility to simulate interactions between 
ABE systems and building occupants (for 
dynamic and/or controllable technologies). 

Requires the possibility to integrate 
dedicated models replicating the 
stochastic nature of human behavior 
and interaction with advanced 
building envelope elements [95,96] 

Possibility to integrate performance-based 
generative design and architectural form-
finding workflows, for example, for systems 
with complex and kinetic geometries [97]. 

Requires the possibility to couple 
flexible design tools with input 
interfaces of BPS software. 

Greater need for sensitivity and uncertainty 
analysis tools for model validation and 
calibration schemes to understand the 
influence of ABE design parameters on 
relevant building performance indicators 
[98], or conversely, of changing scenarios on 
design parameters [99] 

Requires integrating approaches and 
models for global and local sensitivity 
analysis in BPS tools 

Possibility to use numerical optimization 
tools to explore larger solution spaces [100] 
based on ABE design elements or properties  

Requires coupling inputs and outputs 
of models and simulations to external 
algorithms and automatize the 
processes for simulation launching, 
output collection, and data analysis 
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Workarounds and modular approaches to simulation 

To overcome the limitations of monolithic simulation tools, modellers have turned to 

several different strategies. Some of the most used workarounds, for example, to 

model dynamic properties of ABEs are described in [86]. Other approaches have been 

for modellers to develop their own codes in a different environment and connect these 

to a simulation engine (for example, to model phase change material in [92], or heat 

exchange parameters of integrated solar thermal systems in [101]). An increasingly 

promising solution originally developed to model HVAC systems [102] is to use modular 

approaches to building simulation. This method is known as co-simulation and consists 

of connecting multiple, specialized simulation engines. Each sub-model is simulated by 

a dedicated engine specialized for the task or the physical domain considered. The co-

simulation approach allows the different engines to exchange data at different time 

steps during the simulation run-time. Applying this method requires a certain level of 

expertise. Its benefits are not widely documented for building envelope modelling, so 

its application for this topic is still limited.  

2.4 The fit-for-purpose approach 

The difficulty of choosing the right modelling approach for an ABE, which will accurately 

capture the desired properties of the technologies for the given context, is 

compounded by the fact that there can be many modelling approaches to choose from. 

But as model complexity grows and the number of inputs is large, it becomes 

increasingly important to ensure that the modelling approach selected fits the desired 

assessment’s purpose. This is especially relevant when one aims to develop their own 

model and needs to define the level of detail used or pick between several approaches 

in modular simulation schemes. Robinson [103] discusses the difficulty of knowing what 

the best model to develop is, and the process of deciding what should and should not 

be included. The author describes conceptual modelling as the process of determining 

what to model, or as they define it, establishing “a non-software specific description of 

the computer simulation model (that will be, is or has been developed), describing the 
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objectives, inputs, outputs, content, assumptions and simplifications of the model”. In 

describing this process, Robinson makes several key points. The first one is that the 

conceptual modelling approach is separate from the software. Second, it underlines 

the importance of knowing the outputs of the model. This means that it is impossible 

to create an appropriate model without understanding its purpose. Knowing the 

purpose of the model, the objectives, the inputs and the outputs is essential to defining 

the model’s content. This comes down to understanding the scope (what to model) and 

the level of detail (how to model it) that one should use.  

The fit-for-purpose methodology [104] is a method similar to the recommendations 

made by Robinson. It encourages considering the needs of the model before deciding 

on a modelling environment or simulation software. An illustration of this 

methodology, applied to the modelling of solar building envelopes (SBE), a sub-

category of ABEs, is provided in Figure 2-5. The main physical domains (Thermal, 

Electrical, Airflow, Daylight) and their control aspects are the elements that will be 

decisive in developing the conceptual model of the technology investigated. This 

defines “what is needed”. Then, the “how” is determined by the capabilities of existing 

simulation tools or models. In theory, the intersection of the “what”, the “how”, the 

constraints, and the available knowledge will define the most fit-for-purpose modelling 

strategy and simulation constraints, and the available knowledge will define the most 

fit-for-purpose modelling strategy and simulation. 
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Figure 2-5 The fit-for-purpose methodology applied to solar building envelope design. Original 
illustration in [230] 
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3 Knowledge gap and research questions  

3.1 Knowledge gap 

As the building sector embraces a more digital path and integrates new technologies 

and building materials, there is an increasing need to develop and strengthen building 

simulation approaches. In the context of ABEs, this includes methods that can help 

improve our understanding of the technologies and how to model and simulate their 

performance more accurately. This task is currently challenging because of the multi-

disciplinarity, complexity, and diversity of ABEs, which monolithic simulation tools 

cannot always tackle. The literature suggests that a potentially viable path to 

overcoming current limitations is to use more advanced simulation strategies based on 

co-simulation, parametric design, and numerical optimization. However, the challenges 

of modelling ABEs are not reduced to software issues. They also stem from the difficulty 

of setting up an appropriate modelling strategy depending on the system being 

modelled. Additionally, the information available to build reliable models and carry out 

robust simulations may be very fragmented, case-specific, or require different 

workarounds. 

More specifically, the modelling and simulation approach may vary depending on: 

a. The type of technology 

b. The modelling skills of the person carrying out the simulations 

c. The method of simulation required (mono- or co-simulation) 

d. The possibilities in the BPS software selected and the type of model(s), its (their) 

precision and structure 

e. The inter-model compatibility in co-simulation 

f. The input that is available and which key output parameters to use (purpose of the 

simulation) 
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g. The meaningfulness of the outputs of the simulation and limitations of the tool itself 

Overall, the knowledge gap identified in the literature is multi-faceted and can be 

summarized with the following propositions:  

• There is a lack of methods that can systematically characterize such a diverse 

group of technologies as advanced building envelopes and do so in a way that 

the models can be built following a fit-for-purpose approach. 

• Monolithic simulation tools present several limitations when it comes to 

modelling ABEs. This creates a need to explore new simulation approaches and 

investigate how and to what extent these can help overcome some of the 

limitations. 

• Methods based on parametric design and optimization have shown to be 

promising as a way of creating more freedom in façade designs, but their 

potential and robustness are not yet fully explored. 

• There is little knowledge about how to systematically analyze the 

opportunities, challenges, and limitations that modelers face when using new 

approaches, particularly when using co-simulation or numerical optimization.  

3.2 Research questions and contributions of knowledge 

This thesis aims to close this knowledge gap by investigating how combining a fit-for-

purpose methodology and new modular simulation tools and techniques can be used 

to model ABEs. It also aims to improve the design and performance of ABEs by 

facilitating the handling of multi-criteria decision-making and multi-physical 

performance assessment considering performance tradeoffs (i.e. between energy use, 

occupant comfort, material efficiency, costs etc.).  

This results in the following research questions: 

1. What are the main characteristics of ABEs that must be considered to ensure a 

suitable design and modelling approach in the early design phase? 



3 Knowledge gap and research questions 

23 
 

2. What are the opportunities, challenges, and tradeoffs associated with using co-

simulation to improve and to evaluate the performance of ABEs?  

3. What are the benefits of using modelling approaches based on a combination of 

parametric design, co-simulation and numerical optimization for ABEs? 

4. What are important decisions modelers need to make when using numerical 

optimization to improve performance and what is their impact on the result? 

The answers to these research questions are given using the work developed in five 

peer-reviewed scientific journal articles, as shown in Figure 3-1. 
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Figure 3-1 Organization of the research questions in the thesis and answers in the journal publication 
contributions. 
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The journal article contributions are listed as follows:  

Journal article I  

Responsive building envelope concepts in zero emission neighborhoods and smart 
cities - A roadmap to implementation 
E Taveres-Cachat, S Grynning, J Thomsen, S Selkowitz 
Building and Environment 149, Pages 446-457 (2019) 

 
Journal article II 

Ten questions concerning co-simulation for performance prediction of advanced 
building envelopes 

E Taveres-Cachat, F Favoino, R Loonen, F Goia 

Building and Environment 191, 107570 (2021) 

 
Journal article III 

A methodology to improve the performance of PV integrated shading devices using 
multi-objective optimization 

E Taveres-Cachat, G Lobaccaro, F Goia, G Chaudhary 

Applied Energy 247, Pages 731-744 (2019) 

 
Journal article IV 

Co-simulation and validation of the performance of a highly flexible parametric 
model of an external shading system 

E Taveres-Cachat, F Goia 

Building and Environment 182, 107111 (2020) 

 
Journal article V 

Exploring the impact of problem formulation in numerical optimization: A case study 
of the design of PV integrated shading systems 

E Taveres-Cachat, F Goia 

Building and Environment 188, 107422 (2021)  
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The value and impact of these contributions include: 

• The first development of a framework to help characterize and implement 

advanced building envelopes with a scope that can be adapted to different 

urban scales in early phase planning and serve the fit-for-purpose modelling 

approach. 

• The first comprehensive publication about the opportunities, challenges, and 

outlooks of applying co-simulation for performance prediction of advanced 

building envelopes.  

• A modelling methodology based on parametric design, co-simulation and 

numerical optimization to model and simulate the integrated performance of 

a photovoltaic shading device.  

• The first validation with a full-scale experimental analysis of a co-simulated 

parametric modelling approach developed in Rhino/Grasshopper and 

describing the coupled thermal and daylighting performance of multiple 

configurations of an external shading device.  

• An open for download validated highly flexible script allowing to model and 

simulate the thermal and daylighting performance of an external louvred 

shading device in the Grasshopper/Rhinoceros environment. 

• The establishment of the concept of problem formulation in numerical 

optimization and an exploratory study of its impact on optimization results. 

This work includes guidelines for parameter settings in genetic algorithms 

which were not previously available for architectural or building design 

applications, as well as one of the first a systematic analysis providing key 

insights about optimization result robustness. 
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4 Research design and methods  

In this thesis, several methods are employed to design an overall research strategy. The 

work developed during my PhD followed an iterative learning procedure. The angle 

chosen to lead the investigation became more and more refined as both the software 

used evolved through new releases, and my own skill level as a parametric design user 

and modeller increased. This section explains the thought process leading up to this 

extended summary's final shape and highlights how the different methods used 

allowed answering the research questions investigated. This chapter thus describes a 

general approach. More details about the specific methods and the justification for 

each one of them can be found in each journal publication. 

The thesis's starting point required understanding what types of technologies make up 

the heterogenic group of building components called "advanced building envelopes" 

and why their atypical properties made them challenging. This knowledge was 

gathered through narrative literature reviews [105] covering both the technologies 

available on the market and the current models used in building simulation tools to 

model different physical domains (light, heat, moisture etc.) [73]. These findings 

highlighted the complexity of modelling ABEs and the divide between what is possible 

with the standard approaches implemented in simulation tools, and what is needed to 

model ABEs in terms of flexibility and physical representations. 

4.1 Regarding research question 1 

The first research question about how to systematically characterize these technologies 

emerged as a necessary step to improve modelling approaches. This work initiated as 

a narrative literature review [105] focused on identifying previous characterization 

efforts for advanced technologies. This review's results were then critically analyzed to 

map which parts of the issue had been addressed in different studies. This analysis then 

made it possible to identify the remaining research gaps from the perspective of 

building performance simulation and strategies for energy management planning in 
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zero-emission neighborhoods. The result of this work was an entirely new framework 

created as a step-by-step characterization guide, and which was published as the first 

journal article developed during this thesis. Its main added-value for building 

simulation was that it was built to support the fit-for-purpose modelling approach, 

which had been identified as a crucial element for modelling ABEs. In the concluding 

remarks and reflections following the completion of this work, it also became evident 

that modelling advanced building envelopes required more than just flexible 

approaches to abstract their innovative properties. They also needed more accurate 

multi-physical modelling than a typical wall or window would. Previous studies in the 

literature had been pointing to co-simulation, a technique used in many different 

industries, including building HVAC systems for almost 20 years as a means of 

overcoming this issue. Investigating its application for advanced building envelopes 

then became the core of the second research question in this thesis. 

4.2 Regarding research question 2 

The materials used to answer the second research question were developed in this 

thesis's second journal publication. These were based on knowledge acquired through 

several previous narrative literature reviews and the personal experience in BPS 

software of the different authors that contributed to the publication. Part of the 

knowledge presented in this section of the thesis also stems from personal reflections 

about how different methods and platforms that were not explicitly developed for co-

simulation or advanced building envelopes could support their development. The "Ten 

Questions" format of the publication is a particular one that requires authors to find 

well-defined topics and formulate ten questions and answers relating to the most 

pressing research needs in the area [106]. The goal of these publications is to be 

visionary, authoritative and address many stakeholders. As a result, the method used 

to develop this research was anchored in story-telling and creating a series of questions 

that would lead the reader through a critical reflection on the topic. As such, part of 

the emphasis was put on future developments of co-simulation schemes focusing on 
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the integration into digital workflows and efforts to digitalize the building industry 

through integration with BIM and digital twins. 

4.3 Regarding research question 3 

The next step in this thesis's methodological development was to use the previously 

gathered knowledge to investigate how using new simulation approaches and the 

implementation of performance-based design in a case study. The need to use a case 

study is justified because it is not possible to provide a complete and detailed answer 

to the research question for every possible type of ABE. However, by selecting one type 

of ABE technology that illustrates some of the main challenges, it was possible to 

explore a smaller problem in-depth and extract general knowledge and conclusions 

relevant to many ABE systems. 

This part of the knowledge development process was particularly iterative and relied 

on parametric scripting and thinking [107–109], numerical optimization based on 

genetic algorithms [110,111], and co-simulation using building performance simulation 

[112]. More details about the specific approaches used are given in the third journal 

publication listed as part of the thesis contributions. Parametric scripting is very similar 

to computer programming in that that users have a toolbox of object types, functions, 

and logic tools, but the scripting flow is free and unique to each person. This means 

that there are many different ways to script (program) an operation, and the choice 

depends on the user's skill level and how they choose to process information. For this 

reason, the methodology developed to model, simulate, and optimize the technology 

selected as a case study was a continuous effort that gradually improved and became 

more complex as time went by. Using numerical optimization methods was also a 

natural step in the development of the case study. Building design or energy systems 

typically requires finding a balance between multiple, and sometimes antagonistic 

measures; which is why they are often referred to as multi-objective optimization 

problems by nature. The final design of the model presented uses a combination of the 

previous methodologies discussed: the fit-for-purpose approach, parametric design, 
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co-simulation and numerical optimization. The study's goal was to demonstrate how 

these methods could create performance-based design workflows useful for early 

design investigation.  

This modelling approach's reliability and accuracy were also investigated using 

experimental analysis in a full-scale test facility and model validation [113,114]. This 

step was essential to understand the extent to which simulation results from new 

modelling approaches compared with the system's real performance. For this chapter 

of the thesis, the methods used were experimental analysis and modelling techniques 

related to automated model calibration and model verification using statistical 

quantities [115,116]. The fourth journal publication listed in the thesis's contributions 

provides in-depth details about how the different methods were applied and 

justifications for the choices of the metrics used. The script used for the validation was 

also shared on an open-source file repository [117]. 

4.4 Regarding research question 4 

The methods used in the fifth journal article listed in this extended summary and which 

aims to answer the final research question are based on a critical literature review [118] 

and a simulation-based investigation. The literature analysis about the necessary steps 

and decisions that lead up to an optimization procedure was analyzed and classified 

under an activity defined as problem formulation. Two main categories of decisions and 

possible investigations one can carry out were established and named "soft" and "hard" 

problem formulation. The simulation-based investigation's goal was to explore 

problem formulation and focus on the impact of modellers' choices. To do this, a 

different analysis of the case study previously presented is carried out and used to 

provide insight to readers about how their modelling choices may impact their 

simulation results.  
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5 Design considerations for advanced building envelopes in early 
design phase 

Advanced building envelopes are expected to play an important role in the conception 

of zero-emission buildings and neighborhoods. The most promising aspect of these 

envelopes is that they can implement different technologies with innovative 

properties. For example, these systems can provide an optimized balance between 

various energy flows crossing the façade. Other types of goals could be to adjust their 

properties to enhance the user's experience of the indoor environment or actively 

participate in managing the building's operative requirements and the available 

renewable energy resources. However, the lack of knowledge about how to 

systematically characterize ABEs, given the breadth of technical systems, leads to 

difficulties in comparing the systems to one another (or to conventional solutions) or 

evaluating them holistically.  

In this chapter, the classification framework developed in the first journal article of this 

thesis is presented [119]. This framework was designed as a six-step procedure that can 

either be used to find a suitable ABE solution based on criteria or to characterize a given 

solution using the selected criteria. The following section first provides a brief 

background for developing a characterization framework and presents the main 

knowledge gaps identified in the analysis of the existing literature. The proposed 

framework is then presented as a detailed walkthrough of the procedure to follow in 

each step.  

5.1 Background for the characterization framework 

Advanced building envelopes are anchored in multi-disciplinary, whole building 

performance principles. As mentioned in Chapter 2, ABEs also make up a 

heterogeneous group of technologies and systems, which may present differences on 

multiple levels. The lack of knowledge surrounding ABEs and methods to characterize 

them systematically was also one of the reported challenges of implementing ABEs in 
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real-world projects according to the IEA Annex 44 [3]. Following the IEA's findings in 

Annex 44 and their first proposal for a classification in [120], other authors have also 

attempted proposed extended classification to enrich the field. These efforts include 

single technology classifications, such as it is suggested in [121] and [122], and holistic 

approaches such as the one presented in [123]. All of these existing classification 

systems have many strengths and address important knowledge gaps. However, they 

mostly adopt different focus areas or approaches that fall short of capturing relevant 

elements considered in this thesis. This is discussed more in detail in the first journal 

article, which this thesis builds on [119]. For instance, the standalone classification 

frameworks do not consider different triggers for the responses such as user needs or 

controls anchored in demand side management strategies. 

The work presented in the next section builds upon the reviewed existing classification. 

However, it attempts to fill in the gaps identified by introducing the missing elements 

required to characterize RBE clusters. The result is an extended classification which 

should be seen as a roadmap to implementing ABEs in ZENs and smart sustainable 

cities. This roadmap can be useful in early- and later planning stages and provides 

sufficient flexibility to be applicable to existing and future envelope technologies. 

As a result, conventional performance characterization methods are not sufficient to 

capture the entire performance of ABEs. The difficulty of modelling these complex 

systems' behaviour adds to the existing challenge of closing the gap between in-design 

performance and real-life performance in buildings - as these discrepancies are likely 

to grow larger in low energy buildings or when increasingly complex building 

technologies are introduced [82,124]. Thus, advanced building envelopes require new 

knowledge to help understand, characterize, and predict the behavior on multiple 

levels and, in the perspective of zero-emission neighborhoods, different scales of 

systems.  

The framework developed and presented in this thesis is built as a six-step procedure, 

as shown in Figure 5-1. The five first steps allow to gradually map a specific ABE system's 
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characteristics or outline criteria used to assess possible design strategies and solutions 

relevant to a particular project. The final step, Step 6, relates to the identification of 

the technological solutions and verifying that the responsive system performance is in 

line with the defined purpose. Compared to previous existing propositions in the 

literature, the added-value of the framework is that it is built in a way that it is precise 

yet flexible enough to characterize a broad range of technologies. It also considers 

several triggers for responses, in addition to being scalable to different system sizes 

(building, a cluster of buildings, or a neighborhood). The following section provides a 

step-by-step walkthrough of the framework and details about the different procedures 

that need to be undertaken in each one of them. 

 

Figure 5-1 The six steps of the early phase design framework proposed. Original figure in [119]. 

5.2 Presentation of the six steps in the framework 

Step 1: Defining the purpose and objectives of the response.  

The first step of the framework is to define the purpose of the advanced building 

envelope technology as part of the building design strategy and, if applicable, in the 

neighborhood. There are three main categories of purpose: energy performance, user 

needs, and demand-side management. Figure 5-2 illustrates how advanced building 

envelopes can be integrated at different scales nested into each other. Each purpose is 

further described by a set of specific objectives, which work towards specific target 

actions and associated functionalities to achieve the given purpose. A key takeaway 

from this first step is to consider whether these are contradictory or compete in any 

measure. If so, different approaches to balance the system’s goals in its design will need 
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to be considered to either determine a hierarchy of importance or a solution based on 

compromise (as done, for example, in [125]). 

 

Figure 5-2 The purpose of advanced building envelopes with different scales of design. Adapted from the 
original figure published in [119]. 

Step 2: Identifying the scale and interdependencies in potential 
responses. 

As mentioned previously, there are different possible scales of action or impact, 

depending on the type and the purpose of the advanced building envelope. When 

considering a larger scale of impact, it is important to understand how smaller groups 

of buildings can function alone or as a synergetic cluster. The idea is to design groups 

of buildings as interconnected nodes that share information or thermal and electrical 

energy. The collection of all the nodes form one large entity connected to the grid as 

an IoT system maintained by a primary manager (Figure 5-3). 

The secondary networks are smaller clusters of buildings that can exchange resources 

in different optimized patterns or at different time intervals. This distributed 

configuration is useful to create multiple levels (named secondary information 

networks in Figure 5-3) of management within a neighborhood. 
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Figure 5-3 Scales of exchange within networks of buildings. Original figure in [119]. 

The complexity of the responsive cluster requires an underlying network of information 

flow to be established between the buildings. This is so that energy use can be managed 

in real-time conditions or even ahead of time. Orchestrating such a flow of information 

and energy requires careful consideration. Some advanced building envelope systems 

may have very different time-scales in terms of control or varying degrees of influence 

on the whole building performance. For example, some technologies may respond to 

stimuli within seconds or minutes (i.e. window opening, daylighting control, natural 

ventilation systems etc.) but may only impact a zone. Other systems may have much 

slower response times and possibly influence energy parameters at larger scales (i.e. 

thermal energy storage availability, battery charging status etc.). 

Step 3: identifying the functionality of the advanced building 
envelope system. 

The functionalities of advanced envelopes are linked to the purpose defined in step 1 

and specific objectives. Table 5-1 provides an overview of possible functionalities 

associated with these objectives. 
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Table 5-1 Functionalities of advanced building envelopes 

Purpose Objective Functionality Description  

Building 
energy 
performance 

Intelligent 
energy 
management 
to reduce 
energy use 

Recovery and 
conservation 
of available 
energy 
 

Reduce energy use by 
modulating heat flows to 
maintain an optimum energy 
balance by promoting 
(admitting ingoing energy 
flows), preventing (protecting 
the indoor space from 
undesirable energy flows) and 
reducing energy flow through 
the envelope. 

Energy 
buffering 

Peak clipping by using 
solutions to reduce the 
magnitude of the impact of an 
energy flow. 

Increase self-
sufficiency 

Energy storage Load shifting by storing energy 
within the building. 

Renewable 
energy 
integration 

Optimize energy conversion at 
building scale by changing 
system configuration to 
maximize renewable energy 
harvesting. 

User comfort 

Ensure the 
health and 
wellness of 
users 
Increase 
productivity 

Indoor air 
quality 

Reduce pollutant 
concentration in indoor spaces. 

Thermal 
comfort 

Prevent discomfort due to 
drafts and vertical temperature 
gradients. 
Prevent overheating. 
Maintain comfortable 
operative temperatures. 

Visual comfort 

Limit risk of glare 
Provide satisfactory levels of 
daylighting on work planes. 
Provide spaces with 
comfortable color 
temperatures. 
Provide satisfying color 
rendering. 
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Demand side 
management 

Intelligent 
energy 
management 
to increase 
grid-
friendliness 
 

Reduce peak 
loads 

Manage energy flows and 
energy sharing of electrical and 
thermal energy in clusters of 
buildings via use of smart 
control technologies.  
Control of high efficiency 
renewable energy conversion 
systems to reduce peak loads 
and optimize conversion 
parameters in building 
clusters. 

Peak load 
shifting 
Valley filling 

Control of energy storage 
systems for surplus energy 
storage and distribution within 
cluster. 

Strategic 
conservation 
Strategic load 
growth 
Flexible load 
shape 

Use of optimization and model 
predictive control to set up 
grid energy consumption/resell 
strategies based on given 
parameters (energy source, 
carbon intensity of energy, 
energy cost…). 

 

The functionality of the advanced building envelope systems developed to improve 

building energy performance and user comfort is defined as an extension of the 

classification [126]. At these levels, the critical functionalities are solar energy 

harvesting, solar energy conversion, and energy storage. This comes naturally since 

solar energy management is a well-known factor in designing zero-emission buildings. 

Figure 5-4 shows an adapted illustration from the work of Looman [123] with the 

inclusion of the additional functionalities for energy conversion and dynamic features 

like “magnify/modulate” and possible triggers for dynamic, advanced building 

envelopes. 
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When considering a higher level of energy management, demand side management 

becomes an important topic by considering grid or building-to-building interactions. 

Demand side management (DSM) functionalities can improve grid-friendliness and play 

a critical part in reaching zero-emission targets. DSM is the planning, implementation, 

and monitoring of grid interaction designed to produce changes in the building or 

neighborhood’s load shape. It is achieved by changing peak energy consumption 

demands and modulating time-related energy use patterns. The functionalities of DSM 

revolve around the six strategies shown in Figure 5-5.  

 

Figure 5-4 Envelope functionalities and triggers. Original print in [123]. 
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Figure 5-5 Strategies for demand side management reprinted from [127]. 

Step 4: Identifying triggers and controls for responsive advanced building 
envelopes. 

In this section we distinguish single building related triggers and neighborhood related 

triggers. At a single building scale, control triggers are typically based on local external 

climate parameters (e.g. incoming solar radiation, wind speed or outdoor 

temperatures), local indoor climate conditions (e.g. operative temperatures or lighting 

levels) or user requests (e.g. personal preferences or changes in building schedules). In 

these cases, the aim is most often to optimize conditions in one zone or a single 

building. For this reason, the control strategies typically have shorter time horizons 

(seconds, minutes or hours). These controls may be intrinsic or extrinsic (e.g. opening 

windows, activating solar shading, activating artificial lighting or natural ventilation). 

The variation in the types of triggers and control strategies underlines the fact that 

advanced building envelopes can range from relatively simple systems to very complex 

ones. Here, it is important to note that “more complex” does not mean “better 

performing”, and one of the outcomes of this step is to evaluate what kind of 

technologies are suitable for the project.  

At a neighborhood scale, the triggers also include energy management within multiple 

buildings with control strategies that aim to fulfil optimization goals with longer time 

horizons (hours, days, weeks, seasons). Although DSM-related triggers are possible to 

implement at a single building scale, these are constrained by the building’s energy 
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flexibility in question. Neighborhoods are made up of different types of buildings and 

constructions, which, in theory, creates more flexibility for energy management due to 

the range of uses of the buildings. Triggers for neighborhood energy management can 

be based on the current or predicted energy use of the building cluster, grid energy 

prices, or the purchased energy’s carbon intensity.  

Within these trigger categories, we define three types of values: fixed, scheduled and 

real-time. Fixed triggers are mostly used for passive design (e.g. average annual 

ambient temperatures, sun angles or annual average internal load). As their name 

suggests, scheduled triggers are based on schedules or diurnal cycles (for example, sun 

paths or fixed events). Real-time triggers are direct stimuli from feedback-based values 

of parameters measured by sensors (e.g. CO2 levels, operative temperature, or 

occupancy detection). The responsiveness of a building component or system is tied to 

the control strategy, which is either intrinsic or extrinsic. Intrinsic and extrinsic 

behaviors are described [86] as: "Intrinsic indicates that the adaptive mechanism is 

automatically triggered by a stimulus (surface temperature, solar radiation, etc.). 

Extrinsic refers to the presence of an external decision-making component that triggers 

the adaptive mechanisms according to a feedback rule". 

The possibility for responsive building envelopes to be sensitive to different triggers is 

a large part of their robustness. Table 5-2 presents the trigger categories and types, 

along with the associated type of control of the response. 
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Table 5-2 Typology of responses for advanced building envelope components (adapted from [98]). N.A. 
stands for “non applicable”. 

 
Type of control  

Passive Active - Extrinsic Cognitive - Intrinsic 

Trigger category Type    

Exterior local climatic 
Fixed value    

Scheduled value    
Real-time value    

Interior local climatic 
Fixed value    

Scheduled value    
Real-time value    

User demand 
Fixed value   N.A. 

Scheduled value   N.A. 
Real-time value   N.A. 

Neighborhood 
management 

Fixed value   N.A. 
Scheduled value   N.A. 
Real-time value   N.A. 

Step 5: Identifying interactions and requirements - The building 
users. 

Responsive facades with automated controls play an important role in balancing 

different indoor environmental quality parameters such as glare discomfort, operative 

temperature, daylighting levels, air quality, privacy, and view to the outdoors. 

However, user interaction and satisfaction are two primary factors that shouldn’t be 

disregarded in the implementation and operation of dynamic automated building 

systems. User well-being and acceptance are directly correlated to the perception 

occupants’ have of controlling their environments [128], and as such, the possibility to 

overrule systems is an important aspect [129]. When planning the responses of 

advanced building envelopes, it is important to consider different control types for the 

systems depending on the type of system, the trigger, and the response characteristics 

(scale of response and timeline associated). An overview of different response 

typologies is given in Table 5-3 with a short description of the control details. An 

important consideration in this step is that not all advanced building envelope systems 

are built to interact with occupants. For example, systems that respond to objectives 
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of load management (LM) or energy performance (EP) strategies may have no 

interaction with users. These systems may rely on intelligent/learning controls such as 

model predictive controls (MPC) to respond in the most efficient way possible to 

different triggers and requirements. Automated system with intelligent controls aimed 

at improving IEQ and support EP strategies refers to systems that can utilize previous 

and predicted user behavior to determine their current state or actions, meaning that 

users indirectly influence them. These controls are seen as an essential attribute to 

reconcile user needs, and the responsive systems’ energy-saving potential, two 

objectives that may sometimes be antagonistic. Control strategies that users can 

overrule are considered semi-direct interactions and include controls defined by 

sensors, reinforcement learning controls, or schedule-based controls. The override can 

be temporary, meaning the system will resume to its normal function after a certain 

amount of time, or independent in time until it is reset. Finally, some systems allow for 

direct manual control from the users, enabling occupants to have a higher level of 

interaction with the system and a perception of control. In these cases, the controls’ 

user interface must be carefully designed to be easily understood and must be 

physically accessible to users. In past times that might have meant a nearby wall switch; 

today, it might be based on an app on a cell phone. 
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Table 5-3 Typology of user interactions with responsive systems. (*Model Predictive Control) 
 

Trigger Level of user 
interaction Type of control Description  

U
se

rs
' p

er
ce

pt
io

n 
of

 c
on

tr
ol

 

LM EP 

None 

Automated w/ 
no impact on 
users 

Systems with goals independent 
of users' needs and which do not 
affect the users' environment  

LM EP 
IEQ 

Automated w/ 
impact on 
users 

Systems with goals independent 
of users' needs but which may 
affect the users' environment  

EP IEQ Indirect Automated w/ 
MPC * 

Systems with intelligent control 
based on past and predicted user 
behavior 

EP IEQ 

Semi-direct 

Automated w/ 
short term 
manual 
override 

Automated systems with 
scheduled-based controls that 
can be overruled in real-time for a 
short period of time before 
resuming original control 

EP IEQ 

Automated w/ 
manual 
override and 
MPC* 

Systems with intelligent control 
based on past and predicted 
behavior. Can be overruled in 
real-time  

EP IEQ 
Automated 
w/manual 
override 

Automated systems with 
schedule or sensor-based 
controls that can be overruled in 
real-time  

IEQ Direct Manual Systems with no automated 
control 

Step 6: selecting an advanced building envelope technology. 

The final step of the characterization process is to select a technology that fits the 

requirements outlined in the first five steps. This task is simplified if different advanced 

building envelope components have been characterized and catalogued previously. 

Then, one could also apply the framework in reverse order. An example of the 

application of this framework is detailed in the first journal paper contribution of this 

thesis [119]. 

Less 

More 
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5.3 Elements of response to the first research question 

Advanced building envelopes are innovative integrated systems that aim to increase 

buildings' sustainability by providing flexible and efficient energy management 

solutions while safeguarding healthy and comfortable indoor environments. The 

development of these technologies has increasingly relied on building performance 

simulation (BPS) tools to uncover complex interrelationships. These systems operate at 

the cross-section of architecture, engineering, and data science. They often involve 

transient multi-physical parameters and advanced material properties. Using 

frameworks to characterize advanced building envelopes and breaking down their 

properties to understand the key elements of their behaviors, is a helpful step in 

developing a fit-for-purpose modelling approach. Obtaining a systematic breakdown of 

the properties that will need to be modelled is also helpful to select the simulation 

environment(s) that will be used to perform the simulation. As mentioned previously, 

the complexity of advanced building envelopes is sometimes a barrier to their real-

world implementation, in part due to the limitations in the modelling possibilities 

offered by monolithic legacy simulation tools. What this framework can allow a 

modeller to do, is to determine whether the technology can be modelled within existing 

simulation tool, perhaps using workarounds, or whether to use a more advanced 

simulation approach based on co-simulation, for example.  
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6 Co-simulation for performance prediction of advanced building 
envelopes 

The previous chapter of this thesis presented a framework that allows identifying the 

key characteristics of an ABE. Some of these characteristics can be described in 

different physical domains and may require detailed models to satisfactorily abstract 

these properties. As mentioned in section 2.3, this task is not always easy to achieve 

using whole building monolithic simulation software. Such tools do not necessarily 

capture all the physical domains with the same depth. In this chapter, co-simulation is 

discussed as a promising approach to overcoming these limitations. The work 

presented here is a shorter version of the full evaluation of the opportunities and 

challenges of using co-simulation developed in the second journal article listed in this 

thesis [130]. The first section of this chapter starts by detailing the fundamentals of co-

simulation and describing different implementation strategies used in the AEC industry. 

Then two following sections respectively discuss the advantages of co-simulation for 

ABEs in design and operation and the current barriers to the practice that were 

identified through this research. Finally, the last section of this chapter presents new 

outlooks regarding how different trends in information and communication technology 

(ICT) and simulation could facilitate the use of co-simulation and increase its 

accessibility in the near future. 

6.1 Co-simulation in building simulation  

In building simulation, the term co-simulation refers to approaches in which different 

models representing a part of the overall system’s governing physical relationships (e.g. 

thermal models, airflow models, daylighting models, etc.) are coupled. Each model is 

run in a separate simulation tool or unit, in a way that they can exchange simulation 

data during runtime and replicate the behavior of the system seen as a whole. The need 

to use co-simulation often arises from combining specialized, domain-specific models 

that are not available in the same simulation environment. Some of the advantages of 

co-simulation reported by Trcka in [102] are that they allow combining heterogeneous 
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simulation approaches and effectively use the tools that are best suited to model a 

given sub-system. This provides the possibility to carry out rapid testing of software 

prototypes and facilitates parallel-shared development in distributed teams, including 

the option to preserve intellectual property (IP) rights. Finally, co-simulation enables 

multi-scale simulations that reconstruct the interactions between different sub-

systems and modeling each of them with an appropriate resolution or level-of-detail. 

The difference between integrated (monolithic) simulation tools and co-simulation 

approaches is illustrated in Figure 6-1.  

 
Figure 6-1 Illustration of the difference between integrated BPS tools and co-simulation modules. Original 
print in the second journal article listed in this thesis under reference [130]. 

Setting up a co-simulation approach requires specifying a number of parameters that 

will define different aspects of the data exchange, and which should be tailored to the 

task one wants to execute. The first elements to consider are the coupling variables, 

which are the parameters that will be exchanged during the simulation runtime. The 

recommendation is to, as much as possible, use physical quantities that can be 

measured and not abstracted data [102]. This is because it simplifies model verification 

tasks if these quantities can be measured in the real world. The second element to 
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consider is the coupling strategy, which defines how the coupling will take place. In 

practice, there are two main strategies which are referred to as sequential and bi-

directional. The difference between the two is that there is no possibility to include 

feedback in a sequential strategy, unlike in a bi-directional coupling approach. Bi-

directional coupling is then further broken down into loose and strong coupling. Strong 

coupling involves an iterative process in which solvers need to meet predefined 

convergence criteria before moving to the next time step. In loose coupling, data is 

exchanged after each calculation time step is completed (i.e. each model uses the other 

model results in the previous time step). The most suitable strategy depends on the 

variability in boundary conditions and the simulation time step chosen [131,132].  

The third element to consider is the coupling technique which can be one of the three 

following options: one-to-one coupling, co-simulation through a middleware, or co-

simulation through a standard interface. Widely used applications of one-to-one 

coupling are, for example, implemented in the TRNSYS type 155, which connects the 

TRNSYS environment to Matlab. Other examples include the built-in connection 

between ESP-r and Radiance for coupled building energy and daylighting simulations 

[133], or the coupling between TRNSYS and ESP-r that made modeling of novel 

integrated energy systems possible [134]. Middleware coupling approaches are more 

flexible and modular since they can connect multiple (more than two) instances. The 

middleware task is to manage the simulation process, including the data exchange and 

reduce post-processing. Notable examples of platforms used in a middleware approach 

include the BCVTB [135] or RabbitMQ [136,137]. Finally, the so-called standard 

interface approach allows for direct coupling with any compatible software tool that 

can export a model as a functional mock-up unit (FMU). The functional mock-up 

interface (FMI) is a widely used standard for coupling software with several applications 

in the BPS domain.  

The last parameter that must be specified is the coupling frequency. This is a critical 

element to consider as research has shown that it can significantly affect the co-
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simulation’s stability and accuracy. The frequency of the data exchange can either be 

implemented at each time step of the simulation, or in a multi-rate approach meaning 

that it can use a different fixed time step or a variable time step. 

When developing co-simulation strategies, all the considerations mentioned above are 

addressed simultaneously. This is particularly important for advanced envelope 

systems that exhibit complex multi-physical behavior, or that may be influenced by 

highly variable boundary conditions.  

6.2 Advantages of co-simulation for advanced building envelopes  

Co-simulation is particularly relevant in the design phase of advanced building 

envelopes. This is because it allows tailoring each part of a model and sub-model to the 

information available at that point in time, the level of modelling abstraction required, 

and the output desired for each physical domain. Commonly used co-simulation 

approaches for multi-domain evaluations of ABEs are, for example, the coupling of 

detailed daylighting simulations with thermal simulation engines. This approach 

provides a more accurate estimate of the amount of light (or heat) entering a zone, and 

provides insight into how the building envelope interacts with solar radiation 

depending on its design. For this particular case, the information obtained can be 

directly reused, for example, to calculate the dynamic HVAC loads. Alternatively, it 

could be used to evaluate indoor comfort parameters, including the risk of glare, with 

a much higher level of accuracy and all within the same simulation run. As a result, any 

design modification’s impact can be estimated directly, and with a holistic approach.  

However, the use of co-simulation for ABEs is not limited to design stages and is also a 

valuable tool to improve their operation. As discussed in Chapter 5, some advanced 

building envelopes are characterized by their ability to tune their properties or change 

their performance targets according to a triggering event. These triggers can originate 

from different sources such as outdoor climatic conditions, user-issued requirements, 

or from varyingly complex rule-based control logic [119]. In these cases, the successful 
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simulation of the operation of an ABE not only relies on the appropriate (fit-for-

purpose) modelling of its multi-physical behavior but also on the proper modelling of 

the triggering event itself. In many of the traditional approaches to building simulation, 

the possibilities to model triggers are quite limited. In co-simulation, because it’s 

possible to link the models, one can develop a dedicated model for the triggering event 

and connect it as part of the control. This is particularly relevant for ABEs, considering 

that the systems may require modelling interactions with users, which is achieved using 

different methods [138].  

Co-simulation approaches are also the only possibility to evaluate tradeoffs in multi-

domain controls that combine different sources of information for the control logic. 

This is the case, for instance, in scenarios where energy performance requirements 

must interplay with user requirements and indoor environmental quality performance. 

This means that a control response for an ABE can be defined during a simulation run, 

based on the simultaneous evaluation of (i) a triggering event (for example, based on 

boundary conditions), (ii) th current state of the building given by the solver of the 

transport and energy conservation equations, and (iii) a pre-set control algorithm. As a 

result, co-simulation can allow obtaining more accurate performance evaluations of 

advanced envelopes and develop studies that focus on the control action itself and its 

optimization. 

6.3 Current barriers to co-simulation  

Despite the opportunities that a co-simulation approach may offer to overcome the 

challenges of legacy simulation tools, the process of developing them remains a 

complicated task. This section describes some of the main barriers to the wide-spread 

use of co-simulation and the elements that limit its accessibility. 

Absence of guidelines and shared knowledge 

The first issue discussed in this chapter is the absence of guidelines as to how or when 

to implement co-simulation approaches. As mentioned in section 6.1, four important 
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elements define co-simulation approaches (the definition of the coupling variables, the 

coupling strategy, the coupling technique, and the coupling frequency). The choice of 

these elements influences the stability, accuracy, efficiency and ease of 

implementation of the approach chosen. Because there are very few guidelines on 

defining these parameters and setting up successful approaches, the accessibility of co-

simulation is restricted to expert simulation users who have tacit knowledge of the 

software, their codes, and the mathematical and physical models used. This aspect is 

further reinforced by the fact that there is not yet an established culture for sharing or 

reusing co-simulation schemes. The result of this is that modellers capable of co-

simulation often create custom-made approaches for each task and are likely to 

reinvent the wheel, sometimes unknowingly. While sharing knowledge and models 

would be a helpful step towards developing a larger user base for co-simulation, this 

task would require enormous effort because of the impossibility to create one-size-fits-

all approaches given the nature of building simulation tools. 

Lack of standardization of simulation tool structures and data  

The second barrier to co-simulation concerns the lack of standardized approaches. Part 

of this issue is inherited from the monolithic structure of whole building simulation 

tools, which was developed with the exact opposite strategy of what co-simulation 

aims to achieve and which was to have standalone tools. The result of this is that the 

most widely used tools in building simulation, although developed to calculate the 

same final outputs, use different algorithms, different programming languages, 

different physical or mathematical models, and different methods to process data. And 

most importantly, none of these tools was initially built with the foresight to allow users 

to extract data at different steps of the calculation process, or includes any modularity. 

In recent years, many of these tools have evolved to become more flexible as the 

demand for simulation has slowly changed. For example, some tools, such as 

EnergyPlus, have gradually switched to higher-level programming languages and 

evolved from Fortran to C+ and new to Python. Another notable change has been the 
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integration in some BPS tools with modules such as the LBNL software Therm and 

Window libraries or the possibility of using the backwards raytracing software Radiance 

for daylighting studies. However, some issue regarding the exchange of data still 

remain. For example, these are tied to the physical and mathematical models used in 

the tools. Even if data can be extracted at different time steps, it is not guaranteed that 

the physical quantity needed as an input in one tool is available or exists as an output 

in the other tool. This is simply because the models may use different calculation 

methods or different levels of granularity in the calculations. A simple example of this 

can be seen when trying to extract inter-layer temperatures in walls, which are not 

calculated in all engines but are important to model phase change materials, among 

others.  

Difficulty of benchmarking or verifying co-simulation approaches 

Benchmarking and validation of simulation models and tools is an important step in the 

verification process of the accuracy and robustness of the results obtained in BPS. 

Conventional simulation tools are validated through numerous benchmarking 

procedures using standard data sets and problems such as the BesTest cases and the 

ANSI/ASHRAE Std-140 [139]. However, when it comes to co-simulation, the lack of 

standardization and guidelines previously described also makes it challenging to 

establish validation procedures based on a comprehensive set of standard applications. 

Given that individual tools are validated, one way to check the validity of a co-

simulation approach could be to use a verification process [140]. This would allow to 

test and confirm that the data, algorithms, and numerical methods implemented are 

correctly executed when integrated into a single dataflow structure.  

6.4 Future perspectives of co-simulation in BPS 

The use of co-simulation is currently leveraged by developments within BPS tools, the 

emergence of new platforms, and the growing integration of simulation and building 

information modelling (BIM).  
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In terms of integration within BPS tools, the perspectives of increased use of co-

simulation in the future are supported by the fact that simulation tools are continuously 

evolving to satisfy changing requirements. Existing whole building simulation tools have 

been gradually integrating co-simulation capabilities by adding possibilities to connect 

their interface to other engines (as mentioned previously, to Radiance [141], or to 

OpenFOAM [142] which allows carrying out computational fluid dynamic (CFD) 

simulations). Additionally, multiple whole building simulation tools are compatible with 

external programs that support more detailed control strategies or specific models, 

such as the Matlab -based tool Simulink. One expansion that is worth mentioning is the 

development by the US Department of Energy (DOE) of the Spawn of EnergyPlus 

(known as SPAOE or Spawn) [143,144]. Spawn reuses many of the capabilities of the 

EnergyPlus software [145], but the HVAC systems and controls are handled by the 

equation-based language Modelica [146,147].  

That said, new developments within building simulation tools are not the only drivers 

for co-simulation. Over the past decade, many efforts have also been put into the 

development of platforms for co-simulation, such as the middleware known as the 

Building Control Virtual Test Bed (BCVTB) [148]. The BCVTB is a software environment 

that allows expert users to couple different simulation tools for distributed simulation 

or real-time simulations connected to a control system [149]. An example of a co-

simulation approach based on middleware is given in Figure 6-2. 

Another promising development for expanding the use of co-simulation is the 

previously mentioned development of the Functional Mock-up Interface (FMI) 

standard. The FMI is an interface standard that allows co-simulating two or more 

simulation programs and, for example, to create modular workflows [150]. The core of 

the FMI standard is maintained by the Modelica Association project [151] who’s aim is 

to simplify operations related to the creation, the storage, the exchange and the use 

(or reuse) of system models in collaboration with other software or hardware-in-the-

loop simulation [152].  
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Figure 6-2 Example of a co-simulation framework based on a middleware approach. The figure also 
illustrates the possible development of models during project time and building operation. 

The perspective of an increased use of co-simulation can also be seen in the 

development of new tools that are contributing to bridging the gap between the fields 

of architecture, data science, and engineering. For example, parametric design tools 

are growing in popularity and present several opportunities to integrate co-simulated 

modelling approaches. In particular, for building energy simulation and environmental 

analysis, the development of the Ladybug Tools [153] has created new opportunities to 

connect parametric building designs with an interface to EnergyPlus (including Open 

Studio), Radiance, Window, Therm, and OpenFOAM. Additionally, Grasshopper offers 

possibilities for structural engineering analysis, optimization approaches and more.  

Finally, co-simulation could also provide one of the missing links between BPS and BIM. 

BPS and building energy modelling (BEM) tools process many inputs and outputs 

relating to geometric design, material properties, energy use and more. Specific 

performance simulation tools are already compatible with architectural software and 

derive several inputs from building information models (BIM) through industry 

foundation class (IFC) files. If co-simulation environments are connected to these 
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models, the information could be further integrated into a multi-domain workflow 

spanning the entire development of an advanced building envelope, for example. 

Information processed through co-simulation can be directly linked to other workflows, 

such as greenhouse gas emission calculations from buildings materials or associated 

with building operation [154]. Similarly, information connected to cost can be 

dynamically assessed as a parameter of the model. Platforms supporting multi-domain 

integration and dynamic data exchange between disciplines are then a critical 

extension of co-simulation workflows. These can, for example, allow visualizing effects 

of variable inputs on multi-disciplinary key performance indicators, including a direct 

3D visualization in BIM tools. Considering that co-simulation also provides the option 

to protect the IP of separate parts of the model, private actors can contribute through 

co-simulation to drive innovation and expand the application of their products as well. 

Overall, developments connected to co-simulation, digital twins and nDBIM are putting 

pressure on the industry to increase interoperability. As a result, new open-source data 

management platforms such as the Speckle server [155] are helping move the industry 

forward into a more digital form. 

6.5 Elements of response to the second research question 

Advanced building envelopes require a holistic performance assessment, and co-

simulation approaches provide a number of advantages in that regard. Contrary to 

monolithic simulation tools, co-simulation approaches allow coupling different models 

that describe parts of the governing physical relationships in the system and leverage 

fit-for-purpose modelling approaches. These approaches are also essential to run what-

if analysis or perform rapid prototyping and robustness checks. When designing 

advanced building envelopes, co-simulation supports innovative, performance-driven 

design approaches and allows users to model non-trivial behaviors and control 

strategies. Unfortunately, co-simulation approaches can still rapidly become 

complicated processes. With time and as co-simulation receives more attention, it is 

expected that the purely technical issue relating to IT languages, programs and routines 
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to exchange data will be resolved. The more substantial challenges of co-simulation, 

which stem from a lack of standardization and knowledge, will require a more 

considerable effort from expert BPS users to share and disseminate specific guidelines 

for co-simulation. This includes recommendations about how to approach co-

simulation tasks and how to select the suitable tools and engines. 

If the current barriers to co-simulation are overcome, this approach to modelling and 

predicting the performance of systems and building could become a multi-user and 

multi-scale modular dynamic workflow. This would provide opportunities for the 

different stakeholders to exchange model data with a better understanding of design 

relationships and implications, and without compromising the IP of the individual 

simulation tools. In the field of advanced building envelopes, co-simulation approaches 

benefit from improved possibilities for batching simulation-runs to reduce 

computational overhead, and from the development of parametric design multi-

interfaces to validated simulation tools, as well as the integration of optimization 

algorithms for single and multi-objective studies in whole building simulation tools. 

Finally, co-simulation for ABEs also benefits from other developments in ICT which are 

supporting methods based on data-driven design and can be used in coordination with 

parallel assessments based on model predictive control strategies thanks to advances 

in cloud and distributed computing and better solutions for data storage and 

management. 
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7 Application of advanced simulation methods for performance 
prediction 

The two previous chapters highlighted the advantages of developing a fit for purpose 

modelling approach – aided by detailed characterization - and taking advantage of co-

simulation possibilities. This chapter discusses how parametric scripting can be used 

together with these methods to create performance-based design approaches. These 

approaches are bottom-up design strategies. This means evaluation is not carried out 

from a perspective of setting inputs and evaluating a resulting performance, but from 

starting from the desired performance and defining how to optimize the input 

parameters to reach this goal.  

The work presented in this chapter builds on the methodologies and results developed 

in the third [125] and fifth [156] journal articles which this thesis summarizes. The first 

section of this chapter aims to provide background about parametric design benefits, 

particularly when coupled with optimization. A case study of an advanced building 

envelope is then presented and used to illustrate how these methods can change the 

system's performance. In particular, the study investigates different parametrization 

degrees by considering the impact of adding variable properties. The core assumption 

behind the study presented in this chapter is that solar energy can be exploited in 

building facades in different forms, and that parametric design, co-simulation and other 

computational methods can help generate and explore new designs. The final three 

sections of this chapter show the co-simulated approach's validation developed with 

full-scale experimental results. These sections summarize some of the work undertaken 

in the fourth journal article listed in this thesis and discuss the methodology's strengths 

and weaknesses as a whole.  

7.1  The value of parametric design and optimization 

Low energy buildings are based on a design approach in which a combination of key 

parameters is optimized to reduce energy use without compromising the indoor 
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environmental quality. This optimal balance is often achieved using computer-aided 

design tools. It can be applied to designing a building component, a control strategy, or 

the building's entire architectonic expression. Parametric analysis, coupled to global 

and local sensitivity analysis is one of the main strategies used to find optimal designs 

in BPS. The name “parametric analysis” comes from parametric equations in 

mathematics. However, in this context, it refers to the idea that a model’s outputs are 

controlled by a function containing specific inputs defined as value ranges. As a result, 

we say the problem is parametrized [157]. Recently, parametric analysis has become 

increasingly accessible through parametric software, such as the Grasshopper plug-in 

for Rhinoceros [158], which allows exploring larger solution spaces in the early design 

phase when changes can still be made to the building. When coupled to building 

performance simulation, parametric design establishes an explicit dynamic linkage 

between the geometric definitions of the building elements, the system parameters, 

and the performance of the whole building [159,160].  

As buildings become more complex and innovative solutions are introduced, 

automated numerical optimization methods, stemming from the field of mathematics, 

have gained popularity as an alternative to full-factorial parametric analysis. These 

approaches allow searching large design spaces more efficiently and solving complex 

problems defined by parameters that may have antagonistic or nonlinear effects on the 

building performance. The latter is particularly relevant to building envelope design, or 

shading control problems, as these often require balancing competing parameters. For 

example, a classic optimization problem in building envelope design would be to define 

an optimal window-to-wall ratio (WWR) to obtain a satisfactory daylight level in a zone 

without increasing mechanical cooling loads. Numerical optimization and parametric 

analysis can also be used to understand the influence of different parameters on 

several key performance indicators and to carry out “what if” analysis [99,159,161]. 

These studies are well-suited to design stages in which the pace of design iteration is 
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fast, and there are still a number of unknowns, but the cost of changing design choices 

is still relatively low.  

In the literature, optimization approaches for building envelopes are used to 

investigate advanced control strategies or complex envelope geometries [162–165]. 

They are also used to support the development of free form facades or shading 

elements [65] or to carry out kinetic façade studies [67,166,167]. Finally, developing 

performance-based design workflows and integrating them into one parametric script, 

supports interdisciplinary studies. These studies combine architectural aspects like 

building morphology and façade design with engineering fields looking at optimizing 

energy demand or renewable energy use, and consider microclimates effects or carbon 

emissions [69,168,169]. 

7.2 Presentation of the case study  

Building integrated photovoltaic and thermal applications such as Photovoltaic Shading 

Devices (PVSDs) combine the benefits of shading systems with renewable solar energy 

harvesting strategies. This is because the light that is blocked from entering the space 

is converted into electricity or heat. These advanced fenestrations components make 

up a complex boundary between the inside- and the outside of a building, the dynamics 

of which strongly affect the visual and thermal quality of the indoor environment (as 

well as the energy converted by the system). For this reason, implementing PVSDs 

requires additional design considerations in order to find the correct balance between 

competing uses of solar energy. For example, the transmission of large amounts of solar 

radiation through glazed elements has both benefits and drawbacks. Good daylighting 

increases productivity in workspaces by improving visual comfort [170] and solar gains 

contribute to lowering energy use for space heating and electric lighting. However, too 

much direct solar radiation can also lead to overheating and glare issues for the user 

[12,171,172]. But if too much solar radiation is blocked out, even though the 

photovoltaic material will convert more energy, the heating and artificial lighting 

demand will increase as a result and negate some of the original benefits. Therefore, 
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modulating sunlight using PVSDs is a complex yet essential measure to keep thermal 

and visual conditions pleasant. It is reported to be particularly useful in office buildings' 

perimeter spaces where direct sunlight is undesirable [173]. Two examples of PVSD 

systems are shown in Figure 7-1.  

  
 
Figure 7-1 Left: Fixed PV integrated shading device from SolarLab (private photo); Right: The Adaptive 
Solar Façade developed by ETH Zurich, dynamic PV integrated shading device [174]. 

Existing studies have evaluated the potential of PVSDs and highlighted that when the 

systems are well-designed, they may be more advantageous than both traditional 

shading devices and unshaded windows in terms of energy use [52,56,175,176]. 

Optimal use of PVSDs has also shown to prevent overheating in summers while allowing 

sunlight to enter during the winter, which translates into ideal high-quality indoor 

environments [177,178]. Previous research efforts aiming to find optimal balances of 

solar energy through PV integrated [179] and non-PV integrated shading devices have 

focused on specific topics such as visual comfort [171,180], energy use for space 

conditioning [181], artificial lighting loads [29], and energy conversion [53]. The findings 

have led to the consensus that the “optimal” shading system depends on a large 

number of variables related to the building’s features (e.g. building category, the 
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efficiency of the building systems, efficiency of the building envelope etc.) [182]; to its 

location (i.e. weather, solar angles, orientation etc.) [183,184]; to the type of shading 

device [52]; and to the configuration of the shading device itself (i.e. size of blinds, blind 

angle control strategy etc.) [185–189]. The complexity associated with designing 

optimal PVSDs and the large number of input parameters required to ensure high 

performance are too numerous to use any simplistic approach or "rule of thumb". 

Instead, a promising approach to PVSD design is to use advanced building simulation 

tools coupled to input-flexible methodologies, such as parametric scripting and 

numerical optimization, to design systems with high performance.  

The geometry of the system developed in this thesis is modelled on an existing external 

louvred shading system [190]. Although the existing system does not have photovoltaic 

material, the parametric script created in this study was designed to integrate solar 

energy harvesting capabilities through the addition of thin-film photovoltaic material 

on the upper surface of the louvres. Additionally, the model of the system was defined 

in a way that it could overcome the limitations of traditionally rigid horizontal blind 

systems (equally spaced louvres, equally tilted) to allow for non-conventional 

configurations, including variable inter-louvre spacing, individual louvre tilt angles and 

variable material on the top of the louvres (light-reflecting or thin-film photovoltaic 

covering). These modifications created a shading device that was no longer a simple 

shield from sunlight, but that could instead, be designed to balance competing 

parameters such as daylight levels in the zone, energy use for heating, cooling and 

artificial lighting, in addition to renewable energy conversion using the photovoltaic 

material. This approach adds functionalities to the system and ensures that almost all 

solar energy available and impinging on the system’s surface is effectively used in one 

way or another. 

Using the previously presented framework to characterize advanced building 

envelopes, the technology used in this case study has the following attributes:  

• Technological solution: Optimized highly flexible PVSD.  
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• User interaction and requirements: Indirect. The system affects users through 

its impact on daylight, but there is no interaction possible as it is fixed and does 

not move. 

• Trigger: Here, the triggers don’t lead to a dynamic behavior but inform the 

optimized design of the system. These are annual exterior climatic conditions 

and interior environmental quality. 

• Control: None (fixed system). 

• Envelope functionality: Prevention and conversion. The PVSD prevents 

situations with too high solar gains and converts solar radiation into electricity.  

• Scale and strategy: Single building – Peak clipping. The scale considered here 

is a single zone which can be a room or a small building. In terms of demand 

side management, its main contribution is to clip peaks by reducing peak 

cooling demands and by balancing out part of its energy consumption through 

photovoltaic conversion. 

• Response functionality: Renewable energy integration. 

• Purpose: Building energy performance and indoor environmental quality  

These attributes are also summarized in Figure 7-2. 
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In the optics of applying a fit-for-purpose modelling approach, the characterization is 

used to outline the following requirements for the model:  

• The system requires detailed and integrated modelling of indoor 

environmental quality, including daylighting and thermal comfort to balance 

its roles of prevention and promotion of solar radiation entering the room. 

• The model requires modelling photovoltaic material to convert solar radiation 

into energy. 

• The system does not require modelling grid interactions or battery 

functionalities because it only considers building scale. 

• The system does not require modelling user behavior or user interactions. 

• The system’s geometry has to be defined in a way that it can be optimized 

according to the interior and exterior climatic conditions. 

Figure 7-2 Characterization of the PVSD technology according to section 5. 
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Based on these properties, a modelling approach using parametric scripting, co-

simulation of thermal and daylighting models, solar radiation analysis and numerical 

optimization of the system’s geometry appears to satisfy most of the technical 

requirements.  

7.3 Development of a parametric scripting approach 

The analysis presented in this section summarises different research activities that 

aimed to demonstrate how parametric scripting, co-simulation and optimization could 

be combined to create a performance-driven envelope design for the case study 

previously defined. The modelling approach described in this section was an iterative 

process in which the degree of "parametrization" or freedom of the system's defining 

parameters gradually increased, which in turn also increased the complexity of the 

system. 

This work's specific objectives were first to evaluate the ability of these combined 

approaches to capture the multi-faceted performance of a complex shading element 

such as a PVSD. The second goal of the study was to assess the potential of using a 

bottom-up, performance-based approach to balance competing uses of solar energy in 

a Nordic climate and achieve a high performing system in terms of energy use, energy 

conversion and daylighting. The third and final goal was to understand the extent to 

which increasing the freedom in the system’s definition could impact the overall 

performance of the system. 

Description of the modelling approach used 

The entire modelling methodology described in this section was developed using the 

parametric design software Grasshopper [158] in the Rhinoceros environment [191]. 

The evaluation of the performance of the system was carried out using the Ladybug 

tools plug-in [153], which includes Honeybee, Ladybug, Butterfly and Dragonfly [192]. 

More details about the performance evaluation are provided later in this section. 
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The system used in this study is an external louvred shading device with the possibility 

to have photovoltaic material on the upper surface of the louvres. Because the system 

is modelled using a custom-developed script instead of the existing component for 

external shading devices available in Honeybee, its definition is much more flexible. The 

modeller can specify the number of louvres in the system, and each individual louvre 

can be controlled in terms of its vertical position in front of the window or its tilt angle. 

In more advanced versions of this script, the modeller can further choose to customize 

the louvres in terms of their individual width and thickness and select different material 

properties on the upper surface of each louvre. It is important to note that the system 

considered here is a fixed system. This means that it is assumed the geometry does not 

change once it is defined at the start of the simulation.  

In this study, three different versions of the script with increasing degrees of 

parametrization are used. These are a reference model used in a classic parametric 

analysis, an optimized base model, and an optimized flexible model with a larger 

number of input parameters.  

The parametric analysis (PA) is used to create a reference case when comparing the 

different problem formulations' results. It included three different possible louvre sizes, 

four tilt-angles, and seven different densities of louvres. In this model, all of the louvres 

are identical in their shape, are evenly spaced and have the same tilt angle. In total, the 

parametric analysis can generate 84 possible designs from these parameter 

Figure 7-3 Illustration of the standard building used for the evaluation and the external photovoltaic 
shading system’s louvre tilt angles. 
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combinations. Both the base and the flexible model accommodate individually 

optimized louvres, meaning they are no longer evenly spaced or evenly tilted. The main 

differences between the base and the flexible model can be summarized as follows. In 

the base model, the louvres had a fixed width of 105 mm, whereas, in the flexible 

model, the louvres’ width could be controlled for each one of them separately. The 

vertical distribution of the louvres was also scripted with different approaches in the 

two models. In the base model, the louvres could only move vertically within 

precalculated height intervals centered around a start position determined by the 

configuration with equally spaced louvres. In the flexible model, the number of louvres 

was controlled by the algorithm. This means the louvres' vertical distribution was also 

much freer, and the only constraint to avoid louvres overlapping was to respect a safety 

interspace recalculated for each case. Finally, in the base model, every louvre was 

considered to have PV material on its upper surface and otherwise, be built of 

aluminium. The reflectance of these materials was, however, only considered in the 

daylighting simulation. This means that they had a constant reflectance equal to 0.2 for 

the thermal model. This was not the case for the flexible model. Not only were 

reflectances carried over in the thermal model, but the coating of the louvres could 

also be selected to be photovoltaic or light-reflecting. The advantage of using light-

reflecting material is that it allows investigating whether some of the louvres in the 

shading device can be used to redirect light into the zone instead of convert energy. 

Systems that have both photovoltaic and light reflecting louvres are referred to as 

hybrid systems [193]. Details about the differences between the three scripts are 

recapitulated in Table 7-1. 
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Table 7-1 Overview of the different parameters in the different models of the PVSD. 

Parameter Parametric analysis 
model 

Base model Flexible model  

Number of 
louvres 

[10:16] Predefined for each 
case  

[10:22] louvres 

Tilt angle  [0;15;30;45] ° from 
horizontal but same 
angle for all louvres 

[0;15;30;45] ° from 
horizontal 

[0;15;30;45] ° from 
horizontal 

Louvre 
coating 
reflectance 

Photovoltaic 
R=0.10 for PV 
material in both 
thermal and 
daylighting 
simulations  
 

Always 
photovoltaic  
R=0.10 in 
daylighting 
simulation 
R= 0.2 (default) in 
thermal simulation 

Reflective or 
photovoltaic 
R=0.10 for PV 
material in both 
thermal and 
daylighting 
simulations  
R=0.65 for reflective 
material in both 
daylighting and 
thermal simulations 

Louvre size [100:200] mm with 
a 50 mm step but all 
louvres have the 
same width 

105 mm [100:200] mm with a 
10 mm step 

Vertical 
distribution 
of louvres  

Equally spaced 
louvres, no vertical 
movement 

Limited freedom - 
within a predefined 
fixed interval based 
on number of 
louvres 

Extended freedom - 
within a recalculated 
interval 

Description of the performance evaluation  

The evaluation of the performance of the PVSD used a co-simulation approach based 

on the simultaneous evaluation of energy use (including heating, cooling and artificial 

lighting), daylighting in the zone, and the estimated amount of energy converted by the 

photovoltaic material on the upper surface of the louvres.  

This study mainly used Honeybee, one of the Ladybug Tools’ packages, which provides 

an interface to the simulation engines EnergyPlus for energy simulations and to 

Radiance (via Daysim) for the daylighting analysis. EnergyPlus is a widely used validated 
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whole building energy simulation software developed by the Department of Energy in 

the United-States [145]. Radiance is a validated backwards ray-tracing software 

developed by Greg Ward and the Lawrence Berkeley National Laboratory and is widely 

used for daylighting and advanced light transmission studies.  

The performance of the system was evaluated using the three following metrics:  

• The total net electrical energy demand per year in kWh/m2 or ETOT, calculated 

as:  

𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇 = 𝐸𝐸𝐻𝐻 + 𝐸𝐸𝑐𝑐 + 𝐸𝐸𝐿𝐿 − 𝐸𝐸𝑃𝑃𝑃𝑃 [𝑘𝑘𝑘𝑘ℎ/𝑚𝑚2] 

 

Where EH is the heating energy demand, EC the cooling energy demand and EL the 

energy demand for artificial lighting. Note that the energy demand for artificial lighting 

is tied to the daylight availability via a proportional control strategy and a minimum 

dimming of 20% when the illuminance is below the threshold as described below:  

𝐸𝐸𝐿𝐿 = max(1 −
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

500 𝑖𝑖𝑚𝑚𝑙𝑙 𝑡𝑡ℎ𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑖𝑖𝑚𝑚
, 0.2) × 𝑖𝑖𝑚𝑚𝑚𝑚𝑡𝑡𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 𝑝𝑝𝑜𝑜𝑝𝑝𝑚𝑚𝑚𝑚 [𝑘𝑘𝑘𝑘ℎ/𝑚𝑚2] 

 

• The energy converted by the PV surfaces located on the upper surface of the 

louvres in kWh/m2 or EPV, calculated as:  

𝐸𝐸𝑃𝑃𝑃𝑃 =
Radiation received × cell efficiency × area of 𝑃𝑃𝑃𝑃 𝑚𝑚𝑚𝑚𝑡𝑡𝑚𝑚𝑚𝑚𝑖𝑖𝑚𝑚𝑖𝑖

𝐹𝐹𝑖𝑖𝑜𝑜𝑜𝑜𝑚𝑚 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 
 [𝑘𝑘𝑘𝑘ℎ/𝑚𝑚2] 

The calculation of EPV is carried out using a detailed radiation analysis on each louvre to 

account for self-shading between louvres. These quantities are then converted into an 

equivalent amount of electricity, assuming that 95% of the louvres’ top surface has 

photovoltaic material, and 95% of this defined area is a photovoltaic cell. The PV cell’s 

efficiency is set to 15% accounting for all the system losses assuming a thin-film solar 

cell. 
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• The continuous daylight autonomy or cDA expressed as a percentage of hours 

during working hours where the illuminance level on a work plan located 0.8 m 

over the floor level is at least 500 lux. 

The continuous daylight autonomy (or cDA) calculates the number of working hours a 

year a given surface in a room receives an amount of light above a set threshold [171]. 

Hours during which the threshold is satisfied receive full percentage points. Hours 

during which the daylighting levels are below the threshold are awarded a proportional 

fraction of a percentage point. The reason for choosing to evaluate the performance of 

the system with the cDA was because it is well-suited for office buildings and defines a 

softer transition between compliance and non-compliance situations [194].  

Description of the co-simulation  

In this script, the co-simulation aspect concerned the connection between the detailed 

daylighting simulation results from Daysim and the control of the artificial lighting. The 

daylighting simulation calculates the average cDA in the room and the amount of light 

on a sensor surface in the zone. Depending on the latter quantity, the time and type of 

day (this information is controlled by the occupancy schedule), the script generates a 

schedule to dim the light. In this way, the building can save energy by reducing its use 

of electrical energy for lighting. Following this logic, it would also be possible to create 

control strategies for a dynamic louvre system which could adjust its tilt-angles or 

position based on the amount of light in the room and the energy demand.  

Description of the optimization procedure 

For this study, the parameters used as inputs and their ranges for the optimization are 

those presented in. 

The three objectives set in the optimization were to minimize the total annual net 

electrical energy use (ETOT [KWh/m2.year]), to maximize the amount of energy 

converted into electricity by the PV cells (EPV [KWh/m2 year), and to maximize the 

daylighting level in the zone measured as the continuous daylight autonomy (cDA [%]). 
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The PV output was selected as an objective despite the fact that it is directly connected 

to the net energy demand calculation. The impact of this choice is discussed in Chapter 

0. The reason for using this output as an objective was to include designs that support 

maximizing the return on investment associated with using PV material and because of 

the high environmental footprint of PV material [195,196]. Figure 7-4 also presents a 

complete overview of the application of the methodology on the case study presented 

in this thesis; and highlights the different inputs, outputs and processing of the data 

within the Grasshopper environment. 
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Figure 7-4 Overview of the script structure developed in grasshopper. 
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7.4 Results of the application of the methodology  

The first set of results presented in Figure 7-5 show the outputs of the parametric 

analysis. Since there are three performance criteria (ETOT, cDA, and EPV), the results are 

shown with a 2D projection for each set of axis. Five configurations are selected from 

these results to be used for further analysis and to be able to compare with the results 

of the versions of the script using optimization. The five solutions are selected 

according to the following criteria: the solutions with the lowest ETOT (PA 1), the 

solutions with the highest cDA (PA 2), the solution with the highest EPV (PA 3), the 

solution with the lowest ETOT and a cDA ≥ 50% (PA 4), and an intermediate solution that 

provides a good balance of all three criteria (PA 5). The performance of each one of 

these solutions is detailed in Table 7-2.  
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Table 7-2 Overview of five selected solutions from the parametric analysis. 

 PA 1 
Lowest ETOT 

PA 2 
Highest cDA 

PA 3 
Highest EPV 

PA 4 
Lowest ETOT 

with cDA≥50% 

PA 5 
Intermediate 

solution 
ETOT 
(kWh/m2) 17.6 26.2 19.0 19.3 21.6 

cDA in % 44 55 13 50 53 
EPV 

(kWh/m2) 21.1 9.9 27.0 17.3 14.1 

Number 
of louvres 11 10 16 10 10 

Angle (°) 15 0 45 15 0 
Louvre 
width 
(mm) 

200 100 200 150 150 

Visual  
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The results of multi-objective optimizations with three objectives form what is called a 

3D Pareto fronts (also called Pareto frontier). Pareto fronts are made up of non-

dominated solutions which represent the best set of compromises for antagonistic 

goals. In Pareto visualizations, there is no ranking of the best solutions, and the 

modeller can observe the performance of all Pareto solutions. It is then up to them to 

select a solution from the Pareto front using a set of criteria if this is desirable. Figure 

7-6, Figure 7-7, and Figure 7-8 show the projection of the results made up of the Pareto 

fronts for each optimization runs with the addition of the five solutions selected in the 

parametric analysis. Note that because these are projections of 3D plots onto 2D plots, 

not all solutions exhibit Pareto traits depending on the set of objectives selected, even 

if they are all Pareto solutions in reality. For the optimization with the base model, since 

the number of louvres is not a parameter that can be changed by the algorithm, two 

different simulation runs were considered. The first one had a system with 10 louvres, 

and the second one had 13 louvres. These points are referred to as “BASE 10 louvres” 

and “BASE 13 louvres” on the charts below. The flexible optimization results are listed 

under “FLEX”.  

From these graphs, it is possible to see that the parametric analysis solutions follow the 

general shape of the projected Pareto fronts. It is also interesting to note that the 

Pareto solutions of the base optimization at times only marginally outperform the 

solutions from the parametric analysis. On the other hand, the Pareto solutions of the 

optimization with the flexible script consistently outperformed both the base model 

results and the parametric analysis for all three objectives considered. Most noticeably, 

the solution from the flexible script with the lowest ETOT and a cDA value above 50%, 

reduced energy use by 15% compared to the best solution from the parametric analysis 

with this same criteria. Additionally, the Pareto solutions of the flexible script have the 

added-value that they cover a much larger range of performances. This means that the 

solution space they outline was higher performing and provided a wider range of high 

performing options. The parametric scripting approach had thus more value when the 
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degree of parametrization was high. With regard to the specific objectives of the study 

defined at the beginning of this section, it is possible to make the following conclusions:  

• The modelling methodology developed on a combination of parametric design, 

co-simulation and optimization was able to capture the complex behavior of 

PVSDs and showcase the performance tradeoffs inherent to the system’s 

nature.  

• Using a bottom-up approach allowed improving the performance of the system 

considering all three objectives simultaneously.  

• Finally, increasing the degree of parametrization in the system also increased 

the system’s performance and allowed obtaining solutions that also covered a 

broader range of performance goals.  
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Figure 7-6 Results of the different scripts for the objectives continuous daylight autonomy and net total 
annual energy 
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Figure 7-7 Results of the different scripts for continuous daylight autonomy and yearly energy conversion 
by photovoltaic surfaces. 
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Figure 7-8 Results of the different scripts for the objectives net total annual energy and annual energy 
converted by photovoltaic surfaces. 
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7.5 Validation of the co-simulated approach 

After investigating the potential of improving the performance of the PVSD with 

advanced building simulation tools, it is important to verify whether the theoretical 

improvements obtained through simulation correspond to real-world performance 

changes. This step is crucial in building performance simulation. The validation of 

models and modelling approaches plays an important part in ensuring that simulation 

results are accurate, reliable, and robust. It is also an important step in product 

development by allowing us to characterize different advanced building envelope 

solutions and comparing them with baselines. Finally, validation initiatives provide 

useful insight into the relationship between actual versus simulated performance and 

how to improve models to reduce this gap.  

Scope of the validation procedure 

This section of the thesis presents the full-scale validation of the co-simulated 

modelling approach previously described in section 7.3. The validation was carried out 

as a full-scale experimental analysis using SINTEF’s test cell laboratory in Trondheim 

[197]. There were two main goals for this activity. The first one was to contribute to 

ongoing multi-physical validation efforts of models for shading systems. This work was 

specifically relevant for systems which cannot be modelled with existing predefined 

modules in simulation tools, or scenarios in which using bidirectional scattering surface 

distribution (BSDF) descriptions is not desirable. For example, this is the case when 

exploring free form facades or when using optimization algorithms where creating a 

new BSDF for each simulation run creates too much computational overhead. The 

second goal of the study was to verify the accuracy of the physical quantities calculated 

by the separate simulation engines and so, by extension, the co-simulation’s accuracy.  

The experimental data for this research activity was collected in a full-scale test 

laboratory which was equipped with a series of different configurations of an external 

louvred shading device similar to the one studied in the previous section. The 
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experiments started in the second week of June and lasted until the first week of August 

2019. During this period, the data collected comprised weather data, which allowed 

recreating outdoor boundary conditions, and several parameters inside the test cell 

relating to the indoor temperature and the illuminance levels in the test chamber 

(Table 7-3). Simulation results from the model were then compared to the 

measurement data to validate the thermal and the daylighting results obtained with 

each simulation engine Pictures of the façade and the inside of the test cell during the 

experiments are shown in Figure 7-9. 

Table 7-3 Quantities measured in the test cell during the experiments. 

Quantity measured in cell Uncertainty on 
measure  

Air temperature at 1 and 2 m height ±0.5 °C 

Illuminance on a surface at 0.9 m height (desk surface) and 3 m 
height (ceiling surface). Note that the sensor on the desk were 
set to have a measurement range 0 to 1000 lux while the one 
on the ceiling were set to have a measurement range 0 to 500 
lux  

±5% of the 

maximum value 

in the range 

 

Figure 7-9 Facade of the test cell facility and a picture of the test chamber used. 

Description of the experimental activities 

Five different configurations of the shading system corresponding to five cases were 

investigated in addition to a reference case with no shading system. As can be seen in 
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Table 7-4, the configurations varied from homogenous louvre distributions with two 

different colors of louvres (blue or white) to heterogenous, eclectic configurations that 

were defined by an optimization algorithm (case 13 modified A and B). These separate 

studies aimed at testing key aspects of the robustness of the modelling approach, such 

as the effect of the density and regularity of the shading device configuration or the 

system’s architectural expression. A vertical cross-section of the different shading 

system configurations is shown in Figure 7-10.  

Table 7-4 Summary of the cases investigated in the experimental study. 

Case name Case description  
0 No shading device  
16 16 blue louvres equally spaced and tilted at 15° from horizontal 
13 13 blue louvres equally spaced and tilted at 15° from horizontal 
13 modified A 13 blue louvres with heterogenous spacing and tilt angles  
13 modified B 13 blue louvres with heterogenous spacing and tilt angles 

13 white 13 white louvres equally spaced and tilted at 15° from 
horizontal 

 

 
Figure 7-10 Profile of the different configurations investigated with individual louvre tilt angle and 
spacing. 

To validate models, they must first be calibrated with existing measurement data to 

reduce errors connected to uncertainty on the base model's input data. This study used 

two calibration methods: automated calibration for the thermal model and hand 
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calibration for the daylighting model. The reason for this choice was that the statistical 

mathematical indicators typically used in automated calibration procedures are 

challenging to use for models in which the output is liable to rapid changes, such is the 

case with daylighting models. Additionally, the illuminance sensors used in the 

experimental activity saturated during many hours in the first calibration, which means 

that a calibration method based on statistical errors alone could be misleading in this 

case due to cancellation effects between time steps. Hence, it was chosen to use an 

approach based on hand calibration and graphical assessment to calibrate the 

daylighting model.  

The accuracy of the thermal and daylighting models for each case was evaluated 

numerically for the calibration and the validation using three indicators: the root mean 

square error (RMSE) given in the unit of measurement of the parameter selected, the 

mean bias error (MBE) in %, and the coefficient of variation of the root mean square 

error (CV RMSE) in %. The definition of these three quantities is provided below:  

• The RMSE was calculated according to the following formula where N is the 

total number of values, m is the measured value and s is the simulated value: 

𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸 = �∑ (𝑚𝑚𝑖𝑖 − 𝑚𝑚𝑖𝑖)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁
 

• the MBE or mean bias error is a non-dimensional metric that estimates the bias 

between the measured and the simulated data at each time step. This metric 

provides an indication of the overall positive or negative bias of the model over 

the period of time considered, but positive and negative errors can 

compensate each other because of how it is calculated:  

𝑅𝑅𝑀𝑀𝐸𝐸 (%) =
∑ (𝑚𝑚𝑖𝑖 − 𝑚𝑚𝑖𝑖)𝑁𝑁
𝑖𝑖=1
∑ 𝑚𝑚𝑖𝑖
𝑁𝑁
𝑖𝑖=1

 

 
With 𝑚𝑚𝑖𝑖  being the measured value at time step i, 𝑚𝑚𝑖𝑖 the simulated value at time 
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step i. 
 

• the CV RMSE or coefficient of variation of the root mean square error in %. This 

value estimates the accuracy of a model with regard to the value of the offset 

of the error between measured and simulated data. It is calculated in a similar 

way to the RMSE, but using 𝑚𝑚�  – the average of the measured value during the 

considered time period, as follows:  

𝐶𝐶𝑃𝑃 𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸 (%) =

��
∑ (𝑚𝑚𝑖𝑖 − 𝑚𝑚𝑖𝑖)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁 �

𝑚𝑚�
 

Finally, it is important to underline that three specific measures were implemented to 

avoid overfitting the data for each calibration and validation procedure. First, the data 

sets used in the calibration of each case are completely independent of the data sets 

used to test the model in the validation. Second, for each period considered and, as 

much as possible, the days selected for the validation period were chosen to be a series 

of days with a large range of boundary conditions, i.e. containing one fully sunny day, 

one slightly cloudy and one cloudier day. And finally third, there was always a 24-hour 

period in between the end of the datasets used for one configuration and the beginning 

of the dataset of the next configuration investigated. This method was followed for 

each set of measurements to avoid any dependency on the data collected in terms of 

the order of the cases investigated. 

7.6 Results of the validation 

The results for the calibration and validation of the chamber’s base model without the 

shading device (case 0) are presented in Table 7-5. 

The results show that the accuracy of the thermal model in the calibration and 

validation phases is almost identical with low RMSE, CV RMSE and MBE values. These 

values indicate that the distance between the measured and simulated data points was 

small, and the level of accuracy of the model is well within the acceptable error of 
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building performance simulation tools. For the daylighting model, the shape of the 

illuminance dome received by the two surfaces in the chamber matched the measured 

illuminances both during the calibration and the validation periods. However, during 

both these periods, the sensors saturate and make it impossible to verify the model’s 

accuracy in terms of peak illuminance levels. Nonetheless, the overall values given by 

the RMSE, CV RMSE and MBE are satisfactory given the sensors’ accuracy.  

Table 7-5 Results of the calibration and validation of the model for case 0 (no shading) 

Model Quantity Calibration period  Validation period  

Thermal 
RMSE 0.5 °C 0.6 °C 
CV RMSE 2% 2% 
MBE -2% -2% 

Daylighting on desk 
RMSE 41 lux 71 lux 
CV RMSE 8% 14% 
MBE 0% -3% 

Daylighting on ceiling 
RMSE 36 lux 35 lux 
CV RMSE 17% 15% 
MBE -10% -8% 

 

Table 7-6 shows the validation results of the model with the different configurations of 

the shading devices. Note that prior to this validation, a small secondary calibration of 

the blue louvres’ reflectance was carried out. From this table, it is possible to see that 

the thermal simulation yielded results that were also within the simulation engine’s 

uncertainty for all the cases investigated (RMSE ≤ 0.6 °C, 0 ≤ MBE ≤ 1%, CV RMSE≤ 5%).  

The daylighting model predicting the illuminance on the desk and on the ceiling in the 

simulation had higher values for the RMSE, MBE and CV RMSE. This indicates that the 

model was less accurate at predicting the daylighting levels than it was for predicting 

the indoor air temperature. 
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Table 7-6 Result of the calibration and validation of the shading configurations investigated. 

  
Second 
calibration 
† 

Validation 

Model Quantity Case 16 Case 
16 

Case 
13 

Case 
13 
mod. 
A 

Case 
13 
mod. 
B 

Case 
13 
white 

Thermal 

RMSE 0.2 °C 0.2 °C 0.3 °C 0.2 °C 0.3 °C 0.2 °C 
CV 
RMSE 5% 5% 5% 5% 5% 1% 

MBE 0% 0% 1% 0% 0% 0% 

Daylighting 
on desk 

RMSE 42 lux 58 lux 74 lux 52 lux 72 lux 82 lux 
CV 
RMSE 18% 22% 25% 16% 19 % 35% 

MBE 2% 10% 5% -2% 0% 1% 

Daylighting 
on ceiling 

RMSE 57 lux 46 lux 58 lux 40 lux 39 lux 25 lux 
CV 
RMSE 35% 27% 41% 29% 26 % 11% 

MBE 24% 17% -27% -18% -13% 1% 

 † Calibration of the optical properties (reflectance) of the shading 
device system 

Figure 7-12 shows an example of the graphical outputs of the validation for case 13 

modified A. In this case, it is possible to see that the data match was quite satisfactory 

in terms of the illuminance profiles' general shape. For comparison, Figure 7-13, shows 

the graphical results for case 13, where larger discrepancies appear.  

It is assumed that one of the sources of error in the daylighting model stems from the 

calculation of sun positions in Daysim [198], which is a known issue with the software. 

To understand the magnitude of the error this infers, we compare the values obtained 

in the simulations with those of the measurements using two daylighting metrics: the 

daylight autonomy (DA) [199] and the continuous daylight autonomy (cDA) [200]. The 

metrics are computed using two different illuminance thresholds and a standard 

occupancy profile (7 AM to 6 PM with all days considered weekdays). The results of this 

analysis are shown in Figure 7-14. 
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Figure 7-11 Validation of case 13 modified A. The grey hue around the experimental points corresponds to 
the uncertainty on the measurements. The two lower quadrants provide the outdoor boundary conditions 
at the time of the experiments. 
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Figure 7-12 Results of the validation for case 13. The grey hue around the experimental values represents 
the uncertainty on the measurement. The two lower quadrants provide the outdoor boundary conditions 
at the time of the experiments. 
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Figure 7-13 Evaluation of two daylighting metrics on the desk surface compared to experimental data. 

Although these values only provide a snapshot of the expected accuracy due to the 

limited analysis period, it is possible to see that most of the modelled cases yielded 

values within the uncertainty ranges of the measured values when using an illuminance 

threshold of 300 lux. With the higher threshold of 500 lux, it appears that the models 

for the modified configurations were less accurate, but the differences reported are 

still within the 20% uncertainty range of climate-based daylighting metrics [201]. 

7.7 Elements of response to the third research question 

This chapter showed how parametric design, co-simulation, and numerical 

optimization could be used together to define and efficiently search a larger solution 

space to design a photovoltaic shading device. 

The first investigation in this chapter illustrated the added-value of performance-based 

design approaches. It showed that using such a methodology allowed increasing the 

performance of a photovoltaic shading device with regard to all three given objectives 

in the study. The gain in performance was also shown to be larger when the model was 
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increasingly flexible. Finally, using the most flexible parametric scripting approach and 

numerical optimization allowed obtaining better performing Pareto solutions and a 

broader set of solutions with a larger range of performances. 

The second study in this chapter presented the results of the full-scale experimental 

validation of the co-simulated modelling approach used throughout this thesis. The 

results of this study showed that for all five cases considered, the results of the 

simulation were in good agreement with the measurements. As a result, it was possible 

to validate all the results of the simulations. The thermal model that estimated the 

indoor air temperature was highly accurate, while the daylighting model used to predict 

indoor illuminance levels was found to be less reliable. This finding indicates that the 

daylighting model used would most likely not be appropriate to evaluate the risk of 

glare, for example, since the simulations were not able to completely capture every 

peak when the incoming radiation varied abruptly. However, the simplified shading 

model implemented in the Honeybee legacy model did show sufficient accuracy for 

work plane illuminance studies, even when the shading devices took on non-traditional 

setups and resemble more free form configurations. The quantities calculated by each 

separate simulation engine used in the co-simulation approach proved to be accurate 

enough to characterize the system and could be used to define more advanced control 

strategies. For example, they could be used to define a dynamic schedule for the 

shading device’s configurations and increase its responsiveness to boundary 

conditions.  

The use of optimization algorithms for architectural and building design applications 

has, in particular, increased drastically in the past five years. While in the computer 

science field, optimization algorithms and optimization theory have been explored in-

depth (considering the diversity of algorithms developed, the mathematical methods 

behind them, their characteristics, appropriateness or ability to solve specific 

problems), there is very little comparable work on these topics in the field of buildings. 

While the interest for them is warranted, their extensive application to all types of 
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problems requires critical scrutiny. In the next chapter of this thesis, the application of 

optimization algorithms for design in the AEC field is analyzed more in detail with a 

critical analysis of the robustness of the methods used.  
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8 Numerical optimization uses in building design 

In the previous chapters, we have focused on investigating how new modelling 

approaches based on parametric design, co-simulation and numerical optimization 

could improve the performance prediction of an advanced building envelope and its 

actual performance. However, despite the growing popularity of numerical 

optimization, few studies have investigated the quality and the robustness of the 

optimizations performed. While developing the work presented in this thesis, it was 

also found there were very few guidelines or best-practice reviews available in the 

literature to help modellers set up optimization problems. The work presented in this 

chapter is based on the research published in the fifth journal article of this thesis [156] 

and which was one of the first contributions to establishing better practices. This first 

section of this chapter starts by presenting the main challenges of using optimization, 

both in terms of the mathematical aspects and on more fundamental levels. Then, 

based on an in-depth investigation of the use of optimization in the AEC field and a 

cross-field literature review, we present a conceptual development we define as 

problem formulation. We then use a case study to outline the major decisions 

modellers need to make to create robust optimization studies and investigate the 

impact of different problem formulation on optimization results. By creating examples 

of how to critically analyze optimization results, we can provide a baseline for more 

robust uses of optimization algorithms and support their use in a more informed 

manner. 

8.1 Challenges of optimization approaches 

Optimization of building design or energy systems typically requires finding a balance 

between multiple, and sometimes antagonistic measures. This is why buildings are 

often referred to as multi-objective optimization problems by nature. The use of 

numerical optimization has been increasingly popular. It has led to better 

environmental performance than traditional paths to building design rooted in rules of 
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thumb, best practice, and sensitivity analysis. The growing availability of optimization 

algorithms for building design has also created the temptation to apply them across the 

board, and with much less rigor than in mathematics, their original field of application. 

In architectural optimization, the procedure is not so focused on finding true minima 

or maxima, representing the best possible solution, as much as it is used to find an 

improved solution. 

Currently, modelers still face difficult choices in finding algorithms that satisfy their 

needs, and often face tradeoffs such as accuracy vs simplicity, capability vs usability, 

flexibility vs visualization, or efficiency vs cost [202]. This is despite there being many 

optimization algorithms available [203–205]. According to Machairas et al. [203], this 

creates several issues and weaknesses in optimization studies because “the 

understanding of optimization method’s strengths and weaknesses is crucial in order 

for them to be used effectively in related design problems”. 

In the literature, most of the efforts to improve optimization outcomes have focused 

on creating benchmarks studies for algorithms [100,202,206–209] and developing new 

optimization methods [210,211]. These studies are useful as they address one 

important aspect of the optimization, which is related to the fundamental question that 

is “is this the correct algorithm for the type of problem considered?”. This challenge is 

rooted in the “No Free lunch Theorems” [194] also known as the concept of “no free 

lunch in optimization”. These theorems “establish that for any algorithm, any elevated 

performance over one class of problems is offset by performance over another class” 

[194]. In practice, this means no single algorithm is best suited to all types of problems 

and instead, different algorithms perform better for different types of problems. 

However, selecting an appropriate algorithm is not the only challenge of applying 

optimization. In 1980, when the use of optimization in the AEC (architecture, 

engineering and construction) field was in its infancy, Radford and Gero stated that the 

main disadvantage of using optimization was “the difficulty of formulating meaningful 

quantifiable objectives in a discipline characterized by multiple and ill-defined 
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objectives.” [212]. Not much has changed since then. Almost 40 years later, a survey of 

architectural design optimization users found that formulating objectives was still one 

of the largest challenges in their practice [213]. This finding was supported by another 

survey [214], which highlighted the need to establish better methods and tools to 

improve our understanding of the underlying workings of optimization procedures. In 

this survey, practitioners from the AEC also said they wished to control better the 

processes in terms of defining parameters in the optimization. Overall, it appears that 

a recurring issue in numerical optimization has to do with the fact that users struggle 

to have enough insight into how the optimization algorithms they use work, what 

parameter settings should be used and how to formulate objective functions. 

Best- practice recommendations encourage modelers to run sensitivity analysis on 

their optimization problems and run them multiple times [69,210]. But oftentimes, for 

computationally slow simulations based on physical-mathematical models such as 

raytracing or computational fluid dynamics, there is little time available, and modelers 

must make a number of assumptions or use default settings. This means they may not 

have time to consider how their problem’s phrasing will impact the search or even the 

result.  

8.2 General definition of problem formulation 

In this thesis, we define the concept of problem formulation as the way an optimization 

problem is set up in terms of the nature and number of parameters being optimized, 

the choice of the nature and number of objectives, and the parameter settings selected 

for the type of algorithm used. Problem formulation investigations thus consider the 

dimension of the solution space where the optimization takes place, and how it will be 

searched for solutions. It can then be broken down into two different aspects, which 

we distinguish as “soft” and “hard” problem formulation. 

 “Soft” problem formulation includes: 
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• The size of the design space defined by the number of variables used as input 

parameters in the optimization. 

• Objective settings which relate to the number of objectives in the optimization, 

whether they are formulated independently or as a combination to create a 

single objective.  

“Hard” problem formulation includes:  

• The physical-mathematical complexity of the model used. This relates to the 

level of abstraction used to model the object of the optimization. 

• The choice of the algorithm itself and the mathematical equations 

implemented in it. This also includes parameter tuning within the algorithm, 

such as investigating the effect of population size, number of generations, 

crossover rates and mutation rates in genetic algorithms, for example. 

8.3 Soft problem formulation 

Lobo et al. [215] mentioned that part of a challenge of defining optimization procedures 

is that they should be based on problem difficulty, but “problem difficulty is very hard 

to estimate for real-world problems, […]”. Soft problem formulation studies, as we 

define them, can prove to be useful in overcoming this difficulty as they provide more 

insight into a specific optimization problem. They can be used, for example, to 

investigate tradeoffs between model complexity, output performance and 

computational effort by varying the size of the solution space. These studies can also 

investigate how the solution space is searched depending on the choice or formulation 

of the objective functions.  

Previous studies we consider to be soft problem formulation investigations typically 

include works that considered changing the number of objectives used, or different 

combinations of the same objectives. This is the case, for example, when two-step 

approaches are used, such as in [216]. These are methods in which an optimization 
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problem is first used to determine high performing solutions based on one set of 

general parameters, and later refined with a second optimization focused on another 

set of parameters. Some authors also recommend considering whether there was a 

need for multiple objectives at all and whether some objectives are better formulated 

as constraints to the problem [217]. However, we also found that sometimes problem 

formulation issues are discovered when authors discuss their results. This can be seen 

in a study by Li et al. [218], who analyzed the relevance of the objectives used in their 

investigation after looking at their results, and concluded that the objective functions 

they had borrowed from a different field were not completely adapted to their own 

problem.  

Practical investigation of soft problem formulation 

In the case study presented earlier in section 7, two types of investigations of soft 

problem formulation were carried out. The first one consisted of investigating the 

effect of changing the size of the solution space by increasing the flexibility of the 

design. The goal of that study was to evaluate the cost-benefit relationship between 

adding flexibility to the system design and increasing the optimization's length and 

complexity versus simplifying the task of the algorithm by reducing the solution space. 

The conclusion was that the larger solution space yielded higher performing solutions 

and that the optimization had the most value for that case. The same case study can 

also be used to investigate the impact of how the number and nature of the objectives 

selected direct the search of the algorithm within the solution space. In the original 

case study, the optimization is defined using three objectives: the annual net energy 

demand ETOT [kWh/m2], the continuous daylight autonomy cDA [%], and the annual 

energy converted by the PV material EPV [kWh/m2]. 

To investigate the impact of soft problem formulation more in-depth, the same 

optimization problem with the most flexible model was run twice more to create two 

new scenarios to investigate the impact of the formulation of the objectives. The first 

one used two objectives which were to minimize ETOT and maximize the cDA. The 
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second one had only one objective, which was to minimize ETOT. The logic behind the 

definition of these cases is that the calculation of ETOT already contains the quantity EPV 

and that energy use for artificial lighting EL, is related to the cDA through the lighting 

control. Figure 8-1, Figure 8-2, and Figure 8-3 contain the summary of these new 

optimization runs as 2D-projections in a similar fashion to the results previously 

presented in Chapter 7. Note that to provide a bigger picture of the single-objective 

optimization, the next six dominated solutions were plotted in addition to the best 

solution that emerged from the optimization. 

A short reminder of the cases investigated is shown in Table 8-1. For more details about 

the cases, we refer to section 7.3. 

Table 8-1 Short description of the cases investigated for soft problem formulation. 

Case name Description 

PA references Configurations with 10 to 16 louvres with homogenous tilt 
angles and louvre-sizes 

Base 10 (13) louvres  

Configurations determined by optimization with fixed 
numbers of louvres and sizes but individual tilt angles. The 
vertical position of the louvres is in a fixed interval 
centered on the starting position 

Flex 3 Obj 
Flex 2 Obj 
Flex 1 Obj 

Configurations determined by optimized with variable 
numbers of louvres, sizes, and individual tilt angles. The 
vertical position of the louvres is recalculated dynamically 
to avoid collisions but provide a larger amount of 
flexibility. Louvres can also have different reflectance.  
3 Obj = minimize ETOT, maximize EPV and the cDA 
2 Obj = minimize ETOT and maximize the cDA 
1 Obj = minimize ETOT  
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Figure 8-1 Summary plot of the problem formulation investigation with a 2D projection of the fitness of the 
Pareto front solutions and selected results from the parametric analysis for the tradeoffs cDA versus ETOT. 
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Figure 8-2 Summary plot of the problem formulation investigation with a 2D projection of the fitness of the 
Pareto front solutions and selected results from the parametric analysis for the tradeoffs cDA versus EPV. 
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Figure 8-3 Summary plot of the problem formulation investigation with a 2D projection of the fitness of the 
Pareto front solutions and selected results from the parametric analysis for the tradeoffs ETOT versus EPV. 
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From these figures, it is possible to obtain the following insight into the optimization 

problem:  

• The combination of the solutions from the flexible models formed a complete 

Pareto front that outperformed any other solution from the optimization runs 

with the base model or the parametric analysis. This confirms that the model’s 

degree of flexibility was the most important feature and weighed more than 

the number or nature of the objectives.  

• When using the flexible model, having three objectives allowed obtaining a 

larger amount of Pareto solutions in the middle of the Pareto front, meaning 

they represented better-balanced solutions in terms of performance tradeoffs. 

The only case where it was not more advantageous to use three objectives was 

if good daylight was a priority in the design. In this case, the optimization with 

two objectives found solutions that provided much higher performance.  

• Using EPV and ETOT as objectives lead to a degenerate Pareto front. This was not 

clearly visible in the three objective optimizations with the base model using 

10 louvres, but obvious when using the flexible model or when the base model 

had 13 louvres. The polynomial V-shape of the curve indicates that there were 

multiple solutions with the same ETOT but different values of EPV. This highlights 

that a balance could be found between letting light into the zone and increasing 

daylight, versus using it for electricity and compensating for the added heating 

and artificial lighting load.  

The results of the investigation of soft problem formulation can also be examined 

further to increase the robustness of the design selected. One way to do this is to look 

at the statistical variation of the value of the parameters of Pareto solutions.  

Figure 8-4 shows these values for all three optimization runs with the flexible model. 

Note that the results are presented for Pareto solutions with 10 louvres, and for which 

all of the louvres had PV material. This represents the majority of Pareto solutions 
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except for the flexible model with one objective where the best solution had 11 louvres. 

This particular finding also provides insight into the problem formulation, and that the 

flexible model could have been simplified not to have reflective material and not allow 

more than 11 louvres.  

Studying the statistical distributions of parameter values allowed visualizing Pareto 

design trends for high performing PVSDs. In this specific investigation, we can see that 

the louvres at the bottom part of the window are typically wider, sit tighter together, 

and are tilted at higher angles. The louvres in the higher parts of the window are 

gradually narrower, more spaced, and inch towards a horizontal position. This design's 

assumed effect is that it creates openings for sunlight at the top of the window while it 

favors energy conversion on the lower part of the shading system. 
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Hard problem formulation  

While soft problem formulation is anchored in a perspective of design and performance 

of a system, hard problem formulation in optimization refers to more hard-science 

aspects of optimization. In such studies, the level of complexity of the models used to 

abstract reality is examined. The choice of the model may then relate to the Fit-for-

purpose strategy implemented and, for example, whether one needs to use co-

simulation or not. In these studies, different algorithms are also examined with the goal 

of assessing the speed of convergence and the quality of the solutions found. In these 

benchmarks, users can test different stopping criteria defined for the problem they 

want to investigate [206,210,211].  

However, hard problem formulation studies do not only evaluate the models and the 

type of optimization algorithm implemented, but they may also go deeper into 

evaluating the parameters used by the algorithm itself. For example, the performance 

of genetic algorithms (GAs), both in terms of quality of the solutions and speed of 

convergence, is affected by parameter value settings. Although these algorithms are 

the most widely used in the AEC field [89,186] and were introduced in 1975 [111], 

guidelines for selecting these parameters are often not clearly communicated in the 

literature of building design optimization.  

To understand what the different parameters of GAs represent, it is important first to 

understand their main mechanisms. The particularities of GAs are that they are 

metaheuristic, population-based algorithms that use principles similar to those found 

in evolutionary biology to solve problems. The way GAs solve optimization problems is 

to start by generating a random population (set) of individuals (solutions). Then, a loop 

starts where each iteration represents what is called a generation. In this loop, the 

algorithm assesses the fitness of the current population, that is the performance of 

each one of the individuals considering the objectives that are set. The goal of this 

process is to select the best performing individuals based on their fitness value, and 

pair them so they can undergo a mating procedure in which they become “parents” to 
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a new solution called their offspring. The selection process follows the general rule of 

“the better the individual is; the higher its chance of being a parent” [219]. By selecting 

the “best” solutions at each generation, the algorithm aims at increasing the fitness of 

the global population. The creation of offspring depends on several settings decided by 

the programmer and on a genetic operator called the crossover rate, which decides the 

contribution of each parent to the genotype of the offspring. To avoid premature 

convergence, in which the algorithm would “get stuck” around a local minima or 

maxima, the breeding of new individuals is also regulated with a second genetic 

operator called the mutation rate. This operator’s role is to add diversity to the 

population at each new generation by introducing random modifications in the 

genotype of the offspring. The loop of an optimization problem runs until a stopping 

criterion is reached, which could be a given number of generations, for example, or 

when a given fitness is obtained. Hence, the main settings for these algorithms, which 

can be evaluated in hard problem formulation studies, are the population size, the 

number of generations, the crossover rate, and the mutation rate.  

Research in the field of computer science has shown that the optimal parameter values 

in a genetic algorithm vary from problem to problem. There is an intuitive and accepted 

belief that population sizing, for example, should be set proportionally to the problem’s 

size and difficulty [215,220]. When it comes to mutation and crossover operators, the 

ideal strategy is to strike a good balance between maintaining the fittest solutions in 

each new generation and introducing diversity. Previous studies were able to outline 

trends such as the fact that if the number of parameters in the optimization problem is 

low, the impact of the operator values is less, but this was no longer true when the 

problems became more complex [221]. This aspect is connected to the soft problem 

formulation previously detailed and the size of the solution space. It appears quite 

intuitive that under a given time constraint, the larger the solution space, the more 

efficient the algorithm must be. Many authors agree that high mutation and crossover 

values are more efficient in small populations, but that too high mutation rates will lead 
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to a random search problem [222]. As a result, in problems with large populations, and 

thus many input parameters, lower mutation rates were preferred. Many studies also 

agree on the superiority of approaches in which these parameters are not static, but 

either follow a predefined variation [219] or are self-adapting [223–225]. However, 

these approaches are not yet standard in building optimization studies. Table 8-2 

provides an overview of guidelines from a cross-field literature review for parameter 

settings in optimizations using GAs.  

Table 8-2 Overview of guidelines and recommendations in the literature for parameter settings of genetic 
algorithms. 

Source Parameter setting Value Condition 
Li et al. 
(2017) [205]  

Population size <50 Number of 
parameters <16 

Mutation rate 0.1 Number of 
parameters <21 

Crossover rate 0.5 Number of 
parameters <21 

Maximum generation <1000 Number of 
parameters <21 

Hamdy et al. 
(2016) [209] 

Population size 2 to 4 times the 
number of 
parameters. 

1400 - 1800 
simulation in total 

De Jong 
(1975) [226] 

Population size  50 to 100  
Mutation rate 0.001 
Crossover rate 0.6 

Grefenstette 
(1986) [222]  

Mutation rate  Maximum 0.01 
otherwise, the 
problem becomes a 
random search 
regardless of other 
parameters. Values 
above 0.05 are 
typically harmful. 

 

Settings for small 
populations (20 to 60 
individuals) 

High crossover rate 
and low mutation 
rate  
High crossover and 
high mutation. 
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Mühlenbein 
et al. (1993) 
[227] 

GA parameters The mutation rate is 
given by 1/N. 
Mutation rates are 
more important in 
small populations to 
introduce diversity 
and avoid premature 
convergence 
Crossover rates 
depend on 
population size and 
are more important 
in large populations. 

N is the number 
of parameters or 
the size of the 
problem 

The findings from the literature about the relationships between population size, 

mutation probability and crossover rates can be summarized as such: problems with 

undersized populations can lead to poor solutions. Larger populations provided better 

solutions as there is an increased chance that a good solution, or an optimal, is present 

within the population. This can be addressed by following the recommendation of 

Hamdy et al. [209] and respecting a population size that is at least twice the number of 

parameters considered. Optimizations with smaller populations (20 to 60 individuals) 

should be combined with higher mutation rates to increase diversity and avoid 

premature convergence. Conversely, problems with large populations should have low 

mutation rates and higher crossover rates to behold better solutions from its already 

diverse population.  

In the case study that was used in the work presented in this thesis, hard aspects of 

problem formulation were not investigated in detail. However, the variability of the 

settings used for the evolutionary algorithm implemented can be seen in Table 8-3. In 

this case, it is also interesting to note that in the flexible version of the script that was 

used, the number of parameters is hard to estimate as they were not independent. In 

these kinds of problems, parameter settings become even more challenging.  
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Table 8-3 Parameter settings used in the case study. 

Case 
study 
name 

Nb. of 
parameters 

Population 
size 

Nb. of 
generations Elitism Mutation Crossover 

probability 

BASE 2 per louvre 80 25 0.5 
Rate 0.5 
Probability 
0.1 

0.8 

FLEX 1 
OBJ 4 per louvre 100 100 0.5 

Rate 0.5 
Probability 
0.06 

0.8 

FLEX 2 
OBJ 4 per louvre 100 100 0.5 

Rate 0.5 
Probability 
0.06 

0.8 

FLEX 3 
OBJ 4 per louvre 100 100 0.5 

Rate 0.5 
Probability 
0.06 

0.8 

NB: In the version of the evolutionary algorithm SPEA2 implemented in Octopus, the 

mutation parameter defining “the probability of a gene of undergoing mutation” is 

defined by the product of the mutation probability and the mutation rate as defined in 

Octopus.  

8.4 Elements of response to the fourth research question 

Investigating soft and hard problem formulation can contribute to increasing the 

robustness of optimization procedures in the AEC field. Additionally, these 

investigations can be used to gain insight into optimization problems and lead to 

performance-based design but also performance-informed design [213]. In the case 

study used to illustrate an investigation of soft problem formulation, the procedure 

allowed increasing the performance of the system. The results indicated that using the 

most flexible script, which had the largest amount of parameters, provided better 

solutions regardless of the formulation of the objectives. However, among the 

optimization runs with the flexible script, the investigation with three objectives 

provided the best set of tradeoffs, except in a case where very high levels of daylight 

are required. The assessment of the impact of soft problem formulation also allowed 
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gaining a much deeper understanding of the phenotype of high performing solutions 

and of the dynamics in the different tradeoffs of the performance of a PVSD. This 

finding suggests that optimizations could be used in place of parametric analysis when 

the solution spaces are very large.  

Hard aspects of problem formulation were reviewed with a particular focus on genetic 

algorithms. Despite the increasing popularity of optimization in the AEC field, there are 

still few guidelines available to researchers on the topic of parameter settings. It is 

hoped that with time, the guidelines coming from different fields and presented in this 

thesis, can be further enriched and also extend to different types of algorithms which 

may be more suited to carry out computationally demanding simulations.  
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9 Discussion and limitations 

This thesis investigated how different building performance approaches can support 

the development of advanced building envelopes. The main knowledge gap it 

addressed relates to the difficulty of assessing the performance of new technologies 

due to their level of complexity. 

The thesis anchors itself in the fit-for-purpose modelling approach, which is necessary 

when the system considered is too complex to be fully modelled in detail. The fit-for-

purpose approach was not originally developed for building simulations but is a general 

modelling approach that recommends identifying which parts of the model to include 

to capture the physical object’s behavior correctly, and with what level of detail.  

This topic inspired the first research question addressed in Chapter 5 and which was 

“What are the main characteristics of ABEs that must be considered to ensure a suitable 

design and modelling approach in the early design phase?”. The central answer to this 

question was a six-step framework to characterize advanced building envelopes and 

outline a strategy for modelling and simulating a specific solution. As part of this task, 

four key questions that modellers should ask themselves stood out. The first one was 

the purpose of the technology. The second one concerned the nature of the trigger(s) 

to consider as impacting the design or the control of the system. The third one 

concerned the type of control if there is one and whether it required modelling 

occupants. Finally, the last question concerned the scale of the technology’s effects and 

whether this was a single zone, the entire building or if, for example, it was necessary 

to model a neighborhood response.  

A different type of outcome of this framework is that it can also help establish whether 

a modeller should consider co-simulation to improve the modelling and simulation 

approach's accuracy. This topic was the subject of the second research question “What 

are the opportunities, challenges, and tradeoffs associated with using co-simulation to 

improve and to evaluate the performance of ABEs?”. Chapter 6 dealt with this question 
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and the topic of co-simulation by gathering state-of-the-art knowledge about this topic 

and proposing a critical assessment of its application to the modelling of ABEs. This 

chapter’s main findings were that co-simulation allows overcoming many of the 

documented limitations of monolithic simulation tools and is particularly relevant for 

advanced building envelopes. Unfortunately, it is still not standardized enough to be 

easily implemented despite it being a promising approach. Most of the aspects 

described in this thesis and the journal publication on this topic focused on advanced 

building envelopes. However, many of the elements discussed apply to the use of co-

simulation for building simulation in general. One of these is that co-simulation requires 

expertise in simulation tools and models, so it is currently mainly used in research, 

rather than in everyday consulting. There are, however, many ongoing developments 

in the data science and building information modelling fields, including a growing 

interest in digital twins, which may increase the accessibility of co-simulation. These 

developments are favourable for the uptake of digital tools and may lead to the cross-

disciplinary platforms needed for the AEC industry to embrace a more digital future.  

The third research question, “What are the benefits of using modelling approaches 

based on a combination of parametric design, co-simulation and numerical 

optimization for advanced building envelopes?” invited to a hands-on investigation 

detailed in Chapter 7. The particular case study selected to answer the question was 

the design of a parametrically scripted photovoltaic integrated shading device (PVSD). 

The developed methodology evaluated whether using a bottom-up approach could 

improve the system’s efficiency by better balancing partially antagonistic goals. The 

system’s overall performance was formulated through three objectives: to reduce net 

energy use, increase daylighting in the zone, and maximize the amount of renewable 

energy converted by the photovoltaic material. The approach’s benefits were analyzed 

by comparing the outcomes of three different models with different complexity levels. 

First, a traditional parametric analysis (used as a reference and that did not require 

parametric scripting), then an optimized base parametric model, and finally, an 
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optimized highly flexible parametric model. The study results showed that the 

parametric modelling approach allowed evaluating a larger number of solutions and 

efficiently compared to the reference. However, to find solutions that more 

significantly outperformed reference configurations, the degree of freedom in the 

model needed to be increased, and the system defined with more variables. Another 

benefit of the approach was that it led to solutions that could simultaneously improve 

all three objectives. In practice, this means one can outline a design “sweet spot” using 

this methodology and then explore it more in detail.  

The reliability of the modelling approach was also verified through a full-scale 

experimental validation. This step was necessary to estimate the accuracy of the 

quantities simulated by the different simulation engines used in the co-simulation. It 

was also a way to assess the approach’s limitations, which mostly concerned the 

daylight simulations. For instance, it showed that the co-simulation approach was good 

enough to evaluate illuminance levels when using climate-based daylighting metrics. 

However, it was not accurate enough to assess the risk of glare.  

The fourth research question highlighted the variability of model outcomes by 

specifically investigating their sensitivity to numerical optimization parameters. The 

question was posed as “What are important decisions modelers need to make when 

using numerical optimization to improve performance and what is their impact on the 

result?”. The main answers to this question are presented in Chapter 8 as an evaluation 

of the impact of problem formulation. The first take-away from this study is that the 

field of optimization is highly technical. However, to transfer applications to buildings, 

some of these complexities are overlooked. The literature unequivocally agrees that 

modellers need to have a good understanding of both the optimization algorithms and 

the problems they apply them to in order to have robust results. This is sometimes 

expressed as the need to understand the difficulty of the problem they want to solve. 

In reality, there are few guidelines in the field of buildings regarding how to do this, and 

very few studies share the details of their methodologies. The work presented in this 
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chapter of the thesis tried to address this lack of guidelines for problems by defining 

soft and hard problem formulation. The decisions that rest with modelers were thus 

for soft problem formulation ones that concerned the nature of the objectives, their 

number or how many parameters are worth including in the optimization. For hard 

problem formulation, these were: what algorithm to use, what parameter settings to 

use, and which level of complexity should the model have. Cross-disciplinary research 

reviews provided a basis for parameter settings for genetic algorithm applications but 

will need to be enriched in the future to cover more algorithms.  

One of the most interesting findings of investigating soft problem formulation was that 

it allowed obtaining a different view on how to use optimization in building design. 

Optimization in buildings is not only a way to define the highest performing design 

(given the specific assumptions in the problem), but it is arguably a handy tool to obtain 

insight into the problem itself. When applied to the case study used throughout this 

thesis, investigating different objectives settings, for example, highlighted that using all 

three objectives explicitly could provide better tradeoffs in the performance. This was, 

despite two of them being redundant. It also allowed understanding better how the 

algorithm was searching in the solution space. Statistically plotting parameter 

variations in the Pareto solutions was also interesting to check the robustness of the 

algorithm's solutions. Although these studies are time-consuming, they provide much 

more knowledge of the problems at hand and allow tackling changes that may happen 

later in the project. 

The limitations of this work due to its scope should also be mentioned. These mainly 

concern the fact that the detailed modelling methods and validation in the presented 

work were mainly destined to the early-phase design of a fixed PVSD. These analyses 

were also only carried out using a single simulation tool. They could be extended to 

cover different types of technologies and different types of simulation environments 

to improve their validity. Furthermore, parametric scripting is a very free activity, and 

the choices made along the way are likely to have influenced the results. This also 
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means that potentially many different scripting approaches could prove to be more 

efficient or more accurate than the ones developed in this thesis.  

Another important element is that the impact of the technology on the building's net 

energy use and indoor comfort were not evaluated in a framework that considered 

occupant behavior or occupant preferences specifically. For this reason, there was also 

no consideration of any advanced modelling of user behavior or dynamic operation. As 

a result, the case study that is used in this thesis is also modelled using standard ranges 

for indoor comfort. In reality, these ranges are continuously questioned, and in recent 

years, many studies focused on defining and assessing more realistic human comfort 

ranges. This topic has become a field of its own, and covering it in-depth was impossible 

due to time and scope limitations. Finally, the simulation work presented is mainly 

carried out with a single type of optimization algorithm. Recent work in the 

optimization field has shown that the type of algorithm used, genetic algorithms are 

not as superior in building optimization problems as initially thought. Comparing 

several algorithms would have provided more depth to the analysis carried out in this 

work. This may also have impacted the results and the conclusions, particularly given 

the speed of development in the field and the constant progress and integration of new 

tools.  
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10 Conclusions and personal reflections  

The work presented in this thesis spans the entire development of a modelling 

approach of an ABE, starting with the initial characterization and development of a fit-

for-purpose modelling approach, and ending with the verification of the robustness of 

an optimized solution. On a meta-level, this research is one of many efforts to improve 

building energy efficiency in the built environment by generating new methods, 

knowledge, and developing solutions to achieve climate-related goals. Part of the 

research developed focused on a "low-tech" and relatively low-cost case study. It 

demonstrated its potential to improve indoor comfort, reduce energy use and support 

renewable energy conversion. Because of the system's simplicity regarding its 

components and function, its market-appeal is likely to be consequent. One path to 

continuing this research could be to use the methods developed in this thesis to create 

a commercially viable system and implement it as part of carbon emission reduction 

strategies.  

From a scientific point of view, the research activities presented in this thesis have 

potential scientific impacts in different building simulation fields. The characterization 

framework presented stemmed from a critical analysis of the literature and identified 

the weaknesses of existing classifications. In this thesis, its value was to create a unified 

characterization tool for an extremely heterogeneous group of technologies. However, 

this work's potential impact goes beyond this particular application, and the research's 

potential audience could extend to urban planners, architects, and policymakers. Part 

of this work's vision was to create a tool with a new angle to zero-emission 

neighborhood design. The idea was to explore if it was possible to design building 

envelopes based on their requirements and those of a neighborhood. In this 

perspective, the total building envelope area available in a neighborhood becomes a 

canvas in different integrated renewable energy technologies are used to support the 

energy autonomy of the built environment as a whole.  
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The research activity on the topic of co-simulation was the first publication to provide 

a comprehensive review of this technique. Although the application in this thesis is 

focused on building envelopes, the findings are very much applicable to simulation in 

general. By publishing this paper as part of the ambitious "Ten questions" initiative, 

knowledge about co-simulation could reach a more "mainstream" audience and attract 

attention to the topic across different research fields. The focus on ongoing 

developments in research is also an important element of the publication as this might 

inspire new effort (possibly coming from other fields) to help solve the remaining 

challenges.  

The simulation-based investigations in this thesis have the most impact among groups 

interested in parametric design for building performance. The most important 

contributions of this activity were the validation of the co-simulated modelling 

approach and the script's sharing as an open-access file. The script's full development 

was a procedure that took approximately one year when one starts from a blank 

canvas. Sharing scripts creates much value for people working with these tools because 

it can help teach parametric thinking and show people how to use different plug-ins or 

techniques.  

Finally, the fifth research article which investigated the use of optimization was 

developed out of the realization that the knowledge available in the literature for the 

field of architectural optimization was scarce. The target audience of this publication is 

simulation users interested in using optimization in general, but users interested in 

genetic algorithms will also benefit from the substantial literature review focused on 

parameter settings. This work is an important contribution to the field but will need to 

be completed with more studies that will help solidify the guidelines that it started to 

establish. 

As we shift our expectations of buildings from simple consumers to active entities that 

interact with their environment and are able to interplay with other buildings or 

infrastructure to stabilize the grid, building design is also changing. Advanced building 
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envelopes are one of the many technologies used to achieve these new goals. Focusing 

on building skins' design and performance is an exciting approach because it becomes 

the merging point of two previously distinct fields: architecture and engineering. As an 

engineering student, I heard many jokes about architects, and there has always been a 

love-hate relationship as far as I can see between the two fields. But now, more than 

ever, the lines are blurred. Architects are venturing into more advanced daylighting 

simulation, evaluating energy use, and designing renewable energy conversion 

systems. On the other hand, engineers are using more design tools and making baby 

steps into a more creative process. 

Central to this overlapping of disciplines lay parametric design tools and the possibility 

of using numerical optimization and building simulation. The development of these 

tools has, in many ways, made simulation accessible to a broader base of users. While 

they may take over some of the more repetitive tasks of architects, and allow the use 

of optimization to define building shapes or massing plans, I do not believe that these 

tools will ever replace architects or engineers. This is because these tools do not have 

human judgement, and they are precisely this: tools.  

Recently, Dr Christoph Waibel on the ETH energy blog [211] discussed how smart grids 

will change the future of how architects design buildings. In this article, the author 

suggests that despite the ever-growing complexity of buildings, the solution to tackle 

this is not to add engineering or computer science to architecture curriculums but to 

have better tools. I believe this may be a bit optimistic. The accessibility and ease of use 

of new tools such as those used in this thesis are partly misleading. Because these tools 

make things look seamless, they sometimes hide the complexity of the simulations they 

involve. In reality, these approaches are no more foolproof than any other modelling 

task. This is not all bad, but most people who work with programming or simulation will 

tell you that a large part of the work we do is debugging. And a lot of this work requires 

understanding how the simulation engines work and where or how the inputs are used.  
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Buildings are complex eco-systems with highly non-linear behavior, and each building 

is unique in its way. And this isn’t easy to simplify while maintaining some degree of 

accuracy. Building models' inputs can also contain thousands of variables with many 

known knowns, known unknowns, and unknown unknowns. One of the consequences 

of this is, for example, that optimization for building design cannot be used to define 

absolute best performing solutions on reproducible problems as it is used for well-

structured, known problems in the field of mathematics. Another consequence is that 

there is a growing need to include uncertainty in our models. When building simulation 

was used as a benchmark, the simulation’s accuracy was not as much a central question 

as to when we use it to make policy, design cities or deliver contractual documents 

based on real performance.  

A very interesting manifesto article published in Nature [212] about modelling and 

uncertainty, and the dangers of politicizing results from models predicting COVID-19 

trends makes several compelling arguments on this topic. Among other things, they 

highlight the importance of considering sensitivity, for example, for all uncertain 

parameters. The authors also discuss the importance of complexity versus accuracy 

(the foundation of the fit-for-purpose approach). They point out that we should treat 

most models the same way we consider some of the most used models: weather 

forecasting models. We tend to accept uncertainty around these, yet they are used by 

many different people, from pilots to hikers, and for decisions of variable gravity. This 

is an excellent point because, at the end of the day, we are all still bound by the famous 

rule of modelling and simulation that is “garbage in, garbage out”. And the awareness 

of the consequences of our assumptions needs to be passed down simultaneously as 

we develop more tools and new models. The right way to do this is likely to build 

interdisciplinary teams and knowledge and train people to bridge these gaps in teams. 

This ability is perhaps the most important skill I have acquired during my work as a PhD 

candidate. 
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A B S T R A C T

Designing a zero emission neighborhood (ZEN) from an energy point of view, has the benefit of distributing
loads over time by creating a mosaic of buildings which individually may not have a zero emission balance, but
reach it as an ensemble. Responsive building envelopes (RBEs) are expected to play an important role in the
design of ZENs and future smart sustainable cities. RBEs are useful to optimize the balance between several
energy flows at single- and multi building scale, as well as to actively manage both on-site renewable- and
purchased energy in addition to improving user experience and indoor comfort by providing an interactive
interface with the outdoors. This article provides a review of the potential and the requirements associated with
using RBEs to manage complex interactions between buildings, clusters of buildings and utility grids. A six-step
pathway for the implementation of RBEs in ZEN-like projects are proposed. The six steps are related to iden-
tifying; purpose of response, scale and interdependency, functionality, trigger and control, interactions and
finally to identifying technical solutions. The proposed process emphasizes the importance of defining specific
information such as the responsive goal hierarchies, the scale of the responses in relation to their purpose, and
the importance of the aesthetic expression to foster positive user experience.

1. Introduction: from zero emission buildings to neighborhoods
and the role of building envelopes

Zero energy and zero emission building design revolve around two
main strategies [1–3] that are to reduce energy use and to harvest re-
newable energy to compensate for the energy used [4,5]. Reducing
energy use is achieved through installing highly efficient energy re-
covery systems [6] and increasing the performance of building envel-
opes by using passive design solutions such as building shape optimi-
zation [7], improving envelope insulation and airtightness, and using
highly insulating windows [8,9]. However, as pointed out by Loonen
et al. [10], this static building design approach can be flawed despite
allowing to meet sustainability goals. This is because it is most often
based on structuring building envelopes as a sequence of independent
solutions, which creates the risk of the final design becoming a sub-
optimized assembly of competing solutions [11] with limited grid
friendliness in terms of load matching of renewable energy flows
[12,13]. Furthermore, this approach also largely favors energy savings
over user satisfaction and comfort [14] which is against recommenda-
tions in research [15]. Instead, zero energy building design should

consider alternative solutions that offer higher system flexibility
[10,16,17], or that are optimized to reduce the effect of competing
parameters [18–20], and which could provide better overall building
performance and potentially surpass the traditionally defined limits of
cost-optimal façade design [9].

“Responsive building design” and design using “responsive building
envelopes” (RBEs) (also known as smart, climate-adaptive, or in-
telligent) is one of these flexible alternative approaches, and has been a
popular topic in literature for decades [21,22]. In the field of building
envelope design, RBEs are often found under the names responsive,
dynamic, adaptive, kinetic, advanced, or multifunctional building ele-
ments. Despite the minor semantic differences introduced, most RBE
technologies can be described as an extension of the definition for
“climate adaptive building shells” (CABS) given in Ref. [10]. The core
concept is the result of architects and engineers being inspired to design
buildings that could express similar responses to the ones found in
plants, or that could imitate human physiological responses like
sweating or shivering [10,23–27]. In order to replicate such function-
alities in buildings, RBEs rely on integrated technologies that are de-
signed to enable the building to respond to a range of triggers (stimuli),
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using a combination of passive, active, and/or cognitive control stra-
tegies. This design approach is particularly interesting given that
building envelopes have a significant impact on the performance of
buildings [28]. By incorporating more advanced control strategies and
renewable energy harvesting systems (RES), it is possible to improve
the overall performance of the building in terms of energy management
(purchased and renewably harvested), occupant comfort, and opera-
tional costs. Such concepts becomes even more powerful when applied
to a cluster of buildings as distributing energy flows currently are more
advantageous at aggregated levels [29]. In fact, implementing a range
of RBEs in a cluster of different typologies of buildings allows diversi-
fying the functionalities and types of systems or controls used. This can
be combined to efficiently harvest larger amounts of renewable energy,
but also increase possibilities for storing and distributing energy within
networks of different sizes, and on different time scales. A cluster of
buildings equipped with RBEs can be designed to resemble a mosaic of
buildings, which individually may not have a zero emission balance,
but reach it as a group [30]. Hence, introducing clusters of responsive
buildings could be used as a mean of reducing carbon emissions in
urban forms, and can be integrated into sustainability strategies for zero
emission neighborhoods (ZEN) and smart sustainable cities [31].
However, there is still very little material or guidance available in lit-
erature regarding the challenges associated with scaling up the use of
RBE technologies from the design of a single building to designing an
entire neighborhood, and how synergies between networks of RBEs
could help in achieving zero emission neighborhood or smart sustain-
able cities goals.

The aim of this article is to begin bridging this gap by investigating
how the existing work on responsive building envelopes and systems
can be extended to designing a network of responsive buildings and to
explore the potential role of RBEs in the design of smart sustainable
cities and zero emission neighborhoods. This task requires defining the
specificities of RBE technologies and characterizing their potential
scales of application in clusters of buildings along with identifying the
opportunities and challenges that come with the change of scale. The
outcomes of this work are presented as a roadmap for architects and
engineers to help them define strategies for implementing RBEs in
large-scale projects and aim to provide an understanding of the com-
plexity of the challenges associated with RBE networks.

The remainder of this paper is organized as follows: section 2 pre-
sents the state of the art of the topics which are essential to include
when evaluating the opportunities and challenges associated with im-
plementing RBEs in neighborhoods. Section 3 details the existing clas-
sifications for RBEs at single building scale, and outlines the elements
which have yet to be addressed in the context of a neighborhood pro-
ject. In section 4, the resulting proposal for a pathway to implementing
RBEs at neighborhood scale is presented in the form of a roadmap, with
a description of the different additional elements that need to be ac-
counted for as result of the change of scale. The issues this roadmap
does not cover are presented and discussed in section 5, and the con-
clusion are drawn in section 6.

2. State of the art: responsive building envelopes in
neighborhoods and smart cities

Smart sustainable cities are described by the authors of [32] as the
interlinking of sustainability awareness, urban growth and technolo-
gical developments in urban planning. Hence, urban forms such as
smart sustainable cities and zero emission neighborhoods, inherently
require a strong presence of ICT and IoT (Internet of Things) integrated
in the urban domain to manage the complex set of relations between
clusters of buildings and services [33]. Currently, there are still many
gaps in the research field of smart sustainable cities, particularly re-
garding how to connect smart city concepts and real urban develop-
ment. There are also need for approaches for integrating smart ICT
technologies in design concepts of sustainable urban forms [33]. As

argued by Ref. [34], it is also crucial that design frameworks for sus-
tainability in cities have interdisciplinary and transdisciplinary ap-
proaches to be successful. This finding also applies to the subfield of
energy and carbon emission management in smart cities, where the
models used are limited to certain aspects [35], and should be com-
bined with research on micro-grids and demand-response strategies so
as to be able to include district energy networks. With this in mind, the
following section highlights the different disciplines and aspects that a
framework for implementing RBEs in zero emission neighborhoods
must include.

2.1. Carbon emissions

RBEs have a large potential for reducing carbon emissions as they
allow acting on both energy harvesting and energy management. In this
paper, a neighborhood is "a group of interconnected buildings with asso-
ciated infrastructure, located within a confined geographical area. A zero
emission neighborhood aims to reduce its direct and indirect greenhouse gas
emissions towards zero over the analysis period. The area has a defined
physical boundary to external grids (electricity and heat, and if included,
water, sewage, waste, mobility and ICT). However, the system boundary for
analysis of energy facilities serving the neighborhood is not necessarily the
same as the geographical area" [31]. In ZENs and in most buildings, fa-
cades take on many roles. From an energy point of view, facades are
designed to minimize total life cycle costs, have high energy efficiency
and can integrate technologies allowing to power the neighborhood
with a high share of renewable energy, as well as manage energy flows
in single buildings and in conjunction with the surrounding energy
systems. These roles must be fulfilled without sacrificing occupant
comfort, the aspects of which are discussed in section 2.3.

At single building scale, responsive building envelopes can improve
energy management by reducing overall energy use and harvest re-
newable energy by converting it to electricity or by storing it as thermal
energy in the building mass. For example, RBEs using glazed compo-
nents with controllable optical and physical properties have shown to
provide significant energy demand reductions compared to traditional
facades [36–38]. The same effects can be expected when connecting
buildings together in a cluster, with the additional benefit of reducing
risks of system redundancy in installed renewable energy conversion
systems or HVAC compared to having many independent buildings. The
diversity of building typologies in a neighborhood provides the op-
portunity to consider a broader range of RBE systems, and these can be
designed in a way that their functionalities are beneficial to the
building they are installed on, and other buildings in the neighborhood
[39]. Bigger RBE installations also contribute to harvesting and storing
larger amounts of electrical and thermal energy, which can be used to
modify load shapes of buildings (the daily and seasonal electricity de-
mand by time-of-day, day-of-week, and season). This can be done either
directly [40–43] or indirectly by taking advantage of the coupling be-
tween the building envelope and its effect on the technical systems used
for space conditioning, as well as contribute to increasing energy flex-
ibility potential. Scaling the use of this strategy up to a cluster of
buildings, introduces the capacity to change the total load shape of the
neighborhood and implement different strategies for demand side
management (DSM) [44]. DSM is a central element for reducing op-
erational costs or carbon intensity of purchased energy, and allows
timing grid interactions so that electricity is purchased at strategic
moments and in accordance with climatic parameters, as well as the
current and forecasted needs of the neighborhood [45,46].

2.2. Architecture

Zero emission buildings have a variety of architectural expressions
and concepts [47]. The aesthetic expression of responsive elements is
critical to explore as a technical solution given that what is perceived as
attractive will also be easier to choose for architects, building -owners
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and –investors [48]. Responsive building design can present interesting
new architectural features in building due to the introduced dynamic
aspects. A building envelope can then be thought as having multiple
configurations, depending on the time of the day, the season and the
use, which may result in a certain architectural quality [49]. This aspect
should be incorporate to strengthen the most common design strategies
for zero emission buildings [50,51]. These strategies include the use of
a climate adapted building form (in cold climates this often results in a
compact building to reduce heat loss) in combination with informed
design and placement of glazing elements (with or without solar
shading systems) for optimal solar energy management, the reduction
embodied emissions with strategic material choices, the implementa-
tion integrated HVAC system, and the integration of solar energy har-
vesting systems. The last element will highly influence the design of the
building since the performance of solar based RES systems is very much
dependent on their orientation [47]. However, when changing the scale
of design from single building to multi-building, and because of the
realities of city planning and the complexity of existing urban context
such as street orientations or shading from adjacent buildings, design
guidelines must be versatile. This is especially true when creating new
smart sustainable urban environments with increased interactions be-
tween buildings and the people living in the neighborhood.

2.3. User comfort and acceptance

Responsive systems can also be used to improve and personalize
thermal comfort [52,53]. Research indicates that offering occupants
control over their indoor climate leads to fewer health issues, higher
comfort, and improved mental productivity [54,55]. Furthermore, new
European directives and standards recognize the importance of main-
taining occupant's comfort when improving energy and environmental
performance of buildings, a trend that is likely to stay. However, while
it is recognized that buildings should be designed to meet their users'
needs, their performance will to a large degree be dependent on the
occupant's behavior and attitude. This is demonstrated by e.g. Refs.
[56–62] which all highlighted differences between actual and predicted
performance in a vast number of buildings. It appears that the occu-
pant's attitude to energy use is often ambivalent, and even though many
regard energy saving as positive, they are not willing to sacrifice per-
sonal comfort [61]. Research also indicates that users are often in-
sufficiently informed about the technologies they interact with, or know
little about how their own behavior affects the resulting energy use in
the building [14,63]. In general, occupants are pleased with living or
working in energy-efficient buildings, but feel frustrated when they
cannot interact in a simple way to regulate temperature, ventilation
systems [64–66] or automatic shading systems [67,68]. A combination
of user control and intelligent controls with robust and intuitive design
seems to be a promising solution to solving these issues [69]. User-
acceptance strategies must be paired with automation strategies (e.g.
using “smart controllers and software) to avoid competing control
strategies. User parameters and behaviors should be carefully con-
sidered when changing the scale of design from single building scale to
multi-building scale as the role of users in smart cities is often mis-
understood or overly simplified [70].

2.4. Characterization of performance

According to the International Energy Agency (IEA ECBCS) in
Annex 44 Integrating Environmentally Responsive Elements in Buildings
[71], responsive buildings show great promise as a concept. However,
successful implementation in occupied buildings is often being made
difficult [72] by the lack of information available about the technolo-
gies, their integration process and their expected performance. There is
also little understanding of the new challenges RBEs introduce since the
physical parameters needed to describe them are inherently more
complex than those of most non-responsive types. Characterization of

building envelope components have traditionally been based on static
parameters such as annual single value thermal transmittance values
(U-values) and solar heat gain coefficients (g-values). However these
are not typically used for characterizing advanced facades due to the
dynamic nature of RBEs [52,73,74] and their multi-domain impacts
[75]. Instead, more holistic approaches are preferred including net
energy use, and user thermal or visual comfort [41,76].

The gap between in-design performance and real-life performance
in buildings with more traditional technologies can be substantial [61]
and these discrepancies are likely to grow larger when increasingly
complex technologies are introduced. As a result, several research ef-
forts following the one of the IEA have proposed methods for classifying
responsive building elements and improve the understanding of these
technologies at single-building scale. These classifications are reviewed
in the following section.

3. Existing classification systems for adaptive and responsive
building envelopes

3.1. Single technology classification schemes

Many suggestions of frameworks to classify dynamic, adaptive or
responsive building elements have been proposed [77]. Three of the
most recent proposals for a unified characterization of stand-alone re-
sponsive building envelope technologies were reviewed and used to
define some of the key parameters for the proposed final framework.
These proposals are described in the following paragraphs.

The first classification system this framework builds upon, is the
work that was carried out in IEA ECBCS Annex 44 [22,71,78,79]. The
Annex 44 was a considerable effort to map environmentally responsive
technologies and resulted in a classification system with a given tech-
nology as a starting point. The proposed characterization scheme is
flexible in that it can be applied to any given technology like a mask to
map out its responsiveness. Despite this strength, the scope of this work
was limited to RBEs in the context of climate triggers only. The work
did not cover technologies with user-defined controls, schedule con-
trols, advanced ICT controls or AI (artificial intelligence) controls; all of
which are required to characterize newer technologies and neighbor-
hood scale implementations, and hence the framework as such cannot
be used as is in the scope of this paper.

The second classification reviewed is proposed by Loonen et al. [77]
as part of the work carried out in EU COST Action TU1403. This work
review existing taxonomies for adaptive facades, and results in a new
framework where the purpose of the adaptive façade is the starting
point. The characterization matrix proposed does not separate the type
of stimuli (indoor and outdoor climate variables, user's experience etc.),
but distinguishes two fundamental types of control “extrinsic” and
“intrinsic” (see section 4.4 for definitions). Although this classification
is one of the most comprehensive, it is not perfectly suited to the
context of planning ZENs. Firstly, the solutions are not scalable to
neighborhoods meaning the potential for load management (electrical
and thermal energy) at multi-building level is not explicitly discussed.
Secondly, the existing classification is designed to characterize a given
responsive technology solution as a standalone. In order to implement
RBEs at a neighborhood scale, the purpose of the technology has to be
put in relation to the needs of the whole network. This aspect is deemed
critical by the ZEN research center which insists that neighborhood
interaction should facilitate the transition to a decarbonized energy
system and reduction of power and heat capacity requirements [27].
Further discussions on neighborhood interactions are provided in sec-
tion 3.3.

In the third classification, Basarir et al. [80] describe a framework
for adaptive facades based on the previously mentioned definition of
climate adaptive building shells (CABS) [10]. The authors point out that
the criteria used in RBE classifications are ambiguous and make it
difficult to use for comparison. This classification uses the “element of
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adaptation” (façade, component, element, material) and the “agent of
adaptation” e.g. the stimulus, as the two starting elements to define the
mechanisms of the adaptation. A strength of this work is that the ar-
chitectural features of RBEs are described in much more detail than in
the two previous classifications and it includes the level of architectural
visibility, the effect of the adaptation and performance with regard to
human experience. The limitation of this classification, seen in a
neighborhood context, is that it is most suited for RBEs that rely on
moveable parts as it provides much higher levels of detail for systems
that require physical movement. This means that e.g., an electro-
chromic window does not have a full explicit and thus, the classification
leaves out technologies that should be considered in ZENs or smart
sustainable city projects.

3.2. Holistic building perspective of responsive systems

Looman [81] describes a comprehensive framework with a holistic
approach to climate responsive design. In his work, he proposes seven
basic response functions relevant for the building level: conserve, re-
cover, prevent, promote, distribute, store and buffer. This approach
allows a clear definition of concepts for architecture and the purpose of
different climate responsive features. The resulting characterization
addresses the role of different technologies in climate responsive de-
sign. However, for the task of using RBEs to design neighborhoods,
there is a need for a clearer link between the suggested functionalities
of the system and their purpose, as well as more clarification about the
different control strategies and timeframes. Finally, the characteriza-
tion proposed only addresses the role of different technologies in cli-
mate responsive design and architecture. It leaves out most user related
aspects as well as advanced control strategies and neighborhood related
requirements.

3.3. The knowledge gap in a neighborhood perspective

The existing classification systems have many strengths but they
mostly adopt different areas of focus and/or approaches, which fall
short of fulfilling the interdisciplinary approach required in a neigh-
borhood perspective described in section 2. The work presented in the
next section builds upon the reviewed existing classification but at-
tempts to fill in the gaps identified by introducing the missing elements
required to characterize RBE clusters. The result is an extended classi-
fication which should be seen as a roadmap to implementing RBEs in
the design of ZENs and smart sustainable cities. This roadmap can be
useful in both early- and later planning stages, and provides sufficient
flexibility to be applicable to existing and future envelope technologies.

4. Results – defining a roadmap for implementing responsive
building envelopes in zero emission neighborhoods

4.1. A strategy for responsive building envelope implementation at
neighborhood scale

Defining a strategy for integrating different responsive building
technologies in building envelopes is a key process in planning the
energy concept of zero emission neighborhoods. As there are many
technologies and solutions to choose from, a systematic breakdown of
the properties and requirements of the responsive technologies is ne-
cessary to have a portfolio of solutions that can pave the way towards a
zero emission goal for the neighborhood. The approach developed in
this work is based on the work presented in Ref. [77], but incorporates
energy load management and renewable energy harvesting within the
cluster of buildings, as well as the interactions with a larger grid system
(see Fig. 1).

In order to do this, a strategy to define performance goals is pro-
posed in a six-step procedure as shown in Fig. 2. The initial five steps
build the foundation for decision-makers to be able to assess possible

design strategies and solutions that are relevant for the particular
project. Step 5 includes the identification of interactions between the
building users and the responsive system, and presents the definition of
the criteria and building design requirements. Step six consists of the
identification of technological solutions and verification that the system
performance is in line with the defined purpose.

4.2. Defining the purpose and objective of the response

Given the large variety of responsive technologies and RBE systems,
the first step is to define the purpose of the response as part of the
building design strategy in the neighborhood. RBE functionalities as an
element in the design of a ZEN, and the different response scales (single
building, cluster of buildings and neighborhood) of the technologies are
nested into each other (Fig. 2) (the scales of responses are described in
section 4.3).

The main categories of purpose for RBEs are defined as energy
performance, user needs, and demand side management as shown in
Fig. 4. It is important to note that these purposes are not mutually
exclusive as a single system could (and should) have more than one
purpose. These purposes can sometimes also present competing para-
meters because of the nature of the RBE, in which case it advised to
develop more advanced design strategies to balancing competing as-
pects [82]. In this framework, each purpose is described by a set of
specific objectives, with target actions and associated functionalities to
achieve the given purpose (see section 4.4 for more detail).

4.3. Identifying the scale and interdependencies of the response

Planning ZENs around responsive buildings requires looking at
different scales of action and understanding how smaller groups of
buildings can function alone, and together with others in a cluster. The
idea is to design groups of buildings as interconnected nodes that share
resources such as information, thermal and electrical energy. The nodes
are connected to the grid through a main energy management center or
part of an intelligent operation center (IOC), which regulates interac-
tions based on the set goal using specific strategies and/or “learning
responses” (Fig. 5). IOCs process a large variety of information as de-
scribed in Ref. [83]. However for the specific scope of this paper, only
energy management information is considered here.

The building nodes can form smaller secondary networks, which
exchange resources in different patterns or timescales. Buildings can
e.g. exchange thermal energy surplus directly without intermittent
storage. This distributed configuration is useful to create multiple levels
(named secondary information networks in Fig. 3) of management
within a neighborhood. The complexity of the responsive cluster re-
quires a network for information flow between the buildings, so that
energy use can be managed both in real-time conditions and ahead of
time. The type of information exchanged includes for example live
schedules, live and forecasted energy use profiles, live and forecasted
energy prices, and live and forecasted weather data. This information is
useful to define the parameters relevant to the dynamic energy flex-
ibility index status of the different buildings. Since RBEs should be
designed as an integrated part of the buildings, their operations are
designed in coordination with the technical systems in the building, the
inner structural elements of the buildings (such as thermal mass en-
abling), and with regard to their impact on the user environment.

Due to the diversity of systems and features in responsive building
envelopes, it is paramount to identify the different scales of the asso-
ciated responses as well as time related parameters. The responses may
have shorter or longer timeframes, and may have varying degrees of
influence over the whole building. Some technologies may respond to
stimuli within seconds or minutes (i.e. window opening, daylighting
control, natural ventilation systems etc.) others will have much slower
response times (i.e. thermal energy storage and release, set point
change management etc.).
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4.4. Identifying the functionality of the response

The functionalities of responsive envelopes are linked to objectives
aimed at being fulfilled. This can relate to a larger scale of the neigh-
borhood as well as on building level as shown in Table 1.

4.4.1. Building and neighborhood functionality
In a ZEN context the ability to modify the electrical energy demand

after the anticipated load-curve shape is crucial. At neighborhood scale,
this can be achieved by changing the profile of the total energy re-
quirements of each building according to a strategy aimed at e.g.
lowering costs, limiting grid interactions or reducing the carbon foot-
print. Demand side management (DSM) functionalities can allow for
improved grid-friendliness. As described in section 2, DSM is the
planning, implementation, and monitoring of grid interaction designed
to produce changes in the neighborhoods load shape by changing the
energy use magnitude and time related patterns. The functionalities of
DSM revolve around the six strategies shown in Fig. 6. E.g.; a properly
designed (and controlled) solar shading device can reduce peak cooling
demands (peak clipping) in warm periods, thermal storage (thermal
mass) in the envelope can shift heating and cooling loads and BIPV
(with proper storage) can contribute to a more flexible load shape.

4.4.2. Envelope functionality
As previously mentioned, the framework presented by Loomans in

Ref. [81] lacks the ability to have a neighborhood perspective. There-
fore, in this work, two new RBE functionalities have been added
(modulate and convert) to the ones already described by Looman. Ad-
ditional types of the triggers for RBEs have also been made explicit to
include grid related demands, neighborhood demands and user de-
mands, all of which emphasizes the importance of considering response
times in RBE functionalities. Fig. 5 shows Looman's illustration with the
inclusion of the functionalities conversion and magnify/modulate as

well as the identified triggers (as described in 4.5).

4.5. Types of response and triggers for responsive building envelopes

4.5.1. Single building related triggers
The types of triggers for response at a building level differ from the

ones at a larger cluster- or neighborhood level both in terms of scale and
time horizons. At the scale of single buildings located within a ZEN,
triggers categories are local external climate (e.g., incoming solar ra-
diation, wind speed or outdoor temperature), indoor climate (e.g. op-
erative temperature or lighting level) or user requests (e.g. personal
preference or change in building schedule). At single building level, the
control mechanisms used are for short term responses (seconds, minutes
or hours), and the responsiveness of the building is directly connected to
the nature of the control strategy. These can be intrinsic (e.g. phase
change materials, thermal mass, thermotropic glazing, photochromic
glazing) or extrinsic (e.g. opening windows, activating solar shading,
activating artificial lighting or natural ventilation). Intrinsic and ex-
trinsic behaviors are described in Refs. [10,52]: "Intrinsic indicates that
the adaptive mechanism is automatically triggered by a stimulus (surface
temperature, solar radiation, etc.). Extrinsic refers to the presence of an
external decision-making component that trigger the adaptive mechanisms
according to a feedback rule". In essence, intrinsic or cognitive controls
refer to embedded properties in the material or assembly, which are
typically only triggered by climatic (indoor and outdoor climate) sti-
muli. Extrinsic controls offer a much larger range of actions and can
include strategies such as fixed control, schedules, ruled based control,
model predictive control and direct real time user control. These
technologies are able to respond to all 4 categories of triggers described
Fig. 5 (climatic, grid, neighborhood, and user). However, because of the
above mentioned differences in nature of the control mechanisms,
technologies with the lowest degree of artificial control (i.e. intrinsic)
will provide smaller ranges of maneuver in terms of real-time DSM

Fig. 1. The six-step performance goal strategy.

Fig. 2. Responsive building envelope design in a Zero Emission Neighborhoods context.
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options and will require the building to rely more heavily on both
electrical and thermal storage options to improve energy management.

Triggers types can also be broken down further into different sub-
groups for each category, which are fixed, scheduled and real-time.
Fixed triggers are mostly used for passive design (e.g. average annual
ambient temperatures, sun angles or annual average internal load).
Envelope designs based on fixed triggers encompass for example fixed
shading systems. Scheduled are based on diurnal cycles whereas real-
time stimuli are direct (real-time) feedback parameters measured by
sensors (e.g. CO2 levels, operative temperature or presence). These
designs englobe systems for natural ventilation systems by use of
double skin facades for example.

4.5.2. Neighborhood related triggers
Neighborhoods comprise different types of buildings and

Fig. 3. Scales of exchange between clusters of buildings within the larger scale of the neighborhood. The interactions between RES and buildings are described in
detail in section 4.4.2.

Fig. 4. Strategies for demand side management (from Ref. [44]).

Fig. 5. Triggers and functionalities. Adopted (and refined) from Ref. [81].
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constructions and it is important to realize that not all buildings can
offer the same flexibility in operation [45]. The varying degrees of re-
sponsiveness imply that not all elements of the building should include
complicated technologies. Some of the design features can be static
design features and will allow the building to respond to predictable
changes in the building's operation (typically; schedules, or climate
sensors for shading systems control) and allow to prevent a drop in
performance. However, the more advanced responsive components
allow the building or cluster of buildings to respond to unexpected
changes and allow for a more diverse range of response. This typically
requires using technologies with pro-active features based on antici-
pation (i.e. building systems or model predictive control [84,85]). The
result is that a responsive building can react to exploit the modifications
in its environment, and take advantage of the changes instead of merely
sustaining them, overall continuously striving to operate at optimal
conditions on multiple levels.

At a cluster- or neighborhood level, the stimuli are linked to ex-
trinsic control strategies (e.g. DSM), and typically aim to fulfill opti-
mization goals with longer time horizons (hours, days, weeks or

months). These controls may be based on the current or predicted en-
ergy use of the building cluster, grid energy prices and/or carbon in-
tensity of the energy. The responses can be similar to those for weather
triggers but should mainly involve components, which preferably do
not directly affect the occupants, as they cannot exert any direct control
over the responses. The possibilities for responsive building envelopes
to act on different types of triggers makes up a large part of their ro-
bustness. Table 2 provides a matrix of the trigger categories and type
with the associated type of control of the response.

4.6. Interactions and requirements - the building users

Responsive facades with extrinsic controls play an important role in
balancing different parameters of indoor environmental quality such as
glare discomfort, operative temperature, daylighting levels, air quality,
privacy and view to the outdoors. However, user interaction and sa-
tisfaction are two primary factors that must not be disregarded in the
implementation and operation of automated building systems. User
well-being and acceptance is directly correlated to the perception of

Table 1
Functionalities of responsive building envelopes.

Purpose Objective Functionality Description

Building energy
performance

Intelligent energy management to
reduce energy use

Recovery and conservation of
available energy

Reduce energy use by modulating heat flows to maintain an optimum energy
balance by promoting (admitting ingoing energy flows), preventing
(protecting the indoor space from undesirable energy flows) and reducing
energy flow through the envelope

Energy buffering Peak clipping by using solutions to reduce the magnitude of the impact of an
energy flow

Increase self-sufficiency Energy storage Load shifting by storing energy within the building
Renewable energy
integration

Optimize energy conversion at building scale by changing system
configuration to maximize renewable energy harvesting

User comfort Ensure health and wellness of
users
Increase productivity

Indoor air quality Reduce pollutant concentration in indoor spaces
Thermal comfort Prevent discomfort due to drafts and vertical temperature gradients

Prevent overheating
Maintain comfortable operative temperatures

Visual comfort Limit risk of glare
Provide sufficient levels of daylighting
Provide spaces with comfortable color temperatures
Provide satisfying color rendering
View to the outdoors

Acoustic comfort Reduce exposure to sources of aural discomfort
Maintain privacy

Demand side management Intelligent energy management to
increase grid-friendliness

Reduce peak loads Manage energy flows and energy sharing of electrical and thermal energy in
clusters of buildings via use of smart control technologies
Control of high efficiency renewable energy systems to reduce peak loads and
optimize conversion parameters in building clusters

Peak load shifting
Valley filling

Control of energy storage systems for surplus energy storage and distribution
within cluster

Strategic conservation and
load growth
Flexible load shape

Use of model predictive control to set up grid energy consumption/resell
strategies based on given parameters (energy source, carbon intensity of
energy, energy cost …)

Fig. 6. Example of pathways to achieve good demand side management.
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and exercised personal control the occupants have over the systems
[86] and the possibility to overrule systems is primordial to ensure user
satisfaction [87]. When planning responsive buildings, it is important to
consider different types of control for the systems depending on the
type of system, the trigger and the response characteristics (scale of
response and timeline associated). An overview of different response
typologies is given in Table 3 with a short description of the control
details.

Not all responsive systems should be designed to interact directly
with occupants. For example, systems that respond to objectives of load
management (LM) or some energy performance (EP) strategies may
have no need for interaction with users. The larger part of these systems
use rule based or reactive rule base controls (RBC), proportional re-
sponse, PI or PID. These systems may implement advanced controls
such as model predictive controls (MPC) or reinforced learning controls
(RLC) in order to be most efficient in their responses and adjust to user
patterns [83]. Other systems may be fully automated and user in-
dependent in their primary objectives, but affect the indoor environ-
mental quality (IEQ) to a certain extent. Automated system with in-
telligent controls aimed at improving IEQ and support EP strategies are
based on previous and predicted user behavior to determine their
current state or actions, meaning that users indirectly influence them.
These MPC/RLC are seen as an essential attribute to reconcile user
needs and the energy saving potential of the responsive systems, two
objectives that may sometimes compete. Control strategies that can be
overruled by users are considered as semi-direct interactions and in-
clude controls driven by sensors, MPC/RLC or schedule based rules. The
override function can be temporary, meaning the system will resume to
its normal function after a certain amount of time, or independent in
time until it is reset. Finally, some systems allow for direct manual
control from the users, which allow occupants to have direct interaction
with the system a perception of control. In these cases, it is essential
that the user interface for the controls is easily understood. It must also

be physically accessible to users. In past times that might have meant a
nearby wall switch; today it might be based on an app on a cell phone.
Spaces occupied by many people may have special challenges since the
desires of different occupants may vary widely.

4.7. Choice of potential technological solution

4.7.1. The performance goal procedure exemplified
The aim of the step-by-step procedure presented is to provide a

foundation for the evaluation of technologies that could be effective
and serve a desired purpose. In the next section, two examples of ap-
plication are presented (see Figs. 6 and 7).

A Top-down example is shown in Figs. 6 and 7. A dwelling is to be
placed within a zero-emission neighborhood. In this neighborhood,
power is scarce during periods of the day. Hence, the first purpose is
chosen; to ensure a well-functioning demand side management system,
with the reduction of peak-loads as the primary objective. A limitation
in the grid calls for a strategy relating to peak-power reduction (Fig. 6).
This, in term lead to the need for an extrinsic (grid-based) control. Solar
radiation- and power is abundant, so on-site solar conversion and
cooling prevention during peak solar hours are chosen as key func-
tionalities. User comfort is chosen as the second purpose (Fig. 7). The
building owner wants large windows facing south to provide view.
Preventing overheating as well as glare becomes key response func-
tionalities in the envelope. Both energy optimization (peak clipping)
and comfort optimization are the governing purposes, and extrinsic
control seems pertinent. Ultimately, this gives two distinct performance
goal definition pathways (illustrated in Figs. 6 and 7). To achieve a
purpose, several pathways may be chosen. The aim should be to iden-
tify one or more technological solution that can provide several, or all
of the, response functionalities under each purpose. In this case, an
exterior solar shading should be paired with building integrated solar
energy conversion (BIPV and solar thermal). Figs. 6 and 7 shows that

Table 2
Typology of responsive components for single buildings (adapted from Ref. [56]). Showing combinations of control and related trigger categories with sub-categories.

Trigger category Type Type of control

Passive – Non-responsive Active - Extrinsic Cognitive - Intrinsic

Single building scale control strategies and related trigger
types

Local climatic Fixed value
Scheduled value
Real time value

User demand Fixed value Not Applicable
Scheduled value N.A.
Real time value N.A.

Neighborhood management Fixed value N.A.
Scheduled value N.A.
Real time value N.A.

Table 3
Typology of user interactions with responsive systems. (*Model Predictive Control).
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both grid demand and user comfort purposes can be addressed. Even
though the functionality has different goals and the scale and strategy
differs, a common denominator is that the local climate is a governing
trigger. However, user interaction and requirements differs, pointing to
the need to strike the proper balance at this level. This could include the
design of control systems and strategies of the solar shading where users
have the possibility to override an automatic system. It is imperative
that users are informed of how manual override affect the energy per-
formance. It should be noted that these examples are meant to illustrate
a decision process. If using this in a real design-process, it is imperative
that documentation of choices are provided.

4.7.2. Classification of technologies – the reversed pathway
The procedure can be used as both a top-down and a bottom-up tool

to either determine or characterize a potential choice of technological
solution. Starting with a technology the pathway scheme can be used to
identify a technology's inherent functionality in a responsive building
framework. By doing this, it can be used to map out and make a matrix
of functionalities, possible control algorithms, triggers and finally
which purposes the existing technologies are suited for. Although evi-
dent for this case, following the examples given in Figs. 6 and 7 in
reverse, one can see that exterior solar shading enhances comfort as
well as contribute to demands side management purposes.

5. Discussion

One of the major barriers preventing a large-scale uptake of RBEs is
the lack of understanding of their behavior and the difficulties asso-
ciated with predicting their performance in building simulation tools.
Reliable methods for performance assessment are needed to improve
system design and to carry out cost benefit analysis of the systems along
with code compliance assessments. In the current state of simulation
tools available, modelling and simulating responsive building elements
is not a straightforward task. This is because of the complexity of the
interplay of the different physical aspects, the difficulty of measuring
performance in relation to the purpose and because as for most models,
it requires identifying tradeoffs between the input in the structure of the
model and the needed accuracy of the simulation results.

Modelling responsive buildings is further made complicated because
RBEs by nature are more sensitive to weather data than non-responsive
buildings, and this is particularly true for buildings with responsive
behavior controlled by climatic stimuli. Obtaining reliable local
weather data is a common issue in the field building performance si-
mulation. It may require extensive post-processing of weather-data
from weather stations far away or even setting up weather stations in
the vicinity in order to have meaningful weather data inputs. The
availability of high quality local solar data is especially scarce and data
handling is cumbersome [88,89]. Additionally, RBEs require a lot of
work regarding the choice of which technologies will be controlled by
users and to what extent users may impact their function. The choice of

user-technology interaction (see Table 3) affect the complexity of the
control strategy and may require to model users with elaborate ap-
proaches. The process of selecting a modelling approach should be done
according to the fit for purpose methodology in order to avoid un-
necessary complexity [90]. Additionally, it is always useful to model
not only the “final” solution but to parametrize key designs features or
operating assumptions to estimate the sensitivity of output to these
values. These issues are compounded when the focus includes perfor-
mance measures for occupant comfort, energy and carbon goals, and
grid impacts too.

The following subsections discuss two different approaches that can
be adopted to tackle some of the discussed issues, and allow a smoother
transition from a single building-to a neighborhood level model and
simulation.

5.1. Neighborhood level characterization

5.1.1. Modelling and simulating urban clusters with simplified models
One way of dealing with the complexity required to model clusters

of buildings has been to use lumped capacitance models and grey box
modelling approaches [35]. These approaches are much less input in-
tensive than traditional integrated whole building simulations models
in widely used software such as EnergyPlus, TRNSYS, ESP-r or IDA ICE,
which require large amounts of data and information related to the
geometry of the building, the thermal properties of the envelope, HVAC
system performance and so on. The suitability of such models to predict
energy needs and thermal behavior has been recently investigated in
Ref. [70]. This method of using simple components and grey box
modelling approaches has also proven to be useful to model clusters of
buildings as demonstrated in Refs. [70,91,92].

Many of the issues discussed in Ref. [35] for modelling urban areas
apply to the scope of neighborhoods too. For instance modelling larger
scales of urban areas requires identifying the tradeoffs between model
accuracy and model complexity. This leading to the necessity to model
key characteristics of elements and using these as inputs for meta-scale
simulations where faster run-times are a requirement. This is in parti-
cular relevant in the case of RBEs as the requirements for the model are
more advanced [52]. Information can be extracted from more detailed
simulations such as the ones presented in the following section and re-
used as inputs for the larger scale models.

5.1.2. Co-simulation of several entities
Simulating and connecting multiple models of different systems or

buildings is possible via co-simulation, but at the scale of a neighbor-
hood the approach required is beyond the level of modelling used in
industry and might even be beyond what regular co-simulation allows.
Model based design (MBD) approaches are new and currently only used
in research but this could help solving such issues if used in industry.
MBD allow using a common simulation test bed to connect and share
mixtures of models of computation (i.e. models in different BPS

Fig. 7. Example of pathways to achieve desirable user comfort.
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software). MBD supports designing and analyzing non-conventional
energy and control strategies with a faster implementation of models
for equipment, building systems and control algorithms at different
levels. In the context of zero emission neighborhoods, it could permit
the use of simulation models in combination with nonlinear program-
ming algorithms. These are interesting because they can limit numerical
noise in cost functions such as energy use, or carbon intensity during
operation. This enables solving control problems, potentially involving
state trajectory constraints or control functions with a large number of
independent parameters. Other possibilities are to manage load pre-
diction data-driven demand response schemes, analysis of the operation
of building systems while allowing reusing models during operation for
functional testing, verification of energy minimizing control sequences,
fault detection and diagnostics. These features come in addition to
options for modelling HVAC systems, multi-zone heat transfer and
airflows, single zone computational fluid dynamics coupled to thermal
parameters as well as electrical systems.

The framework presented in this work assumes that solutions are
put in place so that most problems can be solved at any given level
(material, system, building, or neighborhood) and that issues with the
scalability of the selected solution can be handled in the modelling. In
reality it is likely that modelling a system at different scales will present
several pros and cons and require sophisticated tools for decisions
making. These parameters, together with the skill of the modeler and
the simulation tool used, could shape the modelling approach and the
choice of system implemented.

6. Concluding remarks and further work

A roadmap to help architects and building designers identify path-
ways for implementation of RBE solutions in zero emission neighbor-
hoods (ZENs) and smart sustainable cities is presented. Because
neighborhoods consist of a combination of buildings of different types,
e.g. new, existing, retrofitted, they can accommodate a large variety of
RBEs with different functionalities and purposes. In the context of
ZENs, the overarching goal should be to achieve a zero balance of
greenhouse gas (GHG) emissions over a defined period of time, but this
goal may be broader in the context of a smart sustainable city. For the
scope of this work, three main purposes were selected: demand-side
management-, energy performance- and user comfort. The resulting
framework proposes a bidirectional pathway approach, which can be
used to map out functionalities and concepts for responsive building
envelopes.

Future research should aim at developing performance indicators
for the facades of the future. Indicators should provide a comprehen-
sive, yet easily understandable, description of how the buildings and
their envelopes perform related to a defined series of purposes. The
performance goals approach proposed in this paper is a step towards
the development of such indicators but falls short of providing concrete
benchmarks of responsiveness. The use of validated simulation tools for
detailed analyses should be used as a steppingstone towards the de-
velopment of simplified tools useable for a broader audience outside the
research communities. The definition of control strategies and defini-
tion of triggers will require more attention in the continuation of this
work, including the development of new approaches like Model pre-
dictive control (MPC), Model based design (MBD) and co-simulation for
RBEs. This will become especially interesting when looking at it from a
neighborhood perspective where grid optimization based on e.g. power
abundancy, energy prices etc. can be implemented. Future work should
also focus on identifying user needs in relation to RBEs in more detail.
Looking ahead at the future of occupants and building controls, one
must account for the rapidly growing capabilities of the Internet of
Things (IoT) using low cost sensors, cell phone based apps, and cloud
computing. It must address the rapid deployment of home automation-
based control solutions, e.g. “Siri/Alexa, please close the shades in the
living room when the sun sets and open the shades in the kitchen when

I arrive”. As homeowners become accustomed to these smart technol-
ogies, they more readily accept complex systems in offices and com-
mercial buildings.

Finally, the coupling between the façade and technical installations
should be further developed to avoid the previously described dangers
of sub-optimization when only parts of the bigger picture are addressed.
RBEs should be thoroughly planned with regard to their goals, modes of
action, control typologies and impacts on the different aspects of
building operation as well as user experience. This analysis should be
done early in the building design phase and accompanied by appro-
priate modelling efforts in building performance simulation tools to
ensure that the system meets the defined goals. The modelling and si-
mulation of RBE and RSEs in coordination with energy systems must
also account for the differences between assumed behaviors and the
reality of imperfect control and fuzzy user behavior. This issue is tightly
connected with the challenges of data and model availability, which
were existing a single building scale and pertain at neighborhood scale
too, due to the need to communicate large amounts of simulation with
varying temporal and spatial scales.
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A B S T R A C T   

Advanced building envelopes (ABEs) are innovative integrated systems that aim to increase the sustainability of 
buildings by providing flexible and efficient energy management solutions while safeguarding healthy and 
comfortable indoor environments. These building envelopes operate at the cross-section of architecture, engi-
neering and data science, often involving transient multi-physical parameters and advanced material properties. 
The development of ABEs has increasingly relied on building performance simulation (BPS) tools to improve the 
understanding and management of their complex interrelationships. However, this complexity has sometimes 
shown to constitute barriers for their real-world implementation, in part caused by the limitations of monolithic 
legacy BPS tools. One of the most promising alternatives to overcoming these difficulties has been to use co- 
simulation. Co-simulation allows modelers to use multiple sub-models and link them to enable simultaneous 
data exchange during simulation runtime. This approach provides added possibilities for implementing advanced 
control strategies, integrating innovative data-driven inputs, and creating collaborative interdisciplinary and 
evolutive workflows for building envelopes at different stages and scales in projects. 

This article provides a critical overview of the possibilities that co-simulation approaches offer to improve 
performance assessments of advanced building envelopes. This article also presents current barriers to co- 
simulation and discusses critical elements to overcome them. Ongoing trends in BPS and information and 
communication technologies are highlighted, emphasizing how they transform the field and create new op-
portunities for modelers working in research and industry.   

1. Introduction 

In order to minimize its contribution to climate change, the building 
sector is targeting increasingly stringent carbon emission reduction 
measures throughout the entire life cycle of buildings [1–4]. These 
policy developments place new demands on building design – and in 
particular building envelope design. They require going beyond the 
simplistic passive principles of the “energy conservation approach” [5] 
and actively exploit current technological developments in building 
materials and systems. As a result, significant research and innovation 
efforts have been deployed to develop novel building envelope systems 
and new design blueprints that could allow balancing these targets with 
the complex requirements of buildings. However, the transition from 
traditional building envelope designs to ones integrating innovative 

technologies is not seamless. Part of the reason for this is that most of the 
simulation tools used to evaluate envelope performance are legacy 
software [6,7]. This means that they originate from a time when the 
requirements for building envelopes and their properties were much 
different from today’s [8]. As a result, modelers face several challenges 
to accurately and reliably assess the performance of new envelope 
technologies in legacy building performance simulation (BPS) tools. A 
promising approach to overcoming these limitations is to use more 
progressive simulation methods such as co-simulation. 

This paper aims to share the critical insights of experts in building 
simulation on how co-simulation can be used to improve the perfor-
mance prediction of innovative building envelopes. The material 
compiled in this work is a balanced blend of highlights from articles 
available in the literature, personal experiences, and a shared vision of 
future frameworks for co-simulation. The ten questions answered here 
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are chosen to lead the reader through a critical reflection on the chal-
lenges of using BPS for complex envelope systems, and the reasons why 
co-simulation may provide an interesting alternative. Readers unfamil-
iar with co-simulation will be warned of the many traps and difficulties 
that come with this approach, while experienced users may recognize 
challenges they have themselves faced. Readers will also find helpful 
recommendations based on the fit-for-purpose method to limit some of 
the potential issues in co-simulation and ensure that the approach 
developed is most relevant for the intended investigation. The added 
value of co-simulation for building envelope design, despite its chal-
lenges, is emphasized by highlighting its potential contribution in a 
bigger picture where it is integrated from design to commissioning as a 
dynamic layer in a larger project workflow. The reader will also find up- 
to-date information about the latest developments that support the up-
take of co-simulation in its many forms in the field of building envelopes. 
Finally, it is worth mentioning that most of the challenges, opportunities 
and limitations of using co-simulation approaches to study and develop 
ABEs are also relevant for different building systems. For this reason, the 
answers to the ten questions proposed in this paper highlight topics and 
research priorities that could extend to the field of building simulation in 
general. 

2. Ten questions concerning co-simulation for performance 
prediction of advanced building envelopes 

2.1. Question 1: What are advanced building envelopes? 

Advanced Building Envelopes (ABEs) are integrated envelope sys-
tems and technologies that can ensure high building performance across 
a wide range of physical domains (Fig. 1). ABEs aim to successfully 
balance competing performance aspects using a combination of 
advanced material properties, advanced components, and advanced 
integrated control strategies; or by having designs based on advanced 
design methodologies. 

Designing such building envelopes, first requires shifting the focus 
from one-size-fits-all solutions to case-specific ones that aim at deliv-
ering a context-oriented, synergic and efficient envelope design. This is 
possible thanks to a series of developments in the capabilities of design 
and simulation tools (supporting, for example, free-form façades and 
geometrically complex shading elements [9–12]) and an improved 
ability to manage intricate interactions between different scales (mate-
rial, building [13], or urban scale [14]) considering different physical 
domains [15]. These tools are also compatible with optimization, 
allowing to improve further the design and operation of innovative 
envelope technologies [7]. Overall, this approach is powerful in that it 
transforms a traditionally rigid building envelope design into a 
performance-oriented flexible design process that enables new func-
tions, new behaviors, and new performance goals supported by the 
integration of innovative technologies. 

Depending on the setting and the type of integrated technology, 
advanced building envelopes are also sometimes known as Responsive 
[5,16] or Adaptive building elements [17]. Alternatively, they may also 
be referred to in the literature as kinetic, smart, switchable, or multi-
functional envelopes. 

ABEs can assume different appearances and can be realized with 
different systems (Fig. 2). The main types of technologies used to design 
ABEs are: i) building-integrated solar energy conversion systems [18] 
(solar thermal, photovoltaic and hybrid systems); ii) decentralized in-
tegrated HVAC elements [19]; iii) components based on materials or 
systems capable of actively and selectively managing the energy and 
mass transfer through building envelopes, by reversibly modulating 
their thermo-optical properties and operating strategies according to 
transient boundary conditions and performance requirements [20], also 

Acronyms 

ABE Advanced building envelope 
AF Adaptive Facade 
API Application programming interface 
BPS Building performance simulation 
EMS Energy management system 
GHG Greenhouse gas 
HVAC Heating, ventilation, and air conditioning 
ICT Information and communication technology 
MPC Model predictive control 
ODE Ordinary differential equation 
PDE Partial differential equation  

Fig. 1. Interrelated Physical domains/mechanisms influenced by advanced façade technologies (after [19]).  
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known as Adaptive Facades (AF). 
Practical examples of ABEs may be: double skin facades or advanced 

integrated façades [32]; switchable glazing technologies such as elec-
trochromic, liquid crystal, thermochromic glazing etc. [33]; operable 
solar shading [34–36] and complex fenestration systems [37]; wall in-
tegrated phase change materials [38]; and dynamic insulation [39] and 
multifunctional facades [40]. 

The multi-physicality of these components is illustrated in Fig. 1, 
where specific examples of technologies are placed according to their 
influence on the different domains they interact with [15]. These in-
teractions may include more than one domain and may be static or 
dynamic, depending on whether the physical properties are variable and 
controllable. However, the intrinsic complexity of ABEs that initially 
sets them apart from traditional building envelopes and makes them 
attractive, also makes it challenging to predict their performance in BPS 
tools and ensure suitable design choices. 

2.2. Question 2: What are the challenges of predicting the performance of 
advanced building envelopes? 

The complex nature of ABEs calls for a holistic performance assess-
ment in order to capture the full extent of their benefits. According to the 
literature, BPS plays a vital role in supporting decision making in design, 
product development, manufacturing, and operations of ABEs [41]. It is 
also crucial for verifying certification schemes and compliance with 
regulations [42]. However, modelling and simulating ABEs is not trivial. 
Simulating the operation of ABEs requires modelling phenomena that 
typically cannot efficiently be described in monolithic simulation 

software. This is because ABEs have many different prerequisites 
compared to a simulation-based analysis of conventional building en-
velopes, as discussed in Table 1. 

As a result, using legacy monolithic simulation software presents 
several challenges. These are due to rigidities in the structure of the 
tools, limitations due to their intended purpose, and limited to non- 
existent integration options with other types of software (solving a 
different set of differential equations) nor with specific models (e.g. 
models of novel technologies developed in different tools and codes). 
The original issue comes from the fact that monolithic legacy tools were 
mainly developed to abstract the physical reality of one single domain. 
This means they were only built to solve the differential equations for 
one (or a selected few) physical domain at once (Fig. 3.a). Today, these 
tools continue to evolve to improve their accuracy and integrate new 
capabilities, which includes the addition of specific modules for the 
simulation of more advanced building systems. However, their large 
codebases render it difficult and costly to update and maintain them 
continuously. It is expected that in the long run, their current monolithic 
form will hinder them from keeping up with the pace and diversity of 
new material and envelope technology developments. The alternative to 
keep using these tools is to implement them as part of co-simulation 
approaches in which multiple specialized simulation engines and 
scripts are interconnected and exchange data (Fig. 3.b). These ap-
proaches are more suited to the modelling and simulation of complex 
systems and have the potential to facilitate the design and delivery of 
higher-performing buildings. Additionally, co-simulation could reduce 
redundant modelling activities (i.e. building multiple models of the 
same building or technology) and provide more accurate, multifaceted 

Fig. 2. Examples of advanced building envelopes at research, prototype/demonstration, and commercial stage: multifunctional systems with integrated components such as solar 
(thermal) systems, HVAC units, ventilation systems, heat storage (a: [21]; b: [22]; c: [23]), kinetic facades (d, e: [24]; f: [25];); double skin facades and systems with heat 
carrier fluids (g: [25]; h: [26]; i: [27]), smart glazing systems (j: electrochromic [28]; k: thermochromic [29]); solar facades with integrated dynamic, multifunctional PV 
and shading devices (l [30]; m: [31]). 
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and integrated building performance evaluations. 

2.3. Question 3: What is meant by co-simulation in building performance 
simulation? 

Co-simulation has been defined in computer science as the combi-
nation of theory and techniques to enable the global simulation of a 
coupled system via the composition of multiple simulators [54]. The 
motivation for co-simulation is often found in the necessity of combining 
specialized domain-specific models that are developed in different 
software environments. According to Ref. [55], the advantages of 
co-simulation include the possibility to:  

• Combine heterogeneous simulation approaches and tools that are 
best suited for the sub-system modeled;  

• Perform rapid testing of software prototypes;  
• Facilitate parallel-shared developments in distributed teams, 

including the option to preserve intellectual property (IP) rights;  
• Enable multi-scale simulations to address the interactions between 

different sub-systems by modeling each of them with an appropriate 
level-of-detail. 

In building simulation, the term co-simulation is usually used to 
describe approaches allowing to couple different models, each 
describing only one part of the governing physical relationships in the 
overall system (e.g. thermal models, airflow models, daylighting models 
etc.). Each model is run in a separate simulation tool or unit, in a way 
that they can exchange simulation data during runtime, and replicate 
the behavior of the system seen as a whole. 

In this process, several decisions need to be made to establish a 
successful co-simulation strategy. The following considerations have an 
impact on the stability, accuracy, efficiency and ease of implementation, 
and are therefore essential when developing successful co-simulation 
strategies. 

Coupling variables: The simulation user should decide which state 
variables will be exchanged during simulation runtime. It is advised that 
these coupling variables should represent as much as possible physical 
quantities as opposed to derived or abstracted data [55]. In this way, 
model verification and validation are easier to perform because the 
variables could be measured in the real world. Moreover, selecting 

Table 1 
Main prerequisites for modelling ABE properties and associated requirements in 
terms of simulation capabilities.  

Prerequisite Requirement in BPS 

Multi-physical modelling (i.e. 
considering heat, moisture, light, 
energy, air, sound) of the interactions 
between the envelope, the indoor 
environment, and building services [43] 

It requires solving the differential 
equations of different physical domains 
in a coupled way with an appropriate 
spatial and temporal resolution 

Flexibility to integrate models of 
emerging technologies which may not 
be directly available in a specific BPS 
tool [43] 

It requires the possibility to develop or 
integrate dedicated models of 
advanced technologies into whole 
building simulation tools to consider 
coupled interactions with the rest of 
the building 

Possibility to model time-varying facade 
properties that are controlled by 
boundary conditions (e.g. passive 
adaptive building envelope technologies 
such as phase change [44] or 
thermochromic materials [45]) or an 
input signal (e.g. active smart glazing 
[46]) 

It requires the possibility to simulate 
the dynamic operation of facade 
adaptation across multiple physical 
domains in coordination with the 
operation of building services or using 
specialized control-oriented software 
[47] 

Possibility to simulate interactions 
between ABE systems and building 
occupants (for dynamic and/or 
controllable technologies) 

It requires the possibility to integrate 
dedicated models replicating the 
stochastic nature of human behavior 
and interaction with advanced building 
envelope elements [48,49] 

Possibility to integrate performance- 
based generative design and 
architectural form-finding 
workflows, for example for systems 
with complex and kinetic geometries 
[50], in BPS tools 

It requires the possibility to couple 
flexible design tools with input 
interfaces of BPS tools 

Greater need for sensitivity and 
uncertainty analysis tools for model 
validation and calibration to understand 
the influence of ABE design parameters 
on relevant building performance 
indicators [51], or conversely, of 
changing scenarios on design 
parameters [52] 

It requires integrating approaches and 
models for global and local sensitivity 
analysis in BPS tools 

Possibility to use numerical 
optimization tools to explore larger 
solution spaces [53] based on ABE 
design elements or properties 

It requires coupling inputs and outputs 
of models and simulations to external 
algorithms and automatize the 
processes for simulation launching, 
output collection, and data analysis  

Fig. 3. Illustration of the difference between integrated BPS tools and co-simulation modules.  
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variables that are available in multiple domain simulators increases the 
modularity and opportunities for future extension. 

Coupling strategies: Different methods exist for coupling multiple 
simulation models with one another. A first distinction can be made 
between sequential and bi-directional coupling strategies. In sequential 
coupling strategies, there is no possibility for feedback. This is, for 
example, the case when daylight simulations are pre-calculated, with 
outcomes being fed to the thermal model that is invoked afterwards 
[54]. Bi-directional coupling strategies, on the other hand, do allow for 
feedback, which is accomplished through runtime exchange of coupled 
data. Within this category, a further distinction can be made between 
strong and loose coupling. Strong coupling involves an iterative process 
in which solvers need to meet predefined convergence criteria before 
moving to the next time step. In loose coupling, on the other hand, data 
is exchanged after each calculation time step is completed (i.e. each 
model uses the results of the other model in the previous time step). The 
most suitable strategy depends on the level of variability in boundary 
conditions and the simulation time step that is chosen [56,57]. 

Coupling techniques: One-to-one coupling refers to dedicated 
implementations that connect two simulators. Examples of this type of 
coupling include TRNSYS type 155 which links the TRNSYS environ-
ment to Matlab, the built-in connection between ESP-r and Radiance for 
coupled building energy and daylighting simulations [58], or the 
coupling between TRNSYS and ESP-r that was developed to enable 
modeling of novel integrated energy systems [59]. Co-simulation ap-
proaches based on middleware are much more flexible and modular, as 
they couple any number of simulation programs, instead of two simu-
lators directly. The task of the middleware is to orchestrate the simu-
lation process, manage data exchange between the simulators and 
facilitate post-processing. Notable examples of middleware for 
co-simulation include BCVTB [60] or RabbitMQ [61,62]. The third 
technique for co-simulation is to use a so-called standard interface 
approach. This technique allows for direct coupling with any software 
tool that has the same interface implemented. The functional mock-up 
interface (FMI) is a widely used standard for coupling software with 
many applications in the BPS domain. 

Coupling frequency: Different coupling frequencies can be chosen 
depending on the type of simulation task performed. Research has 
shown that the coupling frequency can significantly affect the stability 
and accuracy of the co-simulation. This frequency should, therefore, be 
carefully chosen. For building energy systems, this often means that the 
coupling frequency should match the thermal time constant of the sys-
tem investigated [63]. It should also be mentioned that the data ex-
change can either take place at every time step of the simulation or in a 
multi-rate approach with either fixed or variable time steps. Multi-rate 
approaches are often used when coupling CFD with BES in which the 
mismatch in simulation time between the two solvers favors asynchro-
nously calling each of them. 

All the considerations mentioned above must be simultaneously 
addressed when developing co-simulation strategies. This is especially 
the case for systems that exhibit complex behavior or that are exposed to 
highly variable boundary conditions. In this context, ABEs are a text-
book example of systems that benefit from co-simulation. The reason for 
this is that ABEs are characterized by several performance requirements 
in different physical domains. Co-simulation involving multiple BPS 
tools also plays a vital role in providing a more accurate characterization 
of the integrated performance of ABEs, given that these systems do not 
have fixed designs or operation strategies and are defined on a case-by- 
case basis. 

2.4. Question 4: How can co-simulation improve performance prediction 
of advanced building envelopes in multiple domains? 

The main advantage of using co-simulation in the design phase of an 
ABE is that it allows tailoring each part of a model (or sub-model) to the 
current information available, the level of abstraction required, and to 

the desired output from each physical domain. Another asset of this 
approach is that the information exchanged between the models is both 
more precise and more relevant to the purpose of the simulation. 
Commonly used co-simulation approaches for multi-domain evaluations 
of ABEs are, for example, the coupling of detailed daylighting simula-
tions with thermal simulation engines. This approach can provide more 
accurate estimates of the amount of light (or heat) entering a zone and 
result in a deeper understanding of how the building envelope interacts 
with solar radiation through its design. The outputted information can 
be immediately reused to calculate the dynamic HVAC loads or to 
evaluate indoor comfort parameters with a much higher level of accu-
racy and all within the same simulation run. This results in a direct and 
holistic estimation of the impact of any design modification in the 
system. 

Co-simulation approaches also provide several other advantages for 
facade design compared to their traditional counterparts. First, they can 
be used to create dynamically evolving workflows with interlinked 
models that actively interact and update as new information arises 
during the project, as well as include sensitivity and uncertainty analysis 
[64]. This is a critical added value, as it avoids having multiple - and 
sometimes redundant - models using potentially suboptimal descriptions 
of non-trivial behaviors. Second, the plug and play properties provide 
the flexibility to use models that describe multiple physical phenomena 
with variable levels of detail, as well as models with different code 
structures or programming languages. 

Ultimately, the additional information obtained through co- 
simulation about the behavior of ABEs is valuable for improving the 
design of the systems, conducting what-if analysis, and generally pro-
vides more in-depth insights about the dynamics of the envelope and its 
interaction with the rest of the building or occupants. All these elements 
not only improve the performance of ABEs in their design, but they also 
allow predicting their performance and quantifying their benefits more 
accurately. However, the use of co-simulation is not limited to the design 
phase of ABEs and plays an extensive role in modelling control-response 
behaviors. 

2.5. Question 5: How can co-simulation improve the operation of 
advanced building envelopes? 

Advanced building envelopes, particularly adaptive facades, are 
often characterized by their ability to tune their properties or change 
their performance targets following a triggering event. These triggers 
can originate from different sources such as natural (climatic) mecha-
nisms, user-issued requirements, or from varyingly complex rule-based 
controls [16]. Successfully simulating the operation of an ABE is 
therefore often contingent on modelling detailed control sequences and 
different types of triggers based on the simultaneous analysis of the 
multi-physical behavior of the ABE system and its response. 

In co-simulation, the modelling of a triggering event for a system can 
be developed in a dedicated tool and then linked to the separate simu-
lation engines involved. Additionally, because the different tools can 
exchange information at different time steps, control sequences can be 
dynamically created and fed in during the same simulation loop. This 
means that a control response for an ABE can be defined during the 
simulation run, based on the simultaneous evaluation of (i) a triggering 
event (for example, based on boundary conditions), (ii) the current state 
of the building given by the solver of the transport and energy conser-
vation equations, and (iii) a pre-set control algorithm. This allows for a 
much wider variety and complexity of control options compared to the 
relatively simple rule-based controls that legacy BPS tools offer. In fact, 
both the modelling of the triggering event and the response can be 
described with a higher degree of freedom in co-simulation [65]. 

The added flexibility given by combining performance simulation 
engines with dedicated algorithms that replicate triggering events is 
furthermore alluring for two reasons. First, it allows obtaining a more 
accurate performance evaluation of a distinct solution using a specific 
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control action. Second, it enhances the possibility to focus the study on 
the control action itself, which is something that current building 
simulation tools do not fully support. Another clear advantage of co- 
simulation approaches is that they also allow considering occupant 
behavior and occupant related triggers, where the interactions between 
the envelope and the occupants can be modeled using many different 
methodologies [66]. Co-simulation approaches are also the only possi-
bility to evaluate trade-offs in multi-domain controls that combine 
different sources of information for the control logic. For example, they 
are useful in scenarios where energy performance requirements must 
interplay with user requirements and indoor environmental quality 
performance. 

Finally, co-simulation can be used in parallel to hardware-in-the- 
loop simulations with actual controller components in real-time simu-
lations using the techniques and tools discussed in section 2.9. This 
approach is particularly relevant for ABEs since many of these systems 
are characterized by dynamic behaviors. Hence, there are obvious 
benefits to actively tuning their responses to real-time triggers. These 
responses can be based on different control strategies, where threshold 
values or rule-based algorithms are the simplest ones, and the most 
complex ones are based on a real-time search of the ABE’s best perfor-
mance through model predictive control (MPC) [47,67,68]. In MPC, a 
model (often a reduced-order model or a data-driven model) of the 
system is used to continuously search for the optimal operating state of a 
system considering real-time boundary conditions (or other real-time 
inputs). MPC is a relatively common control strategy in many pro-
cesses and industries, but just recently appeared in the built environ-
ment (e.g. Ref. [69]). Only a few studies and applications are available 
when it comes to ABEs (e.g. Refs. [46,47]). Because of the intrinsic 
complexity and multi-domain characteristics of many ABEs, MPC is, in 
theory, ideal to ensure the most significant improvement in the opera-
tion of advanced building envelopes. However, there is still a long way 
to go before such advanced control methods become standard solutions 
for ABEs. Nonetheless, this application of co-simulation will, without 
doubt, constitute a hot topic in research and developments in this field in 
the coming years. It is expected to impact methods and techniques for 
control-oriented model construction, algorithms for optimization, and 
platforms for dataflow integration. 

Overall, co-simulation approaches have the potential to solve several 
of the challenges that modelers face when using monolithic software. 
Additionally, they offer sophisticated possibilities for optimal and real- 
time dynamic control of ABEs. However, they are still in no way a sil-
ver bullet. In practice, there are still several barriers that prevent the 
widespread use of co-simulation approaches for ABEs and limit its 
implementation to studies carried out by experts with intimate knowl-
edge of simulation engines. 

2.6. Question 6: What are the current barriers and challenges to co- 
simulation of advanced building envelopes? 

The main barriers to co-simulation approaches stem from two tightly 
interrelated issues, namely a standardization gap and a knowledge gap. 

Standardization gap 
The standardization gap points to the lack of systematic and homo-

geneous interfaces for data exchange between different software tools or 
simulation engines. This gap ends up manifesting itself at several 
different levels in co-simulation approaches, affecting not only the data 
being exchanged but also how the exchange happens, with many 
negative ramifications. 

The issue initially stems from the fact that legacy BPS tools have been 
developed independently, each one with a different organizational 
structure. Because the engines were also intended to be monolithic, their 
coding structure did not anticipate the possibility to exchange data with 
one another. This makes them neither flexible nor modular. Only very 
recently have releases of BPS software started to address this by offering 
more access to the solvers, including the possibility to feed in or extract 

data during runtime. However, despite recently increased integration 
between BPS tools and generic programming languages, substantial 
difficulties for co-simulation due to an absence of standardization 
persist. 

Standardization issues in co-simulation mainly concern the nature of 
the data, the information it contains, and the way data is extracted and 
provided to the different simulation tools and scripts. The solvers used in 
different BPS software may differ greatly, and the accessibility of data 
may also vary. This means that, for example, a data point (let that be a 
variable, an input or an output) that is accessible in one tool may not 
necessarily be accessible in another tool. This issue is deeply rooted in 
the fact that BPS tools have different levels of detail in their sub-routines 
and do not process inputs the same way. 

Another consequence of the lack of standardization concerns the 
limited number of reusable methodologies for carrying out co- 
simulation. Combining different simulation engines is still a complex 
task with no generic one-size-fits-all approaches, and the end product is 
often tailor-made for the application and the BPS tools used. This issue is 
only made worse by the fact that there is not yet an established culture to 
promote sharing of models. This often results in a duplication of efforts 
in research. 

Finally, the lack of standards hinders the establishment of a shared 
benchmarking procedure for co-simulation approaches. While conven-
tional BPS tools undergo validation and comparison based on reference 
simulation cases (e.g. when it comes to thermal behavior, using the 
BESTEST cases), the nature of co-simulation makes it difficult to have a 
comprehensive set of standard applications. In respect to this topic, it is 
expected that single engines can be validated for individual domains 
using existing standards. However, co-simulation approaches should 
instead rely primarily on a verification process [70] - i.e. to test and 
confirm that the algorithms and numerical methods implemented are 
correctly executed when integrated into a single dataflow structure. 

Knowledge gap 
The knowledge gap is tightly related to the standardization gap. 

Today, co-simulation is mostly reserved for a somewhat limited group of 
experienced BPS users due to the lack of easily accessible and shared 
documentation. Successful execution of co-simulation requires robust 
knowledge of the physico-mathematical models and algorithms imple-
mented in BPS tools, as well as programming skills. Additionally, a deep 
understanding of possible workarounds and “backdoors” to overcome 
the rigidity of the current simulation tools is also a prerequisite for to-
day’s implementation of co-simulation approaches. 

Currently, there is limited widely available know-how to tackle the 
technical challenges of correctly defining data exchange parameters in 
co-simulation. Data exchange protocols in co-simulation depend on 
three elements: the timing of the exchange (i.e. inter or intra time step), 
the frequency of the exchange, and the nature of the data exchanged. All 
of these aspects are to be set up with care to ensure that the different 
numerical solvers implemented in the linked engines are stable, that 
they converge, and that they lead to meaningful numerical solutions. 
This is particularly true for strong coupling approaches where systems of 
ODE or PDE need to be resolved numerically and simultaneously in 
different engines - which can prove to be a delicate procedure. However, 
other desynchronized or loosely coupled strategies are less impacted by 
these challenges. Hence, it is often advised to investigate whether a 
strong coupling strategy can be modified to an equivalent, more loosely 
connected approach without leading to a major loss in accuracy or sig-
nificance of the outputs. The reason why these challenges persist is that 
the practical implementations to overcome them are almost always case- 
dependent (i.e. the standardization gap). They might differ based on the 
internal routine of one or another simulation engine but almost always 
depend on the tool used as well as the level of complexity necessary to 
describe the ABE co-simulation task. As a result, creating guidelines is a 
laborious task and users are often left on their own to set-up their co- 
simulation approaches. Another aspect that can be considered part of 
the knowledge gap relates to the fact that the value proposition of using 
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co-simulation is sometimes unclear. While the use of simulation-based 
design is becoming more widespread, the use of advanced dedicated 
workflows is still reserved for high profile projects. In these projects, the 
requirement to provide a fully holistic characterization of the ABE is a 
cornerstone of the design process. Consequently, the value and the 
reasons to use co-simulation may not always be known to all the 
stakeholders in a less ambitious project. There is still limited knowledge 
transfer between modellers, designers, consultants, developers, con-
tractors, and policymakers that could highlight the benefits of using co- 
simulation or of developing multi-factorial performance assessments. 
Overcoming this would support a more general adoption of integrated 
simulation approaches as well as it would support a greater uptake of 
efficient building envelope solutions. This may also allow overcoming 
barriers to ABEs due to a lack of widely accepted performance metrics to 
communicate their benefits. 

With time and as co-simulation receives more attention, it is ex-
pected that the purely technical issue relating to IT languages, programs 
and routines to exchange data will be resolved in the coming years. 
However, the more substantial challenges of co-simulation which stem 
from a lack of standardization and knowledge require a larger effort 
from expert BPS users to share and disseminate specific guidelines and 
knowledge about co-simulation. This includes recommendations about 
how to approach co-simulation tasks and how to select the suitable tools 
and engines. 

2.7. Question 7: Which important elements should one take into 
consideration before selecting a co-simulation approach and a suitable set 
of software tools? 

The decision whether to use a co-simulation approach when 
modelling an ABE is a complex choice the modeler should make pri-
marily based on the purpose of the simulation and their knowledge and 
skills. It is important to remember that co-simulation often requires 
significant efforts before any meaningful result can be extracted due to 
the discussed lack of standardization. In research and development, the 
time and effort required to develop new simulation approaches is often 
accepted as part of the task. However, this may not always be the case in 
professional practices where the stakes are different. In most cases, it is 
worth verifying whether something that may seem to require a 
completely new co-simulation workflow might be solved with some 
minor trade-offs using functions or documented workarounds in con-
ventional BPS tools. 

The first recommendation to successfully using co-simulation is to 
follow a fit-for-purpose approach [71,72]. The fit-for-purpose method 
supports starting any modelling task with the development of a software 
agnostic conceptual model with a comprehensive analysis of the goal of 
the simulation. The point is to ensure that each model used has the right 
inputs, and provides the correct outputs, with a minimum modelling and 
computational effort. Then, special care should be given to the selection 
of the basic simulation environment(s) that will make up the 
multi-domain representation (e.g. the thermal energy simulation, the 
optical behavior, the fluid dynamics, etc.). These decisions should be 
based on the experience of the modelers since it may require them to 
have intricate knowledge of the different software and models imple-
mented. In particular, it is recommended that one carefully considers the 
modularity of the algorithms used and the accessibility of the different 
variables in the physical-mathematical models. 

Additionally, as much as possible, one should consider using 
sequential simulations rather than ones that require the synchronized 
solving of differential equations. This is to increase the robustness of the 
coupled simulation environments and avoid stability or convergence 
issues, due to using different time steps in the simulation engines, for 
example. Co-simulation can still be difficult even for experienced 
modellers, however recent developments in BPS have been trying to 
facilitate the process. This can be seen through native integration of 
other modules or by allowing external code to be called directly within 

simulation engines to create more advanced modelling and simulation 
workflows. 

2.8. Question 8: How can co-simulation be integrated into multi- 
disciplinary design workflows of advanced building envelopes? 

BPS and, in particular, building energy modelling (BEM) software 
process many inputs and outputs relating to geometric design, material 
properties, energy use and more. Some performance simulation tools are 
already compatible with architectural software and derive inputs from 
building information models (BIM) through industry foundation class 
(IFC) imports. This connection allows developing performance-based 
design approaches for ABEs with immediate 3D visual feedback. How-
ever, in a perspective of co-simulation, this information can be further 
integrated into a multi-domain workflow spanning the entire develop-
ment of an ABE (Fig. 4). In such workflows, information processed 
through co-simulation can be directly linked to, for example, cost or 
GHG emission from materials and building operations [73]. In such 
workflows, it is also possible to consider peak loads and equipment 
sizing calculations when ABE systems are tightly integrated with HVAC 
services, hence detailing the calculation to fully assess the potentials 
given by the holistic approach in the design of the building envelope and 
building service. 

Platforms supporting multi-domain integration and dynamic data 
exchange between disciplines are a key extension of co-simulation 
workflows. These can, for example, allow visualizing effects of vari-
able inputs on multi-disciplinary key performance indicators. Consid-
ering that co-simulation also provides the option to protect the IP of 
separate parts of the model, private actors can contribute through co- 
simulation to drive innovation and expand the application of their 
products. This prospect is also an important step to integrating new 
technologies directly into projects with the option to assess their benefits 
in the same simulation loop. For building envelope design, this approach 
is most powerful, as envelopes also define the architectural expression of 
the building and impact many stakeholders. 

The inclusion of an interconnected building simulation layer in 
digital twins is also a way to ensure proper commissioning and follow-up 
on actual building performance results during operation. As previously 
discussed, co-simulation schemes can support parallel hardware-in-the- 
loop simulations, which provides the possibility to troubleshoot any 
deviations between expected and actual operations as well as resolve 
issues that may otherwise go undetected [74,75]. 

Currently, there are two paths to integrating building performance 
simulation into larger BIM workflows. The first one is to use BIM-based 
simulation tools that can directly reuse building data created by archi-
tects and different parties through standard data schemes such as in-
dustry foundation class (IFC) and green building extensible markup 
language format files (gbXML) [76]. The second path is to use BIM to 
BEM translators, for example, based on the ModelicaBIM library [77] 
and object-oriented physical modelling (OOPM) [78], or in the Mod-
elicaBEM framework [79]. A complete overview of the current possi-
bilities to implement BIM in BPS tools is provided in Refs. [80,81]. 

Finally, new open-source data management platforms such as the 
Speckle server [82] are emerging and challenging traditional workflows 
of building design in the industry. Speckle is a platform for automation 
and interoperability that connects different modelling tools from the 
architecture, engineering and construction industry. It is built to allow 
multiple users to visualize specific data across disciplines of simulation. 
Moreover, Speckle lives in the cloud and allows users to manage who has 
access to projects, coordinate and collaborate by streaming project data 
between people and extend the platform to create custom third-party 
applications and workflows. Currently, Speckle connects to the BIM 
modelling software Revit, to the Rhinoceros and Grasshopper environ-
ments as well as Dynamo and others. 
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2.9. Question 9: Which recent developments in BPS provide added 
possibilities for co-simulation of ABEs? 

BPS tools have benefited from many advancements in the past 
decade. For co-simulation, these changes pertain to two main categories: 
the integration of co-simulation options within existing software and the 
development of new tools with added flexibility for co-simulation. In the 
latter category, we distinguish tools and platforms that are more 
engineering-oriented and those that are more architecture-oriented. We 
also note that while these changes affect building performance simula-
tion capabilities in general, they can be particularly interesting to 
improve the performance of ABEs themselves and the quality of the 
performance prediction. 

Developments within existing whole building performance simulation tools 
Several recent developments in software include inbuilt connections 

in simulation tool interfaces to different specialized engines. These are, 
for example, the integration of the backwards ray-tracing algorithm 
Radiance or the possibility to use computational fluid dynamic calcu-
lations with OpenFOAM [83]. BPS tools are also increasingly integrating 
inbuilt connections to the LBNL software Window [84] and THERM 
[85]. The possibility to directly couple BPS tools to Matlab-based block 
diagram environments, such as Simulink, also provides options for 
multi-domain simulations, model-based design, and optimization. 

More specifically, the DOE simulation software EnergyPlus has, in 
recent years, substantially improved its ability to implement co- 
simulation [86]. In its 9.3 version release, the developers’ of Ener-
gyPlus have announced the introduction of a Python plug-in that can 
allow users to write their own scripts and connect to the EMS system. 
Version 9.3 also provides a new API that allows calling EnergyPlus as a 
library, where either a compiled C program or a Python script can be 
used. This API exposes functional, runtime, and data exchange capa-
bilities in the software. Finally, one of the most significant developments 
tied to the EnergyPlus software is the creation of the Spawn of Ener-
gyPlus, also referred to as Spawn or SPAOE [87,88]. Spawn does not aim 
to replace EnergyPlus but provides a version of the software which al-
lows reusing modules for lighting, the building envelope, and load 
definition. The difference with the monolithic version of EnergyPlus is 
that the HVAC systems and controls are handled by the equation-based 
language Modelica [89,90]. Spawn can be coupled to platforms made for 

co-simulation and Functional Mock-up Units, both of which are 
described in the next paragraph. Note that for users, both Spawn and 
EnergyPlus work with the Open Studio interface [91], which means the 
interface for both software are identical and compatible with Open 
Studio measures. 

Development of external tools and platforms supporting co-simulation 
The second category of development in BPS supporting co- 

simulation is the emergence of tools and (co)simulation platforms that 
aim at facilitating co-simulation between existing tools. Currently, the 
only platform or middleware for co-simulation in building performance 
simulation is the Building Control Virtual Test Bed (BCVTB) [92]. 
BCVTB is a software environment that allows expert users to couple 
different simulation tools for distributed simulation or real-time simu-
lation connected to a control system [93] (Fig. 5). The BCVTB connects 
to many whole building simulation tools, to Functional mock-up Units 
(FMUs), Dymola [94], and Matlab-based tools such as Simulink. 
Importantly, for co-simulation of multi-physical phenomena, the BCVTB 
connects to simulation software such as Radiance, which can allow using 
detailed daylighting simulations [95]. 

One of the most advanced approaches for co-simulation is driven by 
the development of the Functional Mock-up Interface (FMI) standard. 
Whereas co-simulation using the BCVTB is a method based on middle-
ware (Fig. 5), the FMI is an interface standard that allows co-simulating 
two or more simulation programs in a co-simulation environment and, 
for example, to create modular workflows [96]. The core of the FMI 
standard is maintained by the Modelica Association project [97]. Its aim 
is to simplify operations related to the creation, the storage, the ex-
change and the use (or reuse) of system models in collaboration with 
other software or hardware-in-the-loop simulation and considering 
different applications such as cyber-physical systems [98]. The FMI 
standard defines the structure of the inputs and returns of Functional 
Mock-up Units (FMU) that different software must be packaged into to 
allow for co-simulation. The data exchange between the FMU is 
orchestrated by a master algorithm which controls data exchange be-
tween slave programs. The sub-systems are solved by their individual 
solvers but exchange data at discrete points in time. The approach of 
using the FMI standard for the performance prediction of ABEs is 
particularly interesting for systems that require advanced controls. The 
advantage of the FMI approach versus the BCVTB middleware approach 

Fig. 4. Example of a multi-layer workflow integrating a co-simulation layer.  
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is that the FMI provides a more streamlined method for co-simulation. 
However, the FMI and the BCVTB both support hardware-in-the-loop 
(HIL) simulation, which is a significant added value for better control 
design of ABEs and can be used in parallel to co-simulation schemes. 

As previously presented, the successful design of ABE solutions needs 
to address performance considerations at multiple spatial scales, ranging 
from materials, components and system assemblies to whole-building 
integration aspects [99]. The focus of these analyses can change over 
time as more information becomes available when the design process 
evolves. Co-simulation strategies, and especially structures, tools, and 
platforms enabling co-simulation should facilitate smooth transitions 
across these spatial scales as this can benefit from the hierarchic 
modeling paradigm [100]. Here, the term hierarchy refers to the use of 
agreed-upon input-output definitions that allow for multiple inter-
changeable sub-models and which encapsulate descriptions of the rele-
vant physical interrelationships with different levels of detail relating to, 
e.g. fenestration systems [100] or façade-integrated HVAC systems 
[101]. It should be acknowledged that such multi-layered simulations 
reinforce the need for systematic approaches for collection, storage, 
sharing, and analyses of both simulation input and output data [102]. 
For example, a novel approach has recently been proposed by Mit-
terhofer et al. [103] to preserve the integrity of input data in 
co-simulation. To ensure consistency in simulation output and perfor-
mance metrics across model resolutions and spatial scales, it is expected 
that explicit approaches such as the ones presented, in general terms for 
co-simulation, by Bleil de Souza and Tucker [104] and Mahdavi and 
Wolosiuk [105] will help to guarantee an error-free simulation process 
and to quantify the quality of the co-simulation infrastructure. 

Finally, a simpler approach to co-simulation can be achieved through 
parametric scripting platforms such as Grasshopper in the Rhinoceros 
3D modelling environment [106]. Parametric design has become an 
increasingly popular topic in architecture in the last decade and presents 
many opportunities for integrating loosely coupled co-simulation 

approaches. In particular, the development of The Ladybug Tools [107] - 
which provide interfaces to EnergyPlus (including Open Studio), Radi-
ance, Window, Therm, and OpenFOAM - support performance-based 
design approaches for advanced building envelopes. Additionally, 
Grasshopper offers possibilities for structural engineering analysis, 
optimization approaches and more. The entire list of plug-ins is avail-
able at Food4Rhino [108]. The added value of coupling geometric 
design parameters directly to simulation software is also an important 
function that can help with the design of free-form facades, kinetic fa-
cades, or any type of architecturally responsive façade. The Grasshopper 
environment is compatible with scripts written in Python and C#, which 
also provides users with the freedom of writing components. 

2.10. Question 10: Which recent developments in ICT provide added 
possibilities for co-simulation? 

Many advances in ICT can be exploited to enhance the adoption and 
performance of co-simulation workflows. Distributed and cloud 
computing, are two of the developments which are expected to help 
leverage co-simulation the most. The option to divide the different 
computational tasks over more than one machine (distributed 
computing), and to outsource the computational tasks to external shared 
servers (cloud computing) are structurally compatible with co- 
simulation - especially when models with very different requirements 
in terms of computational power are combined. The application of 
distributed and cloud computing to co-simulation tasks can help to 
overcome these bottlenecks by dispatching sequential sub-routines 
across different resources. These computational techniques rely on the 
implementation of dedicated infrastructure that can allow timely 
communication between the distributed nodes in the computing system, 
or between the local machine and the computational system in the 
cloud. External server or distributed machines can execute a task from a 
list of commands, and computationally heavy tasks can be streamlined 

Fig. 5. Example of a co-simulation framework based on a middleware approach. The figure also illustrates the possible development of models during project time 
and building operation. 

E. Taveres-Cachat et al.                                                                                                                                                                                                                       



Building and Environment 191 (2021) 107570

10

to an even higher degree by allocating these parts of the overall simu-
lation process to machines, servers, or supercomputers with a higher 
computational capacity. These approaches can be found in the litera-
ture, for example, batching of daylighting simulation as executable 
Radiance files [109]. 

These developments, together with improved solutions for collect-
ing, storing and managing data have made it possible to develop the 
previously discussed trends of data-driven design and model predictive 
control. Indeed, as the market of smart home sensors and the IoT 
(internet of things) grows, an unprecedented amount of data is recorded, 
with a remarkable level of granularity. This data covers indoor tem-
peratures, daylighting level, relative humidity, CO2 levels, – all of which 
are important indicators for comfort - as well as local weather data and 
sub-hourly energy use. This information can be exploited during oper-
ation to improve the performance of ABEs, both for real-time control but 
also for anticipated control like MPC. These approaches can use weather 
data or behavioral data collected with IoT devices can deliver tailored 
control sequences based on data analytics and machine learning. 
Effective implementation of MPC-based strategies for ABEs’ optimal 
performance management will depend on a list of future development 
that spans from dedicated control-oriented modelling, algorithms for 
optimal control, and dedicated integration platforms (e.g. Ref. [110]). 

Edge computing (local execution of computational tasks) can be an 
efficient solution to support co-simulation when combined with cloud 
computing, for example, to address real-time simulation targeting 
optimal control of ABEs. While computationally expensive optimization 
processes are impossible to run in real-time on controller embedded in 
ABEs, even if based on a simplified model representation of the ABEs, 
these are possible if executed in the cloud. In the long run, it is possible 
to imagine synergic management of ABEs where cloud computing sup-
ports identifying the optimal values for a series of performance re-
quirements (for example in the form of heat gain, or fresh air supply). In 
contrast, edge computing takes care of translating such performance 
requirements into process variables and communicating them to 
different actuators in the envelope. 

3. Conclusions 

Advanced building envelopes (ABEs) are integrated envelope sys-
tems and technologies that ensure high-performance in multiple phys-
ical domains to efficiently balance competing aspects through advanced 
design, advanced material properties and components, and when 
appropriate, advanced control strategies. ABEs demand a holistic per-
formance assessment in building performance simulation to capture the 
full extent of their benefits efficiently. This task often requires modelling 
details or physical phenomena that cannot efficiently be carried out in 
monolithic simulation software tools. Interdisciplinary approaches like 
co-simulation, which allows coupling different models that describe 
parts of the governing physical relationships in the system (e.g. thermal 
models, daylighting models, etc.), provide a valuable alternative. 

In co-simulation, each sub-model describing the ABE is run in a 
separate simulation tool or unit and connected in a way that key in-
formation is exchanged during runtime to replicate the behavior of the 
whole system. This approach provides solid grounds for what-if analysis 
and robustness checks of systems as well as it supports the innovative, 
performance-driven design of envelope systems with non-trivial be-
haviors and controls. However, it is not a fool-proof process and still 
suffers from several barriers that relate to a lack of standardization and 
of widely available knowledge about how to implement it correctly. 
Conducting a successful co-simulation requires that users consider 
different elements before selecting the software that will be used. 
Adopting a fit-for-purpose approach will avoid overcomplicating tasks 
and models and improve the robustness of modelling strategies. This 
approach recommends selecting a tool based on the purpose of the 
simulation, the knowledge and skill level of the modeler, the structure 
and the characteristics of the information exchanged by the different 

simulation units, and the type of co-simulation which will be used to 
evaluate the performance of the whole system. 

Ideally, a co-simulation scheme can become a multi-user and multi- 
scale modular dynamic workflow describing a building envelope, and 
that evolves as information becomes increasingly available in the proj-
ect. This provides opportunities for the different stakeholders to ex-
change model data with a better understanding of design relationships 
and implications, without compromising the IP of the individual simu-
lation tools. Co-simulation for predicting the behavior of ABEs is further 
supported by several recent trends and development in BPS tools. These 
range from the development of model libraries for simulation and 
equation-based modelling, the development of new generation compu-
tational tools for building and community energy systems, to the 
development of a standard interface for co-simulation. Additionally, co- 
simulation approaches for ABEs benefit from improved possibilities for 
batching simulation-runs to reduce computational overhead, the 
development of parametric design multi-interfaces to validated simu-
lation tools, and the integration of optimization algorithms for single 
and multi-objective studies in whole building simulation tools. Finally, 
co-simulation for ABEs also benefits from other developments in ICT 
which are supporting methods based on data-driven design and can be 
used in coordination with parallel assessments based on model predic-
tive control strategies thanks to advances in cloud computing, data 
storage, and data management. 

While focusing our analysis on the specific, yet broad topic of 
simulation-based performance prediction of advanced building enve-
lopes, many of the presented challenges, flaws, potentials, and possi-
bilities are relevant for larger sets of other complex modelling and 
simulation tasks such as the simulation of building clusters and neigh-
borhoods and interactions with thermal and electrical grids. The iden-
tified key-questions and the answers we provided in this paper can be 
used to drive both a more conscious implementation of co-simulation, as 
well as to stimulate research and development efforts that can enable a 
more robust and user-friendly implementation of multi-domain, inte-
grated performance simulation. 
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[15] R.C.G.M. Loonen, M. Trčka, D. Cóstola, J.L.M. Hensen, Climate adaptive building 
shells: state-of-the-art and future challenges, Renew. Sustain. Energy Rev. 25 
(2013) 483–493, https://doi.org/10.1016/j.rser.2013.04.016. 

[16] E. Taveres-Cachat, S. Grynning, J. Thomsen, S. Selkowitz, Responsive building 
envelope concepts in zero emission neighborhoods and smart cities - a roadmap 
to implementation, Build. Environ. 149 (2019) 446–457, https://doi.org/ 
10.1016/j.buildenv.2018.12.045. 

[17] F. Favoino, R.C.G.M. Loonen, M. Doya, F. Goia, C. Bedon, F. Babich, Building 
Performance Simulation and Characterisation of Adaptive Facades – Adaptive 
Facade Network, 2018. 

[18] C.M. Lai, S. Hokoi, Solar façades: a review, Build. Environ. 91 (2015) 152–165, 
https://doi.org/10.1016/j.buildenv.2015.01.007. 

[19] A. Prieto, T. Klein, U. Knaack, T. Auer, Main perceived barriers for the 
development of building service integrated facades: results from an exploratory 

expert survey, J. Build. Eng. 13 (2017) 96–106, https://doi.org/10.1016/j. 
jobe.2017.07.008. 

[20] F. Favoino, M. Overend, Q. Jin, The optimal thermo-optical properties and energy 
saving potential of adaptive glazing technologies, Appl. Energy 156 (2015) 1–15, 
https://doi.org/10.1016/j.apenergy.2015.05.065. 
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H I G H L I G H T S

• A parametric design methodology for PV shading devices (PVSD) is presented.

• Multi-objective optimization is used to balance competing uses of solar energy through the PVSD.

• Total solar energy exploitation can be enhanced through an optimized PVSD system.
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A B S T R A C T

Solar energy can be exploited efficiently in building façades using building integrated photovoltaics (BIPV). This
study presents a methodology to optimize the design of fixed, parametrically modelled PV integrated shading
devices (PVSDs) based on multi-objective optimization (MOO) coupled with integrated thermal, electric, and
lighting simulations. The goal of this work is to gain insight into the potential benefits of using optimization
algorithms for PVSD design. This task is carried out by evaluating the extent to which competing solar energy
uses can be balanced with regard to thermal, visual and electrical parameters; and investigating whether existing
simulation tools successfully characterize the complexity associated with PVSDs.

The methodology developed is used to design and assess the performance of different optimized configura-
tions of a fixed exterior louvre PVSD installed on the southern face of an office building in a Nordic climate. The
parameters used for the optimization were the number of louvre-blades as well as their individual tilt angle and
position along the vertical axis. This allowed the introduction of a higher degree of eclecticism through the
optimization process compared to standard shading systems. The three objectives of the optimization were the
total net energy demand, the energy converted by the PV material, and the daylighting level in the zone mea-
sured as the continuous daylight autonomy. The results highlighted that configurations with smaller louvres
counts were preferable for the specific case study and that optimization increased the performance of the PVSD
compared to a reference case. The results of the study also demonstrated that the application of the proposed
methodology was able to improve the exploitation of solar energy through a multi-domain façade, and thereby
that advanced simulation tools, in this case, allowed overcoming the limitations of more standardized façade
configurations. Based on these findings, it is assumed that methodologies like the one developed in this article
can be a starting point to stimulate successful discussion and foster fruitful collaboration between researchers,
stakeholders, and façade manufacturers, resulting in the development of innovative technological solar in-
tegrated façade solutions.

1. Introduction

1.1. Context of the research activity

The European Union has pledged to cut CO2 emissions associated
with energy use in buildings by one fifth by 2020, a decision which has

resulted in a set of policies to make all new buildings nearly net-zero
energy and improve the performance of the existing building stock. In
this push for a less carbon-intensive built environment, building in-
tegrated photovoltaics (BIPV) and building integrated photovoltaic/
thermal (BIPVT) systems have emerged as one of the most relevant
technological solutions to mitigate CO2 emissions and support the use
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of renewable energy conversion in new and existing buildings [1–4]. In
fact, the demand for photovoltaics (PV) conversion technologies is ex-
pected to grow in the coming years given that electricity consumption is
globally surging [5], and in the EU 27 alone, BIPV systems are projected
to provide over 20% of the energy needs by 2030 [6].

The first BIPV solutions emerged in the 1980s, but at the time, high
costs and complex technical applications obstructed their market up-
take [7]. It wasn’t until the 1990s when increased monetary and re-
search investments to support BIPV as a key application were made
[8–10], that a renewed interest in the technology spurred rapid growth
in the solar industry. Nowadays, the rising popularity of BIPV appli-
cation can be attributed to their suitability for newly developed zero-
energy and zero-carbon building design [11,12], as well as their ability
to help reach benchmarks defined by building energy labels. Despite the
progress made from a technology point of view, implementing BIPV/
BIPVT in shading systems still remains non-trivial from a technical
standpoint and often requires balancing different uses of solar energy
(i.e. passive solar heating vs. solar gain leading to cooling load, day-
lighting vs. PV-conversion). There is, therefore, a need to establish ro-
bust methodologies to support the design and development of new
BIPVT systems with optimized behaviors and increased cost efficiency.

1.2. Balancing competing roles of solar energy through building integrated
PV

Building integrated photovoltaic and thermal applications such as
Photovoltaic Shading Devices (PVSDs) combine the benefits of shading
systems with renewable solar energy harvesting strategies since the
light that is refrained from entering the space is converted to electricity
(Fig. 1). These advanced fenestrations components make up a complex
boundary between the outside- and the inside space of a building, the
dynamics of which strongly affect the visual and thermal quality of the
indoor environment and the energy converted by the system. For this
reason, implementing PVSDs requires additional design considerations
in order to find the correct balance between the competing roles of solar
energy. For example, the transmission of large amounts of solar ra-
diation through glazed elements has both benefits and drawbacks. Good
daylighting increases productivity in workspaces by improving visual
comfort [13] and solar gains contribute to lowering energy use for
space heating and electric lighting. However, too much direct solar
radiation can also lead to overheating and glare issues for the user
[14–16]. But if too much solar radiation is blocked out, despite the fact
that the photovoltaic material will convert more energy, the heating
and artificial lighting demand will increase as a result and negate some
of the original benefits. Therefore, modulating sunlight using PVSDs is a
complex, yet essential measure to keep thermal and visual conditions
pleasant, and is reported to be particularly useful in perimeter spaces of
office buildings where direct sunlight is undesirable [17].

Existing studies have evaluated the potential of PVSDs and high-
lighted that when the systems are well-designed, they may be more
advantageous than both traditional shading devices and unshaded
windows in terms of energy use [18–21]. Optimal use of PVSDs has also
shown to prevent overheating in summers while allowing the pene-
tration of maximum daylight during winter, which translates into ideal
high-quality indoor environments [22,23]. Previous research efforts

aiming to find optimal balances of solar energy through PV integrated
[24] and non-PV integrated shading devices have focused on specific
topics such as visual comfort [14,25], energy use for space conditioning
[26], artificial lighting loads [27], and energy conversion [28]. The
findings have led to the consensus that the “optimal” shading system
depends on a large number of variables related to the building’s fea-
tures (e.g. building category, efficiency of the building systems, effi-
ciency of the building envelope, etc.) [29]; to its location (i.e. weather,
solar angles, orientation, etc.) [30,31]; to the type of shading device
[20]; and to the configuration of the shading device itself (i.e. size of
blinds, blind angle control strategy, etc.) [32–36]. The complexity as-
sociated with designing optimal PVSDs and the large number of input
parameters required to ensure high performance, are thus too numerous
to use any kind of simplistic approach or “rule of thumb”. Instead, a
promising approach to PVSD design is to use advanced building simu-
lation tools coupled with input-flexible methodologies to design sys-
tems with optimal performance.

1.3. Using advanced simulation tools with multi-objective optimization
(MOO)

Accurate simulation of shading devices requires integrated energy
simulation tools that can efficiently couple the thermal and optical
domains of the models [37,38]. When some of the parameters in the
models are variable, these simulation tools can be coupled with opti-
mization approaches based on single- or multi-objective optimization

Nomenclature

cDA continuous daylight autonomy [%]
EC annual cooling energy demand [kWh/m2]
EH annual heating energy demand [kWh/m2]
EL annual lighting energy demand [kWh/m2]
EPV annual PV-converted energy [kWh/m2]
ETOT annual net energy demand [kWh/m2]

Acronyms

BIPV building integrated photovoltaic
BIPV/T building integrated photovoltaic/thermal
CIGS copper indium gallium selenide
MOO multi-objective optimization
PV photovoltaic
PVSD photovoltaic shading device

Fig. 1. A PVSD product from SOLARLAB at the BIPV demo site of the Danish
Technological Institute in Høje-Taastrup (Denmark).
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(MOO) [39–41], which is particularly useful to balance competing de-
sign parameters in high-performance buildings (e.g. low energy build-
ings) [42]. Of these two methods, single objective optimization is more
frequently used because of its simplicity, but most real-life design
challenges involve several design criteria or antagonistic goals which
makes MOO a more valuable approach to managing tradeoffs [43,44].

Conventional louvre blade shading system geometries (i.e. symme-
trically built, homogenous tilt angles) are not usually originally fully
optimized to balance uses of solar energy and instead offer a “one size
fits all” solution. This makes MOO a potentially interesting method to
explore the extent to which PVSD performance could be improved by
changing some of the parameters of the system such as the shape, or-
ientation, or inclination angle of the louvres (e.g. [39,45–47]); while at
the same time limit performance degradation due to environmental
causes such as self-shading [48,49]. The advantage of using an opti-
mization algorithm versus, for example, conducting a parametric ana-
lysis, is that it allows investigating a larger space of solutions.

1.4. Aims and innovative aspects of the paper

This study aims at developing a design methodology based on MOO
with a twofold goal: first, to evaluate the extent to which several it is
possible to balance competing uses of solar energy in PVSDs; second, to
investigate whether existing simulation tools coupled with MOO are
able to address the complexity associated with designing and modelling
systems for optimal use of solar energy.

The methodology developed is novel in that it introduces the pos-
sibility to design PVSDs and by extension BIPV systems by exploring a
larger space of design solutions with a bottom-up approach where the
environmental context and the goal of the system define its geometry.
This process leads to out-of-the box solutions to complex design pro-
blems that require meeting multiple challenges simultaneously (i.e.
balance competing uses of solar energy, responding to facade control
strategies, energy performance targets, material emission thresholds,
etc.). The focus of the study will then not be on the specific final so-
lutions yielded by the optimization, but the process itself as a mean of
improving design methods and gaining insight on possibilities for bal-
ancing solar parameters. In the larger scheme of things, the ambition of
the proposed approach is to have enough impact to create a starting
point for stimulating successful discussion and fostering fruitful colla-
boration between researchers, stakeholders, and façade manufacturers,
resulting in the development of innovative, technological solar in-
tegrated façade solutions.

This remainder of this work is organized as follows: Section 2 pre-
sents the proposed design methodology developed to generate and as-
sess optimal configurations, including the overall research strategy, the
case study used to demonstrate the methodology, and the assumptions
made for the different parameters. This section also provides a detailed
overview of the process of the optimization and the different simulation
and modelling tools used, in addition to presenting the method used to
determine the reference cases used in the analysis. The results and
discussion of the application of the methodology to the case study are
presented in Section 3 and a critical assessment of the study is presented
in Section 4. Finally, Section 5 summarizes the conclusions and im-
plications of this study for future work.

2. Methods and materials

2.1. Overall research strategy

This work is part of a wider research initiative about PVSD appli-
cations lead by the authors. The initial study available in Ref. [50]
focused on design solutions defined by a simple preliminary parametric
analysis of a similar PVSD’s impact on the heating and cooling demand
of a building. The methodology presented in this paper is a step up from
the existing work in that it uses MOO and a fully parametric PVSD
model to evaluate both daylighting and energy-related parameters
while being flexible enough to accommodate any shading device design
for commercial or residential projects.

The overall research goal is to develop a methodology that aspires to
overcome the difficulty of balancing solar energy in building envelopes,
and in particular for PVSDs, as discussed in Section 1.2. The idea is to
break away from the limitations of the more traditional designs with
symmetrical features, and attempt to balance competing uses for solar
energy in PVSDs by letting the system adopt any of the resulting con-
figurations created from the combination of parametrically defined
geometrical inputs.

2.2. Description of the case study

The reference building and the blades system were modelled in the
Rhinoceros environment [51] using Grasshopper [52], a visual pro-
gramming language for parametric modelling; while Ladybug [53], a
Radiance-based plug-in for Grasshopper, was used to conduct grid-based
solar irradiation and daylighting analyses. The energy calculations are
provided by Honeybee [53] which use the EnergyPlus engine [54]. En-
ergyPlus is a whole building energy simulation program based on the
best features and capabilities of BLAST and DOE-2.1, developed under
the auspices of the US Department of Energy and is widely used both in
research and industry.

The geometry of the reference building is given by the Bestest Case
600, which is a 48m2 rectangular room (6m×8m×2.7m) with two
large south facing windows (3m×2m). The PVSD system is based on
the design of an existing non-PV integrated shading system with
105mm wide louvres that can be tilted between 0 and 45° in 15° in-
crements. In the model, both windows are equipped with the PVSD
system, with a center blade to windowpane distance of 16 cm. All of the
parameters in the model can be controlled parametrically to accom-
modate any change in the building geometry, building loads and
schedules or in the PVSD configuration.

The simulations for this study were run over the period of one year
with climate data for the location of Oslo, Norway (EnergyPlus weather
file (.epw), Typical Meteorological Year – TMY). Table 1 shows the
mean monthly dry bulb temperatures, heating degree days for a set
point temperature of 21 °C, and the average monthly global solar ra-
diation for the selected location.

The internal loads and schedules were set according to the
Norwegian Standards NS 3031:2016 and NS3701:2012 using the stan-
dardized values for the office-building category. A proportional re-
sponse artificial lighting control strategy was also implemented to en-
sure a minimum illuminance level of 500 lx on the work plane at a
height of 80 cm above ground. The properties of the building envelope
and the technical systems are listed in Table 2.

Table 1
Average monthly weather data extracted from the .epw file for Oslo, Norway.

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Average dry bulb temperature −3.8 −0.9 0.9 4.6 11.9 14.7 17.5 16.5 11.1 6.7 1.8 −1.6
Average monthly global radiation (W/m2) 12 31 77 77 202 207 208 155 92 46 15 6
Heating degree days 676 594 530 416 194 112 44 59 216 351 498 608
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Custom Radiance materials were defined in a Radiance library for
Honeybee to take into account the optical properties of the room’s
surfaces and characteristics of the shading system (Table 3). The values
were set to be conservative and in compliance with the recommenda-
tions from the Illuminating Engineering Society found in standard IES-
LM-83. The window used in the simulation is a triple pane window with
a low-E coating (total U-value= 0.8W/m2 K), with a 16mm gap and
90% Argon gas. The light-transmission was defined as 60% (65%
transmissivity) and the reflectance as 21%, following calculation from
NS-EN 410:2011. A moderate assumption of 65% solar reflection was
made for the frame of the shading device and for all the non-PV-coated
surfaces of the louvre blades. The PV material used, CIGS (copper in-
dium gallium selenide), was assumed to have a reflection of 10%.

2.3. Description of the numerical model's objectives and settings

The proposed methodology was built around integrated whole
building energy (EnergyPlus based plug-ins Honeybee [53]), and daylight
simulations (Ladybug is Radiance based). Fig. 2 provides an overview of
the complexity of the workflow developed and the three main sections
of the model script: Part I) Inputs parameters, climatic reference, oc-
cupancy schedules, energy loads, geometry data of the buildings and
louvres, Part II) Performance simulation in which energy and daylight
simulations are conducted, and Part III) Optimization process using
MOO.

In this study, the input parameters that the optimization algorithm
can modify are the individual tilt angle and the vertical distribution of
the louvre-blades (Table 4). The way the model is scripted, the blades
can freely distribute along the vertical axis z with the only constraint
being that the interspace between the blades must be of at least 5 cm to
avoid the geometry of the blades overlapping. Naturally, as the number
of louvre blades increases, this constraint reduces the number of pos-
sible configurations by diminishing the interval of possible z coordinate
values each blade can adopt.

The three objectives set in the optimization were to minimize the
total annual net energy electricity use (ETOT [kWh/m2 year), maximize
the amount of energy converted into electricity by the PV cells (EPV
[kWh/m2 year), and maximize the daylighting level in the zone mea-
sured as the continuous daylight autonomy (cDA [%]). The annual total
net energy use (ETOT [kWh/m2 year]) is the sum of the electrical energy
use for heating (EH [kWh/m2] year), cooling (EC [kWh/m2year]), and
artificial lighting (EL [kWh/m2]) discounted for the energy converted
by the PV cells (EPV [kWh/m2year]). The PV output was chosen as an
objective despite its influence being partially accounted for in the cal-
culation of the net energy demand. This choice was motivated by the
wish to support maximizing the return on investment associated with
using PV material and because of the high environmental footprint of
PV material [55,56]. To account for self-shading of the PVSD from

blade to blade, the energy converted by the PV material is determined
using a detailed radiation analysis of the light impinging on each blade.
Solar radiation is converted to electricity assuming that 95% of the
blades area is covered with PV material, and 95% of this defined area is
a photovoltaic cell. The PV conversion rate is set to 15% accounting for
all the system losses. The metric used for daylight, the continuous
daylight autonomy (or cDA) calculates the number of working hours a
year a specific surface in a room receives an amount of light over a
given threshold [14]. Hours with illuminance values above the set limit
receive full percentage points, while hours with daylighting levels
below the threshold are awarded a proportional fraction of a percentage
point. The cDA was chosen as the daylight measuring metric as opposed
to the daylight autonomy because of its suitability for office buildings
with regard to larger ranges of user-preferred illuminances, and the
possibility for a softer transition between compliance and non-com-
pliance situations [57].

For this case study, the threshold was set to a minimum of 500 lx
received on a work plane modelled as a point located 0.8m above the
floor level and 2m inwards on the center line one of the windows. The
settings used for the Radiance daylighting analysis are given in Table 5.
The main contributor to simulation time (apart from complex geo-
metry) is the number of ambient bounces (ab) which is a numerical
parameter representing the maximum number of diffuse bounces a ray
of light will go through before being considered fully dissipated.

The value of the ab parameters for the daylighting analysis was
selected after conducting a sensitivity analysis of its impact on the cDA
and simulation runtime. The results of this analysis (Table 6) demon-
strated that the differences in the calculated cDA were marginal (at
most 2% of the value) when the number of ambient bounces varied
from 3 to 6 bounces and the quality was kept constant. The additional
computational time required for the daylight analysis, on the other
hand, was significant and judged unacceptable for a preliminary ana-
lysis when the quality setting was set to a higher value. Given the scope
of this methodology, it was deemed acceptable to use a slightly sim-
plified and conservative daylighting calculation with a number of am-
bient bounces set to 3 and the “low quality” Radiance setting in
Grasshopper to reduce computational time. Note that for this study

Table 2
Thermal properties of the building model and building equipment.

Component Value Unit Note

U-value external wall 0.18 W/(m2 K) Under the maximum value from NS3031
U-value roof 0.10 W/(m2 K) Slightly above the recommended value from NS3701
U-value external floor 0.10 W/(m2 K) Slightly above the recommended value from NS3701
U-value window (3 panes) 0.8 W/(m2 K) Maximum value according to NS3701
g Value 0.54 – N/A
Air tightness 0.6 h−1 Maximum value according to NS3701
HVAC system Ideal air load – Honeybee setting with no air economizer
Internal load lighting 9.6 W/m2 During occupation hours, dimming function to maintain 500 lx on work plane at 0.8 m from floor
Maximum Internal load occupants 382 W Variable according to schedules defined in NS3031
Maximum internal load equipment 21 W/m2 Variable according to schedules defined in NS3031
COP heating system 3 – Heat pump
COP cooling system 5 – Heat pump
Set points (heating-cooling) 21–26 °C Set back to 19° for heating outside occupation hours
Occupation hours 7–18 – Weekdays

Table 3
Optical properties of the surfaces used in the case study.

Material name Material type RGB reflectance Transmissivity

Generic Ceiling_70 Plastic, opaque 0.7, 0.7, 0.7 –
Generic Floor_20 Plastic, opaque 0.2, 0.2, 0.2 –
Generic IntWall_50 Plastic, opaque 0.5, 0.5, 0.5 –
Generic Furniture_50 Plastic, opaque 0.5, 0.5, 0.5 –
Triple Pane Argon90 Glass, transparent – 0.65, 0.65, 0.65
Aluminium_65 Opaque 0.65, 0.65,0.65 –
CIGS_10 Opaque 0.1, 0.1, 0.1 –
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relied on a workstation with 11 CPU allocated to the daylight simula-
tion. The computer used has 24 GB RAM and a 3.46 GHz processor. On
average, each complete run of optimization as described in the next
section took 10 days to run with the listed settings.

2.4. Description of the optimization process

The optimization process was carried out using the genetic MOO
algorithm Octopus and the logic flow given in Fig. 3. Genetic algorithms
use principles similar to those displayed in evolutionary processes in
Nature to find one or a set of good solutions to a problem according to
given objectives. In order to do that, the problem must be modelled in a
parametric manner where a number of variable inputs (i.e. in this work
the tilt angles of the louvre blades and their disposition along the z-axis)
are used to generate changes in the measured outputs of the model (i.e.
ETOT, EPV, cDA). The outputs are evaluated by the algorithm according
to a fitness function that allows quantifying the performance of a set of
solutions

The basic procedure a genetic algorithm follows is to start by
building a random initial population of solutions and to assess the fit-
ness of that population. Then, a loop starts where each iteration re-
presents what is called a generation. The loop consists in selecting the
best-fit individuals from the population to use for reproduction, then
breeding new individuals followed by evaluating the fitness of the new
offspring and finally, replacing part of the population with the fittest
offspring. To ensure that the genetic algorithm is assessing a large en-
ough space of solutions (possibilities) and is able to discover new al-
ternatives, the breeding of new individuals is based on genetic operators
such as crossover- and mutation rates, as well as a crossover- and mu-
tation probability. This loop could in theory run endlessly unless a de-
fined end criterion is reached. For this study, the end criterion was

chosen to be 18 generations with 100 individuals each. More in-
formation about genetic algorithms can be found in Refs. [58,59].

The number of solutions generated is chosen as a compromise be-
tween computational time and having a meaningful number of cases for
the algorithm to be able to find Pareto-optimal solutions. These solu-
tions form what is called the Pareto front when plotted- which in our
case is a 3-dimensional plot. All the points on the Pareto front represent
non-dominated solutions meaning that they embody the best compro-
mise (tradeoff) of performance with regard to competing objectives. All
the other points generated in the optimization process are called
dominated solutions as there is always at least one other solution that
outperforms them.

Fig. 2. Visualization of the workflow developed in the Grasshopper environment.

Table 4
Description of the parameters for the optimization process.

Variable Range of values Unit

Angle of louvre blades 0; 15; 30; 45 Degrees from a horizontal plane
Z coordinate of the center point of each individual blade [0.20; 1.20] Meters

Table 5
Radiance setting for the daylighting simulation.

Ambient
bounces

Ambient
divisions

Ambient
sampling

Ambient
accuracy

Ambient
resolution

3 1000 100 0.1 300

Table 6
Sensitivity analysis of the number of ambient bounces and quality setting for
the Radiance daylighting analysis for a set configuration with 16 louvre blades.

Number of ambient
bounces

Low-quality setting
cDA [%]

Medium quality setting cDA
[%]

3 50 50
4 51 52
5 51 53
6 51 53
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2.5. Reference cases for MOO performance verification

While MOO is a tool often used to evaluate how different para-
meters can be tuned to improve the overall performance of a system,

the results of the optimization must be put in context using a reference
configuration in order to be able to quantify the improvement the op-
timization brings about. For this study, the preliminary groundwork
was done using a parametric analysis which allowed characterizing the
performance of more standard PVSD configurations (i.e. with equally
spaced- and homogenously tilted blades). The study was done in the
same software environments with the same assumptions as described
previously, only without the optimization process.

3. Results and discussion

3.1. Selection of reference cases

The results from the parametric analysis are presented below in
Fig. 4. The procedure followed for this preliminary analysis resembles
the logic described for the MOO study, but the system is constrained to
having homogenously tilted louvre-blades with even spacing. This
means that the number of configurations is limited by the possible tilt
angles of the blades and the number of case studies investigated. For
this study, four cases with four tilt angles and one configuration with no
shading system present were investigated, which resulted in 17 con-
figurations in total. The goal of this procedure was to obtain a picture of
the performance of possible reference cases that could serve as a point
of comparison for the results of the optimization.

The results of the preliminary parametric analysis (Fig. 4) were in
line with the anticipated effect of the shading system: the cooling load
was reduced significantly (up to 60%) while the heating and artificial
lighting loads increased compared to a case with an unshaded window.
Interestingly, even as a non-optimized design, implementing the PVSD
system reduced the total net energy use by 1/3 thanks to the conversion
of solar energy. The results also outlined a trend in some cases where
increasing tilt angles provided smaller solar gains, which as mentioned
previously reduced the cooling demand in the zone, but only up until a
certain point where the artificial lighting demand became so large as a
result of the loss of daylight, that it created excess heat and required

Fig. 3. Flowchart summary of the design methodology.

Fig. 4. Results of the preliminary parametric analysis of the PVSD. The best performing configuration for each case is selected and later used as a benchmark to
evaluate the performance of the optimization results.
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additional cooling. The existence of this trend highlights what appears
to be a “sweet spot” in which the parameters were balanced in a way
that the total net energy use was minimized before it increased again.
This finding supported the idea that optimization could be useful to
exploit this “sweet spot” further.

Based on the results of the parametric analysis, it was chosen to use
a reference configuration with a tilt angle of 15° for the configurations
with 10 and 13 louvre blades, and 0° for configurations with 16 and 19
louvres. For 10 and 13 louvres, this choice is based on the fact that an
angle of 15° provides more energy conversion than a 0° tilt angle,
smaller values of net energy use and only reduces daylighting levels by
a small amount. For the cases with 16 and 19 louvres, a 0° tilt angle
provides significantly more daylight and a very similar value for the net
energy use as a 15° tilt angle despite the PV conversion being less
meaningful.

3.2. Results of the multi-objective optimization

3.2.1. Global results of the optimization
The 2D Pareto fronts for each combination of 2 objectives are shown

in Figs. 5–7. While the Pareto front was clearly defined for the tradeoff
between the cDA value and the PV conversion (Fig. 5) and for the cDA
vs net energy use (Fig. 6), there is no clear relationship for the tradeoffs
between energy use and PV conversion (Fig. 7). This finding supported
the idea that the optimization problem is non-trivial and the relation-
ship between the objectives is complex. An important observation from
these plots is that for each case study (10, 13, 16 and 19 louvres) there
are Pareto points from the optimizations that performed better than the
references with regard to at least two objectives simultaneously. This
indicates that the optimization was consistently able to improve the
performance of the systems and validates the assumption behind the
study, which is that optimization can be used to improve the design of
PVSDs. However, it is also worth noting that some of the results from
the parametric analysis, and thus the references used, are very close to
the Pareto points meaning that there is little room for improvement
especially with regard to daylight levels. The implications of this ob-
servation are discussed later in this section.

For the rest of this section, the references from Section 3.1 were
used as a benchmark to evaluate the performance of five selected Pareto
points for each case study. The Pareto points used from here on in the
analysis were picked as according to two criteria: (i) solutions that best
balanced the cDA value and the net energy use (ii) solutions within that
first selection with highest energy conversion including solutions that
improved all three objectives when they existed.

3.2.2. Case specific results
In this section, 5 Pareto points in each case study were chosen to be

investigated more in depth and selected on the basis of prioritizing the
cDA and the net energy use. This choice followed the reasoning that
these parameters represent direct costs and user comfort variables,
whereas the PV conversion is seen as secondary in addition to being
partially accounted for in the net energy use. Fig. 8 shows the perfor-
mance in terms of daylight availability and energy use for the five
Pareto points from each case study along with the reference used for
comparison. From this graph, one can identify early on the range of the
effect the optimization had on different cases. For example, for a case
with 10 or 13 louvres, both daylight and total energy demand para-
meters were possible to improve. However, for a case with 16 or 19
louvres, only one of the two objectives was possible to improve with the
given number of generations in the optimization. Note that in this
section, all of the percentages described are relative changes in the
value of the parameters.

The performance of each Pareto point was then analyzed in more
detail to understand how the optimization changed the balance of the
different parameters measured. These results are presented in
Figs. 9–12. The analysis of the optimization for the 10 louvres case

showed that the algorithm was able to create PVSD configurations that
could outperform the reference case with regard to all three objectives
simultaneously while maintaining cDA values above 50%. The cDA
was, however, only possible to improve by 3% while ETOT could be
reduced by almost 6% and EPV could be improved by up to 10%. This
last finding is interesting given that this value was achieved for con-
figurations that were not predominantly selected to perform well with
regard to PV conversion alone, yet still provided a significant im-
provement compared to the reference. Overall, the cDA was the para-
meter with the least potential for improvement, this is likely because
the values were relatively high and possibly close to the upper
threshold of what can be achieved in a Nordic climate.

In the case of a PVSD with 13 louvres, the simultaneous improve-
ment for all three objectives was also possible, but only for one of the
Pareto points (Pareto point 5). The four other Pareto points are only
able to improve two of the three objectives at a time. Because of the
point selection being focused on daylighting levels and net energy use,
the Pareto points shown in the analysis are solutions that mainly im-
proved these objectives, and this was done at the expense of a reduced
EPV value compared to the reference. Despite the fact that only one
solution could improve the performance on all fronts, the results show
the optimization of the 13 louvres configuration provided the most
potential for increasing the cDA compared to the reference configura-
tion. Pareto point 1–4 all improved the cDA, with Pareto point 2
achieving a 7% increase in the cDA. In terms of ETOT, the case with 13
louvres only showed moderate possibilities to reduce net energy use
through the optimization, the maximum reduction being 3% in Pareto
point 5. Other Pareto points, which were not selected for this analysis,
showed cDA levels similar to the 13 louvres 0° tilt case but performed
no better in comparison to the latter in terms of ETOT despite showing
increased EPV values.

For the 16 louvres case, there were no optimized configurations that
could improve all three parameters simultaneously and no configura-
tion with a cDA above 50% and improved the reference case. This was
assumed to be in part because the reference case used was already high
performing in terms of the daylighting level in the zone. However, the
performance of both the net energy use and the energy converted by the
PV were possible to improve through the optimization. The optimiza-
tion of the 16 louvres cases was the study that yielded the most po-
tential for reducing the net energy use compared to the reference and
the highest increase in PV conversion. Pareto points 1–3 all maintained
a cDA at 49% while reducing energy use by up to nearly 7% and in-
creased the amount of energy converted by PV by almost 20% for
Pareto point 3. Pareto point 1 represented the solutions that showed the
smallest relative loss in daylight (−1.8%) in comparison to the re-
ference, while still reducing the net energy use by almost 3% and in-
creasing the amount of energy converted by the PV by more than 14%.

Fig. 5. Visualization of the Pareto points from the optimization study with
regard to PV conversion and cDA.
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Pareto points 4 and 5 provided the largest reductions in net energy use
(7–10% relative reduction) which goes in hand with the fact that they
also had the largest increase in PV conversion (relatively 22–23% more
energy converted) but the lowest cDA values (48% and 47%). Finally, it
is interesting to note that there was very little difference in the net
energy use between 13 and 16 louvres, which seems to indicate that 13
louvres was a better option as since it provided better cDA with fewer
louvres and the same ETOT.

For the case with 19 louvres, it was not possible to improve the cDA
through optimization compared to the reference with a 0° tilt angle, and
the smallest loss in cDA (6%) was found for Pareto point 5. The

variation in ETOT was limited with at most a 6% reduction in net energy
use (Pareto point 1). Naturally, the EPV was the parameter, which had
the highest potential for improvement and could be increased up to
23% for Pareto point 1. These results were in line with what could be
expected of a system with a high number of louvres blades when
compared to a reference that prioritized daylighting over energy con-
version. A large number of blades provides a higher amount of area
with PV material and thus, higher ratios of energy converted. However,
the high density of the blades also reduced the daylighting levels
drastically, especially when tilted as they obstruct the windows to a
large extent. Furthermore, due to the non-overlapping condition, the
range of movement of the blades was highly constrained and reduced
the possibility to space out the blades even more in key sections of the
window. Globally, the detailed energy profile shows that the use of
energy was similar for all of the Pareto points, the main difference
compared to the reference case being an increased EL compensated for
with a higher EPV.

For all of the Pareto configurations, the analysis of the cDA grid
showed that daylighting levels were very similar to the reference cases,
with only slight improvements for all of the cases, especially towards
the back of the room (Figs. 13–16). In terms of the distribution of the
louvre blades, the optimized configurations showed a common trend
where the louvres were more spaced in the upper half of the window
than in the lower half. The blade angles also tended to gradually in-
crease towards 45° in the lower half of the window, and in particular for
the louvres below the plan of the daylighting grid (located 80 cm above
the floor level). This maximized conversion in the area where the
louvres had the least impact on daylight penetration. On the other
hand, as can be seen by the different sun angles, from a visual comfort
point of view, these optimized cases may present risks of glare during
the winter if no additional protection is provided to users and de-
pending on the layout of the furniture in the room.

A side-by-side rendering of a configuration with 10 louvres is shown
in Fig. 17 as a way to observe the impact of the shading system on the
view of the outdoors. Based on this rendering, it is expected that a
configuration with few louvres does not significantly obstruct the view,
even in its Pareto optimized form. This is because the louvres with the
highest angle (and therefore which obstruct the view the most) are
mostly located below seated eye level, and still allow a partial view of
the outdoors. This rendering provides a promising preliminary response
to concerns of user acceptance and esthetics of an optimized fixed
PVSD, although these should be evaluated more in depth.

4. Critical assessment of the methodology

4.1. Limitation of the model

The results of the study support the assumption that it is possible to
improve the performance of PVSDs by using optimization. The meth-
odology developed in this study is subject to the same issues most op-
timization problems have, that is the necessity to include enough
parameter flexibility to make sure an optimum is not disregarded but
without over or under constraining the problem. For this study, the
desire to include daylight simulations in the optimization provided a
limitation in terms of speed of the process. The algorithms used in
Radiance require large amounts of computational power, thus if the
optimization runtimes are too long, the methodology will be un-
attractive to a consultant or an architect. It is therefore important to
find a certain equilibrium between the accuracy and effort required.
When this is reached, the optimization can provide a different set of
solutions and may improve the overall performance of the building with
possibly only small additional costs. For this study, the simulation took
an average of 10 days to run but this time could be decreased sub-
stantially if cloud computing was used for example.

Overall the results of the optimization only provided a small in-
crease in performance. This is suspected to be due to a combination of

Fig. 6. Visualization of the Pareto points from the optimization study with
regard to energy use and the cDA.

Fig. 7. Visualization of the Pareto points from the optimization study with
regard to energy use and PV conversion.
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Fig. 8. Visualization of the performance of the selected Pareto points for each
case study in terms of cDA and net energy use compared to the references de-
termined in the parametric analysis.
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the following points. First, the limitations inherent to the model to
avoid configurations with overlapping louvres (i.e. non-physically
possible configurations) reduce the possibility to fully optimize the
system. Second, if the objectives had been weighted with a hierarchy of
importance, the range of improvement could be very different and one

could potentially improve the performance of the PVSD with regard to
one dominating parameter. In this case study, the optimized solutions
chosen from the Pareto front were picked with the equal priority of
improving both the daylight levels in the room and the total net energy
demand. This means that a large number of Pareto points which

Pareto 1 Pareto 2 Pareto 3 Pareto 4 Pareto 5 

Improvement cDA 1.4 % 0.2 % 3.5 % 2.7 % 2.9 % 

Improvement ETOT 4.2 % 5.7 % 3.6 % 5.7 % 2.7 % 

Improvement EPV 6.3 % 10.8 % 0.8 % 5.9 % 0.9 % 
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Fig. 9. Performance of the 5 selected Pareto points for the 10 louvres case with a comparison to the reference configuration in terms of cDA and ETOT.

Pareto 1 Pareto 2 Pareto 3 Pareto 4 Pareto 5 

Improvement cDA 4.8 % 7.1 % 6.2 % 8.8 % 2.0 % 

Improvement ETOT 1.2 % 0.3 % 1.7 % -7.2 % 3.2 % 

Improvement EPV 1.4 % -5.4 % -7.0 % -7.8 % 3.2 % 
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Fig. 10. Performance of the 5 selected Pareto points for the 13 louvres case with a comparison to the reference configuration in terms of cDA and ETOT.
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substantially improved a single parameter were not selected in the
evaluation. Third, it is reasonable to assume that the results obtained
were influenced by the climatic context in which the building was set
(heating dominated climate) and the technical assumptions about the
building properties and operation. As pointed out earlier, the building
had a low energy demand by nature and was operated with ideal
building systems with high COPs, while the PV conversion efficiency

was relatively low. In a building with a poorer thermal envelope, the
PVSD could have a more significant impact on the net energy demand.
One can also wonder if in a non-heating dominated climate or in lo-
cations closer to the equator, which receive more sunlight, the results of
the optimization would lead to very different configurations, as the
dynamics of the balance in the objectives will be changed and the
cooling demand becomes more important. Additionally, the

Pareto 1 Pareto 2 Pareto 3 Pareto 4 Pareto 5 

Improvement cDA -2.7 % -1.8 % -4.2 % -5.8 % -2.5 % 

Improvement ETOT 6.7 % 2.7 % 7.2 % 9.7 % 3.1 % 

Improvement EPV 19.8 % 14.2 % 21.9 % 23.0 % 17.2 % 
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Fig. 11. Performance of the 5 selected Pareto points for the 16 louvres case with a comparison to the reference configuration in terms of cDA and ETOT.

Pareto 1 Pareto 2 Pareto 3 Pareto 4 Pareto 5 
Improvement cDA -9.6 % -8.8 % -6.2 % -8.7 % -17.9 % 

Improvement ETOT 6.0 % 1.5 % 1.4 % 0.8 % 4.5 % 

Improvement EPV 22.7 % 18.8 % 17.7 % 19.7 % 25.4 % 
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Fig. 12. Performance of the 5 selected Pareto points for the 19 louvres case with a comparison to the reference configuration in terms of cDA and ETOT.
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characteristics of the building in terms of internal loads, also affect the
outcome of the optimization since different loads would change the
energy use profile of the building It is also worth noting that some of
the results from the parametric analysis, and thus the references used
were very close to the Pareto points and might be Pareto configurations
themselves with regard to daylight levels, which makes the task of
improving these parameters more difficult. Finally, it’s possible that the
results of the simulation were somewhat linked to the choice of metrics
used, the minimums set for the daylighting standard, and the choice of
the reference configuration. For this study, the cDA was judged as the
most appropriate metric, but a metric with a harder cutoff, such as the
Daylight Autonomy, may have yielded different results. It is also
questionable whether a threshold of 300 lx should have been used in-
stead of 500 lx.

4.2. Evaluation of the robustness of the optimized solutions

In this study, the approach of using optimization to help design a
shading system was investigated, but this approach is incomplete
without a critical assessment of the outputs of the algorithm. Despite
their indisputable ability to process larger amounts of data than any
human brain could, optimization algorithms are not aimed at replacing
designers or provide a human-centered architectural assessment of the
solutions they identify as high performing. For this reason and due to
the fact that the simulation could in theory run endlessly if no end
criterion was provided, the final step of the approach in the proposed
methodology is to evaluate the best performing solutions from a de-
signer point of view. This requires assessing the performance according
to the objectives of the study and additionally, to consider whether
these solutions are (i) obviously possible to improve with small

Fig. 13. Louvre system with 10 blades. Visual distribution of the cDA (perspective and top view) for the reference configuration and for selected best solution from
the Pareto front, together with the cross section of the louvre system of the optimized solution.

Fig. 14. Louvre system with 13 blades. Visual distribution of the cDA (perspective and top view) for the reference configuration and for selected best solution from
the Pareto front, together with the cross section of the louvre system of the optimized solution.
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changes, (ii) possible to manufacture as a real shading system, and (iii)
architecturally pleasing. For this final step, the two final configurations
selected with 10 and 13 louvres were assessed and modified slightly to
fit these requirements. In the configuration with 10 louvres, the mod-
ifications made were to shift 1 and then 2 louvres in the upper part of
the window from a 15 to a 0° tilt to improve the daylight penetration as
well as increase the aesthetics of the system. This resulted in no de-
tectable change in the cDA but increased ETOT, signifying that the
configuration yielded by the optimization was indeed a non-trivial re-
sult of a complex balancing of the parameters. The same test was run on
a configuration with 13 louvres with the same results, i.e. the cDA could
only be slightly improved but not without increasing ETOT. These
findings indicate that the results of the optimization are sufficiently
advanced and likely to outperform any “manual” optimization. If this
had not been the case, it would be an indication that the optimization

had not run long enough and a larger number of generations would be
necessary.

5. Conclusion

In this article, a design methodology aiming to improve the per-
formance of a PVSD using multi-objective optimization was developed
and demonstrated with the case study of an office building located in a
Nordic climate. The findings of the analysis were compared to defined
reference cases and demonstrated that the application of the proposed
methodology could improve the exploitation of solar energy through a
multi-domain façade. The results also supported the assumption that
advanced simulation tools can be used in some cases to overcome the
limitations of more standardized façade configurations. In particular, it
was found that the increase in performance of the system was more

Fig. 15. Louvre system with 16 blades. Visual distribution of the cDA (perspective and top view) for the reference configuration and for selected best solution from
the Pareto front, together with the cross section of the louvre system of the optimized solution.

Fig. 16. Louvre system with 19 blades. Visual distribution of the cDA (perspective and top view) for the reference configuration and for selected best solution from
the Pareto front, together with the cross section of the louvre system of the optimized solution.
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significant for configurations with fewer louvres as it allowed the
louvres to move vertically in a larger space than when the louvres were
more numerous. This finding was also confirmed by the observation
that optimized configurations with fewer louvres were most likely to
yield results which improved all three of the objectives simultaneously,
something the configurations with higher counts of louvres could not
achieve. In fact, above a given number of louvres, it appeared that one
could only improve two parameters at a time with clear tradeoffs.

Overall, in this study, only a relatively small increase in the global
performance of the PVSD could be achieved with the use of optimiza-
tion. This is believed to be a consequence of the limitations in the
structure of the script used to build the methodological framework and
the boundary conditions chosen for the study. The analysis of the de-
tailed energy profile of the Pareto configurations resulting from the
optimization showed that the total net energy demand was similar for
all of the Pareto configurations regardless of the number of louvres
(about 19 kWh/m2). The main difference in the energy demand profiles
between the final configurations was that as the number of louvres
grew, so did the amount of energy required for artificial lighting, but
this was in turn compensated for with a larger amount of energy con-
verted by the PV. As one would expect, in terms of daylight, the con-
figurations with 10 louvres provided the highest cDA and hence, the
optimization could only improve it by another relative 3% compared to
the reference case, approaching the upper limit of what is achievable in
the chosen climate. The total energy demand ETOT could be reduced by
nearly 6% and the energy converted by the PV EPV could be improved
by up to 10% for the same 10 louvres case. For cases with 13 louvres,
the simultaneous improvement for all three objectives was also possible
but in a relatively smaller range of values than for 10 louvres. However,
when focusing on only two objectives, the cDA could be improved by
7% relatively to the reference case, which made 13 louvres the case
with the most potential for improving daylighting via optimization. The
case with 16 louvres was not able to provide configurations with a cDA
above 50%, but the net energy demand and the PV conversion could be
improved by almost 7% and 20% respectively compared to the re-
ference configuration. The configuration with 19 louvres also proved
difficult to improve the cDA without sacrificing the net energy demand,
and the configuration with the best tradeoffs reduced the cDA by 6%
but improved the net energy use by about 1.5% and provided close to
18% more converted energy.

Future work on the optimization methodology presented in this
paper could consist of removing some of the constraints in the model,
which were put in place to avoid overlapping configurations. A system
which would allow the louvre blades to freely distribute but avoid
collisions through a different control is likely to provide better results.
However, this would require a longer optimization or a larger amount
of computational power than what was used in this study. Additionally,
the degree of flexibility in the system could be further increased by
introducing the possibility to let the optimization algorithm pick the
number of louvre-blades in the PVSD, their size, and whether to have
PV material on each blade individually or to have a reflective coating

instead. Further, the study would be enriched by a multi-climate ana-
lysis, under the assumption that the current study is bound by the
limited amount of solar energy available during a large portion of the
year. The methodology could also be improved with cross-validation of
its outputs with data from experimental setups of the system in full-
scale laboratories. This future part of the work would allow verifying
the in-situ performance of the shading system in different locations, and
it would help to determine real system losses due to self-shading of the
blades and the effect of temperature on the PV cells. Additionally, these
setups could be used to better understand user acceptance of such
systems and risk of glare or visual discomfort because of the irregular
obstruction of the glazed surface.

Acknowledgements

This paper is part of research activities developed in the SkinTech
project funded by the Research Council of Norway under grant No.
255252/E20 and the industrial partners in the project. The authors
would like to acknowledge previous work in the project carried out by
Kristian Bøe and Martin Fischer in their respective Master’s thesis,
which contributed to the development of preliminary versions of the
proposed methodology. The authors would also like to thank the IEA
Task 56 for creating a platform for rich scientific exchange as well as
discussion about current and future research prospects in the field of
solar building envelopes.

References

[1] Assouline D, Mohajeri N, Scartezzini JL. Quantifying rooftop photovoltaic solar
energy potential: a machine learning approach. Sol Energy 2017;141:278–96.
https://doi.org/10.1016/j.solener.2016.11.045.

[2] Buonomano A, Calise F, Palombo A, Vicidomini M. BIPVT systems for residential
applications: an energy and economic analysis for European climates. Appl Energy
2016;184:1411–31. https://doi.org/10.1016/j.apenergy.2016.02.145.

[3] Strzalka A, Alam N, Duminil E, Coors V, Eicker U. Large scale integration of pho-
tovoltaics in cities. Appl Energy 2012;93:413–21. https://doi.org/10.1016/j.
apenergy.2011.12.033.

[4] Shafiei S, Salim RA. Non-renewable and renewable energy consumption and CO2
emissions in OECD countries: a comparative analysis. Energy Policy
2014;66:547–56. https://doi.org/10.1016/j.enpol.2013.10.064.

[5] Allouhi A, El Fouih Y, Kousksou T, Jamil A, Zeraouli Y, Mourad Y. Energy con-
sumption and efficiency in buildings: current status and future trends. J Clean Prod
2015;109:118–30. https://doi.org/10.1016/j.jclepro.2015.05.139.

[6] Defaix PR, van Sark WGJHM, Worrell E, de Visser E. Technical potential for pho-
tovoltaics on buildings in the EU-27. Sol Energy 2012;86:2644–53. https://doi.org/
10.1016/j.solener.2012.06.007.

[7] Ekoe A, Akata AM, Njomo D, Agrawal B. Assessment of Building Integrated
Photovoltaic (BIPV) for sustainable energy performance in tropical regions of
Cameroon. Renew Sustain Energy Rev 2017;80:1138–52. https://doi.org/10.1016/
j.rser.2017.05.155.

[8] James PAB, Jentsch MF, Bahaj AS. Quantifying the added value of BiPV as a shading
solution in atria. Sol Energy 2009;83:220–31. https://doi.org/10.1016/j.solener.
2008.07.016.

[9] Biyik E, Araz M, Hepbasli A, Shahrestani M, Yao R, Shao L, et al. A key review of
building integrated photovoltaic (BIPV) systems. Eng Sci Technol an Int J
2017;20:833–58. https://doi.org/10.1016/j.jestch.2017.01.009.

[10] Yang T, Athienitis AK. A review of research and developments of building-in-
tegrated photovoltaic/thermal (BIPV/T) systems. Renew Sustain Energy Rev

Fig. 17. Side-by-side rendering of the reference case (a) with 10 louvres and the Pareto optimized configuration (b).

E. Taveres-Cachat, et al. Applied Energy 247 (2019) 731–744

743



2016;66:886–912. https://doi.org/10.1016/j.rser.2016.07.011.
[11] Jakica N. State-of-the-art review of solar design tools and methods for assessing

daylighting and solar potential for building-integrated photovoltaics. Renew
Sustain Energy Rev 2018;81:1296–328. https://doi.org/10.1016/j.rser.2017.05.
080.

[12] Maturi L, Adami J. Building Integrated Photovoltaic (BIPV) in Trentino Alto Adige.
Springer; 2018.

[13] Leslie RP. Capturing the daylight dividend in buildings: why and how? Build
Environ 2003;38:381–5. https://doi.org/10.1016/S0360-1323(02)00118-X.

[14] Jakubiec JA, Reinhart CF. The ’adaptive zone’-a concept for assessing discomfort
glare throughout daylit spaces. Light Res Technol 2012;44:149–70. https://doi.org/
10.1177/1477153511420097.

[15] Matusiak BS. Glare from a translucent façade, evaluation with an experimental
method. Sol Energy 2013;97:230–7. https://doi.org/10.1016/j.solener.2013.08.
009.

[16] Gratia E, De Herde A. Design of low energy office buildings. Energy Build
2003;35:473–91. https://doi.org/10.1016/S0378-7788(02)00160-3.

[17] Tzempelikos A, Athienitis AK. The impact of shading design and control on building
cooling and lighting demand. Sol Energy 2007;81:369–82. https://doi.org/10.
1016/j.solener.2006.06.015.

[18] Zhang X. Building performance evaluation of integrated transparent photovoltaic
blind system by a virtual testbed; 2014.

[19] Alzoubi HH, Al-Zoubi AH. Assessment of building facade performance in terms of
daylighting and the associated energy consumption in architectural spaces: Vertical
and horizontal shading devices for southern exposure facades. Energy Convers
Manag 2010;51:1592–9. https://doi.org/10.1016/j.enconman.2009.08.039.

[20] Mandalaki M, Zervas K, Tsoutsos T, Vazakas A. Assessment of fixed shading devices
with integrated PV for efficient energy use. Sol Energy 2012;86:2561–75. https://
doi.org/10.1016/j.solener.2012.05.026.

[21] Palmero-Marrero AI, Oliveira AC. Effect of louver shading devices on building en-
ergy requirements. Appl Energy 2010;87:2040–9. https://doi.org/10.1016/j.
apenergy.2009.11.020.

[22] Kim JJ, Jung SK, Choi YS, Kim JT. Optimization of photovoltaic integrated shading
devices. Indoor Built Environ 2010;19:114–22. https://doi.org/10.1177/
1420326X09358139.

[23] Oh MH, Lee KH, Yoon JH. Automated control strategies of inside slat-type blind
considering visual comfort and building energy performance. Energy Build
2012;55:728–37. https://doi.org/10.1016/j.enbuild.2012.09.019.

[24] Zhang X, Lau SK, Lau SSY, Zhao Y. Photovoltaic integrated shading devices
(PVSDs): a review. Sol Energy 2018;170:947–68. https://doi.org/10.1016/j.
solener.2018.05.067.

[25] Lee ES, Selkowitz SE, Dibartolomeo DL, Klems JH, Clear RD, Konis K, et al. High
performance building façade solutions PIER final project report. Berkeley, CA
(United States): Lawrence Berkeley National Lab. (LBNL); 2009.

[26] Jayathissa P, Zarb J, Luzzatto M, Hofer J, Schlueter A. Sensitivity of building
properties and use types for the application of adaptive photovoltaic shading sys-
tems. Energy Procedia 2017;122:139–44. https://doi.org/10.1016/j.egypro.2017.
07.319.

[27] Goia F, Haase M, Perino M. Optimizing the configuration of a façade module for
office buildings by means of integrated thermal and lighting simulations in a total
energy perspective. Appl Energy 2013;108:515–27. https://doi.org/10.1016/j.
apenergy.2013.02.063.

[28] Yoo S-H, Lee E-T. Efficiency characteristic of building integrated photovoltaics as a
shading device. Build Environ 2002;37:615–23. https://doi.org/10.1016/S0360-
1323(01)00071-3.

[29] Yoo SH, Manz H. Available remodeling simulation for a BIPV as a shading device.
Sol Energy Mater Sol Cells 2011;95:394–7. https://doi.org/10.1016/j.solmat.2010.
02.015.

[30] Ibraheem Y, Piroozfar P, Farr ERP. Integrated façade system for office buildings in
hot and arid climates: a comparative analysis. In: Dastbaz M, Gorse C, Moncaster A,
editors. Build inf model build performance, des smart constr. 1st ed.Springer; 2017.
p. 273–88https://doi.org/10.1007/978-3-319-50346-2_19.

[31] Bahr W. Optimal design parameters of the blinds integrated photovoltaic modules
based on energy efficiency and visual comfort. Cent Eur towar sustain build,
Prague, Czech Republic. 2013. p. 1–10.

[32] Mandalaki M, Tsoutsos T, Papamanolis N. Integrated PV in shading systems for
Mediterranean countries: balance between energy production and visual comfort.
Energy Build 2014;77:445–56. https://doi.org/10.1016/j.enbuild.2014.03.046.

[33] Datta G. Effect of fixed horizontal louver shading devices on thermal performance
of building by TRNSYS simulation. Renew Energy 2001;23:497–507. https://doi.
org/10.1016/S0960-1481(00)00131-2.

[34] Grynning S, Lolli N, Wågø S, Risholt B. Solar shading in low energy office buildings
– design strategy and user perception. J Daylight 2017;4:1–14. https://doi.org/10.
15627/jd.2017.1.

[35] Hoffmann S, Lee ES, McNeil A, Fernandes L, Vidanovic D, Thanachareonkit A.

Balancing daylight, glare, and energy-efficiency goals: an evaluation of exterior
coplanar shading systems using complex fenestration modeling tools. Energy Build
2016;112:279–98. https://doi.org/10.1016/j.enbuild.2015.12.009.

[36] Hwang T, Kang S, Kim JT. Optimization of the building integrated photovoltaic
system in office buildings – focus on the orientation, inclined angle and installed
area. Energy Build 2012;46:92–104. https://doi.org/10.1016/j.enbuild.2011.10.
041.

[37] Loonen RCGM, Favoino F, Hensen JLM, Overend M. Review of current status, re-
quirements and opportunities for building performance simulation of adaptive fa-
cades. J Build Perform Simul 2017;2:205–23.

[38] Bustamante W, Uribe D, Vera S, Molina G. An integrated thermal and lighting si-
mulation tool to support the design process of complex fenestration systems for
office buildings. Appl Energy 2017;198:36–48. https://doi.org/10.1016/j.
apenergy.2017.04.046.

[39] Khoroshiltseva M, Slanzi D, Poli I. A Pareto-based multi-objective optimization
algorithm to design energy-efficient shading devices. Appl Energy
2016;184:1400–10. https://doi.org/10.1016/j.apenergy.2016.05.015.

[40] Manzan M, Clarich A. FAST energy and daylight optimization of an office with fixed
and movable shading devices. Build Environ 2017;113:175–84. https://doi.org/10.
1016/j.buildenv.2016.09.035.

[41] Manzan M. Genetic optimization of external fixed shading devices. Energy Build
2014;72:431–40. https://doi.org/10.1016/j.enbuild.2014.01.007.

[42] Hamdy M, Nguyen A-T, Hensen JLM. A performance comparison of multi-objective
optimization algorithms for solving nearly-zero-energy-building design problems.
Energy Build 2016;121:57–71. https://doi.org/10.1016/j.enbuild.2016.03.035.

[43] Zhang A, Bokel R, van den Dobbelsteen A, Sun Y, Huang Q, Zhang Q. Optimization
of thermal and daylight performance of school buildings based on a multi-objective
genetic algorithm in the cold climate of China. Energy Build 2017;139:371–84.
https://doi.org/10.1016/j.enbuild.2017.01.048.

[44] Lu Y, Wang S, Yan C, Huang Z. Robust optimal design of renewable energy system
in nearly/net zero energy buildings under uncertainties. Appl Energy
2017;187:62–71. https://doi.org/10.1016/j.apenergy.2016.11.042.

[45] Sun L, Lu L, Yang H. Optimum design of shading-type building-integrated photo-
voltaic claddings with different surface azimuth angles. Appl Energy
2012;90:233–40. https://doi.org/10.1016/j.apenergy.2011.01.062.

[46] Méndez Echenagucia T, Capozzoli A, Cascone Y, Sassone M. The early design stage
of a building envelope: multi-objective search through heating, cooling and lighting
energy performance analysis. Appl Energy 2015;154:577–91. https://doi.org/10.
1016/j.apenergy.2015.04.090.

[47] Jayathissa P, Luzzatto M, Schmidli J, Hofer J, Nagy Z, Schlueter A. Optimising
building net energy demand with dynamic BIPV shading. Appl Energy
2017;202:726–35. https://doi.org/10.1016/j.apenergy.2017.05.083.

[48] Mulcué-Nieto LF, Mora-López L. Methodology to establish the permitted maximum
losses due to shading and orientation in photovoltaic applications in buildings. Appl
Energy 2015;137:37–45. https://doi.org/10.1016/j.apenergy.2014.09.088.

[49] Lee JB, Park JW, Yoon JH, Baek NC, Kim DK, Shin UC. An empirical study of
performance characteristics of BIPV (Building Integrated Photovoltaic) system for
the realization of zero energy building. Energy 2014;66:25–34. https://doi.org/10.
1016/j.energy.2013.08.012.

[50] Taveres-Cachat E, Bøe K, Lobaccaro G, Goia F, Grynning S. Balancing competing
parameters in search of optimal configurations for a fix louvre blade system with
integrated PV. Energy Procedia 2017;122. https://doi.org/10.1016/j.egypro.2017.
07.357.

[51] McNeel Robert and Associates. Rhinoceros version 5.0; 2015. https://www.
rhino3d.com/.

[52] Rutten D. Grasshopper – algorithmic modeling for Rhino version 0.9.0076; 2017.
http://www.grasshopper3d.com/ [accessed October 9, 2017].

[53] Ladybug tools; n.d. https://www.ladybug.tools/ [accessed May 30, 2018].
[54] Crawley DB, Lawrie LK, Winkelmann FC, Buhl WF, Huang YJ, Pedersen CO, et al.

EnergyPlus: creating a new-generation building energy simulation program. Energy
Build 2001;33:319–31. https://doi.org/10.1016/S0378-7788(00)00114-6.

[55] Kim HC, Fthenakis V, Choi J, Turney DE. Life cycle greenhouse gas emissions of
thin-film photovoltaic electricity systematic. Rev Harmoniz 2012;16. https://doi.
org/10.1111/j.1530-9290.2011.00423.x.

[56] Marwede M, Reller A. Estimation of life cycle material costs of cadmium telluride –
and copper indium gallium diselenide – photovoltaic absorber materials based on
life cycle material flows. J. Ind. Ecol. 2014;18:254–67. https://doi.org/10.1111/
jiec.12108.

[57] Reinhart CF, Mardaljevic J, Rogers Z, Reinhart CF, Mardaljevic J, Dynamic ZR, et al.
Dynamic daylight performance metrics for sustainable building design. LEUKOS – J
Illum Eng Soc North Am 2006;3:7–31. https://doi.org/10.1582/LEUKOS.2006.03.
01.001.

[58] Davis L. Handbook of genetic algorithms. New York: Van Nostrand Reinhold; 1991.
[59] Vierlinger R. Multi objective design interface. TU Wien; 2013https://doi.org/10.

13140/RG.2.1.3401.0324.

E. Taveres-Cachat, et al. Applied Energy 247 (2019) 731–744

744



Appendix 

 
 

 

 

 

 

 

 

A4 Paper IV 

Co-simulation and validation of the performance of a highly flexible 
parametric model of an external shading system 

E Taveres-Cachat, F Goia 
Building and Environment Volume 182, 107111, (2020) 

 
  



 



Building and Environment 182 (2020) 107111

Available online 24 July 2020
0360-1323/© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Co-simulation and validation of the performance of a highly flexible 
parametric model of an external shading system 

Ellika Taveres-Cachat a,b, Francesco Goia a,* 

a Norwegian University of Science and Technology, Department for Architecture and Technology, Trondheim, Norway 
b SINTEF Community, Department for Architecture, Building Materials and Construction, Trondheim, Norway   

A R T I C L E  I N F O   

Keywords: 
Parametric design 
Louvred shading system 
Experimental validation 
Full-scale test 
Automated calibration 
Daylighting analysis 
Thermal model 

A B S T R A C T   

The article presents a validation study of a modelling approach implemented in a numerical script for external 
louvred shading systems based on an experimental analysis in a full-scale test facility. The model developed to 
abstract the system was entirely parametric and used co-simulation to predict the indoor air temperature and 
illuminance levels in two points of the test cell. 

The calibration of the model of the test facility was carried out using a combination of two methods: auto-
mated calibration based on multi-objective optimization with a genetic algorithm and manual calibration. In 
total, six different configurations of the external shading system with varying complexity were investigated to 
validate the script. Its performance was assessed using three metrics: the root mean square error, the coefficient 
of variation of the root mean square error, and the normalized mean bias error. 

The results showed that the thermal environment was simulated with consistent accuracy for all the cases 
investigated, predicting air temperatures with an error well within the tolerance of building performance 
simulation tools and the experimental uncertainty. The daylighting model satisfactorily captured the different 
dynamics of illuminance peaks and dips, replicating the variations between different configurations, but with a 
lower degree of accuracy than for the thermal simulations.   

1. Introduction 

1.1. Parametric scripting and co-simulation in building performance 
simulation 

Parametric software allow the exploration of a larger solution space 
in early design stages when changes are still relatively easy to implement 
and less costly. These tools rely on an explicit dynamic linkage between 
geometric definitions of the buildings elements, system parameters, and 
whole-building performance [1,2]. Because these tools can simulta-
neously be used as interfaces to different building simulation engines, 
they can help increase the interoperability of simulation tools by sup-
porting co-simulation frameworks. Co-simulation is a method used in 
building performance simulation which allows coupling different 
models that describe parts of the building (i.e. thermal models, 
daylighting models etc.), each of which is run in a different simulation 
tool in a way that they can exchange simulation data during run-time 
[3]. Co-simulation is specifically interesting for the study of geometri-
cally complex shading systems or façade elements that simultaneously 

affect multiple parameters of indoor comfort (thermal and visual) and 
energy use, and which still suffer from simulation deficiencies in 
building simulation [4]. The development of new simulation approaches 
is thus useful as it can help investigate advanced control strategies or 
complex geometries [5–8] as well as support the development of design 
approaches such as free form facades and shading elements [9]. 

Previous studies using parametric design coupled to optimization 
algorithms have underlined the greater amount of flexibility and control 
over design problems they obtained and the increased ability to manage 
complex interactions between micro- and macrosystems [10–12]. This 
method has also been used to define more advanced control strategies, 
for example in kinetic façade studies [13–15], by dynamically con-
necting shading system properties such as size and movements to 
daylighting strategies and occupant visual and thermal comfort. 
Developing performance-based design workflows and integrating them 
into one parametric script can further help create interdisciplinary 
studies that combine architectural aspects like building morphology and 
façade design with engineering fields looking at energy demand, 
renewable energy availability, microclimate effects, and carbon 
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emissions to define optimal designs [16–18]. 

1.2. Model validation 

Building performance simulation and co-simulation are powerful 
tools to assess and predict the quality of building designs in terms of 
energy use, operational costs, indoor climate and more. To ensure that 
this approach is viable, simulations results must also be validated to 
safeguard their accuracy, reliability, and robustness. When it comes to 
shading systems, experimental validation is important because it can 
help improve existing models in software [19–24] and help develop new 
modelling approaches for complex or novel façade- and shading ele-
ments [24–28]. It also allows comparing more accurately different so-
lutions with baselines, characterizing the performance of novel 
components, and understanding the relationships between actual versus 
simulated performance - which in turn drives product development. 

Model validation of façade components is used to verify both thermal 
and daylighting models [29–34]. Commonly, models are calibrated 
before they are validated using existing measurement data to overcome 
limitations and uncertainties connected to input data. This can be done 
using global or local sensitivity analysis, manual calibration methods, 
and more recently automated techniques for model calibration. 
Different procedures and approaches for automated calibration can be 
found in the literature [35–40], most of which typically use mathe-
matical and statistical key performance indicators like the Root Mean 
Square Error (RMSE), the Normalized Mean Bias Error (NMBE), or the 
Coefficient of Variation of the Root Mean Square Error (CV RMSE). The 
impact of the choice of the indicator or combination of indicators used in 
the calibration on the accuracy of the model is investigated and dis-
cussed in Ref. [41]. 

2. Innovative aspects of the study and outputs 

The work in this article presents the co-simulated performance of a 
highly flexible parametric model of an external louvred shading system, 
the results of which are validated using experimental data from a full- 
scale laboratory to ensure its robustness. The geometric definition of 
the model used for this study was developed using the parametric design 
tool Rhinoceros v5 by McNeel & Associates [42] and its visual pro-
gramming editor Grasshopper [43]. The model developed is built in an 
entirely parametric way and allows for a high degree of freedom in the 
geometric definition of the individual louvres to support free form 
search studies. Among other parameters, it allows defining the number 
of louvres in the system, their individual width, spacing, and angle as 
well as their appearance. The model is also set up in a way that the 
material and geometric input parameters can be used in optimization 
studies and ensures that the distribution of the louvres does not contain 
any geometric collisions by dynamically defining individual vertical 
distribution constraints based on adjacent louvre sizes and tilt angles. 
Because Grasshopper is compatible with a large number of plug-ins 
including the Ladybug tools [44] and sub-packages Ladybug, Honey-
bee, Honeybee [+], Butterfly, and Dragonfly [45], the model can be 
connected to validated building energy performance simulation engines 
such as EnergyPlus [46] and the backwards ray-tracing engine Radiance 
[47]. In this study, co-simulation was used to describe both the thermal 
model and the daylighting model of the system simultaneously by con-
necting geometric outputs to Honeybee daylighting analysis via Hon-
eybee_context and to energy simulations by connecting to the 
EnergyPlus module in Honeybee. It is important to note that the ge-
ometry of the shading system was not created using the component for 
integrated shading systems nor was it implemented as a BSDFs, but it 
was modelled as a “Honeybee_context” shading element in the Honey-
bee legacy plug-in. Special care was given to ensure that its reflectance 
was considered both in the daylighting and in the thermal simulations as 
this is not a default setting. The model and its degree of flexibility are 
described in the appendix with a link allowing to download the model 

from a data repository for further use. 
The experimental data used to validate the model was collected in a 

full-scale test laboratory which was equipped with a series of different 
versions of the shading system and collected weather data, temperature 
data, and illuminance data, offering the possibility of a full character-
ization of the system investigated. The experimental campaign started in 
the second week of June 2019 and lasted until the first week of August 
2019 in the location of Trondheim (Norway), in total providing two 
months of data and a range of varying boundary conditions. These 
separate studies aimed at testing key aspects of the robustness of the 
modelling approach, such as the effect of the density and regularity of 
the shading device configuration, or the architectural expression of the 
system. 

The main output of this work is thus a modelling workflow, which 
can be used for the co-simulated performance of external louvred 
shading systems characterized by a high degree of flexibility. It aims at 
contributing to exploring applications of parametric design and ongoing 
multi-physical validation efforts of models for shading systems, specif-
ically for systems which cannot be modelled with existing predefined 
modules inside whole building simulation tools. This approach is also 
useful to provide an assessment of the accuracy of using parametric 
shading device models for studies in which using a more detailed model 
of a fenestration system, such as a bidirectional scattering surface dis-
tribution (BSDF) description, is either not possible or not convenient. 
For example, if one is interested in exploring free form facades or using 
optimization algorithms, creating a new BSDF for each simulation run 
may lead to too much computational overhead. 

The remainder of this article is set up with the following structure: in 
section 3, the methodology for the study is laid out and describes the 
parametric modelling assumptions, the test facility used, and the pro-
cedure for the calibration and the validation. The results of both the 
calibration and the validation are presented in section 4, with a sepa-
ration between the results obtained for the test facility without the 
shading system and those obtained with the shading system. Section 5 of 
this article contains the discussion of the validation results obtained, as 
well as the limitations of the study. Finally, the conclusions of the study 
are presented in section 6. 

3. Methodology 

3.1. Description of the building performance simulation model 

For the experimental assessment presented in this study, the input of 
the model was set up to generate an external fixed louvred shading 
system with 155 mm wide louvres with variable tilt angles. The system 
modelled and studied is based on an existing passive louvre system [48] 
which was modified in its set up to accommodate a much larger degree 
of freedom, with a variable number of louvres that can be vertically 
distributed in any chosen way. Each louvre can individually be tilted 
using interchangeable brackets from 0◦ (horizontal) to 45◦ in 15◦ in-
crements (Fig. 1). An early modelling approach of this system is also 
described in a previous study available in Ref. [49]. 

The modelling approach developed in this work was used to generate 
the studied louvred shading system in front of a test chamber identical to 
the one used to validate the model experimentally. The properties and 
characteristics of the test chamber and the surrounding guard volume 
are described in section 3.2. The chamber itself is a rectangular volume 
modelled as a single zone surrounded by three volumes which were 
merged into a second zone and formed the guard room around the 
chamber. 

While the test chamber was modelled as unconditioned for reasons 
discussed in section 3.2, the guard room zone was conditioned with an 
ideal system with scheduled heating and cooling setpoint temperatures. 
These dynamically scheduled setpoints were defined to match the 
measured surface temperatures of the test cell chamber wall (measured 
on the side of the guard volume). The interior convection coefficients on 
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these surfaces were increased to fictionally high values to ensure that the 
temperatures of the surfaces of the test chamber (facing the guard room) 
were identical to the air temperature of the guard room, and thus, rec-
reating the boundary conditions which were measured during the 
experiments. 

For the daylighting model, two analysis surfaces were created inside 
the model of the chamber to replicate the measurement points of illu-
minance on a desk and on the ceiling. The simulated illuminance 
measured in the model was calculated as the average illuminance on a 
10 cm × 10 cm surface centred around the position of the sensor. The 
desk sensor was placed at 1.30 m from the window (desk height 0.8 m) 
and the ceiling sensor was located at 3 m height in the middle of the 
room. 

To characterize the effect of the shading system on the air temper-
ature and illuminance levels in the chamber, six different cases corre-
sponding to six different configurations were investigated (Table 1). 
These configurations differed from one another in the number of louvres 
considered in the system, the tilt angle of each louvre, the interspace 
between the louvres, and the colour of the louvres which was either dark 
blue (colours RAL 5000) or pure white (RAL 9010). The latter was used 
to investigate the effect of the appearance of the shading system. It is 
important to note that the cases with 13 modified louvres are 

configurations that aim to be more complex than the previous cases by 
having louvres that are no longer equally spaced and have several 
different tilt angles. This means that the shading system no longer forms 
a regular patterned shadow in front of the window. These configurations 
are interesting to investigate to understand how well the modelling 
approach applied to an odd geometry is translated into inputs for the 
different simulation engines. The choice of these configurations was 
based on previous work described in Ref. [50]. A vertical cross-section of 
the different shading system configurations is shown in Table 2. 

3.2. Description of the experimental facility 

The experimental campaign aiming to measure the effect of different 
configurations of the studied external louvred shading system was car-
ried out between June and August 2019 using one of the test chambers 
from the ZEB TestCell facility located in Trondheim, Norway. The test 
chamber is a rectangular room (with internal dimensions 2.5 m × 4.4 m - 
floor area 11 m2) with a height of 3.3 m. The interior walls, floor and 
ceiling are built of insulating polyurethane sandwich panels with a white 
aluminium casing. All the opaque surfaces in the test cell are white 
except for the floor which had an additional layer of 2 cm woodchip 
boards and the interior surface of the façade which had a similar light 

Fig. 1. Attachment of a blue louvre (left) and brackets for the four different angles the louvres can be tilted at (0, 15, 30, and 45◦ from horizontal) (right).  

Table 1 
Summary of the cases investigated in the experimental study.  

Case name Case description Calibration period and properties modified Validation period 

0 No shading device Thermal properties of the test chamber with automated 
calibration (see Table 6) 
Optical properties of the surfaces in the chamber with manual 
calibration (see Table 7) 
Duration: 2 days: August 3rd 7 a.m. to August 5th 7 a.m. 

Duration 2 days: August 5th 8 a.m. to 
August 7th 8 a.m. 

16 16 blue louvres equally spaced and tilted at 15◦

from horizontal 
Sensitivity analysis only affecting the reflectance value of the 
louvres 
3 days: June 16th 7 a.m. to June 19th 7 a.m. 

3 days: June 13th 7 a.m. to June 16th 7 a. 
m. 

13 13 blue louvres equally spaced and tilted at 15◦

from horizontal 
No calibration 3 days: June 20th 7 a.m. to June 23rd 7 a. 

m. 
13 modified 

A 
13 blue louvres with heterogenous spacing and tilt 
angles 

No calibration 3 days: July 8th 7 a.m. to July 11th 7 a.m. 

13 modified 
B 

13 blue louvres with heterogenous spacing and tilt 
angles 

No calibration 3 days: July 19th 7 a.m. to July 21st 7 a.m. 

13 white 13 white louvres equally spaced and tilted at 15◦

from horizontal 
No calibration 3 days: July 29th 7 a.m. to August 2nd 7 a. 

m.  
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brown colour at the time of the experiments. The south-facing façade 
element is built of insulated timber frame with a 2.2 m × 2 m triple pane 
window with argon gas (Fig. 2). More details about the window are 
provided in Table 3. A more exhaustive description of the whole test cell 
facility in Ref. [51]. 

For this study, although the test chamber is equipped with a full 
HVAC system to condition the indoor volume, the chamber was left 
unconditioned while the surrounding guard volume was conditioned. 
The reasons for this choice were plural. First, keeping the volume un-
conditioned created larger temperature fluctuations which could be 
measured more accurately than a smaller temperature signal. Second, if 
the volume were conditioned with an HVAC system and setpoints, the 
measurements would have to be done on the amount of energy delivered 
to condition the room. This would have required many more assump-
tions regarding the modelling of the HVAC system itself, and would have 
added significant uncertainty to the results of the model. The nature of 
the data recorded during the experimental campaign is summarized in 
Table 4 and Table 5. 

It is important to note that the sensors measuring the illuminance 
level in the chamber were set with two different ranges (see Table 5). 
This choice was as a compromise between limiting the time the sensors 
would saturate and obtaining accurate readings. Because this study did 
not assess the risk of glare, the goal of these measurements was only to 

investigate whether the space with the shading system would receive a 
minimum threshold value of illuminance. 

During the time of the experiments, weather data was collected by a 
weather station to create an EPW weather data file for the corresponding 
analysis period. Because the pyranometer of the weather station only 
recorded global irradiance, the Engerer2 code described in Ref. [52] was 
used to obtain the fractions of diffuse and direct radiation (W/m2). This 
algorithm was selected because it is validated, and its developers found 
that it performed particularly well with hourly radiation data in cold 
climates in latitudes close to the ones of Trondheim. 

Table 2 
Vertical cross-sections of the facade with the different shading configurations, including individual louvre tilt angles and interspaces. 

Fig. 2. Facade of the test cell facility and a picture of the test chamber used.  

Table 3 
Characteristics of the window of the test 
cell. 

Table 4 
Quantities measured inside the test chamber during the experimental campaign.  

Quantities measured in cells Uncertainty on measure 

Air temperature at 1 and 2 m height ±0.5 ◦C 
Illuminance on a surface at 0.8 m height (desk surface) 

and 3 m height (ceiling surface). Note that the 
sensor on the desk was set to have a measurement 
range of 0–1000 lux while the one on the ceiling was 
set to have a measurement range of 0–500 lux 
(sensor manufacturer S + S Regeltechnik) 

±5% of the maximum 
value in the range  
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3.3. Description of the procedure for the calibration of the thermal and 
daylighting models 

The calibration period defined for case 0 spanned a two-day period 
during which no shading system was installed on the test cell facility. 
The calibration itself was done using the multi-objective optimization 
plug-in Octopus [53] with the following procedure. First, a small num-
ber of parameters were selected on the basis that they had the most 
uncertainty due to lacking documentation or because previous sensi-
tivity studies [54] had determined them to have the most impact on the 
heat balance of the test chamber. These parameters were then provided 
as input to the algorithm with a range of values they could take. Second, 
the objectives of the optimization were defined by a fitness function 

which aimed at minimizing the root mean square error (RMSE) between 
the measured and the simulated air temperature in the chamber at each 
hour, as well as reducing the maximum hourly error for each day (peak 
error). To avoid overfitting the model, the range of the input parameters 
used by the Octopus algorithm was contained, at most, within a ±10% 
interval of the assumed or known value except for the g-value for which 
a value 15% lower than what was provided by the window manufacturer 
was set as the lower boundary. This assumption was based on the 
findings of [55], which showed that the discrepancies between 
measured and announced g-values of double glazed units could reach up 
to 23% during a summer period in the same location as the experiments 
described in our study. 

For the daylighting model of the cell without the shading system, a 
similar procedure was followed, but using a manual calibration on the 
same two days used for the automated thermal calibration. This was 
because the saturation point of the sensors was reached for many hours 
during the day when the chamber had no shading. A second daylighting 
calibration, this time only focusing on the reflectance values of the 
shading system, was carried out over another set of two days when the 
test chamber was set up with the case study called case 16. In this case, a 
light hand calibration was used on one parameter only. 

In the fitness function for the optimization, the RMSE (Eq. (1)) was 
calculated according to the following formula where N is the total 
number of values, m is the measured value and s is the simulated value, 
both at time step i: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1(mi − si)
2

N

√

(Eq. 1) 

The accuracy of the thermal and daylighting models for each case 
was evaluated using two additional metrics: the CV RMSE or coefficient 
of variation of the root mean square error in % (Eq. (2)) and the NMBE or 
normalized mean bias error (Eq. (3)). 

The CV RMSE is calculated similarly to the RMSE but uses m the 
average of measured value during the considered period, as follows: 

CV RMSE (%)=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(∑N

i=1
(mi − si)

2

N

)√

m
Eq. 2 

The NMBE is calculated according to the following formula: 

NMBE (%)=

∑N
i=1(si − mi)

N × m
Eq. 3  

3.4. Description of the procedure for the validation of the thermal and 
daylighting models 

For each calibration and validation procedure, two completely in-
dependent data sets were used each time to ensure that the model results 
were reliable. For the cases with the shading system (case 16, 13, 13 
modified A, 13 modified B, and 13 white), the model was also run with 

Table 5 
Quantities measured in the guard volume and by the weather station during the 
experimental campaign.  

Quantities measured in guard volume and by weather 
station 

Uncertainty on 
measure 

Air temperature in guard volume in multiple points ±0.5 ◦C 
Surface temperatures in multiple points on the chamber 

walls on the side of the guard volume 
±0.5 ◦C 

Global horizontal irradiance (thermopile) II class pyranometer 
Exterior dry bulb temperature ±0.15 ◦C +

0,1%measured 

Exterior air relative humidity ±1.5%rh 

+1.5%measured 

Wind speed and wind direction (ultrasonic sensor) accuracy speed: ±3%; 
accuracy direction: 
±2 deg. 

Dew point temperature ±0.15 ◦C +
0.1%measured 

Atmospheric pressure (piezoresistive sensor) ±50 Pa  

Table 6 
Parameters used for the calibration of the thermal model.  

Parameter used for 
calibration of thermal 
model 

Nominal value Value range given 
as input 

Final 
value 

U-value of the façade 
including window 
frame construction 
and thermal bridge 

Wall construction 0.18 
W/m2K 
Frame construction 1.45 
W/m2K 
Total thermal bridge 
0.34 W/K 
Total equivalent to 0.52 
W/m2K 

Total value 
between 
[0.52:0.60] W/ 
m2k 

0.52 
W/ 
m2k 

Thermal mass surface 
equivalent 

Significant amount of 
equipment in room with 
high thermal mass 

[5.0:15.0] m2 of 
material 
equivalent to 1 cm 
of concrete 

15 m2 

Internal load Estimated to 10 W, only 
due to measuring 
equipment in room 

[10:15] W 10 W 

Infiltration to the 
outdoor 

Estimated from previous 
reports between 0.10 
and 0.15 h− 1 excluding 
infiltration due to cables 
exiting through window 
frame 

[0.1: 0.3] h− 1 0.3 
h− 1 

U-value of the internal 
walls of the cell 

0.23 W/m2K without 
considering thermal 
bridges/ up to 0.40 W/ 
m2K including 
geometrical thermal 
bridges 

[0.23:0.40] W/ 
m2K 

0.40 
W/ 
m2K 

g value of the glazing 
assembly 

0.38 from manufacturer [0.33:0.38] 0.33 

U value of glazing 0.62 W/m2K from 
manufacturer 

[0.62:0.68] W/ 
m2K 

0.68 
W/ 
m2K  

Table 7 
Parameters used for the calibration of the daylighting model.  

Parameters used for the 
calibration of the 
daylighting model 

Nominal value Value range 
given as input 

Final 
value 

Reflectance of internal 
walls 

White surface [0.70:0.85] 0.80 

Reflectance of floor Chip board [0.30:0.40] 0.30 
Reflectance ceiling White surface with 

many obstacles (ducts 
and light fixtures) 

[0.70:0.85] 0.80 

Reflectance of blue 
louvres 

0.066 from RAL 5000 
paint reference 

[0.05:0.10] 0.07 

Reflectance of white 
louvres 

0.85 from RAL 9010 
paint reference 

[0.80:0.90] 0.85  
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new datasets representing a simulation period of three consecutive days 
starting at 7 a.m. on the first day and ending at 7 a.m. on the last day. For 
each period considered, as much as possible, the days selected for the 
validation period were chosen to be a series of days containing one fully 
sunny day, one slightly cloudy day, and one cloudy day. The choice of 
the starting times for the analysis, that is 7 a.m., was selected to create 
consistency. Each time the shading configurations were changed during 
the experiments, the switch was done in the early morning at approxi-
mately 7 or 8 a.m. and required about 40 minutes to execute. It was 
assumed that it would take about 24 h before the data recorded was no 
longer influenced by the louver switching intervention, and so the data 
recorded on these switching days was discarded until the next day at 7 a. 
m. This method was followed for each set of measurements to avoid any 
dependency of the data collected on the order of the cases investigated. 

To assess whether the model could be validated or not, the same 
metrics used during the calibration were calculated for the new set of 
results (RMSE, CV RMSE and NMBE). Additionally, a graphical assess-
ment was used to understand whether the simulated values also matched 
visually with the measured data. This was specifically important for the 
daylighting model because illuminance values can vary very rapidly 
and, in theory, a model giving statistically accurate values could fail to 
capture the dynamics of the measured data and suffer from a cancella-
tion effect between time steps. 

4. Results 

4.1. Results of the calibration and validation of the simulation model 
without a shading device 

The results for the calibration and validation of the thermal model of 
the chamber without the shading device (case 0) are presented in 
Table 6. For the daylighting model, the hand calibration of the model 
yielded the values given in Table 7. 

The results of the simulated values for the illuminance levels and air 
temperature in the chamber given by the calibrated model are compared 

against the measured values in Fig. 3 and the accuracy of the calibrated 
model is estimated in Table 8. The outdoor boundary conditions (out-
door air temperature and global horizontal irradiance) are provided 
below each graph to compare the results of the model and the mea-
surements to the variations of intensity of the environmental signal. 
From Fig. 3 and Table 8, it possible to see that the simulated temperature 
was almost always within the uncertainty interval of the measured value 
(±0.5 ◦C) and yielded an RMSE of 0.5 ◦C. The CV RMSE was +2% and 
the NMBE was 2%, which indicates that the distance between the 
measured and simulated data points was small, and the level of accuracy 
of the model is well within the acceptable error of building performance 
simulation tools. Overall, the evolution of the indoor air temperature in 
the chamber without the shading system followed the same trend as the 
outdoor air temperature, but had a small delay of approximately one to 
two hours in the peaks due to the inertial effect of the test cell. 

For the daylighting, the model with the selected parameters recre-
ated the correct shape of the signal for solar irradiation entering the 
chamber, and captured the small dips in daylight levels measured both 

Fig. 3. Results of the calibration of the model for case 0 (no shading) during the period August 3rd 7 a.m. to August 5th 7 a.m.  

Table 8 
Metrics to estimate the accuracy of the model after calibration and validation.  

Model Quantity Calibration period 
(August 3rd 7 a.m. to 
August 5th 7 a.m.) 

Validation period 
(August 5th 8 a.m. to 
August 7th 8 a.m.) 

Thermal RMSE 0.5 ◦C 0.6 ◦C 
CV 
RMSE 

2% 2% 

NMBE 2% 2% 
Daylighting on 

desk 
RMSE 41 lux 71 lux 
CV 
RMSE 

8% 14% 

NMBE 0% − 3% 
Daylighting on 

ceiling 
RMSE 36 lux 35 lux 
CV 
RMSE 

17% 15% 

NMBE 10% 8%  
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on the ceiling and on the desk surfaces. Despite the boundary conditions 
depicting one fully sunny day and one slightly cloudier day, both illu-
minance sensors in the chamber saturated during the middle of the day 
and made it impossible to calibrate the model with peak illuminance 
levels. For the daylighting model the RMSE was calculated as 41 lux and 
36 lux for the desk and the ceiling surface respectively, the CV RMSE as 
8% and 17% and the NMBE as 0% and 10% again for the desk and ceiling 
surface respectively. 

The model was then tested on a new independent data set repre-
senting two days in order to be validated. The results of the validation 
phase of this study are reported alongside those of the calibration period 
in Table 8 and show that the RMSE was 0.6 ◦C for the thermal model. As 
can be seen in Fig. 4, the air temperature simulated in the chamber was 
also almost always within the confidence interval of the measured value, 
only slightly above during the first day. For the validation period, the CV 
RMSE of the thermal model was calculated as 2% and the NMBE as 2%. 
These two values indicate good accordance between the measurements 
and the simulation results, but the positive bias shows that the model 
predicted a slightly higher air temperature than what was measured in- 
situ. 

For the daylighting model, the shape of the illuminance dome 
received by the two surfaces in the chamber matched the measured il-
luminances as it did during the calibration period, but again it was not 
possible to compare peak illuminance levels because of the saturation 
points of the sensors. For the daylighting results, the RMSE was calcu-
lated as 71 lux and 35 lux for the desk and ceiling surface respectively, 
and the CV RMSE and NMBE were calculated as 14% and -3% for the 
desk, and 15% and 8% for the ceiling surface. Overall, the values given 
by the RMSE, CV RMSE, and NMBE for both models are considered close 
to the ones obtained during the calibration period given the accuracy of 
the sensors, and thus satisfactory in replicating the thermal and 
daylighting performance of the space under test. 

4.2. Results of the calibration and validation of the model with the 
shading device 

An overview of the results for all the cases is presented in Table 9 
before being discussed individually in the following section. Table 9 also 
shows the results of the second part of the calibration associated with 
determining the reflectance value of the louvres using case 16. For each 
case, as previously, two separate graphs are plotted: one for the 
daylighting model and one for the thermal model with the specific 
corresponding measured boundary conditions reported below each 
graph. 

The second calibration, which only changed the reflectance of the 
louvres was carried out manually over two days corresponding to June 
17th 7 a.m. until June 19th 7 a.m. and provided an RMSE of 0.2 ◦C for 
the thermal model, a CV RMSE of 5%, and an NMBE of 0%. For the 
daylighting model, the RMSE was calculated to be 42 lux on the desk and 
57 lux on the ceiling. The CV RMSEs were 18% and 35% for the desk and 
the ceiling respectively. Finally, the NMBEs were − 2% on the desk and 
− 24% on the ceiling. This calibration allowed determining a reflectance 
value of 0.07 for the blue louvres as reported earlier in Table 7 and the 
corresponding graphical results of the calibration are shown in Fig. 5. 

To validate the model for case 16, a simulation was run on a new set 
of data corresponding to three days between June 12th at 7 a.m. and 
June 15th at 7 a.m. The results of the simulation are shown in Fig. 6. 
These show that the simulated temperature was always either within or 
very close to the value measured and within the uncertainty range. The 
trend formed by the simulated temperatures, although almost identical 
in its shape, was slightly delayed compared to the measured values and 
the discharge phase (i.e. the time after the temperature peak) did not 
seem as rapid as it did in the measurements. According to Table 9, the 
calculated RMSE for the thermal model of the case 16 was also 0.2 ◦C. 
The CV RMSE was determined as 5% and the NMBE, once again, showed 
a negligible bias with a value of 0%. 

For the daylighting model, the model yielded an illuminance profile 
similar in its shape to the measured illuminance levels, this time without 

Fig. 4. Validation of the model for case 0 (no shading system) during the period August 5th 8 a.m. to August 7th 8 a.m.  
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the sensors saturating. The shape of the peaks was respected but the 
intensity was underestimated, especially on the last day of the valida-
tion. The RMSE, CV RMSE, and NMBE were 58 lux, 22%, − 10% and 46 
lux, 27%, − 17% for the desk and the ceiling surface, respectively. 

For the case 13, which had 13 louvres equally spaced and tilted at 
15◦, the thermal model was able to predict the air temperature inside the 
chamber within the uncertainty interval of the measured temperature as 
seen in Fig. 7. The simulation error was particularly small when the 
outdoor temperature and the global horizontal irradiance were lower. 
During this period, as shown in Table 9, the RMSE of the thermal model 
was 0.3 ◦C, the CV RMSE was 5%, and the NMBE -1%. All these values 
indicate that the model for case 13 maintained the same accuracy level 
as it had during the validation of the model without the shading system 
and with the shading system in case 16. 

For the daylighting model, the simulated illuminance on the desk 
and ceiling followed quite closely the values obtained with the mea-
surements. However, as in the previous case, the illuminance was often 
overestimated on the ceiling. On the third day, both simulated illumi-
nance profiles match the recorded global irradiance but provided a 
poorer match to the measured values, especially on the desk. The RMSE 

for the daylighting model for case 13 was calculated as 74 lux for the 
desk and 58 lux for the ceiling. The CV RMSE and NMBE were calculated 
as 25%, − 5% and 41%, 27% respectively for the two analysed surfaces. 
This indicated that the model was on average a less accurate in pre-
dicting illuminance on the ceiling in conditions where the illuminance 
profiles showed a large amount of variation during the day, and tended 
to overestimate the amount of light in the chamber. 

For the 13 louvres modified cases, the louvres were set up in a way 
that their spacing was heterogeneous and the angles of each louvre could 
also be different from one another as shown previously in Table 2. The 
results for the first one of the modified cases, referred to as case 13 
modified A, are shown in Fig. 8. For the thermal model, the predicted 
temperature was well within the uncertainty interval of the measured 
temperature during the days with lower outside temperature and 
weaker solar radiation. The RMSE of 0.2 ◦C indicates that the distance 
between the simulated and measured values was small (Table 9). The CV 
RMSE and NMBE which were − 5% and 0% were in line with the pre-
viously determined accuracies. 

For the daylighting model, the simulated values followed the trend of 
the measured values, but the daily profile shows a slight early dip in the 

Table 9 
Metrics calculated to assess the accuracy of the model predictions for all cases investigated.  

Engine/method Model Quantity Second calibrationa Validation 

Case 16 Case 16 Case 13 Case 13 mod. A Case 13 mod. B Case 13 white 

EnergyPlus Thermal RMSE 0.2 ◦C 0.2 ◦C 0.3 ◦C 0.2 ◦C 0.3 ◦C 0.2 ◦C 
CV RMSE 5% 5% 5% 5% 5% 1% 
NMBE 0% 0% − 1% 0% 0% 0% 

Daysim in Honeybee legacy Daylighting on desk RMSE 42 lux 58 lux 74 lux 52 lux 72 lux 82 lux 
CV RMSE 18% 22% 25% 16% 19% 35% 
NMBE − 2% − 10% − 5% 2% 0% − 1% 

Daylighting on ceiling RMSE 57 lux 46 lux 58 lux 40 lux 39 lux 25 lux 
CV RMSE 35% 27% 41% 29% 26% 11% 
NMBE − 24% − 17% 27% 18% 13% − 1%  

a Calibration of the optical properties (reflectance) of the shading device. 

Fig. 5. Results of the calibration of the louvre reflectance using case 16 during the period June 17th 7 a.m. to June 19th 7 a.m. (16 equally spaced and tilted louvres).  
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illuminance a couple of hours before the measurements did on days with 
higher solar irradiation. The RMSE values (52 and 40 lux) for the two 
surfaces were like those of case 16 and smaller than in case 13. The CV 
RMSE values showed the model was consistent in its level of accuracy for 
the ceiling surface (16%) and slightly more accurate than previously on 

the desk with a CV RMSE of 29%. In terms of the NMBE, the illuminance 
on the desk was, on average, overestimated by 2% while the illuminance 
on the ceiling was overestimated on average by 18%. 

For the second modified configuration (Fig. 9), referred to as case 13 
modified B, the thermal model predicted the air temperature with an 

Fig. 6. Results of the validation for case 16 (16 equally spaced and tilted louvres).  

Fig. 7. Results of the validation for case 13 (13 louvres equally spaced and tilted).  
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RMSE of 0.3 ◦C, the CV RMSE and NMBE were 5% and 0% respectively. 
These values are consistent with the previously reported values. 

The simulated illuminance values show that the model was able to 
reproduce the variations of the measured values but was less accurate 
when the light was more variable as it was on the last day. The RMSE 
value of 72 lux on the desk is like the value obtained in the case 16, and 

the RMSE of 39 lux is the lowest value obtained for the blue louvres all 
configurations considered. The CV RMSE values were 19% on the desk 
and 26% on the ceiling. The NMBEs also indicate a more accurate model 
with 0% on the desk and 13% on the ceiling surface. 

For the case with 13 white louvres, it was not possible to select three 
days with a large variation in the outdoor boundary conditions, and the 

Fig. 8. Results of the validation for case 13 modified A (variable interspacing of the louvres and angles).  

Fig. 9. Results of the validation for case 13 modified B (variable interspacing of the louvres and angles).  
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measurements were obtained during three mostly sunny days (Fig. 10). 
The results of the simulated temperature in the chamber were, once 
again, quite close to the measured values and within the uncertainty 
interval. However, the profile of the simulated temperature slightly 
underestimated the peak temperature. Overall the RMSE was 0.2 ◦C, 
which was identical to previous validation cases. Both the CV RMSE and 
NMBE reported in (Table 9) indicated that the model was as accurate as 
previously. 

For the daylighting models, because the boundary conditions con-
sisted of three very sunny days and due to the reflecting nature of the 
louvres, both sensors saturated during the day as previously during the 
first validation period. The global shape of the illuminance on the ceiling 
was in line with the measurements while the one for the desk showed a 
flawed trend in which the illuminance level on the desk dropped pre- 
emptively at the end of the day. As a result, the RMSE was as 82 lux 
on the desk surface while it was 25 lux on the ceiling. The CV RMSEs and 
NMBEs were 35%, − 1% and 11%, − 1% respectively, which makes this 
model one of the least accurate of the models investigated in predicting 
the illuminance on the desk and the most accurate on the ceiling. 

5. Discussion 

The approach chosen in this study was to use parametric design 
coupled to co-simulation to run both thermal energy and backwards ray- 
tracing daylighting simulations. The thermal model was calibrated using 
automated calibration, and yielded results that were within the uncer-
tainty of the simulation engine for all cases investigated (RMSE ≤ 0.3 ◦C, 
0 ≤ NMBE ≤ 1%). The CV RMSE was similar during validation and 
calibration (2%), and ranged from 1 to 5% for the cases with the shading 
system. This indicates that the thermal model was particularly accurate 
since, according to the authors of [41], calibrations with a CV RMSE 
below 3% provide the highest accuracy for the input parameters in en-
ergy or temperature simulations. 

The daylighting model estimated the illuminance at two different 

heights in the test chamber and was calibrated using hand calibration. 
The illuminance on the ceiling was predicted in all cases with an RMSE 
between 25 and 58 lux, but the CV RMSE and NMBE indicated that the 
model mostly overestimated the amount of light reaching the ceiling 
sensor. The illuminance predicted on the desk had an RMSE between 53 
lux and 74 lux, except for the case with white louvres where it was 82 
lux. Considering that the model without a shading device during the 
validation had an RMSE of 71 lux, the accuracy of the simulated illu-
minance on the desk for the cases with the blue (low-reflectance) louvres 
was as good as when there wasn’t a shading system, and slightly less 
when the system was white. The value of the CV RMSE on the desk was 
consistent for all the cases with shading devices, but was sometimes 
twice as much as when there was no shading system. This error could be 
due to the conditions during the calibration where the sensors saturated 
during the day, and may have provided a false sense of accuracy which 
was revealed when the shading system was present and the sensors no 
longer saturated. For the case with 16 louvres, it appeared that the 
model possibly underestimated the amount of light entering the room, 
which could be an issue tied to how the global solar radiation was split 
between its direct and diffuse components, or be due to how the Daysim 
software calculates sun positions. The latter is a weakness of the soft-
ware discussed in Ref. [57]. For other cases, the main type of error in the 
model seemed to appear on sunny afternoons where the simulated 
illuminance dropped ahead of the measured one, and the models always 
underestimated the amount of light. This error could be due to how 
direct radiation was reflected into the room. 

In order to provide a sense of the magnitude of the error related to 
using a simplified modelling approach such as is used in Daysim, two 
daylighting metrics, the daylighting autonomy (DA) [58] and the 
continuous daylighting autonomy (cDA) [59] were calculated on the 
desk surface based on the simulation results and the measurements. The 
calculations usied two different illuminance thresholds and a standard 
occupancy profile (7 a.m.–6 p.m. with all days considered weekdays). 
The results are shown in Fig. 11. Although these values only provide a 

Fig. 10. Results of the validation for case 13 white louvres (equally spaced and tilted at 15◦).  
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snapshot of the expected accuracy because of the limited analysis 
period, it is possible to see that most of the modelled cases yielded metric 
values within the uncertainty range of the measured values when using 
an illuminance threshold of 300 lux. With the higher threshold of 500 
lux, it appears that the models for the modified configurations were less 
accurate, but the differences reported are still within the 20% uncer-
tainty range of climate-based daylighting metrics [60]. 

Globally, the values outputted by the models showed that the accu-
racy of the simulations was below the maximum threshold defined in the 
ASHRAE guideline 14 [61] when it came to the thermal model, and 
within the uncertainty of the simulation engine. However, it is impor-
tant to keep in mind that the maximum values provided in the standard 
are for annual simulations with hourly values. This may indicate that the 
values calculated over a shorter time only reflect the accuracy of the 
model for the type of boundary conditions measured at that time, i.e. 
summer conditions with high solar altitudes. Model calibration and 
validation are nonetheless, by nature, under constricted problems and 
many models using different parameter input values can theoretically 
yield similar results. To make sure that the model is accurate during 
other times of the year, it would be useful to verify the results during a 
different time with different boundary conditions, for example during 
the winter, spring, or fall. 

Finally, the current model may suffer from certain limitations due to 
the modelling choices. For example, to avoid concave surfaces which 
may sometime lead to instability in the thermal engine, the oval-shaped 
surfaces of the louvres were not modelled as such but as diamond- 
shaped surfaces. This could impact how the radiation impinging on 
the louvres was reflected into the room. Additionally, because the lou-
vres were modelled as context elements, the thermal model does not 
consider their temperature and whether they radiate heat towards the 
glazed surface behind them. This aspect was, however, considered quite 
minimal given the fact the glazing assembly had a low thermal trans-
mittance with low e-coating and the airflow was not restricted around 

the shading system. For the daylighting model, the accuracy of the re-
sults was more inconsistent than for the thermal model, even though the 
illuminance profiles were well replicated by the model. Inaccuracies in 
the results could also be due to the fact that the daylighting model 
showed to be sensitive to shading masks from surrounding buildings and 
reflections. Unknowns of these parameters may be contributing to the 
deviations seen and possibly explain the discrepancies in the late af-
ternoon hours of sunny days. Despite these limitations, the results 
altogether indicate that the simplified shading model implemented in 
the Honeybee legacy model has an acceptable level of accuracy for early 
design phases to model louvred shading devices, even when they start to 
take on non-traditional setups and resemble more free form configura-
tions. However, the model may not be used for glare studies, as these are 
highly directional and work plan illuminance may not be enough. 

6. Conclusion 

In this study, a full-scale test facility was used to validate a highly 
flexible parametric co-simulation script for different configurations of an 
external louvred shading device. The simulations for the validation were 
carried out using a combination of thermal and ray-tracing simulation 
engines, which allowed assessing both daylighting and air temperature 
results. To ensure the robustness of the validation, six different cases 
corresponding to six different configurations were investigated. This 
approach aimed to understand whether the models could provide a 
consistent level of accuracy when specific properties of the system were 
modified such as the number of louvers, the homogeneity of the shadow 
created, and whether the model could accurately capture the effect of 
the appearance of the system. To further improve the robustness of this 
study, the calibration process is presented in detail including the specific 
precautions which were taken to avoid overfitting the data. First, the 
values of the parameters used for the calibration never deviated more 
than 10% from the nominal values. Second, the days selected for the 

Fig. 11. Evaluation of two daylighting metrics on the desk surface compared to experimental data.  
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validations were specifically picked to cover different boundary condi-
tions as much as possible. 

The results of this study showed that for all six cases considered, the 
results of the simulation were in good agreement with the measurements 
and it was possible to validate all the models. The thermal models for the 
shading system were specifically reliable with an RMSE between 0.2 and 
0.3 ◦C when the shading system was used. The models for the illumi-
nance were slightly less accurate and more sensitive to surroundings 
(context elements) around the test chamber. Indeed, the results were not 
able to completely capture every peak when the incoming radiation 
varied abruptly, which would create difficulties estimating glare situa-
tions for example. However, for work plane illuminance studies, the 
general trends of the measurements were satisfactory with a maximal 
RMSE of 58 lux on the ceiling and 82 lux on the desk. The work pre-
sented in this article supports the idea that parametric scripting can be 
used in the early design phase to model complex shading elements which 
are not described with BSDFs with a certain level of accuracy, and that 
these models can successfully be coupled to multiple simulation engines 
to achieve co-simulation. Additionally, the approach was proven to be 
compatible with automated calibrations processes using optimization 
algorithms. By nature, parametric scripts allow modellers to access and 
control specific parameters which may not always be easy to isolate in 
the interface of whole building simulation tools, and these same pa-
rameters can be used as inputs for the calibration process. The ability to 
perform mathematical operations directly in the canvas of the para-
metric script also allows calculating key metrics that can be used as 
fitness functions (objectives) for the optimization component. 

The output of this study is a robust grasshopper script which can be 
used and downloaded by users to model highly flexible external louvred 
shading systems considering a variable number of louvres, individually 
controlled tilt angles, material properties, and sizes. The script can be 
connected to daylighting studies and energy simulations as well as it can 
be implemented in optimization frameworks for more freeform search 
type studies for shading systems. Overall, the findings regarding the 
validation of the model are promising as façade design becomes more 
and more complex and the effect of non-conventional shading elements 
must be assessed considering the full spectrum of physical domains they 
interact with, that is light, air, and heat. As modern architecture evolves 
and façade elements gradually incorporate more and more functions, 
approaches such as the one described in this article are becoming more 
common for early design exploration and for this reason, validating 
models is of utmost importance to ensure the reliability and perfor-
mance of advanced façade designs. 
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Appendix 

Brief description of the script 

The louvred shading device is generated from the base geometry of 
the blades which is a diamond-shaped surface defined by the thickness 
of the louvres and their width. The diamond-shape is then multiplied n- 
times, with n being the number of louvres, initially evenly distributed 
along the vertical axis of the window geometry. Then, the individual 
height of each louvre can be modified by providing a list of coordinates 
for the desired position of the louvres. The tilt angle of the louvres is also 
controlled either with a single slider input if the louvres are equally 
tilted or a list of angles. The diamond-shaped base surface of the louvres 
is then rotated following that angle from the horizontal position. The 
base shapes are finally extruded to match the required width of the 
window. 

Each llouvre in the system can be further customized depending on 
the thickness, width and angle one wants to give it. To be able to freely 
distribute the llouvres in the vertical axis of the window, the script al-
lows multiple types of input: one can either require evenly spaced and 
distributed llouvres, a list of input with inter-louvre distances, a list of 
coordinates or a genetic pool panel with variable values in given ranges. 
When using the latter, an additional part of the script is used to avoid 
geometric collisions between the louvres. To do so, a so-called “safety 
interval” is calculated around each louvre based on the size and the 
angle of adjacent llouvres. This is used to create what could be consid-
ered a “no llouvre zone” and can be increased with an additional safety 
distance of choice. The position of the louvres is then effectively 
controlled by two parameters instead of just one, the size of the zones 
where the louvres can be, which are separated above and below by “no 
louvre zones” and a second input which controls the exact position of the 
louvre in that zone. 

Once the louvre geometries are created, the elements are connected 
to a Honeybee_context component with a radiance material description 
and then connected to the Honeybee_zone input of the Honey-
bee_annual_daylight component. For the thermal model, the geometries 
are connected to a different custom-made script which allows modifying 
the reflectance of the louvres by overwriting the default value of 0.2 in 
the IDF generated for EnergyPlus. This is done by generating text which 
should be connected in the additional strings input and redefines the 
Honeybee_context properties. In EnergyPlus, this includes defining the 
portion of the element which is glazed as a window to wall ration since 
context elements can be other surrounding building, the reflectance of 
the glazed part and the reflectance of the opaque part of the context. The 
geometries are also passed through a Honeybee_context component and 
connected as HB context on the Run EnergyPlus component. 

The script can be found in open access and freely downloaded at the 
following web address: 

https://zenodo.org/record/3929432#.Xv81XWgza9I and can be 
cited with the following DOI https://doi.org/10.5281/zenodo.3929432 
https://doi.org/10.5281/zenodo.3929432. 
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Gutierrez, Genetic algorithm for building envelope calibration, Appl. Energy. 168 
(2016) 691–705, https://doi.org/10.1016/j.apenergy.2016.01.075. 

[38] T. Yang, Y. Pan, J. Mao, Y. Wang, Z. Huang, An automated optimization method for 
calibrating building energy simulation models with measured data: orientation and 
a case study, Appl. Energy. 179 (2016) 1220–1231, https://doi.org/10.1016/j. 
apenergy.2016.07.084. 

[39] S. Asadi, E. Mostavi, D. Boussaa, M. Indaganti, Building energy model calibration 
using automated optimization-based algorithm, Energy Build 198 (2019) 106–114, 
https://doi.org/10.1016/j.enbuild.2019.06.001. 

[40] G. Chaudhary, J. New, J. Sanyal, P. Im, Z. O’Neill, V. Garg, Evaluation of 
“Autotune” calibration against manual calibration of building energy models, Appl. 
Energy. 182 (2016) 115–134, https://doi.org/10.1016/j.apenergy.2016.08.073. 

[41] S. Martínez, P. Eguía, E. Granada, M. Hamdy, A performance comparison of Multi- 
Objective Optimization-based approaches for calibrating white-box Building 
Energy Models, Energy Build 216 (2020) 109942, https://doi.org/10.1016/j. 
enbuild.2020.109942. 

[42] McNeel Robert and Associates, “Rhinoceros Version 5.0,” (n.d.), 2015, https 
://www.rhino3d.com/. 

[43] D. Rutten, Grasshopper - Algorithmic Modeling for Rhino, 2017, version 0.9.0076. 
http://www.grasshopper3d.com/ (accessed October 9, 2017). 

[44] M. Sadeghipour Roudsari, M. Pak, Ladybug: a parametric environmental plugin for 
grasshopper to help designers create an environmentally-conscious design, in: 13th 
Conf. Int. Build. Simul. Assoc. IBPSA, IBPSA, Chambery, France, 2013, in: http 
://www.ibpsa.org/proceedings/BS2013/p_2499.pdf. 

[45] The Ladybug tools (n.d.), https://www.ladybug.tools/ (accessed March 6, 2019). 
[46] E.D. Team, EnergyPlus engineering reference: the reference to EnergyPlus 

calculations, EnergyPlus (2016). Version 8.6. https://energyplus.net/. 
[47] G. Ward Larson, R. Shakespeare, Rendering with RADIANCE. The Art and Science 

of Lighting Visualization, 1998. 
[48] Schueco large louvre blades ALB - passive (n.d.), https://www.schueco.com/w 

eb2/us/architects/products/sun_shading_systems/large_louver_systems/alb_pass 
ive (accessed April 21, 2017). 

[49] E. Taveres-Cachat, G. Lobaccaro, F. Goia, G. Chaudhary, A methodology to 
improve the performance of PV integrated shading devices using multi-objective 
optimization, Appl. Energy. (2019), https://doi.org/10.1016/j. 
apenergy.2019.04.033. 

[50] E. Taveres-Cachat, K. Bøe, G. Lobaccaro, F. Goia, S. Grynning, Balancing competing 
parameters in search of optimal configurations for a fix louvre blade system with 
integrated PV, Energy Procedia 122 (2017) 607–612, https://doi.org/10.1016/j. 
egypro.2017.07.357. 

[51] F. Goia, C. Schlemminger, A. Gustavsen, The ZEB Test Cell Laboratory. A facility 
for characterization of building envelope systems under real outdoor conditions, 
Energy Procedia 132 (2017) 531–536, https://doi.org/10.1016/j. 
egypro.2017.09.718. 

[52] J.M. Bright, N.A. Engerer, Engerer2: global re-parameterisation, update, and 
validation of an irradiance separation model at different temporal resolutions, 
J. Renew. Sustain. Energy. 11 (2019), https://doi.org/10.1063/1.5097014. 

[53] R. Vierlinger, Multi Objective Design Interface, TU Wien, 2013, https://doi.org/ 
10.13140/RG.2.1.3401.0324. 

[54] G. Cattarin, L. Pagliano, F. Causone, A. Kindinis, F. Goia, S. Carlucci, 
C. Schlemminger, Empirical validation and local sensitivity analysis of a lumped- 
parameter thermal model of an outdoor test cell, Build. Environ. 130 (2018) 
151–161, https://doi.org/10.1016/j.buildenv.2017.12.029. 

[55] F. Goia, M. Romeo, M. Perino, Simplified metrics for advanced window systems. 
Effects on the estimation of energy use for space heating and cooling, Energy 
Procedia 122 (2017) 613–618, https://doi.org/10.1016/j.egypro.2017.07.358. 

[57] S. Subramaniam, R. Mistrick, A More Accurate Approach for Calculating 
Illuminance with Daylight Coefficients, 2018. 

[58] C.F. Reinhart, O. Walkenhorst, Validation of dynamic RADIANCE-based daylight 
simulations for a test office with external blinds, Energy Build 33 (2001) 683–697, 
https://doi.org/10.1016/S0378-7788(01)00058-5. 

E. Taveres-Cachat and F. Goia                                                                                                                                                                                                               



Building and Environment 182 (2020) 107111

15

[59] Z. Rogers, D. Goldman, Daylighting metric development using daylight autonomy 
calculations in the sensor placement optimization tool, Archit. Energy Corp. (2006) 
1–52. 

[60] E. Brembilla, D.A. Chi, C.J. Hopfe, J. Mardaljevic, Energy & Buildings Evaluation of 
Climate-Based Daylighting Techniques for Complex Fenestration and Shading 
Systems, 2019, p. 203, https://doi.org/10.1016/j.enbuild.2019.109454. 

[61] American Society of Heating Refrigerating and Air-Conditioning Engineers, Ashrae, 
Guideline 14-2002: Measurement of Energy and Demand Savings, 2002. 

E. Taveres-Cachat and F. Goia                                                                                                                                                                                                               



 



Appendix 

 
 

 

 

 

 

 

 

A5 Paper V 

Exploring the impact of problem formulation in numerical optimization: A 
case study of the design of PV integrated shading systems 

E Taveres-Cachat, F Goia 
Building and Environment Volume 188, 107422, (2021) 

 
 



 



Building and Environment 188 (2021) 107422

Available online 4 November 2020
0360-1323/© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Exploring the impact of problem formulation in numerical optimization: A 
case study of the design of PV integrated shading systems 

Ellika Taveres-Cachat a,b, Francesco Goia a,* 

a Norwegian University of Science and Technology. Department for Architecture and Technology. Trondheim, Norway 
b SINTEF Community, Department for Architecture, Building Materials and Construction. Trondheim, Norway   

A R T I C L E  I N F O   

Keywords: 
Multi-objective optimization 
Genetic algorithms 
Genetic operators 
Performance-based design 
Shading devices 

A B S T R A C T   

Optimization in buildings has been increasingly popular due to its growing availability and documented ability 
to improve the performance of building designs following specified targets. However, the quality and robustness 
of optimized solutions may be dependent on how the optimization problem is formulated, and few studies have 
investigated the impact of modelling choices or optimization strategies. This study presents a simulation-based 
investigation of the impact of problem formulation in building design optimization using the case study of a PV 
integrated shading device (PVSD) and an evolutionary algorithm. For this, we modify both the size of the so-
lution space and how it is searched using three different approaches to define the objective function(s): single- 
objective optimization, bi-objective optimization, and tri-objective optimization. The results show that 
increasing the size of the solution space provided better designs compared to both a full factorial parametric 
analysis and an optimized but more rigid model, regardless of the nature and number of objectives. The findings 
support the idea that exploring the impact of problem formulation may be an important part of the process of 
optimization in buildings and allows obtaining more insight into the tradeoffs at play and the workings of a 
selected optimization study.   

1. Introduction 

The use of numerical optimization to design buildings and energy 
systems has become an increasingly popular topic in recent years with 
many algorithms available to researchers wishing to use optimization 
[1–5]. Nevertheless, this diversity of approaches also means that mod-
ellers still face difficult choices in setting up optimization problems that 
satisfy their needs and face tradeoffs such as accuracy vs simplicity, 
capability vs usability, flexibility vs visualization, or efficiency vs cost 
[4]. As pointed out by Machairas et al. [1] “the understanding of optimi-
zation method’s strengths and weaknesses is crucial in order for them to be 
used effectively in related design problems”. 

Ideally, modellers should run sensitivity analysis before they start 
their optimization both to identify parameters and their value ranges [6, 
7], and to test the settings used in the algorithm selected [8]. However, 
often, for computationally slow simulations based on 
physico-mathematical models such as raytracing, there is little time 
available to run multiple analysis before time-expensive optimization 
runs, and modellers must make several assumptions. This means they 
may not have time to consider how the phrasing of their problem will 

impact their search. 
While extensive work has been done on benchmarking different 

optimization algorithms for building design [9–11], to the knowledge of 
the authors, only a handful of studies [12–16] have considered the 
impact of the phrasing of the optimization problem on the resulting 
optimal designs. This results in a situation in which there are few 
guidelines available for researchers to understand what an adequate 
problem formulation is. By problem formulation, we mean how the 
optimization problem is set up in terms of the nature and number of 
parameters being optimized, the nature and number of objectives, and 
the settings selected for the type of algorithm used. These elements 
impact the dimension of the solution space and how it will be searched 
for solutions. We distinguish two aspects of problem formulation 
referred to as “soft” and “hard”. 

“Soft” problem formulation includes:  

• The size of the solution space according to the number of variables 
used as parameters in the optimization  

• The choice of the objectives both in terms of the number of objectives 
and whether they are formulated independently or as a combination 
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“Hard” problem formulation includes:  

• The physico-mathematical complexity of the model used. This relates 
to the level of abstraction used to model the object of the 
optimization  

• The choice of the algorithm itself and the mathematical equations 
implemented in it. This also includes parameter tuning within the 
algorithm, such as investigating the effect of population size, number 
of generations, crossover rates and mutation rates. 

Both elements of problem formulation are important in building 
optimization. However, the impact of soft problem formulation has been 
investigated in a disproportionally lower number of studies compared to 
some of the aspects of hard problem formulation. For this reason, this 
study focuses on exploring the impact of soft problem formulation using 
the case study of the design of a fixed external louvred shading device 
with integrated PV (PVSD). PVSDs are “classic” optimization problems 
that must balance multiple competing objectives through different 
properties and geometric configurations. To ensure that our study is 
consistent and robust, following the concept of “No Free lunch Theo-
rems” [17] or “no free lunch in optimization”, we limit our investigation 
to search with an evolutionary algorithm implementing aspects of ge-
netic algorithms. The NFL theorems “establish that for any algorithm, any 
elevated performance over one class of problems is offset by performance over 
another class” [17]. 

To explore the impact of problem formulation, we use two different 
models of a PVSD with different levels of flexibility in the design. We 
also use different optimization strategies in terms of the number and 
nature of the objectives set. This allows addressing the following 
research questions: 

• What are the tradeoffs associated with increasing the size of the so-
lutions space in the optimization of a shading device? This concerns 
the cost-benefit relationship between adding flexibility to the system 
design and possibly unnecessarily increasing the length and 
complexity of the optimization, versus simplifying the task of the 
algorithm by reducing the solution space  

• How do the number and the nature of the objectives direct the search 
of the algorithm within the solution space? 

• How do problem formulation studies help improve our understand-
ing of optimization as a technique to explore interactions between 
physical parameters and building design targets? 

The remainder of this article has the following structure: in section 2, 
we review guidelines for hard aspects of problem formulation given in 
the field of building design and data science. Previous works of shading 
device optimization are also reviewed in terms of problem formulation 
choices. In section 3, we present the methodology used in the study and 
the benchmark optimization problem used. Section 4 contains the re-
sults of the study and a discussion of the findings. The conclusions and 
future outlooks of the study are given in section 5. 

2. Theoretical background 

2.1. Building optimization problems 

Radford & Gero [18] stated in 1980 that “Design in architecture is a 
goal-directed activity in which decisions are taken about the physical form of 
buildings and their components in order to ensure their fitness for intended 
purposes. In order to take those decisions, the architect needs information on 
the relationship between his goals and the means at his disposal for achieving 
them.” Since then, many studies have aimed at investigating these re-
lationships in building design through optimization. A large number of 
these studies have focused on the building envelope and considered 
parameters related to its shape, orientation, and window to wall ratio as 
reviewed by Ref. [2,19]. Fewer studies considered optimizing 
daylighting parameters in buildings due to the associated algorithmic 
overheard, i.e. the computationally intensive task of running detailed 
daylighting simulations. 

According to the literature, most of the studies in the building design 
optimization field have been carried out using genetic algorithms (GAs), 
which were first introduced by John Holland in 1975 [20]. This is 
because of the higher ability of GAs to solve building optimization 
problems [3,10]. However, their superiority to other algorithms for all 
problems has been questioned recently [9]. GAs are a subcategory of 
evolutionary algorithms, which are based on principles of evolution and 
biology. They are population-based algorithms, meaning that they 
search a solution space by creating increasingly better sets of solutions, 
one after the other. This is done using mechanisms of mating and a 
combination of two genetic operators, namely crossover and mutation. 
The performance of the algorithm both in terms of quality of the solu-
tions and speed of convergence is affected by the value settings for some 
of these parameters. For GAs, these are mainly the population size, the 
number of generations, the crossover rate, and the mutation rate. 

Despite GAs being more efficient than parametric analysis or random 
search when the solution space is large, the computational overhead 
associated with using GAs is sometimes prohibitive. For this reason, 
ideally, a GA should be set up to explore the design space without 
converging too early on a local optimal, but still, converge fast enough 
that unnecessary computational resource use is avoided. It should also 
be set up with a large enough solution space so that non-intuitive so-
lutions can emerge from the process. To ensure maximum output value 
from an optimization, one should understand how problem formulation 
impacts the results. This means understanding the size of the problem 
space one wants to explore, the complexity of the problem, and selecting 
appropriate optimization settings accordingly. 

2.2. “Soft” problem formulation in building design optimization 

Only a few studies in the literature have considered the impact of 
different soft problem formulations on building design optimization 
problems. 

Lu et al. [12] investigated the impact of using single versus 
multi-objective optimization for renewable energy systems considering 
two scenarios. They concluded that both optimizations outperformed 
the baselines but that while the single-objective optimization could find 
the optimal solution directly, the multi-objective optimization allowed 
obtaining more insight into the relationship between the parameters. 

Li et al. [13] investigated the impact of using different combinations 

Nomenclature 

cDA Continuous Daylight Autonomy [%] 
UDI Useful Daylight Illuminance [%] 
EC Annual cooling energy demand [kWh/m2] 
EH Annual heating energy demand [kWh/m2] 
EL Annual lighting energy demand [kWh/m2] 
EPV Annual PV-converted energy [kWh/m2] 
ETOT Annual net energy demand [kWh/m2] 

Acronyms 
PV Photovoltaic 
PVSD Photovoltaic Shading Device 
GA Genetic Algorithm 
B3O Base model with 3 objectives 
F1O Flexible model with 1 objective 
F2O Flexible model with 2 objectives 
F3O Flexible model with 3 objectives 
PA Parametric analysis  
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of objective functions for robust building envelope design of zero/low 
energy buildings in subtropical regions. Three objectives were consid-
ered following a review of design indicators in other fields. The authors 
found that one of the objectives turned out not to be appropriate for their 
building design problem. This indicates that exploring the formulation 
of the objectives was important to ensure the meaningfulness of the 
optimization. 

Méndez Echenagucia et al. [14] used an integrated approach to 
obtain details about the relationship between building envelope con-
figurations and energy efficiency in early design stages. Using GAs, they 
investigated several parameters of the building envelope in two different 
cases. They plotted the statistic distribution of the parameter values of 
Pareto solutions to highlight their variability. This was done to gain an 
understanding of which parameters had very small ranges of values and 
from this, deduce which parameters were useful to include in an opti-
mization. Although the authors carried out this analysis after completing 
the optimization, they pointed out the fact that sensitivity analysis of 
parameter value ranges was a valuable step before using optimization. 
Indeed, reducing the range of values for each parameter narrows the 
solution space and helps focus the search of the algorithm. 

Hou et al. [15] investigated the use of a two-step optimization 
approach, in which different variables were optimized at separate times. 
They found that compared to a traditional approach, the two-step 
method yielded solutions with less diversity in terms of parameter 
values, but these solutions were, in fact, closer to true optimum designs. 

Delgarm et al. [16] studied a building design problem using three 
objectives which were first formulated in three separate single-objective 
runs and then combined in a tri-objective optimization. They found that, 
compared to a baseline, none of the single-objective optimizations could 
improve the performance of the building. For the tri-objective optimi-
zation, even though the algorithm couldn’t find a solution that improved 
the performance considering all three objectives, selecting solutions that 
improved the performance of two objectives at a time was sufficient to 
improve the performance of the design compared to the baseline. For 
this reason, the authors inferred that multi-objective optimizations 
might be more interesting than single-objective optimizations. 

2.3. General guidelines for “hard” problem formulation for GAs in the 
literature 

Just like there is “no free lunch in optimization” regarding algorithm 
choices, optimal parameters in optimization problems also vary from 
problem to problem. However, there is an intuitive and accepted belief 
that in GAs, for example, some parameters can be set proportionally to 
the problem’s size and difficulty [21]. Following the expressed scope of 
our study, we review guidelines and rules of thumb described in the 
literature to improve problem formulation for optimizations with GAs 
and allowing to define population sizes, number of simulations, and 
genetic operators. 

Previous studies were able to outline trends such as the fact that if the 
number of parameters in the optimization problem is low, the impact of 
operator values is less, but this was no longer true when the problems 
became more complex [22]. Other studies have found that high muta-
tion and crossover values are more efficient in small populations, but 
that too high mutation rates will lead to a random search problem [23]. 
In problems with large populations, low mutation rates were preferred. 
Many studies agree on the superiority of approaches in which these 
parameters are not static but either follow a predefined variation [24] or 
are even self-adapting [25]. However, these approaches are not yet 
standard in building optimization studies. 

Magnier & Haghighat [26] point out that to reduce computational 
time, modellers tend to revert to two potentially harmful approaches: 
the first one is to simplify the models as much as possible, with the risk of 
oversimplifying the optimization problem; and the second one, is to 
select very small population sizes in the GA or only run a very small 
number of generations, which may lead to premature convergence and 

non-optimal solutions [23]. 
Two studies have proposed using parameter values based on 

benchmark problems and statistics from previous work [27,28]. This 
approach is promising but requires that knowledgeable optimization 
researchers be transparent in their work and provide a given level of 
certainty that the values are appropriate for the problem. In the litera-
ture, some guidelines related to hard aspects of problem formulation are 
provided, both for building design problems specifically and more 
general problems. These are reported and presented in Table 1. Note that 
some of these guidelines also introduce a dependency of the GA settings 
on the number of variables (parameters) in the problem. 

The findings from the literature about the relationships between 
population size, mutation probability, and crossover rates can be sum-
marized as such: problems with small population sizes can lead to 
inadequate solutions; larger populations provided better solutions as 
there is an increased chance that a good solution or an optimal is present 
within the population. This can, to some extent, be addressed by 
following the recommendation of Hamdy et al. [11] regarding popula-
tion sizes. Optimizations with smaller populations (20–60 individuals) 
should be combined with higher mutation rates to increase diversity and 
avoid premature convergence. Conversely, problems with large pop-
ulations should have low mutation rates and higher crossover rates to 
behold better solutions from their already diverse population. 

To ensure that the optimization algorithm and the settings used are 
appropriate, it is also recommended in the literature that the optimi-
zation procedures be repeated a number of times. Waibel et al. [32] 
repeated the procedure three times while Cubukcuoglu et al. repeated it 

Table 1 
Overview of guidelines and recommendations in the literature for parameter 
settings of genetic algorithms.  

Reference Parameter 
setting 

Value Condition 

Li et al. (2017) 
[29] 

Population size <50 Number of 
parameters <16 

Mutation rate 0.1 Number of 
parameters <21 

Crossover rate 0.5 Number of 
parameters <21 

Maximum 
generation 

<1000 Number of 
parameters <21 

Hamdy et al. 
(2016) [11] 

Population size 2 to 4 times the 
number of parameters 

1400 - 1800 
simulation in 
total 

De Jong 
(1975) [30] 

Population size 50 to 100  
Mutation rate 0.001 
Crossover rate 0.6 

Grefenstette 
(1986) [23] 

Mutation rate Maximum 0.01 
otherwise the problem 
becomes a random 
search regardless of 
other parameters. 
Values above 0.05 are 
typically harmful  

Settings for small 
populations 
(20–60 
individuals) 

High crossover rate 
and low mutation rate  
Low crossover and 
high mutation rate 

Mühlenbein 
et al. (1993) 
[31] 

GA parameters The mutation rate is 
given by 1/N 

N is the number 
of parameters or 
the size of the 
problem 

Mutation rates are 
more important in 
small populations to 
introduce diversity 
and avoid premature 
convergence 
Crossover rates 
depend on population 
size and are more 
important in large 
populations  
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five times [33]. 

2.4. Trends for problem formulation for optimization of shading devices 
in literature 

An overview of soft and hard problem formulation details used in 
previous studies of optimal shading devices is presented in Table 2. This 
table provides insight on trends in problem formulation choices in 
studies based on evolutionary algorithms. It is possible to see that the 
variability of parameters used is large and that they are sometimes only 
partially communicated in the publications. Some disparities can also be 
noticed, for example, at an equal number of parameters, some authors 
ran up to six times the amount of simulations. Few studies used many 
parameters (<10), but these studies generally used the most simulation 
runs. In more recent years, there is also a general trend of running more 
simulations, likely because of the increase in the availability of 

computational power. It is also worth noting that there are no studies 
that investigated different numbers of parameters or objectives for the 
optimization of shading device design. 

3. Methodology 

3.1. Case study 

This study is a simulation-based investigation of the impact of soft 
problem formulation on the design of external photovoltaic louvre 
shading systems (PVSD). The general approach used to augment PVSD 
performance is to investigate how the geometry can be modified to 
improve the ability of the system to balance competing parameters. 
These are daylight availability, solar gains, and electricity conversion on 
the surface of the louvres. In this study, the PVSD is modelled with the 
parametric software Rhinoceros [55] and the plug-in Grasshopper [56]. 

Table 2 
Overview of previously published studies on the topic of optimization of shading devices. NC: not communicated in publication. Nb: number.  

Reference Object of 
optimization 

Nb. of 
objectives 

Algorithm 
name(s) or type 

Nb. of 
parameters 

Population 
size 

Nb. of 
generations 

Total nb. of 
simulations 

Additional notes 

Rapone et al. 
(2013) [34] 

Ext. louvres 2 Self-developed 
in Matlab 

5 40 15 600  

Gadelhak (2013) 
[35] 

Light shelf 1 SPEA2 in 
Octopus 

6 NC 26  The authors indicated that the 
second study was not a completed 
full optimization 

Solar screen 1 3 NC 20 

Manzan et al. 
(2014) [36] 

Ext. louvres 1 ModeFrontier 4 16 100 1600  

Shan (2014) [37] Fixed shading 
structure of 
variable depth 

4 Self-developed 3 12 7 84 The authors ran the optimization 
several times 

Gonzales et al. 
(2015) [38] 

Ext. louvres 1 Galapagos 3 10 10 100  

Khoroshitlseva 
et al. (2016) 
[39] 

Static shading 
device above 
window 

4 Harmony 
search 

12 30 50 1500  

Zani et al. (2016) 
[40] 

Concrete static 
shading 

4 SPEA2 in 
Octopus 

4 NC NC 1300  

Mahdavinejad 
et al. (2016) 
[41] 

Fixed shading 
device 

2 SPEA2 in 
Octopus 

3 100 10 1000  

Manzan et al. 
(2017) [42] 

Exterior louvres 1 ModeFrontier 3 16 100 1600  

Lavin et al. (2017) 
[43] 

Perforated 
shading screens 

1 Galapagos 4 10 10 100  

Vera et al. (2017) 
[44] 

Ext. louvres 2 GenOpt 3 10 10 1000  

Toutou et al. 
(2018) [45] 

Ext. horizontal 
shading device 

2 SPEA2 in 
Octopus 

7 50 6 300  

Sghiouri et al. 
(2018) [46] 

Overhang 
shading devices 

1 JEplus + EA 
(NSGA II) 

4 150 8 1200  

Mangkuto et al. 
(2018) [47] 

Light shelf 2 SPEA2 in 
Octopus 

4 20 30 600  

Yun Kyu Yi (2019) 
[48] 

Ext. louvres 3 NSGA II 4 40 100 4000 The authors ran tests using Matlab 
to define the parameters and the 
optimization problem converged 
before reaching 100 generations in 
every test run 

Kirimtat et al. 
(2019) [49] 

Amorphous 
shading device 

2 NSGA II 25 100 50 5000 A second optimization was run in 
parallel using a surrogate modelling 
approach 

Ho Jeong (2019) 
[50] 

Surround-Type 
Shade 

3 SPEA2 in 
Octopus 

4 100 NC NC  

Taveres-Cachat 
et al. (2019) 
[51] 

PVSD 3 SPEA2 in 
Octopus 

20 to 36 100 20 2000 Four different cases were 
investigated 

Taveres-Cachat 
et al. (2019) 
[52] 

PVSD 2 SPEA2 in 
Octopus 

30 100 20 2000 Four cases were investigated – 
computational time was an issue 39 100 20 2000 

48 100 10 1000 
57 100 16 1600 

Samadi et al. 
(2019) [53] 

Ext. louvres 1 Galapagos 8 NC 17 NC  

Settino et al. 
(2020) [54] 

PVSD 4 SPEA2 in 
Octopus 

5 NC NC NC   
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The performance simulation of the system is done using the environ-
mental analysis plug-in Ladybug tools [57]. The optimization procedure 
used the plug-in Octopus [58]. The PVSD is scripted following a highly 
flexible parametric methodology previously described in Ref. [51] and 
validated in Ref. [59]. The validation procedure of this modelling 
approach was based on a full-scale experimental analysis of the thermal 
and the daylighting of several eclectic configurations of the external 
louvred shading device using a test cell. These configurations included 
several setups with unevenly spaced and individually tilted louvres and 
shading devices with two different reflectance values. 

The reference building geometry used in this study is based on the 
Bestest case 600 [60] with an epw weather file for the location Oslo in 
Norway. The Bestest case 600 geometry is a 48 m2 rectangular room (6 
m × 8 m x 2.7 m) with two large south-facing windows (3 m × 2 m) that 
are equipped with the PVSD for this study. The building envelope 
properties, building operation schedules, and internal loads were 

defined to comply with the Norwegian technical standards NS3031 and 
NS3701 [61]. The HVAC parameters were modelled as ideal air loads 
and the energy source for the case study was assumed to be a heat pump 
(COP heating = 3, COP cooling = 5). More details are provided in 
Table 3. 

The daylighting simulations were carried out using the Honeybee 
legacy plug-in based on Daysim. The daylighting level was measured 
using the continuous daylight autonomy (cDA) with a threshold of 500 
lux on a work plan located 0.8 m above floor level. The radiance pa-
rameters for the daylighting simulations were set to the following: 
ambient bounce value of 3, ambient divisions value of 1000, ambient 
sampling value of 100, ambient accuracy value of 0.1, and an ambient 
resolution value of 300. For the details on these settings and the choice 

of the metric used, we refer to the full description of the methodology 
presented in Ref. [51]. 

The performance of the system was assessed using the following 
metrics:  

• The total net energy demand in kWh/m2 or ETOT, calculated as: 

ETOT =EH +Ec +EL − EPV
[
kWh

/
m2]

where EH is the heating energy demand, EC the cooling energy demand 
and EL the energy demand for artificial lighting.  

• The continuous daylight autonomy or cDA expressed as a percentage 
of hours during working hours where the illuminance level on a work 
plan is above a threshold of 500 lux 

• The energy converted by the PV surfaces in kWh/m2 or EPV, calcu-
lated as:  

Note that the energy demand for artificial lighting is tied to the 
daylight availability via a proportional control strategy and a minimum 
dimming of 20% when the illuminance is below the threshold as 
described below: 

EL =max
(

1 −
measured illuminance

500lux threshold
, 0.2

)

× installed power  

Table 3 
Characteristics of the benchmark building used.  

Component Value Note 

U-value external 
wall 

0.18 W/ 
(m2K) 

Below the maximum value from NS3031 

U-value roof 0.10 W/ 
(m2K) 

Slightly above the recommended value from 
NS3701 

U-value external 
floor 

0.10 W/ 
(m2K) 

Slightly above the recommended value from 
NS3701 

U-value window (3 
panes) 

0.8 W/ 
(m2K) 

Maximum value according to NS3701 

g value 0.54 N/A 
Air tightness 0.6 h− 1 Maximum value at 50Pa according to 

NS3701 
HVAC system  Ideal air load 
Mechanical 

ventilation 
5.2 m3/h 
per person 

Ventilation load calculated for 4 people 
during occupation hours in addition to base 
flow rate for materials and VOC emissions 0.5 m3/h. 

m2 

Internal load lighting 9.6 W/m2 During occupation hours. Proportional 
artificial lighting control schedule to 
maintain 500 lx on work plane at 0.8 m from 
the floor 

Maximum Internal 
load occupants 

382 W Variable according to schedules defined in 
NS3031 

Maximum internal 
load equipment 

21 W/m2 Variable according to schedules defined in 
NS3031 

COP heating system 3 Heat pump 
COP cooling system 5 Heat pump 
Setpoints (heating- 

cooling) 
20–24  

Occupation hours 7–18 Weekdays  

Table 4 
Overview of the different parameters of in the base and flexible models of the 
PVSD.  

Parameter Parametric 
analysis model 

Base model Flexible model 

Number of 
louvres 

[10:16] Predefined for each 
case 

[10:22] louvres 

Tilt angle [0; 15; 30,45] ◦

from horizontal 
but same angle for 
all louvres 

[0; 15; 30,45] ◦

from horizontal 
[0; 15; 30,45] ◦ from 
horizontal 

Louvre 
coating 
reflectance 

Photovoltaic Always 
photovoltaic 

Reflective or 
photovoltaic 

R = 0.10 for PV 
material in both 
thermal and 
daylighting 
simulations 

R = 0.10 in 
daylighting 
simulation 

R = 0.10 for PV 
material in both 
thermal and 
daylighting 
simulations  

R = 0.2 (default) in 
thermal simulation 

R = 0.65 for 
reflective material in 
both daylighting and 
thermal simulations. 
Corresponds to 
aluminium 

Louvre size [100:200] mm 
with a 50 mm step 
but all louvres 
have the same 
width 

105 mm [100:200] mm with 
a 10 mm step 

Vertical 
distribution 
of louvres 

Equally spaced 
louvres, no 
vertical 
movement 

Limited freedom - 
within a predefined 
fixed interval based 
on number of 
louvres 

Extended freedom - 
within a 
recalculated interval  

EPV =
Radiation received on geometry × cell efficiency × area of louvre with PV material

Floor area
[
kWh

/
m2]

E. Taveres-Cachat and F. Goia                                                                                                                                                                                                               



Building and Environment 188 (2021) 107422

6

3.2. Description of the PVSD models 

In this study, three different models are used to carry out the 
investigation: a reference model used in a parametric analysis, a base 
model, and a flexible model with a larger number of parameters. These 
are described in Table 4. 

The parametric analysis is used to create a reference case when 
comparing the results of the different problem formulations. It included 
3 different possible louvre sizes, 4 tilt-angles, and 7 different densities of 
louvres. This resulted in 84 possible combinations. The main differences 
between the base and the flexible model can be summarized as follows. 
In the base model, the louvres have a fixed width of 105 mm, whereas, in 
the flexible model, the width of the louvres could be controlled for each 
one of them separately. The vertical distribution of the louvres was also 
scripted with different approaches in the two models. In the base model, 
the louvres could only move vertically within precalculated height in-
tervals centered around the positions of equally spaced louvres. In the 
flexible model, the number of louvres was controlled by the algorithm. 
This means the vertical distribution of the louvres was also much freer, 
and the only constraint to avoid louvres overlapping was to respect a 
safety interspace recalculated for each case. 

Finally, in the base model, every louvre was considered to have PV 
material on its upper surface and otherwise be built of aluminium. The 
reflectance of these materials was, however, only considered in the 
daylighting simulation. This means that they had a constant reflectance 
equal to 0.2 for the thermal model. This was not the case for the flexible 
model, where not only were reflectances carried over in the thermal 
model, but the coating of the louvres could also be selected to be 
photovoltaic or light-reflecting. This allowed the creation of hybrid 
systems like the ones described in Ref. [52]. 

3.3. Impact of soft problem formulation 

The problem formulation investigated in this study is used to eval-
uate three aspects. 

First, we consider the impact of increasing the solution space by 
adding flexibility to the PVSD model. This is investigated using the 
characteristics of the different models described previously in section 
3.2. 

Second, we evaluate the impact of the strategy used in terms of 
objective formulation and the resulting relative performance of Pareto 
solutions obtained. This is done by comparing the results of multiple 
optimization runs in which three separate possible formulations of the 
objectives are used: single-objective optimization, bi-objective optimi-
zation, and tri-objective optimization. The different simulation proced-
ures used in this study are reported in Table 5. It is worth highlighting 
that in all problems investigated, the elements that make up the objec-
tives are always present, and the different objective functions simply 
consider them either explicitly or implicitly. 

Third, we evaluate the impact of different problem formulations on 
the resulting phenotypes of optimal PVSD designs. For this, we analyze 
the statistical variability of the parameter values in Pareto solutions 
obtained with the different problem formulations. Studying the pheno-
types of optimal solutions is interesting because, in building design, 
there may be more value in identifying robust improved designs rather 
than identifying a single mathematical global optimal solution to a 
problem. 

3.4. Hard problem formulation settings 

The optimizations were run using the same algorithm (Octopus). 
Octopus is a multi-objective optimization algorithm based on the 
evolutionary algorithm SPEA2 but implements a hypervolume indicator 
(HI) to overcome some of the weaknesses of the SPEA2 algorithm [62]. 
The size of the population, the number of generations, and the values of 
the genetic operators were kept constant between cases for each model 

version, but these numbers were adjusted between the base and the 
flexible model to reflect the increase in complexity of the problem. 
Increasing the size of the population allows having more genetic di-
versity in the solutions and maintain it for each generation (cf. section 
2). The stopping criteria for each simulation run was defined by the total 
number of function evaluations. The details about the optimization 
settings are given in Table 6. 

The simulations in this study were run on Dell computer Intel® 
Core™ i7-8700 @ 3.20 GHz and a 32 GB RAM, which can be considered 
a conventional business desktop designed for everyday commercial 
needs. 

4. Results and discussion 

4.1. Results of the parametric analysis 

The first step of the study was to run a parametric analysis of the 
PVSD to create a reference; the results of the 84 possible combinations 
are presented in Fig. 1. The results of the parametric analysis were also 
used to run a simple analysis of variance (ANOVA) to check whether 
certain parameters could be eliminated due to not having any influence. 
The results showed that all parameters mattered equally and the P-value 
for all the parameters, that is the number of louvres, the tilt angle and 
the louvre size, was the same and equal to 0. This means that the ANOVA 
analysis could not identify inputs that could be eliminated to reduce the 
number of parameters based on the relationship between the inputs and 
the outputs. 

Five reference configurations are selected among the results of the 
parametric analysis (PA) for the further analysis as baseline points with 
the following criteria: the solution which provided the highest cDA, the 
solution that provided the lowest ETOT, the solutions that provided the 

Table 5 
Description of the 5 cases investigated with the optimization algorithm. NA: not 
applicable.  

Case study name Input parameter type Objectives 

PA - Initial parametric analysis for 
reference 

Number of louvres N.A. 
Equally spaced 
louvres 
Single tilt angle for 
all louvres 
Single width for all 
louvres 

B3O- Base model with 3 objectives 
(fixed number of louvres) 

Louvre tilt angles Maximize the cDA 
[%] 

Vertical position of 
louvre 

Minimize ETOT 

[kWh/m2]  
Maximize EPV 

[kWh/m2] 
F1O- Flexible model with 1 objective Number of louvres Minimize ETOT 

[kWh/m2] Louvre tilt angles 
Vertical position of 
louvre 
Louvre size 
Louvre reflectance 

F2O- Flexible model with 2 objectives Number of louvres Maximize the cDA 
[%] 
Minimize ETOT 

[kWh/m2] 

Louvre tilt angles 
Vertical position of 
louvre 
Louvre size 
Louvre reflectance 

F3O- Flexible model with 3 objectives Number of louvres Maximize the cDA 
[%] 

Louvre tilt angles Minimize ETOT 

[kWh/m2] 
Vertical position of 
louvre 

Maximize EPV 

[kWh/m2] 
Louvre size  
Louvre reflectance   
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highest EPV, the solution that provided the lowest ETOT with a cDA above 
50%, and the solution that provided the best balance. These solutions 
are highlighted in purple in Fig. 1, and their characteristics are detailed 
in Fig. 2. 

4.2. Results of the investigation of soft problem formulation on the 
performance of the PVSD 

The results of the different optimization runs are presented in 
Table 7. Because the base model uses a predefined number of louvres, 

Table 6 
Overview of the genetic operator settings, population and generation settings used in the study.  

Case study name Number of parameters Population size Nb. generations Elitism Mutation Crossover probability 

B3O 2 per louvre 80 25 0.5 Rate 0.5 0.8 
Probability 0.1 

F10 4 per louvre 100 100 0.5 Rate 0.5 0.8 
Probability 0.06 

F20 4 per louvre 100 100 0.5 Rate 0.5 0.8 
Probability 0.06 

F30 4 per louvre 100 100 0.5 Rate 0.5 0.8 
Probability 0.06  

Fig. 1. Results of the parametric analysis projected in a 2D view. The points selected in purple are the points analyzed in Fig. 2. (For interpretation of the references 
to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 2. Results of the parametric analysis of the PVSD.  
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two different simulation runs were used with 10 and 13 louvres. The 
number of louvres selected for these two cases is based on the findings of 
[51] and the results of the parametric analysis. 

To compare the effect of having a different number of objectives, the 
Pareto points from the different simulation runs were combined in and 
plotted as 2D charts. To provide a bigger picture of the single-objective 
optimization, the nine dominated solutions were plotted in addition to 
the best solution that emerged from the optimization. 

In Fig. 3, it is possible to see that the combination of the solutions 
from the flexible models formed a complete Pareto front that out-
performed any solution obtained by the parametric analysis or by the 
base model optimization. The optimization with F3O provided the 
largest amount of Pareto solutions and provided the most solutions in 
the middle of the Pareto front, meaning they represent better-balanced 
solutions in terms of tradeoffs. Most noticeably, the solution with the 
lowest ETOT and a cDA value above 50% reduced energy demand by 15% 
compared to the best solution from the parametric analysis with this 
same criteria. The results of the optimization with F2O were located at 
the top of the front meaning they provided better-performing solutions 
with regard to daylight than any other optimization run and a large 
number of solutions that improved both daylight and energy compared 
to the B3O and the PA. The results of F1O yielded solutions that visually 
seem to extend the Pareto front with a natural preference for reducing 
ETOT, but the optimal solution performed no better than F3O. 

The results of the optimization with B3O - 10 louvres allowed finding 
solutions that were intermediate between the results of the PA and F2O. 
They also outperformed PA 2 without increasing energy use. For the 
optimization with B3O - 13 louvres, the solutions given in the Pareto 
front provided some improvement compared to the results of the PA and 
were more oriented towards reducing ETOT than B3O − 10 louvre 
solutions. 

When considering the cDA vs EPV in Fig. 4, it is possible to see once 

more that the results from F3O performed uncontestably better than all 
the other models, providing many non-dominated solutions. The solu-
tions of F2O, here again, prolong the Pareto front from F3O and perform 
better than all B3O results, as do the F1O results. In this case, the from 
the B3O − 10 louvres were better compared to PA 5 and PA 2, but with if 
cutoff at cDA≥ 50% is used, then PA 4 provided a better solution. 
Interestingly, the results of B3O – 13 louvres are very similar to PA 4 and 
can only improve one or the other objective at a time. Note that in these 
figures EPV is marked with a negative sign, this was to illustrate that it is 
energy discounted from the energy demand and differentiate it from 
ETOT which is the net energy demand. 

Fig. 5 shows the 2D plot of the Pareto points of all the models 
considering ETOT and EPV. An important observation that can be made 
about this plot is that it is not a Pareto front, which indicates that this 
was a degenerate Pareto problem when ETOT and EPV were used as ob-
jectives. The relationship between the objectives seems to have been 
linear for the problem set with the base model with 10 louvres, F2O and 

Table 7 
Simulation run-time and number of non-dominated solutions for all optimiza-
tion cases.  

Case Average time per 
simulation 

Nb. of non-dominated 
solutions 

Total nb. of 
simulations 

B3O – 10 
louvres 

Ca. 280 s 86 2000 

B3O – 13 
louvres 

Ca. 280 s 95 2000 

F3O Ca. 280 s 110 10 000 
F2O Ca. 280 s 53 10 000 
F1O Ca. 280 s 1 10 000  

Fig. 3. Summary plot of all optimization runs with a 2D projection of the 
fitness of the Pareto front solutions and selected results from the parametric 
analysis for the tradeoffs cDA versus total net energy demand (ETOT). 

Fig. 4. Summary plot of all optimization runs with a 2D projection of the 
fitness of the Pareto front solutions and selected results from the parametric 
analysis for the tradeoffs energy converted by PV (EPV) versus cDA. Note that 
EPV is represented as negative to illustrate that this energy is discounted from 
the base energy demand. 

Fig. 5. Summary plot of all optimization runs with a 2D projection of the 
fitness of the Pareto front solutions and selected results from the parametric 
analysis for the tradeoffs energy converted by PV (EPV) versus total net energy 
demand (ETOT). Note that EPV is represented as negative to illustrate that this 
energy is discounted from the base energy demand. 
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F1O. However, in solutions of F3O and B3O - 13 louvres, the relationship 
was not linear and had a polynomial V shape; with multiple solutions 
having the same ETOT but different values of EPV. This highlights that a 
balance could be found between letting light into the zone and 
increasing daylight, versus using it for electricity and compensating for 
the added heating and artificial lighting load. In this case, we can also 
see that only solutions from F3O and F1O could outperform PA 1, but the 
improvement was relatively significant. Here again, one may notice that 
the results of B3O – 10 louvres were always close to PA 5 while the 
results of B3O – 13 louvres resembled those of PA 4. 

4.3. Results of the impact of soft problem formulation on the design of the 
PVSD and parameter values 

For the rest of this section, the phenotypes of the Pareto points given 
by the flexible models only are investigated more in detail to understand 
how the problem formulation impacted the type of designs contained in 
Pareto solutions. The outcomes of this analysis are presented in Fig. 6 
and Fig. 7. For the F2O optimization, all the Pareto solutions had 10 
louvres except for two solutions. The F3O optimization had 45/110 
Pareto points with 10 louvres, and the rest had 11. For the sake of 
comparability, the results presented below are calculated based on 
configurations with 10 louvres for F2O and F3O. The results of the best 
solution for the F1O optimization had 11 louvres, but the results are still 
shown in parallel for comparison. Note that regardless of the problem 
formulation, none of the Pareto solutions had louvres with light- 
reflecting material, meaning that the coating of the louvres was al-
ways PV material, and therefore this parameter variation is not pre-
sented. This, in addition to the fact that Pareto solutions all have 10 or 
11 louvres, indicates that the problem formulation could have been 
improved and the solution space may have been possible to reduce. 
However, this problem can never be eliminated in optimization without 
taking the risk of exploring a solution space that is too small or excludes 
some solutions. It can only, at best, be minimized through problem 
formulation studies. 

In the F3O optimization, the bottom louvre was almost always as 

large as possible. Narrower louvres followed and then slowly grew wider 
again for louvres at the top of the window in positions 9 and 10. The 
analysis of the width of the louvres in the optimization with F2O pro-
vides slightly different results. Multiple, large louvres appear at the 
bottom of the window, followed by gradually narrower louvres from just 
below mid-way up the window at louvre in position 6 and upwards. The 
results of the F1O optimization form a much more erratic pattern, and 
the only conclusion possible to make seems to be that the louvres in the 
solution were on average wider. 

For the analysis of the tilt angle of the louvres, the F3O optimization 
provides a statistical trend in which the louvres at the lower part of the 
window were tilted as much as possible - except for louvre 4. The louvres 
at the top of the window were, on the other hand, horizontal. This trend 
is also visible for the F2O optimization, but the trend was more abrupt, 
and the upper louvres were consistently horizontal with no variability. 
For the F1O optimization, the angulation of the louvres followed a 
somewhat similar pattern, but the louvres were tilted at 15◦ rather than 
being horizontal. 

The vertical distribution of the louvres shows a trend common to all 
three optimizations and previously outlined in Ref. [51]. This creates a 
design in which the louvres at the bottom part of the window are tightly 
spaced compared to a system with equally spaced louvres (reported in 
red on the figure), and then gradually space out more and more. Because 
the louvres at the top of the window were also horizontal, this created 
openings for the sunlight to enter and contribute to increasing the illu-
minance in the zone. The presence of this trend in the F1O optimization 
scenario, further shows that the tradeoffs associated with too low or too 
high solar gains – which in turn increased energy demand - were dealt 
with having a larger amount of light enter the room at the top of the 
window. It is also interesting to note that the position of the individual 
louvres in the F3O optimization only varied within a remarkably small 
interval compared to the F2O optimization, and in general, the vari-
ability of the parameters was contained within a smaller range. This is 
likely due to the additional constraint of the 3rd objective. This is also 
interesting since, to some extent, using EPV as an objective created 
redundancy and acted in a similar way to weighting objectives. 

Fig. 6. Statistical analysis of the parameters making up the in Pareto solutions.  
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4.4. Limitations and implications of the study 

The focus of this study was to explore the impact of the aspects tied to 
soft problem formulation on optimization studies using a specific case 
technology. Because we did not simultaneously consider hard aspects of 
problem formulation, the results of the work presented here may be 
incomplete as these may influence each other and are dependent on the 
assumptions made in the benchmark problem used. Additionally, while 
it seems intuitive that the parameters used for soft aspects of problem 
formulation should be defined before selecting the algorithm and the 
parameters associated, the process may not be linear. This work did not 
either consider the option of using constraints in the optimization pro-
cedure, which could help narrow the search in some problems. Recently, 
there have been discussions in the literature regarding the formulation 
of objectives, the need for multi-objective searches, and whether using 
constraints instead of objectives may be more useful in some problem 
sets [63]. 

In a conventional optimization-based design process, where clear 
performance goals or statutory requirements are well defined, these 
constrains can be used to reduce the domain of the search and increase 
the efficiency of the optimization by simply giving the problem less 
freedom. In such a context, a well designed process can often benefit 
from a two-step approach, where a larger domain is initially investigated 
with a limited number of simulations (either through parametric 
searches or though optimization algorithms), and then a second round of 
simulations is carried out in a more limited area of the original domain 
which appeared to be more promising one according to the results of the 
first step. However, because of the nature of this study, which aimed at 
being exploratory and at investigating the impact of different choices 
and variables, we decided to avoid constraining the problems or using a 
succession of steps. The chosen approach might have made the use of the 
optimization procedure less efficient computationally speaking, but was 
consciously considered a better tradeoff in balancing the aims of the 
research and the resources available – a tradeoff that might be different 
when real building projects are involved. 

Finally, although the specific findings of this study cannot be 

extended to any façade design beyond shading systems, the procedure 
described in this work contributes to fostering awareness about the 
impacts of problem formulation. The results outlined in this work shed 
light on several relationships between design parameter, decisions var-
iables, and optimal PVSD design. Optimization may not always be used 
to find designs that correspond to a mathematical global optimal, but 
near-optimal designs should also be robust and understood by modellers. 
Optimization is also a tool that can allow gaining insight into design 
tradeoffs, in a similar way that parametric analysis is used, but it can be 
applied with a larger number of strategies and a more refined approach 
to investigate a more extensive solution space. Lobo et al. [21] 
mentioned that part of a challenge of defining optimization procedures 
is that they should be based on problem difficulty, but “problem difficulty 
is very hard to estimate for real-world problems, […]”. Approaches such as 
the one described here aim at giving modellers a sense of the difficulty of 
the problem they wish to optimize. 

5. Conclusions and future outlooks 

This study investigated the soft aspects of problem formulation in GA 
optimization problems related to PV integrated external shading sys-
tems. These relate to two elements. The first one is the impact of 
changing the size of the solution space by increasing the number of 
parameters optimized by adding flexibility to the model. The second 
element concerns how the solution space is searched regarding the 
number and nature of the objectives, formulated either implicitly or 
explicitly. This was done by considering different combinations of ob-
jectives tied to daylight, total net energy demand, and energy converted 
by PV surfaces. 

The model with more flexibility - which was obtained by allowing 
the louvres of the system to have variable sizes, and a higher degree of 
freedom in the geometric configuration – consistently outperformed 
both the base model and the results of a preliminary parametric analysis. 
This was true regardless of the number and nature of the objectives. On 
the other hand, the results of the base model could only bring on 
moderate improvement compared to the parametric analysis in most 

Fig. 7. Statistical analysis of the vertical distribution of the louvres in Pareto solutions. In red: height of equally spaced louvres as in the parametric analysis. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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cases. When considering the impact of the objectives in the flexible 
model, the optimization with 2 objectives (daylight and net energy de-
mand) provided more solutions with higher amounts of daylight, but 
this came at the cost of increasing energy demand. The optimization 
with 3 objectives provided the largest number of Pareto solutions, which 
was expected. However, it also yielded solutions that had better trade-
offs than any other optimization despite having a partially degenerate 
Pareto front and performed as well or better than the optimal solution 
yielded by the single-objective optimization. 

Problem formulation also influenced the resulting statistical values 
for parameters in the different cases investigated. The optimization with 
2 and 3 objectives in the flexible model allowed highlighting common 
trends that were hard to identify in the single-objective optimization. 
Certain elements did set apart the geometries, but these were typically in 
line with what may be expected when considering the shape of the 
Pareto fronts. Overall, it was found that multi-objective optimizations 
have more value for designers wishing to understand how the different 
tradeoffs in PVSD design play out and can allow identifying new types of 
designs based on the optimal trends. 

Future work on the topic should investigate hard aspects of problem 
formulation, including choices relating to algorithms themselves but 
also levels of abstractions in models. As optimization studies become 
more popular, there is a need to gather more insight on problem 
formulation to help modellers use optimization more efficiently and 
uncover not only improved designs but also more robust ones. For 
studies with high computational overhead, there are also many benefits 
to be gained by developing options allowing to batch simulations and 
use cloud computing to overcome limitations associated with compu-
tational time. 
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