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Summary

This thesis provides the basis for improved control of the Czochralski (Cz) process
– a process used on a commercial scale to produce monocrystalline silicon (Si) in-
gots. This is done by developing a model for the crystal radius measurement that
is, in turn, used in the process control. This model enables the design of a modified
control structure that accounts for the physics of the process and removes the main
limitation in the achievable performance for the crystal radius control while still
being simple for the operators to understand. (a.) At present, the Czochralski crys-
tal pulling process is an industrialized process that is not sufficiently automated.
This process involves complex heat and mass transfers, thereby leading to both
time- and spatially- varying operating conditions. Therefore, the majority of the
plant operations rely on intervention by skillful operators, running these operations
rather crudely on empirical knowledge of the process.

(b.) There is no in-situ measurement of the controlled variable, i.e., the diameter
of the crystal ingot produced by the Cz process. Instead, the control of this process
depends on some estimated measurement of the crystal ingot diameter. Further-
more, the measurement related to the melt temperature is also indirect. This in-
direct measurement, not being accurate enough to the actual temperature, hinders
the control capability by delaying the appropriate temperature feedback for timely
corrective action.

While the aim is to improve the control of the Cz process by skilled operators,
thereby making the operation less dependent on the skills of the individual oper-
ators, there is still a need to make the process control both acceptable and under-
standable for the operators. While very detailed models exist, typically using some
finite element model of the plant, the lack of online measurements makes it hard
to update such models during the production of individual ingots. These factors
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iv Summary

limit the complexity of a realistic control approach. While it is desirable to make
effective use of the process knowledge in the controller design, the model(s) used
for controller design should be simpler yet robust rather than very detailed.

In light of the above, the model-based control regime adds the knowledge of plant
dynamics to the overall control system that was otherwise tuned through empirical
knowledge only.

A detailed investigation into the mechanism of an anomaly exhibited by the mea-
surement of the crystal diameter is taken up at the first stage. As a common prac-
tice in the Cz industry, this measurement relies on the image of the growing ingot
obtained via a CCD camera. In a dynamic simulation, the measurement signal
manifests its anomalous trend by moving initially in a direction opposite to that of
the actual response of the crystal diameter. The measurement anomaly is crucial
because it poses a limiting factor in the design of the feedback control system.
Therefore, a 3D ray-tracing scheme was developed to determine the dynamic re-
sponse of the camera measurement, also commonly referred to as the bright-ring
radius signal. The dynamic analysis of the measured signal serves as a guideline
for designing effective radius control, undertaken at the next stage.

Before proceeding with the control design, the inverse dynamic characteristics
were first determined/quantified by linearizing the Cz growth model. It is note-
worthy that the output of the Cz growth model is the camera image, modeled by
the 3D ray-tracing simulation. Furthermore, in the context of linear control theory,
any linear system with the inverse response in measurements is represented by a
state-space model with right-half-plane zero(s).

Systems with right-half-plane zeros also fall into the category of non-minimum
phase systems. These systems suffer from fundamental bandwidth limitations.

To mitigate this undesired inverse response, this Ph.D. study proposes a combina-
tion of a parallel compensator and a feedback controller. The actual diameter sig-
nal is void of this inverse behaviour as it is merely an artifact caused by the system
measurement technique. Therefore, the use of parallel compensation is a feasi-
ble approach for eliminating the inverse characteristics without altering the system
dynamics, but enabling a faster diameter control. This technique for removing the
non-minimum phase characteristic enables faster diameter control without push-
ing against the stability limitations. The designed compensator and controller are
tested and validated in the nonlinear environment under the influence of tempera-
ture variations, which act as disturbances at the crystallization/growth interface.

This Ph.D. project is a part of the ASICO project (Advanced SIngle crystal COntrol
growth for high-end photovoltaics) involving Norsun, Sintef, NTNU and TU Dres-
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Chapter 1

Motivation and Contributions

This chapter provides the motivation for the research documented in this thesis,
both from a global view, and when focussing specifically on the Czochralski pro-
cess for monocrystalline silicon production. Thereafter, the contributions of the
research are explained briefly, and the organization of the thesis is presented.

While the global energy demands are always on the rise alongside the climatic
concerns due to the continual use and depletion of natural resources such as coal,
oil, and gas, viz., non-replenishable in a human time frame, the quest for renewable
sources of energy as well as harnessing them for mankind is a matter of high and
increasing interest. In relation to renewable energy sources, the UN has laid down
the following sustainable development goals (SDG) (United Nations 2018):

1. SDG1: No poverty

2. SDG7: Affordable and clean energy

3. SDG11: Sustainable cities and communities

4. SDG13: Climate action

These sustainable development goals are clearly interrelated:

I.) Reduction in poverty and higher living standards must be expected to result
in higher energy consumption.

II.) The world has abundant affordable energy in the form of coal (and, some-
what less abundantly, of other fossil fuels). However, fossil fuels are not

1



2 Motivation and Contributions

clean, as they cause large emissions of CO2, and thereby affect SDG13 neg-
atively.

III.) Making cities and communities more sustainable will contribute positively
to climate change, but will clearly require affordable and clean energy.

While carbon capture and storage to some extent can reduce the problems associ-
ated with consumption of fossil fuels, it is commonly accepted that society must
cover more of its energy needs from renewable sources, such as hydro, wind, solar,
and geothermal. The EU has a target to have 32% of its energy from renewable
sources by 2030 (increasing from 20% in 2020) (eurostate newsrelease, 17/2020 -
23 January 2020 2020), and to be climate neutral by 2050 (Europen Union 2020).
Of all renewable energy sources, solar energy is getting increasingly popular. Peo-
ple can harness solar energy to solar power generation in two different ways: con-
centrated solar power (CSP) and photovoltaic (PV) power generation. In CSP,
the rays from the sun are concentrated by mirrors, using the resultant solar heat
to drive a conventional thermal power generator. The PV-based electric power
generation, in contrast, converts the energy in the light from the sun directly into
electric energy using a semiconducting material. Currently, PV is the dominant
form of solar power generation in Europe, with electric power from photovoltaics
further anticipated as a major contributor to the desired increase in renewable en-
ergy production. Europe has experienced rapid growth of installed PV capacity
over the past decade, and this fast growth is projected to continue into the future
(SolarPower Europe 2019).

Panels for PV electricity generation use thin wafers of silicon (Si), sliced from
bigger blocks of silicon metal. These blocks of Si metal may either possess a poly-
or monocrystalline structure (i.e., consisting of a single large Si crystal). On the
other hand, the polycrystalline structure has several small crystals or multiple crys-
tals of Si. While polycrystalline Si is easy to produce, monocrystalline Si renders
PV panels much higher efficiency. The higher efficiency of monocrystalline PV
panels attributes to the single-crystal structure that enables a smooth flow of free
electrons for electricity generation. On the other hand, polycrystalline Si possesses
a visual grain, i.e., a metal flake effect. The polycrystalline structure is character-
ized further by non-uniform grain sizes, orientations, and clusters of defects and
impurities. These characteristics limit the minority carrier recombination and the
overall efficiency (Abdelkader et al. 2010). The use of monocrystalline Si is not
only limited to PV panels because these also have widespread applications in elec-
tronics – particularly for the production of computer chips.
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1.1 Motivation
The object of study in this Ph.D. thesis is the so-called Czochralski process (for
convenience often abbreviated as the Cz process). The Cz process will be de-
scribed in detail in subsequent chapters. This is one of several processes for the
production of large single crystals. However, the focus here is on production of
monocrystalline Si, for which the Cz process is the industrially dominant one.

Modeling and control of the Czochralski process have been studied for more than
half a century. The Czochralski process is demanding owing to its complex ther-
mal dynamics involving complex heat and mass transfers, thereby leading to both
time- and spatially- varying operating conditions. There do exist detailed dynamic
simulation models for the Cz process. However, while such models are useful for
process design and product quality studies, they are very complex and are there-
fore poorly suited for control design. The effective control system design is further
compromised by the lack of direct measurements for the key process variable, i.e.,
the diameter, and the anomalous behaviours associated with its measurement1.
Moreover, the control scheme commonly employed in industrial practice relies
heavily on operator intervention.

Another distinctive characteristic of the Czochralski process from the viewpoint of
its working principle and, of course, control is its inherent batch nature. To under-
stand why the Czochralski process is specifically a batch process, the reader may
refer to Sect. 2.4.2. The batch processes are inherently characterized by varying
operating conditions without any steady-state values. Furthermore, in batch pro-
cesses, a predefined set of tasks is carried out repetitively. In general, the effective
control of batch processes shall conjointly account for the process control within
each run/batch along with the control over various runs, also termed as run-to-run
control. The distinction between the two strategies is:

I. in-run or in-batch operation tends to:

i. improve on the pre-defined trajectories to account for changes happen-
ing and information obtained within the present run, and

ii. use control to track the (improved) system trajectories. The control
strategy within each batch can either be the conventional control scheme
with nested PID loops (cf. Fig. 2.4) and time-varying feedforward tra-
jectories to compensate for non-steady-state conditions, or an advanced
control strategy like MPC.

1The anomalous phenomena observed in the Cz measurements are discussed in Sect. 3.4.
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II. run-to-run control, on the other hand, uses the information from the previous
runs to optimize system trajectories for the upcoming run. In this scheme
the output can be evaluated after the end of each batch and to counteract any
systematic disturbances or variations experienced during previous batches,
iterative techniques are applied to improve the end product quality. In the
Czochralski process, when using the conventional control structure, the nat-
ural way to implement such run-to-run control is by updating the feedfor-
ward trajectories between each run as mentioned in the second point of I,
i.e., in-run or in-batch operation. A comprehensive presentation on the con-
trol of batch processes can be found in Srinivasan et al. (2003), Srinivasan
and Bonvin (2007).

Considering the batch nature of the Cz process, it is, therefore, natural to explore
two approaches to improving control quality:

I. The first approach is to design systematic run-to-run control of the process.
Consequently, there is a potential to explore some kind of iterative learning
schemes in this regard.

In (Rahmanpour et al. 2017), a Kalman-type smoothing estimator provides
the basis for the run-to-run control, while Kalman filters and MPC is used
for the in-batch control. The approach is quite complex and assumes a mea-
surement of the melt temperature to be available - which is not commonly
the case for the production of Si ingots in the Czochralski process. A rela-
tively simple approach utilizing only the measurements commonly available
is therefore desirable.

II. Secondly, it is natural to focus on the in-run control, attempting to improve
the performance of the crystal radius control. A key first step here is a thor-
ough understanding of the measurement scheme employed. Since the mea-
surement scheme makes use of optical diameter sensing with a camera cap-
turing the image of the growing crystal, a ray-tracing method/mechanism
(cf. Sect. 5.3) was an obvious choice for the development of the measure-
ment model. In addition, there was a clear motivation to develop a dynamic
simulation of the camera image and to understand the mechanism causing
the anomalous behaviour in the radius measurement. The presence of this
anomalous behaviour has previously been identified in (Gevelber et al. 1987,
Winkler et al. 2013). However, existing literature only describes the exis-
tence of the measurement anomaly qualitatively, thereby lacking a detailed
investigation of the mechanisms causing it.
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The detailed understanding of phenomena underlying the measurement anomaly
provides an opportunity for improved control design. This has led to the design
of a parallel compensator to remove the limitations in achievable performance for
feedback (only) control caused by the measurement anomaly, subsequently allow-
ing for faster tuning of the feedback control.

1.2 Contribution
Motivated by the research questions described above, this thesis makes the follow-
ing key contributions:

I. Development of a model for the crystal radius (or diameter) measurement,
based on 3D ray-tracing simulation.. The high reflectivity of Si melt en-
ables optical diameter sensing, which has been modeled effectively via 3D
ray-tracing simulation.

II. Detailed investigation of non-minimum phase behaviour of the camera-
based crystal radius measurement. Two different measurement principles
can be used for measuring the crystal radius, a weight-based measurement
and a camera-based measurement. While it has been known that both these
measurements show non-minimum phase behaviour, a detailed explanation
of the occurrence of the non-minimum phase behaviour has only been avail-
able for the weight based measurement. Nowadays the camera based mea-
surement is more common in industry. This thesis provides a detailed expla-
nation of the non-minimum phase behaviour for this measurement princi-
ple, thereby adding to the overall understanding of the process. The analysis
combines simplified modeling of the thermal dynamics with accurate hydro-
dynamic modeling of the melt surface around the crystal base, and detailed
ray-tracing to represent the camera image.

III. Development of a control scheme to mitigate the non-minimum phase be-
haviour in camera-based radius measurement. Although systems theory
tells us that the non-minimum phase behaviour is a fundamental limitation
on achievable control performance, this problem is circumvented by taking
advantage of the fact that the camera based measurement is only an indirect
measurement of the real crystal radius. A parallel compensator based con-
trol scheme is proposed for removing the non-minimum phase characteristic,
and enabling fast diameter control without pushing against stability limita-
tions, and therefore achieving fast diameter control with moderate (and not
very oscillatory) changes in pulling rate.

IV. Iterative learning control (ILC). The continual wear of process components
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resulting from repetitive batch operations contributes even more to system
uncertainties. Thus, a run-to-run control strategy, based on iterative learning
control (ILC), was investigated during the preliminary phase of this Ph.D.
work (Bukhari et al. 2017). Since the Cz system dynamics suffer from vary-
ing parametric, structured, and unstructured uncertainties, the ILC approach
was combined with the second-order sliding mode (SOSM) to achieve ro-
bustness in the overall system performance despite uncertainties and model
inaccuracies.

1.3 Publications
The course of this Ph.D. has resulted in the following publications.

paper A: (Bukhari et al. 2019) Bukhari, H.Z., Winkler, J., Hovd, M., “Limitations on
control performance in the Czochralski crystal growth process using bright
ring measurement as a controlled variable", published in Proceedings of the
18th IFAC Symposium on Control, Optimization and Automation in Mining,
Mineral and Metal Processing, pp. 129-134, August 2019.

paper B: (Bukhari et al. 2020). Bukhari, H.Z., Hovd, M., Winkler, J., “Design of
parallel compensator and stabilizing controller to mitigate non-minimum
phase behaviour of the Czochralski Process", published in Proceedings of
the 21st IFAC World Congress, First Virtual Conference, pp. 11710-11715,
July 2020.

paper C: (Bukhari et al. 2021a) Bukhari, H.Z., Hovd, M., Winkler, J.,“Inverse re-
sponse behaviour in the bright ring radius measurement of the Czochralski
process I: Investigation", published in Journal of Crystal Growth.

paper D: (Bukhari et al. 2021b) Bukhari, H.Z., Hovd, M., Winkler, J.,“Inverse re-
sponse behaviour in the bright ring radius measurement of the Czochralski
process II: Mitigation by Control", published in Journal of Crystal Growth.

paper E: (Bukhari et al. 2017) Bukhari, H.Z., Aftab, M.F., Winkler, J., Hovd, M.,
“Adaptive Nonlinear Control of the Czochralski Process via Integration of
Second Order Sliding Mode and Iterative Learning Control”, published in
Proceedings of the 11th Asian Control Conference, pp. 2732-2737, Decem-
ber 2017.

1.4 Thesis Organization
This thesis has been organized mainly into the following chapters:
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Chapter 1 is the introductory chapter that specifies the high-level motivation behind
this project, its scope, the contributions of this Ph.D. study, and the research
outcome, in the form of publications.

Chapter 2 starts by providing an introduction to processes for the production of large
scale crystals, explains the importance of silicon for photovoltaic electricity
production, and gives a brief description of the routes for producing raw
material for monocrystalline silicon production. The rest of the chapter
focuses specifically on the Czochralski process, which is the process used
industrially for monocrystalline silicon production and the process investi-
gated in this thesis. The core assembly and basic modes of operation of
the process are described, followed by more detailed description of cost and
quality-related aspects for the process, and the corresponding operational
challenges. The final section of the chapter contains information about the
measurements and manipulated variables available for control, and describes
the conventional control structure for the Cz process.

Readers interested primarily in the Cz process may skip directly to Sect. 2.3,
while readers already familiar with the Cz process including its control and
operation may skip the entire chapter.

Chapter 3 presents an in-depth literature review of the Cz growth process, covering
miscellaneous aspects of modeling, control, and functional measurements,
that have been employed by the research community. The analysis of the
basic meniscus profile, pioneered by Young and Laplace, and its numerical
approximations proposed by other researchers, are also discussed here.

Chapter 4 presents mainly the Cz growth dynamics at the crystallization interface.
Also presented in this chapter is a simplified heater model that mimics the
thermal environment, experienced by the crystallization interface, in a much
coarser sense. The use of this heater model is postponed until Chap. 6, where
the main focus is testing of the designed control scheme in an approximate,
yet qualitatively reasonable thermal environment. Hence, an accurate ther-
mal model is not required in this context. The modeling work in this chapter
evolves from the previously published models, in particular, (Winkler et al.
2010a) and (Rahmanpour 2017).

Chapter 5 covers the ray-tracing method for the estimation of a controlled variable
(crystal radius) in great detail. The findings of this method, i.e., the esti-
mation of crystal radius in the form of bright ring radius and its dynamic
simulation, revealing the presence of anomalous behaviour, i.e., the inverse
response characteristics, are also presented here. This chapter is based on
the work presented in Paper C (Bukhari et al. 2021a).
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Chapter 6 covers the scheme for the linearization of nonlinear Cz growth dynamics, ac-
companied by the design of a parallel compensator to mitigate the undesired
inverse dynamics, revealed by the bright ring radius measurement. Addi-
tionally, the design of a feedback controller, which when combined with a
parallel compensator, yields a fairly good response for the overall Cz system
without any bandwidth limitations, is also the main topic addressed in this
chapter. The testing and validation of the proposed control scheme in a non-
linear dynamic environment, including testing the response to disturbances
entering through the energy balance about the interface, are also given.

This chapter is based on Paper D (Bukhari et al. 2021b), where some effort
is spent on introducing control concepts to the crystal growth community.
The corresponding material is trivial to control engineers, and readers with a
strong background in control may therefore want to skip parts of this chapter.

Chapter 7 discusses the application of the iterative learning control (ILC) method on
the Cz crystal growth process. This chapter is based on Paper E (Bukhari
et al. 2017).

Chapter 8 is the last chapter that summarizes this dissertation. In addition, relevant
further work is described, both with a view to bring the results from this
thesis to industrial practice, as well as more theoretical work and extensions
to what is reported here.

It is to be noted that this thesis format resembles a paper-based dissertation such
that papers are reformatted to make standalone chapters ranging from Chap. 4-
Chap. 7. Therefore, repetitions in these chapters are a natural consequence. The
reader may choose to skip the repetitive content.



Chapter 2

Background

This chapter provides background information for the research reported in this
thesis. The first two sections cover the general background, i.e., Sect. 2.1 pro-
vides an overview of alternative processes for the production of large-volume sin-
gle crystals, while Sect. 2.2 focuses on the importance of Si for photovoltaic (PV)
applications, and describes the routes for preparing raw material for the Cz pro-
cess. These sections may be skipped for readers interested only in the Cz process
as such.

Sections 2.3 and 2.4 describe the Cz process itself and the challenges and ob-
jectives of Cz crystal growth, while Sect. 2.5.3 describes the conventional control
scheme for the process. Readers already familiar with the process will find little
new also in these sections.

There has been a tremendous development in the field of crystal growth over the
past three decades (Fornari 2018). Among a wide range of crystalline materials
developed or produced commercially, those with semiconducting characteristics
are of particular interest from our perspective. These semiconductor crystals form
a base material in the production of microelectronic and optoelectronic devices
that are used further in a myriad of applications.

Several physical phenomena of coupled nature are involved in the creation/ pro-
duction of bulk crystals. The growth of bulk crystals is primarily affected by heat
and mass transport, capillarity, heat radiation, phase change, and anisotropic ma-
terial characteristics (i.e., properties of a material exhibiting different magnitudes
in different directions) (Fornari 2018). Moreover, the thermodynamic properties
also influence the growth of bulk crystals. The understanding of these coupled
phenomena is crucial for growing good quality crystals with fewer defects and

9
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uniform properties. In a nutshell, several scientific and engineering disciplines,
ranging from materials science to automation and control are required to under-
stand all the essential aspects of the crystal growth process.

The key issues in the application of control engineering to the growth of crystals
are:

(a.) The high temperatures involved in the crystallization methods, and the scarcity
of online measurements imply a model-based approach to control design. (b.)
While detailed simulation models exist, these are typically developed for system
design purposes rather than control, and typically do not simulate the measure-
ments used for control (i.e., the camera-based measurement of crystal radius). Fur-
thermore, the scarcity of online measurements means that updating these models
from real-time measurements will be very difficult. This makes advanced control
methods such as Model Predictive Control, based on online dynamic optimiza-
tion, inapplicable. (c.) Therefore, control design needs to be based on simplified
dynamical models representing the main dynamic phenomena in the plant. This
approach is adopted in this thesis.

2.1 Bulk Crystallization Techniques: An Overview
An overview of bulk crystallization processes, addressed in this section, has been
excerpted mainly from the multi-author book edited by Dhanaraj et al. (2010a).

An orderly repetitive array of atoms is formally known as a crystal. The subject
of crystal growth, be that related to crystals occurring indigenously in nature or
produced commercially, is too diverse to be discussed in detail within the purview
of this thesis. Therefore, the crystallization process can be categorized broadly on
the basis of phase transformation from either of the solid, liquid or vapour phase
that the solid crystal is grown from. The solid-solid phase transformation is rarely
employed except for the growth of few metals or metal alloys (Dhanaraj et al.
2010a). Within our context of bulk single crystals growth, only the crystals grown
from the liquid or molten phase are of prime concern.

One of the traditional ways of crystal growth, starting from the liquid phase, is the
solution method. The solution from which crystals are grown may be any of the
three categories: high-temperature solution, low-temperature aqueous solution, or
even superheated aqueous solution. The crystals produced out of this process have
numerous uses not only in specialized technologies but also in everyday products
such as foods, dyes, fertilizers, and pharmaceuticals, to mention a few.

Another important category in the growth of crystals from the liquid phase is the
one starting from the vapour phase. This technique is commonly employed in
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the growth of electronic-grade crystals and has a much lower cost and a higher
throughput as compared to those starting from the melt phase (cf. the discussion
below). Moreover, it is employed extensively for the growth of advanced epitaxial
structures, thin films, and substrates.

The crystals grown from this method tend to have a lower concentration of point
defects and dislocation densities compared with crystals grown from the melt be-
cause the working temperatures are lower than those of the melting point. More-
over, if the material undergoes an incongruent melting phenomenon, i.e., non-
uniform melting followed by the creation of a compound with a composition dif-
ferent from the melt, vapour growth may be the only choice for the growth of
single crystals.

Last but not least, there are the most popular techniques of crystal growth, i.e.,
those which start from the melt phase. In practice, more than half of the crystals
used in various technologies are derived from the melt method (Dhanaraj et al.
2010b). On a commercial scale, this method grows large single crystals with rea-
sonable growth rates. Moreover, this method is best suited for the growth of mate-
rials with stable melt configuration, i.e., when the respective melts don’t undergo
any decomposition or polymorphic transformations and have a reduced chemical
reactivity. Thus, the materials grown widely from the melt method include ele-
mental semiconductors, pure metals, compounds of oxides and halides, etc.

There are several variants of the melt growth technique, while the choice of any
specific technique depends on the physicochemical properties of a material as well
as the distinctive characteristics of each growth method (Fornari 2018). The ma-
terial properties that are essential to consider from the growth perspective are its
melting point, its volatility, and solubility in water or other organic solvents, to
name a few.

The Czochralski growth process is the main topic of this thesis, therefore it will
be discussed in detail in Sect. 2.3. A concise overview of the other standard tech-
niques for bulk single crystal growth is presented in the following:

I The Verneuil method – pioneered by the French scientist Auguste Verneuil
in 1883 – is not only the oldest of the melt techniques but also the first
to develop on a commercial scale for the production of high melting point
materials. Traditionally, this method began with the growth of synthetic
gemstones like sapphire and some rare varieties of ruby (Carter and Norton
2007). Apart from precious gemstones, today, this method produces high-
quality crystals for laser devices, precision instruments, and even substrates
for thin film growth (Carter and Norton 2007). Due to its principle of oper-
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ation, this method is often termed as the flame fusion technique as the seed
crystal has a molten top fed with the molten drops of the source material
(i.e., powdered material passing through flame or plasma) (Dhanaraj et al.
2010a).

One main advantage of the Verneuil method is that no crucible is required
to contain the melt except for a shallow pool of liquid held above the seed
crystal through surface tension. Generally, the reactivity of the melt with
the container is more pronounced at high temperatures. Even if the reactiv-
ity is less of a problem finding suitable materials for the crucible that can
withstand high temperatures is not easy. The main disadvantage of this pro-
cess is relatively poor control of growth parameters, particularly the melt
temperature, because of little melt volume (Carter and Norton 2007).

II The Floating Zone (FZ) method was developed at Bell laboratories in the
early 1950s by H.C. Theuerer (Dabkowska and Dabkowski 2010). This
method is similar in essence to the Verneuil method as it is also crucible-
free – the feed rod material being its own crucible. Due to the absence of
crucible, the concentrations of impurities are significantly lowered, thereby
leading to the production of high-resistivity Si (Carter and Norton 2007).
Though high quality bulk single crystals of Si can be produced through
a well-established and highly mature Czochralski technique (cf. Sect. 2.3),
however for some important electronic applications, the Si crystals produced
through the Cz method are not of sufficient quality. Though the FZ method
produces high-quality crystals, it is not amenable to the growth of large-
sized crystals (Carter and Norton 2007) as the reported crystal sizes grown
by this method are of merely a few millimeters in diameter and a few cen-
timeters in length (Dabkowska and Dabkowski 2010). Today the variants
of this method are even applied to various congruently and incongruently
melting oxides.

The name floating zone is derived from the fact that the liquid-solid inter-
face is somewhat floating between the polycrystalline Si feed rod at the top
and the monocrystalline growing crystal at the bottom. In a general config-
uration, the feed rod is melted by contactless inductive heating via the radio
frequency (ca. 3 MHz) magnetic field of a one-turn induction coil. The zone
floats upward due to the relative movement between the heating coil and the
silicon rods. The induction coil and the RF generator are fixed and crystal
and rod are moved downward while rotating (Muiznieks et al. 2015, Lüdge
et al. 2010).

III The Bridgman technique (also known as Bridgman-Stockbarger method) is
also one of the oldest techniques for growing crystals from the melt. With
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subtle differences between the Bridgman and Stockbarger techniques, the
crucible containing the molten material in the former technique is translated
along the axis of a temperature gradient in a furnace, whereas in the latter
technique, a specialized furnace is used with two heating elements separated
by an adiabatic zone. This is the most common method for the production
of single crystals of compound semiconductors, i.e., compounds of elements
from groups (III-Vs or II-VIs) of the periodic table (Jurisch et al. 2015)
halide and chalcogenide crystals, and several oxides for scintillation or laser
applications (Duffar and Sylla 2010).

At first the polycrystalline material in the crucible needs to be melted com-
pletely in the hot zone and be brought into contact with a seed at the bottom
of the crucible. A part of the seed gets remelted when it touches the melt.
This provides a fresh interface for the crystal growth. The crucible is then
translated gradually into the cooler section of the furnace. The temperature
at the bottom of the crucible falls below the solidification temperature and
the crystal growth is initiated by the seed at the melt-seed interface. After the
whole crucible is translated through the cold zone the entire melt converts to
a solid cylindrical monocrystalline ingot (Dutta 2010).

The Bridgman technique can be implemented in either a vertical (Vertical
Bridgman technique) or a horizontal system geometry (Horizontal Bridg-
man technique). The concept of these two configurations is similar. In the
case of the horizontal Bridgman technique, the material to be crystallized
is contained in a boat-shaped crucible. First, the material gets melted while
passing through the heater and finally crystallized. Like other techniques, a
seed crystal with desired crystallographic orientation is placed at the top of
the crucible. The crystals formed are not cylindrical but acquire the same
shape as that of the crucible boat. However, the crystals grown horizontally
exhibit high crystalline quality (e.g. low dislocation density) since the crys-
tal experiences lower stress due to the free surface on the top of the melt and
is free to expand during the entire growth process (Duffar and Sylla 2010,
Dutta 2010).

IV The Gradient Freezing technique is similar in essence to the Bridgman tech-
nique. Analogous to the Bridgman technique, the gradient freezing tech-
nique can also be realized in vertical and horizontal configurations. While
keeping the furnace system as well as the crucible containing the melt and
the seed stationary, the temperature gradient is translated to obtain direc-
tional solidification. The translation of the temperature gradient is imple-
mented by using a multiple-zone furnace wherein the power to each zone is
programmed and controlled by individual PID controllers. This system can
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maintain the same temperature gradient at the liquid-solid (i.e. melt-crystal)
interface, which changes in turn its location with time during the growth.
This method is also used for the growth of binary compounds (Dutta 2010).
This technique is mainly used for the production of III-V-semiconductors
like gallium arsenide (GaAs) or indium phosphide (InP).

V The Kyropoulos method, named after the Greek-German scientist Spyro Ky-
ropoulos, was regarded as one of the leading technologies for the growth
of large single crystals particularly before world war II. The Kyropoulos
method, being a variant of the Cz process, performs crystallization by slow
cooling as opposed to gradual crystal pulling in the Cz process (Lan 2010).
The main difference between the two techniques are the different curvatures
of solid-liquid interfaces and the shapes of growing crystals. In Kyropoulos
crystallization, the crystal growth starts with a flat top to minimize the for-
mation of twins1 (Bliss 2010). With the Kyropulos method, the crystal is an
ellipsoid of rotation with its centre submerged completely in the melt (Bliss
2010).

To summarize, each technique offers a unique set of thermophysical conditions that
make it preferable to a specific class of materials. Sometimes slight modifications
to a standard growth technique are necessary to make amenable the growth of
certain materials. Thus, crystal growth is a challenging discipline where a thorough
insight into a specific growth technique and a sound knowledge of the desired
material properties are necessary.

2.2 Silicon: the Enabling Material in PV
The structural, chemical, and electronic properties of single-crystal silicon have
been revealed by more than 65 years of research and development, carried out by
governments and industries worldwide (Kearns 2019).

At room temperature, silicon is merely an insulator. However, with the addition
of small electronic impurities (dopants), silicon can become a conducting mate-
rial with electrons in the conduction band and holes in the valence band, thereby
making it a semiconductor. The single crystal of semiconductor silicon (Si) is a
phenomenal material with unique electrical, mechanical, and physical properties.
Due to these properties, silicon qualifies as a core material in many state-of-the-
art micro-and optoelectronic devices with structurally robust and high-temperature
resistant applications (Sinno et al. 2000), such as electronics, photonics, commu-
nication systems, and photovoltaic industries (Zharikov 2012).

1The crystal twins refer to two separate crystals sharing some of the same lattice points (Carter
and Norton 2007)
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Due to increased demand for PV systems, several programs for upgrading naturally
occurring silicon have continued to progress actively over the past many decades.
These programs encompass all the initiatives and efforts to make the production
of purified2 polycrystalline silicon (a starting material for bulk single crystal) both
cost-effective and efficient. The polycrystalline silicon has a structure comprising
of multiple small crystals with small grain size and a high density of grain bound-
aries 3. These grain boundaries trap the electrons, and consequently, the minority
carrier lifetime becomes considerably low. The polysilicon structure is often con-
verted to a single crystal ingot to enhance its usefulness (i.e., improved minority
carrier lifetime) in electronic and solar cell applications (Maurits 2014).

With the recent advancements, the purity level of polysilicon has reached a re-
markable level of eleven nines, i.e., 11N/99.999999999% (Kearns 2019), thereby
enabling greater control and less variation of silicon bulk crystal properties. The
main benefit of purified silicon is rendering improved performance and higher effi-
ciency to the final product via relatively larger thermal conductivity, withstanding
higher thermal gradients, and fast solidification and cooling rates.

It has been reported by multiple sources (Narayanan and Ciszek 2010, Delannoy
2012) that more than 80% of the solar modules are produced from silicon crystals.
However, in some references, these figures are reported to be even higher than
90% (Müller et al. 2006). The feedstock for the PV industry is either monocrys-
talline silicon (a highly purified form of polysilicon produced by the conventional
Siemens polysilicon process or by a fluidized bed process) along with the silicon
recycled from wafer manufacturing (Narayanan and Ciszek 2010, Delannoy 2012).

The value stream of silicon, encompassing all the main steps for refining this nat-
ural raw material to a photovoltaic-grade (PV-grade) or electronic-grade (E-grade)
silicon, is highlighted below.

2.2.1 Raw material for monocrystalline silicon

Silicon is the second most abundant element by mass in the Earth’s crust. While
silicon rarely occurs in its pure elemental form, more than 90% of the Earth’s
crust is made up of silicates, in which silicon is bound to oxygen, such as SiO2,
SiO4 and Si2O7, to name a few. Silica, the dioxide form of silicon (SiO2), is both
thermally and chemically stable native oxide (Kearns 2019), i.e., quartz.

2from the undesired contaminants like metals and heavy elements
3The varying orientations in polycrystalline structure appear as small crystals or grains, while

the interfaces between these grains are termed as the grain boundaries (Maurits 2014).
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2.2.2 Purification of silicon

Undoubtedly, the purer the silicon, the higher the efficiency of solar cells; how-
ever, the main limiting factor is the increasing cost incurred due to higher purifi-
cation levels. The naturally occurring silicon is purified to the solar/PV-grade or
electronic/semiconductor (E-grade) silicon, depending upon the extent of purifi-
cation. The PV- or E-grade silicon signifies the level of purity that makes each
material amenable for use in the corresponding industry, i.e., photovoltaic or elec-
tronic industry, respectively. The minimal level of purity for PV-grade Si is 6-7N
(i.e., six/seven nines or 99.9999/99.99999%) (Hosseinpour and Tafaghodi Khajavi
2018), while this purity level for Si wafers in the semiconductor industry is 9N (Sa-
farian et al. 2012) and in some references, this value is reported up to ≈11N (Itaka
et al. 2015). Since the allowable concentrations of impurities in semiconductor-
grade Si are much lower than those in the PV-grade; therefore, the silicon used
for semiconductors is the purest and “most structurally and chemically perfect"
material made by man (Kearns 2019).

For either PV- or E-grade specifications, the silica/quartz (a crystalline form of
Si) is purified first to the metallurgical grade (MG) silicon. This MG-grade Si
is further treated via the chemical or metallurgical route to obtain semiconductor
or solar-grade materials, respectively. The purified MG-Si suitable for the PV
industry is commonly referred to as the upgraded metallurgical grade (UMG) Si
(Maurits 2014).

The first processing performed on a quartz material is the carbothermic reduction
of silica, i.e., removal of oxygen from silica by reaction with carbon at high tem-
peratures (1500 ◦C to 2000 ◦C). This process takes place in an electric arc furnace
and results in the metallurgical grade (MG) silicon (Delannoy 2012, Braga et al.
2008), with purity level often reported to be 98.0-99.0 % (Maurits 2014).

The MG-silicon produced from carbothermic reduction may contain impurities
from the silica and carbon raw materials as well as the electrodes of the arc fur-
nace. One way to reduce them is to use almost pure raw materials, such as carbon
black and milled silica (or sand) derived from high purity quartz rock with low
concentrations of iron, aluminium, and other metals (Delannoy 2012).

At this point, the MG-silicon contains undesired metallic impurities such as Fe,
Al, Ti, Mn, C, Ca, Mg, B, P, to name a few (Safarian et al. 2012).

From metallurgical grade silicon, there are further two routes of silicon purification
depending upon its subsequent use, i.e., feed material for producing either PV- or
E-grade silicon (Delannoy 2012, Braga et al. 2008). These two routes for purifying
MG silicon are:
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Metallurgical Route:

A crucial step in poly-Si purification on the metallurgical route is the removal
of boron (B) and phosphorous (P). These materials, with relatively high distribu-
tion coefficients, viz., the ratio of concentration in the solid to that in the melt,
make their separation quite challenging. However, the commonly employed sub-
processes, for the removal of the majority of impurities on the metallurgical route,
except B and P, are based on the directional solidification (Delannoy 2012, Gribov
and Zinov’ev 2003, Hosseinpour and Tafaghodi Khajavi 2018) and acid leaching
methods (Safarian and Tangstad 2012). These processes exploit the segregation
properties of metallic/non-metallic impurities. In directional solidification of the
melt, both the heat necessary to be removed from the melt for solidification and
the latent heat generated due to phase change flow along the same direction, usu-
ally in the vertical direction. The end part with concentrated impurities is removed
afterward. Many metallic impurities have high concentrations in molten Si. Dur-
ing solidification of molten MG-Si, the majority of these impurities precipitate at
grain boundaries in polycrystalline silicon. Hence, acid leaching of MG-Si dis-
solves the impurities located at the grain boundaries of silicon, while keeping the
silicon matrix intact (Safarian et al. 2012).

As mentioned earlier, due to relatively large segregation4/distribution coefficients,
the removal of both B and P via directional solidification (Safarian et al. 2012;
2013) is neither feasible nor cost-effective. Therefore, these deleterious impurities
are dealt with through two important processes, namely the slag refining (effec-
tive for removing Boron) and vacuum refining/distillation (effective for removal of
phosphorous) methods on the metallurgical route.

The application of slag refining processes for the removal of B from silicon has
been extensively studied and commercialized in the ELKEM Solar Silicon process
(ESS) in Norway (Safarian et al. 2013). It is a well-established process on the
metallurgical route and can be performed economically on a large industrial scale.
The boron impurity in molten Si is first oxidized and then gasified for its effec-
tive removal by the molten silicate slags. Safarian et al. (2013), Hosseinpour and
Tafaghodi Khajavi (2018) have investigated various compositions of silicate slags
of which CaO− SiO2 and CaO−Na2O− SiO2 are the most commonly used.
The temperature, as well as the chemical composition of slag, greatly affect the
removal of boron by altering its concentration levels in slag and molten Si (Safar-
ian et al. 2012, Safarian and Tangstad 2012, Safarian et al. 2013). It is noteworthy

4A generic definition of this parameter is simply a ratio of the solute concentration (CS) within
the solid crystal and the molten charge (CL), i.e., k = CS/CL. However, some other definitions,
taking into account the actual growth conditions are also defined in literature to derive more accurate
segregation models (Friedrich et al. 2015).
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that the Elkem solar process doesn’t employ any specific method for phosphorus
removal; the P elimination can take place likely to some extent through the slag re-
fining (Safarian et al. 2012). Later, the directional solidification and acid leaching
processes are carried out in the ESS process to obtain UMG silicon.

Some other methods, (cf. Safarian and Tangstad (2012) for a more comprehensive
review) employed on the metallurgical route are plasma refinining and solvent re-
fining (Safarian et al. 2012, Hosseinpour and Tafaghodi Khajavi 2018). Despite
the promising results of the last-mentioned method, there are challenges and limi-
tations to its industrialization.

Chemical Route:

The most common chemical route for the purification of polysilicon is the Siemens
process. The MG-grade Si is allowed to react with HCl at moderate temperatures
to form trichlorosilane (TCS) SiHCl3 at the first stage (Delannoy 2012). In the
second stage, further purification is obtained through distillation by boiling TCS
at 32 ◦C. In the third stage, the TCS is broken down in a reducing atmosphere at
around 1000 ◦C, so that Si atoms from the vapour are deposited on a cylindrically
arranged array of thin Si rods. This chemical vapour deposition (CVD) process
produces thick rods of highly pure silicon. Dopants such as boron, phosphorous,
or arsenic are introduced at the desired concentrations to produce p-type (B) or
n-type (As,P) solar cells. After deposition the rods are removed from the reactor
and broken into small polysilicon pieces – thereby providing a starting material for
the silicon growth used later in semiconductors (Cowern 2012).

Two of the main drawbacks of the Siemens process are its high cost and the in-
volvement of toxic materials like trichlorosilanes, hydrochloric acid and chlorine
emissions, all needing utmost care and specialized handling (Braga et al. 2008).
There have been concerted efforts to reduce the purification cost of silicon feed
material.

Norway is a major producer of MG-grade silicon, ranking third in the world (USGS
2020). There has also been significant research on silicon purification (Braga et al.
2008, Safarian et al. 2012), leading in 2009 to the opening of Elkem Solar’s plant
at Vågsbygd in Kristiansand for the production of PV-grade Si. The production in
this plant is based on a fluidized bed reactor (FBR), and is claimed to have sig-
nificantly lower capital cost and lower energy consumption per ton of PV-grade
silicon produced compared to the conventional Siemens process. The plant in
Kristiansand is now a part of the REC Group.

A good and concise resource on various silicon purification projects run by differ-
ent governments, be those including chemical refinement or metallurgical refine-
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ment, are presented in Müller et al. (2006). Similarly, interested readers may find
reviews on proposed schemes and research processes for the purification of PV-
grade feedstock material in the following references: (Gribov and Zinov’ev 2003,
Itaka et al. 2015, Safarian et al. 2012).

2.3 The Czochralski Process
The Czochralski (Cz) process is named after the Polish chemist Jan Czochralski,
who accidentally discovered it in 1916 while examining the crystallization rates of
various metals. This process is renowned for producing single crystals of a wide
range of materials such as metals, minerals, salts, semiconducting materials (Si,
Ge, GaAs), and gemstones. Today, Czochralski is an advanced industrial technique
used mainly for the production of monocrystalline silicon ingots on a commercial
scale, i.e., contributing to almost 90% of the worldwide production of purified
monocrystalline Si. The high-purity Si ingots, when transformed as substrates
and wafers, find widespread usage in both electronics and photovoltaic industries,
respectively.

In an industrial framework, the production assembly of Si ingot is often called a
pulling chamber or simply, a puller. As the name suggests, the industrial Cz pullers
make use of a pulling mechanism that supports the seed crystal of the desired
monocrystalline lattice structure. With the seed crystal lowered into the surface of
molten Si, the pulling mechanism results in the solidification of molten Si at the
base of the seed crystal. The solidification process is controlled in a way to yield
a cylindrical structure of the solidified Si, commonly referred to as an ingot or a
boule.

With the precise control of the thermal gradients, pulling speed and rotation rates,
the production of larger sizes of silicon crystal ingots can be achieved. Further-
more, modern state-of-the-art Cz systems can support a much higher capacity of
molten Si charge, i.e., above 500 kg capable of producing crystal diameters up to
450 mm.

The automatic control of the Cz process is essential, not only to achieve maxi-
mum yield and reproducibility but also to produce crystals with fewer diameter
fluctuations and lower levels of defects and impurities (Tatartchenko 2010). The
absence of defects and impurities allows for a perfect lattice structure with the
highest light-to-electricity conversion efficiency for the silicon wafers produced
from the crystals — a prime quality consideration for photovoltaics. Moreover,
a constant (well-controlled) diameter means balanced growth/thermal conditions
that limit the possibility of defect formation. In addition, the cutting-off of expen-
sive material in the post-grinding of the Cz crystals can be reduced significantly
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with a better diameter control of the Cz ingots. Hence, a well-controlled Cz system
not only results in an improved quality of the final product outcome but enhances
the cost-effectiveness of the overall process.

2.3.1 Principle of operation

The Cz process commences by dipping a continuously rotating seed crystal (of
monocrystalline lattice) into the molten silicon and withdrawing it gradually out
of the melt. The moment the seed crystal touches the melt, the molten Si starts
to solidify around the seed crystal with the same monocrystalline structure as that
of the immersed seed. The solid crystal is then pulled slowly out of the melt,
carefully balancing the pulling rate and the crystal growth rate. Due to surface
tension/capillary forces, a meniscus is formed. The meniscus is a small volume of
molten Si that is lifted above the horizontal surface of the melt and connects the
solid crystal with the molten Si. The phase change from liquid to solid phase takes
place across the boundary separating the growing crystal from the molten Si. This
boundary is referred to as the melt-crystal interface and is depicted schematically
in Fig. 2.1.

With the Czochralski method, the growing crystal surface never comes in direct
contact with the crucible walls. This technique is different from the traditional
crystal fabrication techniques which produced bulk crystals in a vessel, i.e., similar
in essence to the casting method. Instead, the shape of the lateral crystal surface
depends on the shape of the melt meniscus, which in turn, is controlled by the
surface tension/capillary forces (Tatartchenko 2010). Furthermore, the heat and
mass transfer phenomena across the interface region determine the quality of the
finished crystal.

As a means for controlling the crystal-melt interface shape and the transfers of
mass (e.g., dopants, oxygen) and convective heat flow around the crystallization
interface, the crystal and crucible are rotated continuously in opposite directions
at appropriately pre-designed rotation rates (Noghabi et al. 2011, Friedrich 2016).

2.3.2 Assembly of a Czochralski crystal puller

Fig. 2.2 shows the Cz puller assembly for the silicon ingot production. The main
inner structures of the pulling chamber, collectively known as the hot zone (HZ),
are shown, except the heat shield5. A typical Cz crystal puller is a vacuum furnace
comprising mainly of the lifting and rotating assemblies for both the crucible and
the growing crystal, the hot zone (HZ) assembly, receiving chamber to receive
the growing crystal, specialized mechanisms for providing effective vacuuming,

5Since the heat shield around the growing crystal obscures the view of other HZ components,
therefore, for a clear view of the heat shield, one can refer to Fig. 5.4.
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Figure 2.1: Schematic view of the crystal growth regime indicating the melt-crystal inter-
face boundary that separates the growing crystal from the raised melt meniscus above the
molten semicoductor.

cooling, and purging6 of the Cz system and, last but not least, a control console.

The hot zone, being the most crucial assembly in the Cz puller, provides proper
temperature distribution required for efficient crystal growth. In the case of the hot
zone itself, the key elements include silica/quartz crucible, graphite susceptor (not
shown explicitly in Fig. 2.2), heat shield around the growing crystal, and lastly, the
annular and base heaters. A brief introduction of the HZ components that play a
key role in the regimen of crystal growth are listed below:

• Crucible: The crucible and its contents play a pivotal role in the crystalliza-
tion phenomenon. The crucible is a vessel that contains the feedstock ma-
terial (polysilicon) that is heated up to produce Si melt to proceed with the
crystallization. To prevent the contamination of Si crystal from the crucible
material, chemically inert material such as fused silica (SiO2) is a preferred
choice for the construction of the crucible. With the ongoing crystalliza-
tion, the melt level drops, therefore the crucible is gradually lifted upwards
so that the level of the three-phase boundary (melt-crystal-vacuum) can be
maintained constant despite the fall in melt height.

• Seed Crystal: The seed crystal plays a fundamental role as its main pur-
pose is to provide the crystallographic orientation for the entire ingot in ad-
dition to supporting the ingot. It is clamped by a seed holder/chuck and

6The growth of the Cz crystal takes place in a water-cooled vacuum chamber where the continu-
ous flow of inert gas, i.e., argon, is maintained.
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Figure 2.2: Assembly of a typical Cz puller (Rahmanpour 2017).

suspended from a stainless steel wire/rod. At a suitable melt temperature,
slightly higher than the silicon melting point, a seed crystal is dipped into
the melt and gradually lifted upwards until the end of crystallization. The
formed crystal will have the same crystallographic orientation as that of the
seed itself.

• Camera: Though the camera is not directly a part of the HZ, it is auxiliary
equipment that should be focused on the melt surface in the vicinity of the
three-phase boundary at all times. It is installed at one of the viewports on
the pulling chamber to capture the image of the glowing meniscus7. The
brightness pattern on the meniscus image serves as an estimate of the radius
of the growing ingot. Thus, the crucible lifting mechanism enables the opti-
cal measurement system to continue focusing at the same location, thereby
removing the need for any camera readjustments due to the dropping melt
level.

7Changes in the camera position will cause shifts in the radius measurement. Operators are
therefore careful to avoid bumping into the camera when cleaning the puller and preparing it for the
next run.
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• Susceptor: Traditionally, graphite is the most suitable material when it comes
to high-temperature exposures similar to those experienced by the hot zone
interior. The graphite susceptor holds the quartz crucible, thereby providing
mechanical support and reinforcement to the quartz crucible, which may
otherwise get softened and distorted at high temperatures. Furthermore,
the high heat conductivity of the graphite material allows the heat from the
heaters to be distributed uniformly around the walls of the crucible (Anttila
2015).

• Heat shield: The heat/radiation shield is a circular funnel-shaped structure
that extends above the melt surface like an inverted frustum of a cone while
surrounding the growing crystal. It is usually made of molybdenum or
graphite and offers a wide range of benefits. Firstly, it shields the growing
crystal from the heat radiating from the hot crucible walls. Consequently, the
radiative heat transfer from the crystal surface can be improved, which, in
turn, permits the increase in the pulling rate. Secondly, the axial temperature
gradient can be increased (Su et al. 2010), which is important for controlling
the concentration of intrinsic point defects (Friedrich et al. 2015, Voronkov
1982). Thirdly, the radiation-induced heat losses, from the melt surface to
the top of the chamber, can significantly be reduced (Su et al. 2010). Lastly,
the heat shield guides the argon flow for effective purging of the system.

The heaters and the cooled walls of the main vessel are also separated by in-
sulation layers usually made of graphite felt or foil. These insulation layers,
also referred to as the bottom heat shield, reduce the heat losses considerably
and provide improved power consumption.

• Argon gas flow: During the crystallization, the dissolution of the quartz cru-
cible results in the release of oxygen into the melt. More than 99% of oxy-
gen leaves the melt as SiO, but the remaining small amounts stay in the melt
and get incorporated into the growing crystal (Friedrich et al. 2015). Fur-
thermore, the evaporating SiO from the melt interacts with the hot graphite
susceptor to form carbon monoxide CO, which then reenters the melt and
causes the potential transport of carbon in the crystal (Newman 1982). Both
SiO and CO are undesired as the former is a volatile and corrosive oxide,
while the latter tends to precipitate as SiC at the silicon crystal (Dold 2015).
Thus, the heat shield guides the argon flow (from top → bottom of the
chamber) closely along the melt surface to efficiently purge the system of
undesired SiO and CO. Moreover, argon is an inert gas with poor thermal
conductivity. It facilitates better insulation of the hot areas around the melt
from the water-cooled vacuum chamber walls. Modern Cz pullers, partic-
ularly the PV related ones, operate at reduced pressure of approximately
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5 mbar to 50 mbar, while the argon flow is kept in the range of 10 L min−1

to 30 L min−1 (Dold 2015). Oftentimes, in preparation for the production
of a new ingot and prior to purge gas flow, a leak test is performed to ensure
a vacuum-proof environment to prevent oxygen from entering the pulling
chamber during the crystal production.(Anttila 2015).

• Heaters: The Cz pulling chamber is equipped with an annular/main heater
and a base/bottom heater. For the construction of heaters, graphite mate-
rial, owing to its excellent electrical and thermal conductance properties, is
used. The heater is usually connected to two or four electrodes at its bottom
edge, using a support structure made from graphite. The electrodes deliver
the required power ranging from a few tens of kW to well beyond 100 kW
(Anttila 2015).

Lastly, in the case of any unfortunate event, if the high-temperature silicon melt
spills8 at the base of the chamber, considerable damage may occur to a rather ex-
pensive crucible lifting and rotating mechanism. Furthermore, the molten silicon
may come in contact with the water from the water-cooled vacuum chamber that
may lead to dangerous steam or detonating gas explosion. Therefore, as a contin-
gency, most hot zones are equipped with trays to hold up silicon charge spillage
(Anttila 2015).

2.3.3 Stages of the crystal growth process

When producing a Si ingot in the Cz process, the first step is to charge the crucible
with silicon pellets. While charging the crucible, the operators need to take special
precautions to eliminate any risk of contamination to both the crucible and its
contents. Thereafter, a fully charged crucible is placed at its designated location
inside the pulling chamber. The various steps involved in single batch production
of a crystal ingot, through the Cz process, are outlined in Fig. 2.3 and listed below:

I Melting: One of the prime considerations before starting each run of sili-
con ingot production is to ensure a vacuum-proof environment in the growth
chamber, effectively purged with the flow of inert gas like argon. Once the
growth environment is made vacuum-proof with the reduced operating pres-
sure, the melting of the silicon starts. Without any proper vacuum, contami-
nation into the melt and the crystal surroundings result due to the airflow.

The temperature within the growth chamber is increased to a level slightly
above 1420 ◦C, which is the melting point of Si. The temperature is main-
tained there for a while to allow complete melting of silicon feed/pellets

8The occurrence of any leaks or cracks is quite rare, though.



2.3. The Czochralski Process 25

while ensuring the removal of any tiny bubbles that may otherwise generate
voids or other crystal defects (Shimura 2017).

Once the Si feed is fully melted, i.e., after a few hours, the crucible is raised
to the desired starting position. The operators use their acquired experience
to stabilize the melt temperature before dipping the seed into the melt. At
this stage, a careful adjustment of heater power is essential to control the
melt temperature at the right level before dipping the seed crystal into the
melt. At a temperature lower than the desired, the seed crystal does not
merge with the molten semiconductor to start crystallization. Similarly, at
higher melt temperatures, the seed crystal can fully melt away, thereby in-
hibiting any crystallization. Often a two-color pyrometer focusing on the
proximity of seed dip location is used to sense the melt surface temperature
(Anttila 2015).

II Necking:

With the proper heater power adjustment in place and the seed crystal in
contact with the melt surface, a portion of the seed crystal melts to form
a meniscus (Müller and Rudolph 2001), and the crystallization starts from
the free melt surface. The first stage of crystallization is the growth of a
thin neck, usually of diameter ranging from 2 mm to 4 mm and lengths up
to 30 mm (Dash 1958). During necking, the growth rate is kept quite high,
i.e., with pulling rate up to 6 mm min−1 (Friedrich et al. 2015). Throughout
the necking stage, the manipulation of the pulling rate and the main heater
power provides control of the neck diameter. That is, the increase in pulling
speed and the decrease in heater temperature are adjusted pragmatically to
produce the neck with the desired diameter. In general, the pulling rate con-
trol instantaneously alters the interface geometry to allow for quick diameter
adjustments.

Henceforth, the gradual upward pulling of the seed crystal causes the molten
silicon to crystallize at the base of the seed. In this way, the pulling mech-
anism maintains crystallization with the continuous repetition of the crys-
talline lattice structure as dictated by the seed crystal.

The temperature shock experienced by the seed crystal due to its contact
with the hot melt may cause dislocations in the seed lattice structure. The
very purpose of growing long necks before the start of the main body is
to prevent any dislocations that may otherwise pass on to the crystal body
from the seed crystal itself. A specialized necking technique, as devised
by Dash in the late 1950s (Dash 1959), relies on the fact that in specific
crystallographic orientations, dislocations have limited mobility. Thus, by
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incorporating fast pulling and growth rates, the dislocation growth is com-
pelled to the sides of the neck and eventually removed. In this way, after only
a few centimeters of neck growth, the dislocations are altogether inhibited.
Additional details on the necking phase in general and Dash technique in
particular, may be viewed in (Anttila 2015) and (Dash 1958; 1959), respec-
tively. An overview of scientific arguments about the dislocation elimination
during the necking phase is given in (Zulehner and Huber 1982). Today Cz
is the only method for growing dislocation-free single crystal silicon in very
large volumes (Kearns 2019). Further to dislocation rejection, the idea be-
hind growing a small diameter neck offers multiple other benefits such as
lesser removal of the latent heat of fusion and reduced exposure to radial
temperature gradients.

The length of the neck is usually longer than that required to eliminate the
dislocations. Thus, a long neck not only provides additional assurance to
the better quality of the material before the start of rather crucial crystal
growth stages but serves as a precise measure of the melt temperature to
proceed with the crown stage of crystal growth. The Cz system has a rela-
tively slower response to the heater temperature changes, however, the right
temperature to start with the crown phase should be correct to 1 degree.
Therefore, growing a thin, long neck acts as a temperature sensor, which
has even better consistency than the pyrometers or other instrumentation, if
used instead. Hence, based on the experience, once the neck diameter and
average growth rate stay in the prescribed range for a sufficient time, the
temperature by then also reaches the right value for the upcoming pulling
stage (Anttila 2015).

III Crown: The crown growth follows the necking phase. The crown and the
subsequent shoulder phase are intermediary stages to transition fully from
the crystal neck to the main body of the crystal.

During this phase, the diameter should be increased steadily by either de-
creasing the heater temperature or pulling speed, or both. A rapid increase
in diameter alternatively means rapid changes in the process conditions that
will, in turn, rapidly alter the shape of the freezing interface leading thereby
to a potential structural loss. To put it differently, too slow a pulling speed
will result in a flatter crown with the interface shape being convex as con-
trasted to its tendency as flat or concave shape during the body phase. Large
variations in the interface shape, when transitioning from crown to body,
may lead to a loss of structure. Conversely, with a slow increase in diameter,
the resultant crown is a steeper cone with less effect on the interface shape,
thereby allowing smoother transition into the body phase. However, it can be
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cost-intensive from a material usage standpoint as well as time-consuming
due to extended process duration. Thus, a good compromise on the rate at
which diameter shall increase in the crown phase provides not only a suc-
cess from the structural loss viewpoint but renders both cost-effectiveness
and time-efficiency (Javidi 2003, Anttila 2015).

IV Shoulder: When transitioning from the crown phase to the main body phase,
the growing crystal enters a short intermediary phase, termed as the shoul-
der phase. This phase is particularly important to maintain dislocation-free
growth, before and after transitioning to the body stage (Zhang et al. 2019).
This phase usually starts after attaining almost 80% of the required cylindri-
cal body diameter. During this short transitory shoulder phase, a significant
rise is applied to the pulling speed, thereby constraining the diameter in-
crease right up to the desired crystal diameter. Eventually, by the end of
the shoulder phase, any further rise in the diameter is stopped so that in the
subsequent body growth phase, the crystal body grows as a vertical cylinder
with a constant diameter Anttila (2015).

The portion of the ingot corresponding to the crown/shoulder phases as well
the start of the body (nearby the crystal shoulder) is discarded at the time
of wafer slicing because it exhibits nonhomogeneous crystal characteristics
due to abruptly varying growth conditions in the transitory stages (Shimura
2017).

Up to the shoulder phase, the crystal growth is performed in an open-loop,
i.e., without any feedback for the diameter control, as the camera-based op-
tical imaging system is incapable of continuously tracking a wide range of
diametrical changes between the neck and the shoulder stages. The optical
imaging system is engaged in the body phase, during which both the crystal
ingot and the attached meniscus are well within the camera viewing range.

Moreover, the pulling speed should not be maintained too high further after
the shoulder phase to prevent the crystal diameter from growing inwards
during body growth.

V Body: The part of the produced crystal ingot used for the wafer fabrica-
tion is its cylindrical body with constant diameter characterized by the least
possible surface striations.

The physical estimate for the crystal radius/diameter comes from the camera-
based measurement of the crystal radius that depends on the location of the
glowing bright ring on the meniscus surface. The bright ring location alters
with the curvature of the meniscus surface that in turn depends mainly on the
two quantities, i.e., the angle of the melt meniscus at the triple point of the
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crystal-melt interface (cf. αc α0 in Fig. 2.1) and the height of the meniscus
(cf. hc in Fig. 2.1). Full details of the calculation of this measurement are
given in Sect. 5.2.

The conventional control structure used in the body stage is illustrated in
Fig. 2.4 and described in detail in Sect. 2.5.3. Basically, the conventional
control structure combines the use of the pulling speed for crystal diameter
control with the use of the heater power to get the desired growth rate.

Some other controllable parameters along the body length are gas flow, pres-
sure, and the rotation rates of crucible and crystal, to name a few (Anttila
2015). These parameters are usually adjusted apriori for the given crystal
configuration.

VI Tail: The body stage culminates in the tail stage during which the crystal tail
is grown from a small portion of the melt, left in the crucible. At the base
of the ingot, the tail resembles an inverted cone with the slant angle ranging
from 30◦ to 40◦. Thus, the diameter of the crystal is decreased steadily up to
zero such that the ingot no longer touches the melt surface. The formation
of the tail prevents any slip dislocations which may otherwise be propagated
upwards following a sudden detachment of the body from the melt. Fur-
thermore, such a sudden detachment of the ingot body without proper tail
growth causes rapid cooling at the ingot base, which in turn affects the uni-
form thermal history towards the end of the ingot (Anttila 2015). During the
tail phase, the control of diameter is performed in the open-loop because the
crystal’s cylindrical body blocks any view of the tail by the optical diameter
sensing equipment.

2.4 Challenges and Objectives of Czochralski Crystal Growth
The crystal manufacturers have to face a plethora of challenges in a bid to satisfy a
range of crystal control objectives/specifications (most often related to quality and
efficiency). Due to the coupled nature of the process, combined with the complex
heat/mass flow dynamics, the simultaneous fulfillment of multiple control criteria
may not be an easy task from a fundamental viewpoint (Duanmu 2006).

2.4.1 Growth challenges related to crystal quality

The requirements on structural perfection of the surface and bulk of single-crystal
silicon have continually been on the rise. Apart from the most obvious criterion of

9Wikimedia Commons, the free media repository
https://commons.wikimedia.org/wiki/File:Czochralski_Process.svg
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Figure 2.3: The Czochralski growth cycle (source wikimedia.org)9

uniform diameter, it is also desirable to have the right amount of dopant concen-
trations, reduced density of contaminants, and a perfect crystalline structure in the
grown crystal. Any undesired drift from a uniform crystallographic orientation,
i.e., an imperfection appears in the form of dislocations (aka structural defects or
line defects) and other types of defects (explained briefly below) in the finished
crystal. It is noteworthy that these imperfections have a profound effect on the
characteristics of the material.

From the crystal quality perspective, the frequently encountered challenges related
to crystal growth may be characterized under the three broad categories explained
briefly below.

I. Dopants and Impurities:

The polycrystalline silicon feed material contains contaminants/ impurities
that are not desired. Other contaminants come from the hot zone materials,
such as oxygen and carbon (cf. Argon gas flow in Sect. 2.3.2). Dopants, on
the other hand, are the materials that are intentionally added to the molten
charge to incorporate electrically active donor or acceptor impurities within
the final crystal. Even though the end crystal can never be completely pure,
the purity and hence quality of the end crystal can be improved while main-
taining the desired concentration of dopants and reduced concentration of
undesired contaminants. The impurities can cluster or precipitate and this
process leads to structural defects. The latter defects may then act as nucle-
ation sites for further interactions with impurities. An important parameter,
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known as the segregation coefficient, determines the segregation phenom-
ena occurring at the growth interface. Most metallic impurities in Si have a
segregation coefficient of k � 1, the feedstock is purified upon melting and
solidification during the growth process. Doping elements such as boron,
phosphorous, and arsenic have segregation coefficients closer to 1. Boron is
a very favorable dopant because a k value of 0.8 allows one to obtain very
uniform electronic properties throughout the crystal. In the case of oxygen,
k ≈ 1, implies that the oxygen incorporated into the crystal has almost the
same concentration as that in the melt.

The higher concentrations of oxygen may lead to higher oxygen precipitate
density that can drastically lower the minority carrier lifetime10. A signif-
icant increase in oxygen precipitation is also observed for crystals that are
doped heavily with boron, or have high concentrations of metal contami-
nants. Other factors that influence the concentration of oxygen incorporated
into the crystal are the reaction rate of crucible wall dissolution, heat shield
design to guide argon flow, melt convection, and the rotation rates of crys-
tal and crucible, to name a few. Therefore, these factors are usually ad-
justed/tailored by crystal manufacturers to limit the amount of oxygen as
per the specifications of wafer users (Friedrich et al. 2015).

II. Defects: Even the most perfect, modern, and dislocation-free single crystals
of Si are known to possess micro defects (MDs) of various types with di-
mensions as low as up to nano/micron levels. MDs have deletrious effects on
electronic, optical, mechanical and degradation properties of devices made
from monocrystalline silicon. One of the most common disorders destroy-
ing the characteristic morphology of a regular crystallographic lattice is a
point defect at or around the lattice point. Two main types of point defects,
frequently encountered in crystal quality resources, are vacancies and in-
terstitials. A vacancy is marked as the absence of an atom from the grid
location (lattice site), while the occupation of an atom at any random open
space outside the grid location describes an interstitial defect. Both vacan-
cies and interstitials fall in the intrisic defect category, i.e., the defects arising
due to the configuration of native atoms. Sometimes the vacancies filled in
by impurity atoms, larger than those of bulk atoms, are called substitutional
defects. Some other higher dimensional defects regarding crystal growth

10An important material characteristic that is extremely sensitive to smallest amounts of impurities
or intrinsic defects and ideal for inline characterization of material quality and process control. This
parameter is essential to assess the performance of many semiconductor devices. The minority
carrier lifetime is defined as the average time it takes an excess minority carrier to recombine (Rein
2006, Schroder 2015). The Si wafer has a longer lifetime if the minority carriers persist for a longer
duration before recombining, i.e., the flow of electric current can be maintained longer.
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are called planar and spatial defects. The most common example of planar
defects is stacking faults which are caused by the aggregation of intersti-
tials during the cooling of the growing crystal. The conglomeration of point
defects leads to spatial defects, e.g., condensation of vacancies results in
microvoids, while the fusion of interstitials gives rise to precipitates. Like-
wise, the conglomeration of foreign particles results in inclusions (Hurle and
Rudolph 2004), (Klapper and Rudolph 2015).

The defects in crystal growth are mainly caused by thermal stresses, i.e.,
the stresses caused by (a.) the solidification of melt into a crystal, (b.) the
temperature variations within the crystal (during production, in particular),
and (c.) the cooling of the crystal. Therefore, the thermal stresses must be
limited to control the defect density within the crystal (Bornside et al. 1990).

In the field of semiconductor growth, defect control engineering is mainly a
discipline that encompasses the study of complex phenomena related to con-
centrations, diffusions, and agglomerations of defects (vacancies/interstitials,
etc.), as well as their incorporation into the crystal subjected to crystal so-
lidification, cooling and most importantly the temperature variations in the
crystal leading to thermal stresses. These thermal stresses can significantly
impact the defect density within the crystal (Bornside et al. 1990).

Some other important findings have had been initiated by Voronkov in the
1980’s (Voronkov 1982, Falster and Voronkov 2000, Voronkov 2008). His
work suggested that the type and incorporation of point defects within a
crystalline structure can be controlled via parameters such as crystal growth
rate vg and the axial temperature gradient GT near the crystallization front.
To summarize, the ratio vg/GT must be maintained within 10% of the crit-
ical value (Falster and Voronkov 2000) to suppress interstitial and vacancy
type micro defects to an extremely low level. Further details can be found
in (Klapper and Rudolph 2015).

III. Dislocations: Dislocations, aka linear defects, occur along a line around
which the atoms of the crystal lattice deviate from the perfect periodic ar-
rangement. In this case, imperfection/distortion, centred along a line, sep-
arates two regions of a surface that are themselves perfect but are out of
register with each other.

In a Cz growth, four distinctive ridges or habitus lines are apparent on the
shoulder growth. During shoulder and body growth, any variations in the
pulling speeds or temperature gradients cause the sizes of these habitus lines
to vary. Nevertheless, the presence of these habitus lines and ridges on the
crystal body is indicative of dislocation-free single crystal growth (Friedrich
et al. 2015).
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In a nutshell, the temperature gradient in the growing crystal, which is alge-
braically proportional to the heat flow conducted by the crystal, has a domi-
nant impact on the crystal quality. Thus, the crystal quality specifications, in
terms of virtually zero micro defects, can be expressed implicitly as grow-
ing a crystal with stable growth kinetics, i.e., with uniform melt temperature
conditions and minimal variations in the shape of the crystallization front
(Duanmu 2006, Sinno et al. 2000, Krause et al. 2002). Nevertheless, in an
actual scenario, with the ongoing crystal growth, it is quite a challenge to
maintain uniform thermal distribution in the vicinity of the crystallization
front (interface region), especially in an attempt to overcome the following
continuously occurring phenomena that inevitably alter the overall temper-
ature distribution within the process:

X A continuous drop in the melt level is compensated for by the crucible
uplift. Consequently, the exposure of the crucible to the surrounding
heaters progressively reduces, thereby markedly altering the tempera-
ture distribution within the melt.

X Secondly, the growing crystal in the centre of the hot zone acts as a
cooling fin that removes the heat from the interface through conduction
and radiation. In this regard, process variables such as crystal shape,
length, and ambient temperature strongly affect the temperature distri-
bution and the heat flow patterns around the interface region (Duanmu
2006).

Both phenomena substantially modify the thermal conditions surrounding the in-
terface region. This can potentially change the balance of heat fluxes about the
interface, thereby impacting both the shape of the interface (cf. Fig. 2.1) as well
as the quality of the crystal. Hence, from the Cz crystallization viewpoint, the in-
terface shape is a well-founded indicator of the thermal stress levels in the newly
grown crystal in the vicinity of the interface. The larger the interface deflections,
the larger the radial temperature gradient and consequently greater the possibil-
ity of crystal micro-structure distortions. Therefore, the interface shape should be
maintained as flat as possible during the entire growth. Conversely, smaller in-
terface deflections ensure uniformly distributed material properties in the radial
direction of the sliced wafer. In practice, the interface shape can vary from highly
convex to slightly or moderately concave (Brice 1973). Unfortunately, the inter-
face shape cannot be measured directly during the crystallization process. How-
ever, from a control design perspective, the assumption of a flat interface cannot
be expected to hold if the temperature distribution in the melt and crystal changes
significantly during the growth process.
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2.4.2 Czochralski growth objectives

As stated earlier, the Czochralski process is the crystal fabrication technique that
produces crystals by continuous solidification of the molten Si at the growth/crysta-
llization interface. The shape and quality of the crystal rely heavily on the shape
of the crystallization interface and the associated heat and mass transfer across it.
Since the crystallization interface, surrounded by the meniscus surface, is a free
boundary without any mechanical constriction, therefore material transport across
this interface may vary with geometric variations in the interface. This explains the
variation between different ingots from the same puller/plant despite the consistent
and uniform crystallization technology (Duanmu 2006).

Though there exists a variant of the standard Czochralski crystal growth process,
i.e., the continuous Czochralski, where the feed of molten Si has to be maintained
continuously via a premelter Rea (1979), Wang et al. (1999), the standard config-
uration of the Czochralski process has a batch nature as it lacks the continuous
feed of molten Si. With an ongoing change in the crystal length and melt level
within the crucible, the crucible has to be continuously lifted. Therefore, to main-
tain a constant heat flow into the growth chamber, the heater temperature shall in-
crease steadily. The steady rise in heater temperature causes varying heat transfer
phenomena thereby, preventing the system from reaching a constant steady-state
which is the characteristic property of a batch process.

The key challenge for batch plants is to consistently manufacture each product
in accordance with its specifications while maximizing the utilization of available
equipment. Since each batch itself is complete and independent of other batches
taking place before or afterward, therefore, the product quality specifications must
be ensured in each batch separately.

I. Diameter control: Ideally, the crystal ingot during the body phase should
resemble as smooth a cylindrical structure as possible. However, in reality,
the complex and coupled temperature-driven dynamics cause variations in
thermal gradients on the melt side of the freezing interface, thereby causing
small striations on the crystal surface. Thus, ensuring the growth of crystal
with a virtually uniform cylindrical shape and minimal diameter fluctuations
throughout the process growth is the primary objective. An effective diam-
eter control not only minimizes the fluctuations on the lateral surface of the
crystal but also economizes the Cz process by minimizing the waste of ex-
pensive material during the post grinding of the finished ingot before device
fabrication or wafer slicing.

Close to the freezing interface, if the thermal conditions are balanced at least
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on average, the pulling rate is essentially the same as the rate of solidifica-
tion, thereby making the diameter control realizable (Anttila 2015).

In addition to the increasing requirements for quality and structural per-
fection of the crystal, the demand for larger diameter crystals is also on a
steady rise. One of the prime benefits of utilizing larger crystal diameters in
the semiconductor industry is the increased manufacturing economy topped
and the improved power gain because larger wafer sizes allow for wafers
to be less pseudo-square with increased surface area, thereby increasing
the capacity to capture light (Chunduri and Schmela 2019). The growth
of larger diameter crystals is even more challenging because the growth pro-
cess gets subjected to batch-related disturbances, which are different both in
nature and magnitude when compared to those arising during the growth of
smaller diameter crystals. Secondly, due to the revised process objectives,
the crystal manufacturers need to adapt the system trajectories and the asso-
ciated growth parameters with the change in process conditions/interactions.
Therefore, in industrial practice, the update of the growth parameters is usu-
ally performed empirically (Duanmu 2006).

II. Growth rate control: The solidification rate, or simply, the growth rate vg,
represents the rate at which the solid mass of the growing crystal changes.
As stated earlier, the growth rate heavily influences the quality of the end
crystal, therefore its control is quite essential. Nevertheless, in a conven-
tional control approach (cf. Fig. 2.4), typically used for the Cz growth pro-
cess, the growth rate control is linked with the temperature dynamics such
that the manipulated variable, making use of heater input, has only an indi-
rect effect on the growth dynamics, i.e., via changing the energy balance at
the interface. Thus, the heat balance at the interface is critical for growth
rate control.

Ideally, a stationary growth interface with virtually no dynamical variations
implies the growth rate to be exactly equal to the pulling rate. In reality,
due to the temperature variations at the growth interface, the instantaneous
pulling speed may differ from that of the actual growth rate. Therefore,
using the heater power QH as a manipulated variable for the control of the
crystal growth rate is understandable.

As anticipated from economic considerations, the crystals should preferably
be pulled at faster speeds to achieve a higher production rate. However, in
the case of larger diameter crystals, factors such as the dissipation of latent
heat and the increased thermal stress in the growing crystal, fundamentally
limit the pulling rate. Furthermore, with the growth of larger diameter crys-
tals, the combined influence of both reduced pulling rates as well as the
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reduced efficiency of radiative heat loss arising from a smaller surface to
volume ratio, significantly lowers the rate at which the growing crystal can
cool down (Von Ammon et al. 1999).

2.5 Conventional Control Scheme for the Czochralski Process
The choice of a control structure for the Cz system is determined by the physics
of the system, choice of system inputs/outputs, their dynamical interactions, the
available measurements, and their relationship with the controlled quantity as well
as the manipulated variable.

2.5.1 Dominant process physics

The control design of any physical process starts with describing the dominant
physics, i.e., the key system interactions in the form of mathematical relation-
ships. In model-based control design, a central problem is to determine the extent
to which the mathematical model of a physical system can be simplified without
serious compromise on feedback control performance and robustness.

In the Cz process, with relatively complex and coupled process interactions, many
researchers have proposed different modeling strategies ranging from black box
system identification to complex/coupled partial differential equations that are
typically solved using computationally intensive finite element methods (FEM).
Despite, providing a deep insight into coupled process interactions, assessing the
system’s control capability/authority, and revealing the time evolution of system
states/variables, the complex FEM models are rarely used for the feedback con-
trol. Instead, a less complicated modeling paradigm that encompasses the impor-
tant system interactions combined with sound empirical knowledge can form the
basis for the control system design.

The basic model of the Cz growth process, governing the crystal growth dynam-
ics at the interface and the attached meniscus, is derived from the first principles.
The heat released due to solidification determines the rate of crystal growth. Any
changes in the growth rate influence the interface thereby causing a change in crys-
tal diameter. Thus, the growth dynamics are strongly correlated with the heat and
mass transfer across the meniscus and the crystallization interface. The shapes of
the crystallization front and the meniscus play a significant role in crystal growth.
Therefore, the variables involved mainly in the crystal solidification from the melt
are meniscus height hc, the radius of the crystallization interface rc, and the growth
angle (cf. angle αc marked in Fig. 2.1 to represent the extent of taper in the Cz crys-
tal). A manipulated variable that directly influences the process conditions about
the crystallization interface is the pulling speed vp. This qualitative description of
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the behaviour of the Cz process is given here to facilitate the understanding of the
conventional control structure, shown in Fig. 2.4. Furthermore, the significance of
feedforward trajectories, depicted in Fig. 2.4 is explained in Sect. 2.5.3. A mathe-
matical representation on process dynamics is given in Chap. 4.

Another important aspect encountered in modeling for control of the Cz crystal
growth is modeling the different modes of heat transfer. The precise modeling
of these heat transfers is cumbersome, particularly since the aim is to develop a
simplified model suitable for control design.

Due to the high temperatures involved in the growth of Si crystals, radiative heat
exchange between the surfaces (delimiting the enclosures of the puller) exposed to
these high temperatures is quite dominant. The changing process conditions such
as the change in the size of the growing crystal, change in the melt level affect the
radiative heat losses between the surfaces of the crystal, melt, crucible wall, and
the environment. The two modes governing the heat transfer within the melt are
convection and conduction, with the former dominant over the latter. Moreover,
the two modes of heat transfer within the melt vary in both temporal and spatial
dimensions.

The aim of the modeling in this thesis is to derive a time differential equation of
manageable order such that the control design methods may be applied directly.
To get around this difficulty, a lumped parameter paradigm is adopted to derive the
approximate models of the melt/meniscus lumps, while assuming uniform material
and physical properties within each lump.

2.5.2 Available measurements and the choice of manipulated and controlled
variables

The two measurements that are commonly used for the control of the Cz process
are the crystal radius, indirectly measured via a camera, and heater temperature
sensed using a pyrometer. The pyrometer is inserted through a small opening in
the containment structure, thereby providing it with a view of the graphite lining
surrounding the heater element.

The pulling speed vp and heater power QH are the most commonly employed ma-
nipulated/control inputs for the diameter control of the Cz process. If the diameter
is to be regulated, an appropriate change in the corresponding pulling speed would
be the first strategy or an attempt from the operator. A change in pulling speed
influences the crystal diameter by either emitting or absorbing the heat of crystal-
lization (Bukowski 2013). Thus, the mass and energy balance across the growth
interface undergoes a change leading to the changes in meniscus height, growth
angle, and of course, the crystal diameter.
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The thermal balance about the interface that determines the rate of crystallization
can be altered through adjustments in heater power. Any changes in heater power
propagate through the heater, crucible, and the melt before affecting the interface
dynamics. This accounts for the fact that any changes in heat input on the crystal
growth rate are noticeable after a significant time lapse.

Firstly, owing to the lag in heat flow from the heater to the interface region, and sec-
ondly because changes in pulling speed change the meniscus height immediately,
the pulling speed is considered a better actuator for diameter control than the heater
power. Conversely, due to desired acceleration constraints and possible speed lim-
its for the pulling speed actuator, the pulling speed shall not be manipulated to an
unwieldy extent. A rapid pulling rate stretches the meniscus too much, thereby
breaking the meniscus and disconnecting the crystal from its melt. Similarly, a
lower pulling speed causes the crystal diameter to increase beyond the set-point
value, thereby leading to undesired operating conditions, viz., the solidification of
the melt. This undesired increase in the crystal diameter necessitates remelting of
the melt that, in turn, can lower the process productivity and efficiency.

If after steady growth rate and proper diameter control, pulling speed deviates
from its optimum target level, slower means of control are used, i.e., through ad-
justments in heater power.

2.5.3 Conventional control structure

Proper control of the meniscus and crystallization interface region is the key for
obtaining crystals of well-defined shape. The challenging task in control system
design for this process is that the Cz process is a complex process with a combina-
tion of both faster as well as slower dynamics.

In conventional Cz control, these different dynamics are accounted for by a cas-
caded controller structure comprising three control loops: The automatic diameter
controller (ADC), the automatic growth rate controller (AGC) and the automatic
temperature controller (ATC), respectively (Lee et al. 2005), (cf. Fig. 2.4).

The feedforward reference trajectories, depicted in Fig. 2.4 are also of significant
value. Since the changes in pulling speed and the corresponding growth rate can
affect the quality of the crystal (Voronkov 2008), therefore the optimal value of
growth rate must be chosen carefully. Instead of intuition and experience, the
target pulling rate trajectory is designed by considering the dynamic relationship
between heater temperature and pulling speed. (Lee et al. 2005)

Furthermore, the disparate time scales are involved in the Cz growth process, viz.,
the rapid response of pulling speed, and slow response of heater power to the di-
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Figure 2.4: Schematics showing a conventional control structure of the Cz system.

ameter adjustment at the freezing interface. Therefore, the empirically derived
target temperature trajectory is applied to the temperature controller to account for
the anticipative action from rather sluggish heater dynamics (Lee et al. 2005). As
reported under the heading Dislocations in Sect. 2.4.1, the designed target temper-
ature trajectory follows an increasing trend.

The growth rate controller and the temperature controller, taking measurement
from a pyrometer, are connected in cascade. The tracking error for the pulling
speed triggers the growth rate controller, which, in turn, adds a trim value to the
target temperature trajectory. Due to sluggish dynamics from heater power to crys-
tal growth rate, a time-varying target temperature trajectory is introduced. The
intent of introducing the target temperature trajectory is to counteract the factors
described above that change the heat transfer characteristics, and thereby, provide
anticipative action to reduce variations in the crystal growth rate. A well-designed
temperature trajectory implies better tracking of pulling speed and will therefore
reduce the contribution from the growth rate controller.

The control system might be extended by the use of a two-colour pyrometer to
sense the melt temperature in the vicinity of the seed dipping location. This may
provide an intelligent jumpstart for the necking stage (Anttila 2015).



Chapter 3

Literature Survey of Czochralski
Modeling, Control and
Measurements

This chapter provides a literature review of the Czochralski growth from various
aspects such as modeling, control, measurements and the analytical/numerical
methods developed to evaluate the shape of the meniscus.

The informed reader may choose to skim/skip this chapter.

In the Cz literature, a myriad of tools and approaches have had been used to model
various aspects of crystal growth. These modeling approaches reveal the underly-
ing dominant physics leading, thereby to better insight into the system behaviour.
The knowledge of the system behaviour facilitates the process design study as well
as the assessment of thermal gradients and stress analysis.

From the viewpoint of system design studies, accurate dynamics of every pro-
cess component might be very helpful. However, for the control design purpose,
approximate system models may suffice while compensating for the lack of accu-
racy through the feedback control. Therefore, the focus is more on covering the
phenomena that are observable online. Still, insights from the detailed models of
heat and mass transfers can help determine the objectives of control (such as de-
sired/constant pulling speeds, minimize diameter variations for improved crystal
quality, to name a few.)

39
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3.1 Modeling Approaches
To improve the process insight and its design, many researchers in the past came
up with complex models of heat and mass transfers within the Cz process. The
heat transfers are not only governed by a combination of conduction and convec-
tion within the melt and meniscus but by radiative transfers taking place above the
melt surface and the puller ambiance. In addition to the heat flow within the melt,
when the calculation of radiative heat transfers between various furnace compo-
nents and the associated view factors are also taken well into account, the models
are referred to as global models of heat transfer (Satunkin 1995, Atherton et al.
1987, Dupret et al. 1986; 1990, Bornside et al. 1990, Van den Bogaert and Dupret
1997). The global approach to modeling heat transfer enables accurate prediction
of the shape of the melt-crystal interface, the temperature field within the crys-
tal, thereby bringing a better physical insight into the strong coupling between the
growth dynamics and the radiative heat transfer (Dupret et al. 1990, Dupret and
Van den Bogaert 1994). Furthermore, the effects of changing boundary conditions
such as dropping melt level, varying shape of the crystal, interface, and menis-
cus are also incorporated into these models. This type of modeling leads to fully
transient models such that the actual system parameters vary both temporally and
spatially. Thus, the mathematical representation of the system is in the form of
coupled partial differential equations. On the positive side, these detailed mod-
els play a significant role in understanding the underlying effects of heat transport
and capillarity to improve system design and operation. However, on the negative
side, they are computationally intensive to run in real-time, thereby making them
unsuitable for direct use in control, like in MPC. They may be used as a starting
point for simpler models (e.g., fitting a curve for the heat flux into the crystal, or
getting a frequency response from an FEM model - even though this would be
computationally demanding). Moreover, there is the difficulty of updating a very
detailed model in real-time from the very few measurements available online.

Since the Cz system never reaches steady-state operating conditions due to batch-
type and concomitant thermal variations, therefore the disparate time scales have
been used to the advantage of simplifying the fully transient models. That is, in
comparison to a much longer duration of the complete crystal growth, the time
scales for achieving thermal equilibrium of the system are relatively small. There-
fore, instead of a fully transient system, the Cz growth can be simplified by assum-
ing the system as comprising a series of quasi-steady-states (Derby et al. 1985,
Derby and Brown 1986a;b; 1987, Atherton et al. 1987). In this approach, a se-
quence of steady-state solutions is used to form the feedforward trajectory. The
great advantage of these approaches is the fact that the heat flow in the plant can
be modeled quite accurately. On the other hand, much effort is required to adapt
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the models to the actual plant design and to determine the physical parameters
needed in the model with sufficient accuracy (Winkler et al. 2010c).

Contrary to the quasi-steady-state approach, A. Raufeisen et al. introduced a novel
algorithm to calculate the transient behaviour (non-stationary) of the crystalliza-
tion interface, including the movement of the three-phase boundary and the free
melt surface. Their work comprised of performing three-dimensional simulations
(Raufeisen et al. 2009; 2010; 2011). Sabanskis et al. employed two-dimensional
simulation to model the transient behaviour of the three-phase boundary move-
ment, thereby reducing the computational cost (Sabanskis et al. 2013).

Due to the complex and coupled dynamics of the Cz process, detailed modeling of
various physical phenomena on the full process scale is quite cumbersome and not
very relevant to the control design strategy. Therefore, several types of simplified
models have been investigated for control design. Some of them have been based
upon simulating the flow of the melt bulk, restricting the calculations to the melt
only, and assuming a flat solidification interface. Such models are also known as
local integrated thermal capillary models where the radiative heat transfers (Derby
et al. 1985, Derby and Brown 1986a;b; 1987) and moving boundary conditions are
neglected.

For perfecting the Cz technology, the model-based approaches for the control of
the Cz process have been actively pursued by the research community to date.
The control engineers simplify the mathematical description of the complex Cz
process by partitioning the system into lumps or domains. Within each domain,
the material properties are considered to be homogeneous, i.e., without any spatial
or time dependence, thereby resulting in a set of ordinary differential equations.

The pioneering work on modeling the Cz process that formed the basis for closed-
loop control design was presented by (Steel and Hill 1975). While considering
balanced heat conditions in the vicinity of the growth interface, they derived the
transfer function between crystal radius and heater power by linearizing the sys-
tem around steady-state growth conditions. They also reported that the dynamics
of heat transfer to the interface represent a significant lag in the overall transfer
function.

In an attempt to understand the relations between the dynamics related to the de-
sired control objectives, measurements, inputs, and disturbances, Gevelber et al.
developed a low-order process model. The model captured the major dynamics
but also took into account the couplings between different components of the sys-
tem as well as the effects of dominant disturbances for improved control system
design. The distributed nature of the process was simplified via averaging over the
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spatial domain. Through linearization of the lumped parameter model about the
growth trajectory, the overall eigen structure was determined to investigate system
stability, transient response characteristics, and the coupled nature of the system
(Gevelber and Stephanopoulos 1987).

During the same period, low-order models of the Cz process in state-space form
were developed by other researchers, of whom the works of Hurle et al. and Sat-
unkin are quite salient. Hurle et al. investigated the dynamic relationship between
heater power and crystal diameter/weight through experimental techniques (Hurle
et al. 1986) as well as by developing approximate analytical models and numerical
simulations (Hurle et al. 1990). Satunkin (1995) proposed the lumped parameter
approach in state-space form. He also investigated the Cz process from various
aspects such as the analysis of steady-state conditions for Cz lumped dynamics,
determination of parameters for digital control design, and digital filtering of the
measurement noise (Satunkin 2010).

Continuing Gevelber’s work, Duanmu formulated a lumped model while taking
into account the commercial-scale equipment configurations. Moreover, the radia-
tion heat transfer is studied while considering the real process scale and the effects
of both crystal shape as well as the changing crucible and melt levels (Duanmu
2006).

In an attempt to improve the dynamical characterization of the Cz system as well
as to facilitate the prediction of crystal radius dynamics due to changing heater
power and pulling speed levels, Park et al. presented their study on a dynamical
model of the ingot diameter elaborating the detailed computation of two types
of heat transfer mechanisms, both radiative and conductive. The total radiative
heat transfer between various surfaces was calculated by dividing each candidate
surface into smaller fragments and summing up the radiated energy from each
surface based on the respective view factor calculation. Based on the principle of
energy balance, the conductive heat transfer is determined between the graphite
susceptor and the quartz crucible, between the quartz crucible and the melt, and
between the melt and the crystal. From the simulation results, they claimed their
modeling strategy to be in good accordance with the actual process trends (Park
et al. 2008).

The basic model representing the crystal growth at the crystal-melt interface (i.e.,
relating the pulling speed with the variation in meniscus height, crystal radius, and
growth angle) has been used consistently in a variety of control approaches. All
the modeling approaches listed above have only been used in simulation studies.
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3.2 Control Approaches
In the following, the reader will be provided with an overview of various control
strategies proposed for control of the Cz process. Except for a few publications, a
majority of the publications do not report any results from testing and validation
on the actual process. It is unclear whether this is due to commercial secrecy, the
costs of implementing on and experimenting with an actual industrial process, or
for some other reasons.

Gevelber and associates (Gevelber et al. 1988, Gevelber 1994a;b, Gevelber et al.
2001) have proposed multiloop control structures to mitigate batch disturbances
and the coupling among different system parameters. The proposed schemes,
though interesting, are quite complex and require the use of an additional set of
actuators. Therefore, to the knowledge of this author, the presented control con-
figurations have not found industrial use.

Irizarry-Rivera and Seider (1997a;b) presented a control approach based on two
MPC controllers operating on different length and time scales. A capillary MPC
controller controls the crystal radius by using pulling speed as a manipulating vari-
able, while the bulk MPC controller manipulates the heater inputs. They tested
their control scheme on the Cz model and presented the corresponding simulation
results.

Bandoh et al. (2008) presented their experimental results on the application of a
sliding mode controller with a nonlinear state predictor to a complex Cz process.

Lee et al. (2005) introduced a scheme for the design of heater setpoint trajec-
tory based on model predictive control (MPC). The complex dynamic effect of the
heater temperature on the pulling speed is incorporated into the temperature tra-
jectory design quantitatively. Their method demonstrated promising results when
validated on industrial systems. As their approach didn’t utilize any feedback,
therefore, a similar approach may be used in conjunction with the model-based
control without needing to model the thermal part explicitly.

Winkler et al. presented the nonlinear model-based control of the Cz process. Their
first article was focused mainly on using a less complicated model of the Cz pro-
cess encompassing only those parts of the process dynamics for which both the
structure as well as the parameters were known with sufficient accuracy. To com-
pensate for the missing thermal dynamics, the conventional PID controller was
used in conjunction with the model-based control that covers the hydrodynamical-
geometrical aspect of the Cz dynamics (Winkler et al. 2010a). In the subsequent
articles, they presented the development of a nonlinear observer for the estimation
of crystal radius and growth rate. They also performed thorough investigations
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into the robustness capability of the designed observer through both the simula-
tions and experiments. Furthermore, they introduced the concept of material and
process-specific properties for the scheduling of PI controllers that result in a better
system performance overall (Winkler et al. 2010b, Neubert and Winkler 2012). In
the last of the article series, they presented the design of a feedforward control for
both pulling speed and heater temperature. Despite the lack of thermal dynamics,
they designed the associated feedforward control using a qualitative approach to
model the relative changes between the manipulated and the controlled variables
(Neubert and Winkler 2014).

Winkler and associates demonstrated their scheme in a laboratory setup for the
growth runs of GaAs, InP and Ge. Their scheme, however, didn’t work for Si
that has material characteristics different from those of compound semiconductors
mentioned above.

Ng et al. (2011) presented an MPC formulation, based on a discrete-time model of
the Cz growth system.

Abdollahi et al. (2014) published their work on diameter control in conjunction
with reference temperature tracking based on an FEM model of heat transfer in
the Cz growth process. Starting with a predefined/desired crystal shape, an opti-
mized reference temperature trajectory is synthesized using a coarse mesh FEM
model. Next, this optimized reference temperature trajectory is utilized for model
predictive-based temperature tracking using a refined FEM model that takes into
account actual crystal geometry subjected to growth rate disturbances due to vari-
ations in the thermal field.

A predesigned feedforward temperature trajectory should be updated periodically
to account for any material deteriorations leading to discrepancies in the Cz plant
operation. For this purpose, Wei et al. (2015) presented an online trimming tech-
nique for the feedforward trajectory. An MPC technique is used to update the
feedforward trajectory, i.e., any deviation between the actual pulling speed and the
growth rate will trigger a counteracting offset by the MPC controller.

Rahmanpour et al. (2017) have proposed the development of run-to-run super-
visory control of the Cz batch process. Their work comprised of reduced-order
model of the Cz growth process followed by the measurements/estimations of
essential system parameters and the design of two nonlinear MPC controllers to
accomplish an improved prediction of system states, parameters, and overall oper-
ation from the previous run to the next run (Rahmanpour 2017).

Recently, Liu et al. (2020) have proposed and implemented a new control structure,
based on GPC (generalized predictive control) – a special class of MPC. While
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maintaining constant pulling speed, the temperature of the thermal field serves
as a control variable. The model between diameter and temperature, containing
nonlinearities and time delays, is obtained by training neural networks with deep
learning methods such as SSAE (stacked sparse autoencoder). Thus, the identi-
fied SSAE function is utilized further as a prediction model in GPC (Generalized
Predictive Control).

Though several methods have been proposed so far, however, none has tackled
the control limitation due to non-minimum phase behaviour. Furthermore, most
of the approaches presented above are complex and can be expected to be costly
to implement and maintain, as well as being challenging to understand for plant
operators. The control methodology proposed in this thesis aims at bridging this
gap with a solution that can be implemented with only minor modifications to the
existing industrial control scheme, as shown in Fig. 2.4.

3.3 Estimation of the Shape of the Meniscus
For the Cz crystal growth process, an important phenomenon that takes place right
after the dipping of seed crystal into the molten Si is the formation of the meniscus
(cf. Fig. 2.1). This very phenomenon, often termed as the capillarity phenomenon
occurs as a result of intermolecular forces between the Si melt and the Si crystal
in the centre. The study of this phenomenon and its effects is of fundamental
importance for understanding the Cz growth dynamics at the interface, viz., how
the variations in the shape of the meniscus affect the crystal diameter.

From the author’s perspective, one of the most comprehensive resources on the
phenomenon of capillarity is the multi-author book compiled by Thiery Duffar.
One complete chapter (Braescu et al. 2010) is dedicated to the meniscus formation,
its various mathematical representations, and detailed approaches to numerical so-
lutions as well as the analytical approximations.

Pioneering work on the shape of the meniscus is attributed to the two mathemati-
cians Thomas Young and Pierre-Simon Laplace. As a continuation to the qualita-
tive work of Young, who defined the concept of mean curvature for a free surface,
Laplace presented the first formal analytical expression of the free meniscus sur-
face shape. The mean curvature is defined as (κ = 1/R1 + 1/R2), where R1 and
R2 are the principal radii of curvature. At any point on a curve, the principal radii
of curvature are defined as the radii of osculating circles approximating the curva-
ture in two mutually orthogonal directions. R2 defines the radius of curvature in a
plane parallel to the plane of paper and R1 represents the radius in an orthogonal
plane (cf. Fig. 3.1). Laplace showed that the mean curvature of the free surface is
proportional to the pressure change (∆P ) across the surface.
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Melt

R2

R1

Figure 3.1: Principal radii of curvature

Applying the concept of mean curvature to the Cz meniscus, while neglecting the
effects of melt rotation and magnetic induction, a simplified expression for the
Young-Laplace equation, applicable to the Cz system is given by (Tatartchenko
2010, Braescu et al. 2010),

σlv

(
1

R1
+

1

R2

)
= −(∆P − ρlgz), (3.1)

where σlv is the proportionality constant representing the effect of surface tension
between liquid and vapour phases. The pressure difference, given by ∆P = pl−pv
is constant for a given height above the flat melt surface, where pl is the internal
liquid pressure determined with reference to the origin, pv is the pressure exerted
by the gas surrounding the melt, and ρlgz is the hydrostatic pressure. The value of
∆P depends on the choice of the origin of z-coordinate. The value of ∆P is zero
when the axial (vertical) coordinate z = 0 lies on the plane of the flat melt surface
(Tatartchenko 2010). The physical quantities making up the hydrostatic pressure
are z, the vertical distance above the flat melt surface, g, the acceleration due to
gravity, and ρl is the melt density.
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Due to rotational symmetry, the meniscus is an axisymmetric surface, i.e., z =
z(r) with r as a radial cordinate and z as an axial coordinate. Therefore, the prin-
cipal radii of curvature in (3.1) can be expressed in terms of differential geometry
as:

1

R1
=

d2z/dr2[
1 + (dz/dr)2

]3/2
1

R2
=

dz/dr

r
[
1 + (dz/dr)2

]1/2
Thus, the expression (3.1) can be rewritten as:

d2z/dr2[
1 + (dz/dr)2

]3/2 +
dz/dr

r
[
1 + (dz/dr)2

]1/2 = −
(

∆P

σlv
− ρlgz

σlv

)
(3.2)

The expression (3.2) can be converted into a non-dimensional form by considering
the dimensionless variables as r̄ = r/a, z̄ = z/a. These dimensionless variables,
in turn, define the slopes of meniscus profile as dz/dr = dz̄/dr̄ and d2z/dr2 =
a d2z̄/dr̄2. The capillary constant, denoted by the symbol a, is defined as a =√

2σlv/ρlg. Consequently, the expression (3.2) in non-dimensional form is given
by (Huh and Scriven 1969)

d2z̄/dr̄2[
1 + (dz̄/dr̄)2

]3/2 +
dz̄/dr̄

r̄
[
1 + (dz̄/dr̄)2

]1/2 = −
(

∆P a

σlv
− 2z̄

)
. (3.3)

The above expression (3.3) may either be solved as an initial value problem (IVP)
or boundary value problem (BVP), depending on the configuration or the solution
domain. Two approaches that are commonly used regarding the solution of (3.3)
are converting the given second-order system into either a set of 2 or 3 linear
differential equations. For the solution of (3.3), Princen and Mason introduced
the concept of arc length s along a generating curve of the surface of revolution
(Princen and Mason 1965a;b). Fig. 3.2 illustrates a segment of meniscus with small
differential arc length ds and the angle of inclination φ. Thus, the arc length s,
combined with the parameter φ = (π/2 − (α0 + αc)) (cf. Fig. 2.1) results in the
following set of three first-order parametric equations expressed in s as:

dr̄

ds
= cos(φ)

dz̄

ds
= − sin(φ)

dφ

ds
=

dφ

dr̄
· dr̄

ds

= −sin(φ)

r̄
+

(
∆P a

σlv
− 2z̄

)
(3.4)
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In the above set of mathematical relationships, the last expression is obtained by
substituting dz̄/dr̄ = − tanφ, and d2z̄/dr̄2 = − sec2 φ(dφ/dr̄) in (3.3).

Later, Huh and Scriven eliminated the arc length s and transformed the original
second-order differential equation (3.3) into a set of two first-order differential
equations (Huh and Scriven 1969) given as:

dz̄

dr̄
= − tan(φ)

dφ

dr̄
=

(
∆P a

σlv
− 2z̄

)
sec(φ) − 1

r̄
tan(φ)

(3.5)
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Figure 3.2: Segment of meniscus illustrating arc length s and parameter φ representing
the meniscus inclination

With the aid of efficient computer algorithms, numerical tools and the knowledge
of initial and boundary conditions, such as z|r=rc = hc; dz/dr|r=rc = − tan(φ)
and z|r→∞ = 0, the second-order ODE (3.2) can be solved to obtain the desired
meniscus shape z̄(r̄) for a given Cz system configuration (Huh and Scriven 1969,
Tatartchenko 2010). It is noteworthy that to produce a crystal of given radius rc,
the initial height of the meniscus hc at the interface is unknown. Furthermore, the
last boundary condition corresponds to a meniscus that becomes effectively flat,
when extended farther away from the crystal. Thus, a meniscus may be regarded
as unbounded (Huh and Scriven 1969). For this rather bizarre boundary condition,
i.e., no meniscus curvature at r → ∞, many researchers came up with a number
of analytical approximations given below:

I Approximation of Tsivinski: The approximation of Tsivinski (Tsivinskii 1962)
for the estimate of meniscus height as described by (Duffar 2010) is given
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by

hc = a

√
(1− cosφ) +

(
a2 sinφ

4 rc

)2

− a2

4 rc
sinφ (3.6)

where a as explained earlier is the capillary length often termed as Laplace
constant. This approximation has frequently been used for height estimation
in diameter control techniques as well as for derivation and comparison with
other numerical/analytical solutions of meniscus shape (Braescu et al. 2010).

II Approximation by Hurle: The meniscus profile approximation as defined by
Hurle in (Hurle 1983) expresses the horizontal position of meniscus surface
relative to crystal radius rc as:

r(hc, rc, z) = rc +

√
2

A
− h2

c −
√

2

A
− z2

− 1√
2A
· ln
[
z
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·
√
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2−Ah2
c√

2 +
√

2−Az2

] (3.7)

where A is given as:
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1

2

[
sinφ

rchc
+

2

a2

]
III Approximations based on Bessel Functions:

Few analytical solutions, for the axisymmetric Young-Laplace equation, are
based on the use of Bessel functions (Boucher and Jones 1980, Johansen
1992; 1994). The most widely used estimate, derived by Boucher and Jones
(1980), algebraically relates the crystal radius rc and slope angle αc :=
α − αo with the meniscus height hc as shown in (3.8).

hc = a

√
1− cos(φ)

1 + a√
2rc

(3.8)

An advantage of approximation due to Boucher and Jones is the fact that it
can be explicitly solved for αc. The expression (3.8) relates all three essen-
tial growth parameters hc, αc = (π/2 − φ − α0) and rc at the three-phase
boundary.

However, based on a comparison with numerical calculations, an approx-
imate analytical meniscus relation hc = hc(rc, αc) due to Boucher and
Jones is modified by (Johansen 1994). The modified relation significantly
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improves the overall agreement over a wide range of r and α relevant for
Czochralski growth. This modified meniscus expression is given by

hc = a

√
1− cos(φ)

1 + 0.6915(rc/a)−1.1
. (3.9)

To get around the difficulty posed by the boundary condition z|r→∞ = 0, many re-
searchers prefer the analytical approximations over the numerical solutions. How-
ever, Mika et al. presented a fusion of both analytical and numerical solutions to
determine the shape of the meniscus (Mika and Uelhoff 1975). They divided the
solution space into two segments, where the asymptotic part r ∈ [r∗,∞) was
solved using modified Bessel functions, while the remaining initial part was solved
using the Runge-Kutta method on the finite range r ∈ (rc, r

∗] (Braescu et al. 2010).

3.4 Measurements Proposed for the Cz Process
Though the industrialization of the Czochralski crystal pulling process is long-
established, the sensing equipment and techniques used in the present state-of-the-
art Czochralski pullers are still fundamentally similar to those of the traditional
methods. As reported by the U.S. Department of Energy, one of the earlier de-
velopments of crystal pulling equipment from Kayex Corporation Rochester, New
York, included sensors for determining the melt level, melt temperature, and crys-
tal diameter (Lane 1981). Several approaches/methods were proposed and materi-
alized at that time (almost four decades ago), and with slight modifications, these
are invariably the approaches practiced in the Cz growth today. Nevertheless, the
production of equipment used in most modern Cz pullers has undergone signifi-
cant improvements due to a better choice of materials and improved manufacturing
techniques.

This section presents a brief overview of the sensing equipment and the associated
measurement/estimation techniques employed in the Cz growth system.

A traditional technique of crystal weighing-based diameter measurement for shaped
crystal growth was pioneered in patents by Levinson (1959) and Rummel (1966).
During the 70s, Bardsley et al. employed the weight measurement for the Cz di-
ameter control based on the lumped parameter model of the Cz process. From
the automatic diameter control viewpoint, they used the error signal arising from
the deviation in the expected crystal weight measurement, as an input to the servo
control loop acting upon heater power to the melt (Bardsley et al. 1972; 1974a;b;
1977a;b). An industrial load/weighing cell that suspends the pulling rod was used
for the weight measurement. The force experienced by the weighing cell com-
prises not only the static weight of pulling rod and crystal but also has contributions
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arising from the surface tension of the melt and the the hydrostatic head of liquid
in the meniscus supported by the growing crystal. This weighing signal, as re-
ported by Bardsley et al. (1977a), exhibits a behaviour associated with the growth
of semiconducting materials, i.e., materials with characteristic solid-state density
lower than that of the liquid state. Furthermore, the melts of these materials do not
completely wet their solids and have therefore nonzero contact angles between the
crystals and their respective melts. A comprehensive mathematical description of
these issues can be found in (Bardsley et al. 1974a; 1977a). They found that an
increase in crystal diameter resulting from a change in heater power resulted in an
initial decrease in the height and volume of the attached meniscus. Consequently,
the weight signal indicated false diminution (anomalous behaviour as discussed
before) in the beginning despite the increasing trend of actual diameter.

Similar reasoning can be presented on the basis of the fact that Si has nonzero
contact angle, i.e., it cannot be completely wet by its own melt. Therefore, any
increase in crystal radius leads to the reduction in the vertical component of the
surface tension acting on the crystal (Winkler and Neubert 2015). Based on the
mathematical expression of the total force acting upon the pulling rod due to melt
mass and crystal (cf. an expression that depends on the vertical component of sur-
face tension (Bardsley et al. 1974a, Winkler et al. 2010c)), the fallacious reduction
in total force due to melt mass and crystal is observed which can lead to reduction
in the overall weight gain signal.

Hurle et al. (1986) claim to be the first to determine the transfer function between
heater power input and differential crystal weight output. They based their work on
system identification. Though this technique may apply to a wide range of crystal
materials and growth techniques, however, the accuracy of the model significantly
depends on the level to which the system dynamics are excited in the identification
experiment. An important finding of the work by Hurle et al. (1986), based on
the Cz growth of germanium crystals, was detecting the presence of anomalous
behaviour in the obtained transfer function, i.e., the presence of RHP zeros.

Gevelber and Stephanopoulos (1987), Gevelber et al. (1988), Gevelber (1994a) had
observed a similar anomalous behaviour in the weight signal transfer function due
to the presence of RHP zero. This anomalous behaviour is indicated by the initial
response of meniscus height opposite to its steady-state response, when subjected
to a step increase in heater power.

The weight measurement in the industry is also fundamentally limited by the
growth of larger diameter crystals because, with larger diameters, the force on the
load cell also increases that in turn calls for load cells with larger capacity. On the
contrary, load cells with larger nominal capacity have reduced absolute resolution
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for smaller loads (Winkler and Neubert 2015).

In 1967, Patzner et al. (1967) came up with the first reported operational auto-
matic diameter control. They used a signal from a photovoltaic optical pyrometer,
focused on the melt surface adjacent to the growing crystal, to sense the radiation
propagating from the melt. Dessauer et al. (1970) extended the use of sensed radia-
tion to serve as a means for adjusting the growth conditions of the crystal by means
of adjusting the crystal pulling mechanism, the crucible lift mechanism, the cru-
cible rotation rate, or combinations of these mechanisms. A similar measurement
technique has also been employed by Domey (1971) for the computer control of
the Cz process using the modulation of heater power and pulling rate. Gross and
Kersten (1972) and Lorenzini et al. (1974) incorporated optical measurement of
crystal shape for growth control applications of different crystals. The meniscus
reflection has also been used by Turovski et al. in their work, reported in 1977.

For quite some time, many researchers associated the formation of the bright ring
with the evolution of latent heat of solidification from the growing crystal into the
meniscus (Patzner et al. 1967, Domey 1971, Lorenzini et al. 1974). Digges et al.
(1975) proved this hypothesis wrong because the flow of heat from crystal to melt
implies supercooled melt that is quite unrealistic. Moreover, the brightness on the
meniscus is visible for crystals with slower growth rates resulting in smaller heats
of fusion. In an extreme situation, even when the crystal growth gets halted, these
brightness patterns on the meniscus are still apparent. He also identified that the
bright ring formation is attributed to the reflection by the meniscus of light emit-
ted from the hot zone assemblies. For better diameter estimation based on light
reflected from the meniscus, there are certain material characteristics that play an
important role in this regard. Firstly, the height of the meniscus and the curvature
of the meniscus are strongly related to material characteristics such as its density
and surface tension, as follows from the Young-Laplace equation (cf. (3.1)). More-
over, the material clearly has to be reflective. Silicon qualifies as a suitable material
for the optical diameter sensing owing to its high value of capillary constant (i.e.,
modestly large surface tension and low density resulting in large meniscus heights)
and metallic reflectivity (Digges et al. 1975).

To the author’s knowledge, the anomalous behaviour in the bright ring-based ra-
dius measurement signal has not been explained in much detail before.

As stated earlier, there is no direct measurement of the melt temperature. The
only temperature measurement used widely in the industry is with the pyrome-
ter inserted through a hole from the containment exterior to the graphite lining
surrounding the heater. This method provides a crude estimate for the heater tem-
perature. Moreover, the sluggish temperature dynamics of the Cz system mar the
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value of the temperature feedback because of the delays introduced between the
melt temperature and the measured temperature. Silicon is indeed a difficult ma-
terial when it comes to non-contact temperature measurements. Nevertheless, the
real-time monitoring of the silicon melt temperature may help improve the growth
regime because the melt temperature can directly influence the growth rate (Rah-
manpour 2017).

In this regard, many researchers proposed the use of thermocouples to determine
thermal gradients at the crystallization interface. Due to the strong reactive nature
of molten Si, almost all the schemes making use of thermocouples need this sensor
to be enclosed in a thin quartz glass capillary tube. Although thermocouples have
not found use in the regular production of Si ingots in the industry (owing to the
high reactivity of Si), their use has nevertheless provided significant insight in
experimental studies.

Kuroda et al. pioneered research on the use of thermocouples at Hitachi Ltd. re-
search laboratories (Kuroda 1983), (Kuroda and Kozuka 1983), (Kuroda et al.
1984). The use of thermocouples in their research has proven highly advantageous
for studying the effects of temperature gradients and oscillations on the Cz growth
process, particularly concerning the density and distribution of micro defects in the
growing crystal. By now it is well known that the quality of the crystal in terms
of the density of micro defects improves with the decrease of thermal oscillations
which will also reduce diameter oscillations. This insight originally came from the
studies by Kuroda et al.

Dornberger et al. (1997) performed experimental validation of numerically cal-
culated temperature distributions within the industrial silicon Czochralski puller.
Their validation method also made use of thermocouples for temperature sensing
in the crystal as well as inside the lateral and bottom insulations. They claimed
that the advanced simulation methods are verifiable as being capable of handling
complex heat transfers similar to those encountered in the actual Czochralski sili-
con growth furnaces, except for the melt convection problem, which is not solved
satisfactorily as of yet.

Huang et al. (2001) also proposed the use of a differential type thermocouple with
quartz capillary to measure the temperature gradient in Cz Si crystal growth. The
two junctions of a differential thermocouple provide a measure of temperature
difference between the two junctions. They also verified their measured value of
thermal gradients with the energy balance at the interface1.

1The energy balance connects the thermal gradients on both sides of the interface, the crystal
growth rate and the latent heat of solidification (cf. (4.1e) in Sect. 4.1).
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Komperød et al. (2011) presented a study with a little more focus on the instru-
mentation. They designed a sensor fusion algorithm to merge the signals of two
pyrometers, one measuring heater temperature and the other measuring the melt
temperature, in order to give an estimate of the melt temperature. Their algorithms
were based on a dynamic model and two complementary filters. The algorithm
worked well within a limited temperature range. However, to handle larger tem-
perature variations, more research is needed to understand and incorporate the
nonlinear temperature dynamics into the process model used for sensor fusion.

At the start of the seed dip to commence the neck stage, a pyrometer can be useful
for sensing the melt temperature. A good dipping is essential to the success of the
neck stage of the process (Anttila 2015). Phuc et al. (2019) have recently devised
an automated scheme based on artificial intelligence (AI) to identify those scenar-
ios captured by camera images that correspond to dipping a seed at the right tem-
perature, also referred to as good seed dipping. They also determined the duration
up to which a good seed dipping scenario lasts. The approach seems advantageous
in the industry where less/no operator intervention is required to switch the process
automatically from dipping to the necking phase.



Chapter 4

Mathematical Description of
Czochralski Process

This chapter describes the mathematical model of the Cz process used in subse-
quent chapters of this thesis. The model can be decomposed into a hydrodynamic
part and a thermal part, the hydrodynamic part is described before the thermal
part. The hydrodynamical model sets up a baseline for performing a 3D ray-
tracing simulation and the study of associated anomaly in the bright ring radius
measurement (cf. Chap. 5). The thermal part provides an approximate (qualitative)
model for the flow of heat from heaters to the crystallization interface and into the
crystal. Although the model for the flow of heat into the crystal is very rough but
this model is used to check the robustness of the crystal radius controller designed
in Chap. 6, when faced with temperature disturbances.

This chapter is partly based on the work presented in Bukhari et al. (2021a), in
which the modeling work starts from models previously published, most notably
(Winkler et al. 2010a) and (Rahmanpour 2017).

From the perspective of control system design, the mathematical model of the
Czochralski process comprises two main components. The first component is the
basic crystal growth dynamics at the interface, explained in detail in Sect. 4.1,
while the second component is the heater/temperature dynamics that qualitatively
simplify heat transfers from heaters to the melt, melt to the crystal, and eventually
to the crystal ambiance. The dynamics of the heater itself is not much in focus but
rather the temperature dynamics of the whole puller are of interest.

An accurate model of the thermal dynamics would require expressing the heat-
related phenomena as a system of nonlinearly coupled partial differential equations

55
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(PDE) defined on varying time and spatial scales (Dreyer et al. 2012), followed
by discretizing these PDEs on a fine grid/mesh to result in a set of high-order
ordinary differential equations. Temperature dynamics have a significant impact
on the outcome of the system. Specifically, the crystal growth rate, denoted by vg,
is a result of the thermal situation at the interface.

While such a model may be appropriate for process design studies, it is com-
monly considered way too intensive computationally, and hence impractical for
use in control design studies. Therefore, in Sect. 4.2, a simplified model based on
a coarse lumped model assumption is developed. The basics of this model have
been adapted from the model presented in (Rahmanpour 2017).

While the heat transport from heaters to melt is quite slow and therefore is of little
importance for the investigation of an anomaly in the bright ring measurement and
its mitigation via control, it is central while evaluating the control performance in
a qualitatively reasonable manner. Therefore, the reader may skim the section of
temperature dynamics, i.e., Sect. 4.2 until the last chapter, where the performance
of the closed-loop system with the designed compensator and controller, is evalu-
ated.

4.1 Crystal Growth Dynamics
The modeling in this dissertation primarily aims at the investigation and mitiga-
tion of anomalous behaviour in the crystal radius measurement/estimation signal.
Through understanding of the anomaly in the radius measurement opens an oppor-
tunity for achieving better control of the Cz process, as will be shown in subsequent
chapters.

During crystallization, a change of phase from the molten silicon to solid crystal
occurs continuously at the crystallization interface. The standard Cz growth model,
commonly referred to as hydrodynamical/geometrical (Winkler et al. 2010a) model
defining the crystal growth dynamics at the crystal-melt solidification interface
(cf. Fig. 2.1) is given by,

ṙc = vg tan(αc) (4.1a)

ḣc = vp − vg (4.1b)

rbr = fbr(rc, hc) (4.1c)

αc = arcsin

{
1−

(
hc
a

)2[
1 + 0.6915

(
rc
a

)−1.1]}
− α0 (4.1d)

vg =
φs − φl
ρs∆H

(4.1e)
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where rc is the crystal radius, hc is the height of the meniscus at the three-phase
boundary, vp is the pulling speed, vg is the growth rate of the crystal (in axial
direction assuming a flat solid-liquid interface) and αc is the cone angle at the
interface. Finally, the output rbr is the bright ring radius obtained from the camera
image. It is assumed to depend on the crystal radius and the meniscus height which
is expressed in general by the function fbr. That this approach is reasonable will
be shown in the next chapter.

The expression of αc in (4.1d) is derived from the analytical approximation of
meniscus height hc given in (3.9). It is noteworthy that the angle φ in (3.9) equals
90

◦ −α , such that the angle α = α0 +αc denotes the overall growth angle, where
α0 is the contact/wetting angle at constant radius growth when cone angle αc = 0.
As explained in Sect. 3.3, a is the Laplace constant, also referred to as the capillary
constant.

The value for α0 = 11◦ (Tatarchenko 1993, Rahmanpour 2017). In the case of Si,
the values of interfacial surface tension and melt density are σlv = 0.732 N m−1

and ρl = 2570 kg m−3, respectively, that in turn, results in the value of Laplace
constant as a = 7.62 mm.

With reference to (4.1e), φs is the heat flux from the interface into the crystal,
while φl is the heat flux from the meniscus to the interface. ρs is the density of the
solid crystal, and ∆H is the specific latent heat of fusion. The derivative of the
meniscus height expressed in (4.1b) assumes perfect compensation for melt level
changes through crucible lift. The crystal growth rate is a direct result of the fact
that the rate of solidification results in a proportional rate of heat release. There-
fore the growth rate is determined directly from the difference between the rate of
heat entering and leaving the interface. The heat balance across the crystallization
interface should be maintained such that the net flow of heat is towards the crys-
tallizing interface, i.e., the thermal flux density on the side of the crystal is higher
than that on the melt side by the amount of heat released in the solidification pro-
cess. Consequently, the continuous heat loss from the meniscus into the crystal
ensures the continuity of crystallization/solidification (Winkler et al. 2010c).

4.2 Heater/Temperature Dynamics
This section describes a simplified model of the thermal dynamics from heater to
the solidification interface. The total path for the heat transfer, from the heaters
to the interface, is divided into control volumes. For each control volume a heat
balance can be established from which an ordinary differential equation for its
temperature can be deduced. In the following, two different modes of heat transfer
are considered for the heat transfer across the meniscus, resulting in in two distinct
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mathematical expressions of φl (cf. (4.1e)):

I. The heat transfer from the bulk of the melt into the meniscus is caused by
convection, while the heat transfer across the meniscus itself is based on
pure conduction. This results in a model consisting of four control volumes
(cf. Fig. 4.1(a)). In this model, the heat flux entering the solid-liquid inter-
face from the melt will depend on the meniscus height as will be shown in
Sect. 4.2.1. This mode of heat transfer will be referred to as Model I in the
text to follow.

II. The heat transfer from the bulk of the melt to the interface is based on
convection only, resulting in a model consisting of three control volumes
(cf. Fig. 4.1(b)). Here, the varying meniscus height does not have any influ-
ence on the heat flux entering the solid-liquid interface (cf. Sect. 4.2.2). This
model of heat transfer will be referred to as Model II in the subsequent text.

These two assumptions are in a sense two extremes and the actual heat transfer
across the meniscus is likely to be a combination of both convection and conduc-
tion. Thus, a control design that works for both models can be expected to work
for the heat transfer mode(s) occurring in the actual process.

4.2.1 Heat transport in Model I

The first two control volumes are used to provide a coarse second-order approx-
imation to the dynamics of the heat transfer from the heater to the melt. The
temperature T1 of control volume 1 may roughly correspond to the temperature
measured by the pyrometer on the graphite lining surrounding the heaters, while
the second control volume of fictional temperature T2 introduces an additional
time lag representing the thermal inertia of the inner assemblies surrounding the
crucible. Their dynamics is given by

Ṫ1 =
QH −Q1 −Qloss,1

τ1
(4.2a)

Ṫ2 =
Q1 −Qin −Qloss,2

τ2
(4.2b)

where τ1, τ2, are time constants used to mimic the slow heat transfer dynamics
from the heaters to the melt (Rahmanpour et al. 2017). These parameters are cho-
sen to approximate an effective time delay of 600 s for each of the two control
volumes. In (4.2) one has the heat input QH from the heaters, i.e., the manipu-
lated variable for the ATC controller, the thermal energy Q1 that enters the control
volume 2 from control volume 1 and the thermal energy Qin that enters the melt.
These heat transfer rates are modeled using (Rahmanpour et al. 2017)
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(a) Model I: Conduction based heat transport across the meniscus.

(b) Model II: Convection based heat transport across the meniscus.

Figure 4.1: Illustration of the lumped heat transport models with their control volumes.

Q1 = β1 (T1 − T2) (4.3)

and
Qin = β2 (T2 − Tbulk), (4.4)

with the overall heat transfer coefficients β1, β2 between the control volumes and
the melt bulk with temperature Tbulk. The two heat losses Qloss,1 and Qloss,2 in
(4.2) are assumed to be constant for a shorter time scale of dynamical analysis.

The last two control volumes to the right of this model distinctively represent the
melt bulk region and the meniscus, respectively. Together, these indicate the com-
plete heat transfer from the bulk of the melt to the crystal interface, which in turn,
is determined by two independent heat transfers in series, i.e., the convective heat
transfer through the bulk of the melt and the conductive heat transfer through the
meniscus. The dynamics of the melt bulk temperature Tbulk reads

Ṫbulk =
Qin −Qmb, bulk
Vs · ρl · Cp

, (4.5)
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where Vs, ρl and Cp define the melt volume, the density and the specific heat
capacity of liquid Si, respectively. The convection-driven heat flowQmb, bulk, from
the melt bulk region into the meniscus, at temperature TB , can be calculated from

Qmb, bulk = βconv,I (Tbulk − TB), (4.6)

with the βconv,I as the convective heat transfer coefficient.

The conductive heat flow through the meniscus Qint,mb reaches the crystallization
interface (with Si melting point temperature TS). Mathematically, it reads as

Qint,mb =
klAi (TB − TS)

hc
, (4.7)

where Ai = π r2
c is the cross-sectional area of the solidification interface and kl

is the heat conductivity of liquid Si1. Due to a short length of the meniscus, it
is reasonable – on the timescale of relevance for crystal growth – to neglect the
dynamics of TB , i.e., ṪB = 0, and assume the two heat transfers Qint,mb and
Qmb, bulk to be equal. This allows us to eliminate TB from (4.6), (4.7) and arrive at
the following expression for the overall heat flowQint,I entering the crystallization
interface from the bulk:

Qint,I = βint(Tbulk − TS) (4.8)

βint = (β−1
conv,I + hc k

−1
l A−1

i )−1 is the overall heat transfer coefficient that com-
bines the two coefficients from expressions (4.6) and (4.7) in series. Similarly
(cf. (4.6), (4.7)), the heat transfer coefficient βconv,I is given by

βconv,I =
klAi (TB,0 − TS)

hc (Tbulk,0 − TB,0)
, (4.9)

using initial steady-state values TB,0, Tbulk,0 for TB, Tbulk, respectively. Hence,
its value is assumed constant throughout the simulations. Moreover, βconv,I is
calcuated by balancing thermal gradient in proportion to the desired growth rate.
This means that growth conditions at the crystallization interface are balanced, i.e.,
thermal gradient results in the desired growth rate only.

1As can be seen in Eq. (4.7), the temperature gradient is assumed to be (TB − TS)/hc which
is a quite rough but common approximation in lumped parameter models of the Cz process (Hurle
et al. 1990). In reality, the thickness of the thermal boundary layer is the driving force for conductive
heat transfer. But since this layer is not modeled here this approximation is used. It simply reflects
the heuristic assumption that the closer the interface to the hot melt, the more the crystallization is
inhibited (Neubert and Winkler 2014).
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Eventually, the heat flow from the meniscus surface splits into two parts, i.e., one
part enters the interface Qint,I , and another part gets radiated out to the chamber
surroundings Qrad. This bifurcated flow of heat is mathematically represented by
Qmb,bulk = Qint,I + Qrad, where the radiative heat loss from the melt surface is
expressed as:

Qrad = Afm Fmc εm σsb (T 4
bulk − T 4

env) (4.10)

whereAfm is the free melt surface area expressed asAfm = π (R2
cru−r2

c ), Fmc is
the radiation view factor considering the heat radiation from the free melt surface
to the crystal surroundings, εm is the melt emissivity, σsb is the Stefan-Boltzmann
constant and Tenv is the temperature of the environment. Note, that under these
assumptions, (4.5) can be rewritten as

Ṫbulk =
Qin −Qint,I −Qrad

Vs · ρl · Cp
. (4.11)

4.2.2 Heat transport in Model II

In the case of model II, only the convective heat transport from the melt to the
crystallization interface is considered, i.e., the bulk of the melt, as well as the
temperature of the meniscus, are at the same temperature level. Hence, the model
consists of only three control volumes (cf. Fig. 4.1, II).

The temperature dynamics of the first two control volumes is given by (4.2), while
the bulk melt temperature Tbulk is given by:

Ṫbulk =
Qin −Qint,II −Qrad

Vs · ρl · Cp
. (4.12)

In the above equation (4.12), the radiative heat lossQrad is formulated as in (4.10),
while Qint,II , the convective heat transfer from the melt bulk to the crystallization
interface, is given as

Qint,II = βconv,II (Tbulk − TS), (4.13)

where βconv,II represents the convective heat transfer from the bulk of the melt to
the crystallization interface. The value of βconv,II given by

βconv,II =
φlAi

(Tbulk,0 − TS)

is calcuated by assuming balanced growth conditions at the interface, i.e., thermal
gradient is proportional to the nominal growth rate.
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4.3 Overall Model
With the results from Sect. 4.1 and 4.2, the overall Cz dynamics, including both
growth and temperature dynamics, can be written in state-space form with the
state vector x = (rc, hc, Tbulk, T1, T2)T :

ẋ =


vg tan(αc)
vp − vg

(Qin −Qint −Qrad)/(Vs ρl Cp)
(QH −Q1 −Qloss,1)/τ
(Q1 −Qin −Qloss,2)/τ

 = f(x,u) (4.14a)

y =

(
rbr
T1

)
, u =

(
vp
QH

)
. (4.14b)

In (4.14a), Qint can either be Qint,I or Qint,II depending on the choice of the
heater model. The growth rate vg is calculated according to (4.1e) with φl =
Qint/Ai. In this model, u indicates the input vector comprising two manipulating
inputs (vp, QH ), while the measured output y comprises the bright ring radius rbr
and the temperature T1 sensed by the pyrometer. Note, that in case of model I
the growth rate depends on the meniscus height (cf. (4.7), (4.8)). A method for
determining rbr is described in detail in Sect. 5.2. The initial/nominal values of
various model parameters are listed in Table 4.1.

Table 4.1: Parameters/ states for thermal models I and II. The initial values of states and
nominal values of parameters are taken from Rahmanpour et al. (2017), Gevelber and
Stephanopoulos (1987).

States/parmeters for the two thermal models
QH 58.6 kW Q1 27.3 kW

Qin 7.3 kW Qloss,1 30 kW

Qloss,2 20 kW Qout 7.3 kW

T1 1970 K T2 1914 K

TS 1683 K TB,0 1688.6 K

Tbulk,0 1704 K ρl 2570 kg m−3

ρs 2330 kg m−3 Cp 1000 J kg−1 K−1

∆H 1.79× 106 J kg−1 φs 1.3× 105 W m−2

φl 4.6× 104 W m−2 εm 0.2

σsb 5.67× 10−8 W m−2 K−4 Tenv 1262 K

Fmc 0.5 kl 57 W m−1 K−1

Tbulk 1704 K TB 1688.6 K

Qmb 7.3 kW
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Remark 1. The basic crystal growth dynamics in Sect. 4.1 are based on the hy-
drodynamic effects that are established in literature and theory, while the thermal
model (cf. Sect. 4.2) is rather qualitative and cannot be expected to be very ac-
curate. The validity of the model and its use in this thesis is discussed further in
Chap. 8.





Chapter 5

Ray-Tracing Method for Bright
Ring Radius Estimation

This chapter delves into the mathematical details of the 3D ray-tracing scheme to
simulate the camera image and the measurement of the crystal radius. The dy-
namics of the ray-tracing simulation reveal the presence of anomalous behaviour
in the radius measurement.

This chapter is based on the work presented in Bukhari et al. (2021a).

Any automated feedback control system needs measured quantities in order to gain
information about the current state of the process, especially the deviation of the
quantities to be controlled from their setpoint values (i.e., the crystal radius and
the growth rate). In the Cz process, the measured variable generally used for the
feedback control of the crystal radius can either be the force acting on a load cell
connected with the upper end of the pulling rod (usually referred to as weight
measurement1) (Levinson 1959, Bardsley et al. 1974b; 1977a) or the radius mea-
surement of a CCD camera (cf. Fig. 5.1), installed through one of the viewports on
a pulling chamber (Patzner et al. 1967, Digges et al. 1975, Lorenzini et al. 1974,
Duffar 2010). Since the boundary between crystal and the melt is indistinguish-
able, the CCD camera is adjusted to continuously focus the meniscus in the vicinity
of the three-phase boundary. It optically senses the radius of a specific bright ring
formed on the meniscus. The bright annular rings on the meniscus are caused by
the reflection of light by the curved meniscus in such a way that the hotter crucible
wall and the heatshield underside form varying brightness patterns on the illumi-

1In fact it measures the weight of the crystal and the forces resulting from the surface tension
and hydrostatic pressure of the meniscus.

65
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nated meniscus. Any clearly and consistently identifiable point on this brightness
pattern, illuminated by a specific component within the hot zone, may serve as a
basis for the crystal radius measurement. Therefore, in the jargon of crystal grow-
ers, this very radius measurement is termed as the bright ring radius denoted by
rbr. Fig. 5.1 shows an image of the illuminated meniscus as captured with a CCD
camera. It is apparent that the bright ring image is a view-occluded glowing ring as
some of the meniscus reflections from the opposite side of the camera are obscured
either by the heat shield or the cylindrical ingot in the centre or both.

Figure 5.1: Actual plant image from the CCD camera showing the bright ring on the
meniscus. Note: The viewing angle is from above the melt looking down on to its surface.

5.1 Overview of the Measurement Anomaly
The idea behind the weight measurement method is that the change of crystal mass
per time unit divided by the pulling speed is proportional to the square of the crys-
tal radius (Satunkin and Leonov 1990). For that purpose, the measured weight
signal is differentiated with respect to time and used as an indirect value for the
controlled variable. However, since the measured weight signal is also affected by
the meniscus dynamics this equality does not hold, especially during changes of
the radius. For example, in the case of a crystal radius increase the vertical com-
ponent of the meniscus’ surface tension decreases. Additionally, the melt column
below the crystal (responsible for the static pressure) decreases and – because the
density of the melt is larger than that of the solid – another decreasing effect is
added. As a consequence, the measured variable initially responds inversely to the
actual crystal radius. This anomaly in the measured signal is depicted in Fig. 5.2
(middle) for a change of the crystal radius in the positive direction. This fact is
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well-known and widely investigated in the Cz crystal growth literature (Bardsley
et al. 1977b, Hurle 1977, Gevelber et al. 1988, Gevelber 1994a).

Figure 5.2: Illustration of anomalous behaviour in the bright ring and weight measurement
signals.

Similar anomalous behaviour is known to be possessed by the bright ring mea-
surement in a qualitative sense (Gevelber 1994a). For example, with a decrease in
pulling speed, the meniscus height decreases, making the meniscus profile flatter.
This effect will result in an increase in the crystal radius, while at the same time
causing the camera to initially detect a decrease in the bright ring radius. Only
after the crystal radius has grown significantly will the camera detect an increase
in the bright ring radius. Fig. 5.2 (bottom) illustrates this anomalous behaviour
measuring the bright ring radius. Although there are publications dealing with the
calculation of the bright ring diameter (Kimbel and O’Sullivan 2001) a thorough
investigation of the impact of the anomalous behaviour on control system perfor-
mance remains. This work, in particular, aims at investigating the aforementioned
from both systematic and quantitative standpoints.

5.2 Bright Ring Radius Estimation
The ray-tracing method had been adopted by Kimbel and O’Sullivan (2001) to es-
timate a bias between the actual crystal radius and the measured bright ring radius
for a static case. However, in this chapter, a rigorous ray-tracing simulation, com-
bined with the crystal growth dynamics, is developed to dynamically simulate the
camera image of the illuminated meniscus. This simulated camera image is further
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used up for control system design and analysis. Moreover, the dynamic trace of the
bright ring radius measurement aids in an effective and improved control system
design (cf. Chap. 6).

Since this very measurement depends on the geometry of the hot zone, the shape
of the meniscus, and the position and orientation of the camera, therefore these
components are highlighted in a simplified ray-tracing setup as shown in Fig. 5.3.
It presents a vertical cross-sectional view of the Cz growth furnace (crucible wall,
heat-shield, and camera location). For the sake of simplicity, only one ray from
each source is shown to be incident onto the meniscus and reflected thereof before
reaching the camera. Though the rays may undergo multiple reflections before
reaching the camera, an instance of the ray reflected twice from the meniscus is
shown by a dashed line in the referred figure.

It is clear that a key factor when modeling the dynamics of the bright ring radius is
the knowledge of the meniscus shape. The meniscus shape can be calculated from
the so-called Laplace-Young equation that accounts for surface tension, gravity,
and hydrostatic pressure to express the shape and height of the meniscus. Un-
fortunately, there is no analytical solution to the Laplace-Young equation, which,
therefore, has to be solved numerically (Huh and Scriven 1969). An alternative
to the aforementioned approach is the use of an analytical approximation of the
meniscus shape.

5.2.1 Meniscus shape approximation

An approximation of meniscus shape, as derived by Hurle (cf. Sect. 3.3) is applied
to obtain meniscus profile between the three-phase point and the crucible wall. For
the sake of completeness, the expression (3.7) is repeated below (Hurle 1983):

r(hc, rc, z) = rc +

√
2

A
− h2

c −
√

2

A
− z2

− 1√
2A

ln

[
z

hc
·
√

2 +
√

2−A · h2
c√

2 +
√

2−A · z2

] (5.1)

In (5.1), r and z are the radial and vertical coordinates of the meniscus surface,
respectively. Thus, one has (r, z) = (rc, hc) where the meniscus connects to the
crystal, while roughly (r, z) = (Rcru, 0) at the crucible wall. The parameter A is
defined as:

A =
1

a2
+

cos(α)

2rc hc
.

This meniscus profile can be extended to define a full 3D meniscus surface by
rotating the profile about the z-axis, i.e., 360◦ along the azimuthal plane.
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In a nutshell, to start with the ray-tracing simulation, the information about the
Cz growth model parameters, i.e., (rc, hc) as discussed in Sect. 4.1, and a knowl-
edge of the meniscus profile (cf. (5.1)) and hot zone geometry (cf. Sect. 5.2.2) are
necessary. Later will be presented, the computation of light rays incident on the
meniscus and the outgoing rays reflected in the camera. These particular compu-
tations focus on vector mathematics. Therefore, the direction of rays may not be
confused with those of vectors.

5.2.2 Hot zone geometry

The schematics of the hot zone used in illustrating the ray-tracing method are
shown in Figs. 5.3 and 5.4. The reference frame origin O is placed at the level

Figure 5.3: Ray-tracing set up showing incident and reflected light rays within the growth
furnace.

of free melt surface such that the horizontal x-axis and the lateral y-axis form the
xy-plane spanning the base of the meniscus, while the z-axis extends vertically
along the centre of the ingot. The camera is located in the xz-plane (y = 0). In
terms of cylindrical coordinates, the camera location is in the rz-plane, i.e., in
the 0◦ azimuthal plane. The hot zone components, such as the crucible wall and
annular heat shield surrounding the growing crystal, have dimensions defined as:

• Crucible radius: Rcru

• The coordinates for the heat shield underside are described in terms of its
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height as well as inner and outer radii given by:

– zhs is the height of the heat shield underside w.r.t. the free melt surface
– rhsi is the inner radius of the heat shield underside w.r.t. O
– rhso is the outer radius of the heat shield underside w.r.t. O

• The camera location w.r.t. O is described by the position vector ~pc such that:
~pc = xcamî + 0ĵ + zcamk̂

2, where

– zcam is the height of the camera w.r.t. the free melt surface
– xcam is the radial location of the camera, i.e., xcam = rcam as ycam = 0

5.2.3 Computation of tangents and normals to the meniscus surface

Followed by the generation of 3D meniscus surface is the calculation of tangents
and normals to the entire meniscus surface. This, in turn, helps to determine the
incoming and outgoing rays for the camera image simulation. The tangents and the
unit normals to the meniscus surface are mathematically notated by ~T and ~N in R3,
respectively. Since the meniscus surface is axisymmetric, tangents and normals
can be calculated using the 2D meniscus curve, and then rotate these around the
z-axis to the required azimuthal orientation.

For any arbitrary point (xm0 , 0, zm0) (or equivalently (rm0 , 0, zm0) in cylindrical
coordinates) on the meniscus profile such that zm0 = f(rm0), the tangent vector
can be calculated as:

~T|(rm0 ,0,zm0 ) =
1√

1 + f ′2(r)

 ∆r
∆r
∆θ
∆r

∆f(r)
∆r

 ∣∣∣∣∣
(rm0 ,0,f(rm0 )

=
1√

1 + f ′2(rm0)

 1
0

f ′(rm0)

 .
(5.2)

The normal vector, orthogonal to the tangent, is given as

~N|(rm0 ,0,zm0 ) =
1√

1 + f ′2(rm0)

−f ′(rm0)
0
1

 . (5.3)

Finally, the unit normal to any arbitrary point in question (say m(r,θ,z)) can be
determined by rotating ~N|(rm0 ,0,zm0 ) through an angle θ about the z-axis, such that

~Nm(rm,θ,zm)
= Rz(θ) · ~N|(rm0 ,0,zm0 ), (5.4)

2 î, ĵ and k̂ are the unit vectors directed along x, y and z-axes, respectively
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Figure 5.4: 3D ray-tracing scheme featuring an instance of an incident ray ~sm emerging
from the crucible wall. The reflected ray from a point (m) reaches the camera with location
marked as (c). The incident and reflected rays may or may not exist in the same plane.

where Rz(θ), the rotation matrix yielding the desired rotation through an arbitrary
angle θ, about the z-axis is given as

Rz(θ) =

cos(θ) −sin(θ) 0
sin(θ) −cos(θ) 0

0 0 1

 . (5.5)

5.2.4 Computing incoming and outgoing rays

A rigorous ray-tracing method that abides the laws of reflection is employed to
simulate the bright ring formation over the curved meniscus. Fig. 5.4 illustrates
the schematic of the 3D ray-tracing. The outgoing ray that enters the camera after
reflection from a point m on the meniscus (described by position vector ~pm in
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cylindrical coordinates as (rm, θ, zm) or as (xm, ym, zm) in cartesian coordinates)
is given by

−→cm = ~pc − ~pm =

(xcam − xm)̂i − ymĵ + (zcam − zm)k̂.
(5.6)

Based on the knowledge of meniscus normals given in (5.4), the incoming and
outgoing rays to the meniscus and camera, respectively can be determined such
that the angle of incidence equals the angle of reflection, though the two angles are
not necessarily coplanar. For a specific point on the meniscus, the projection of the
reflected ray −→cm in the direction of normal vector ~N at the same point is given by

proj~N
−→cm = (−→cm · ~N)~N, (5.7)

where (·) indicates the vector dot product operation. Similarly, the projection of
−→cm in the direction orthogonal to ~N is given as

proj⊥−→~N
−→cm = −→cm− proj~N

−→cm = −→cm− (−→cm · ~N)~N. (5.8)

The orthogonal projection of incoming ray vector −→sm is the same as the reflected
ray vector −→cm but with the opposite sign, i.e., proj~N

−→sm = −−→cm + (−→cm · ~N)~N.
However, the projection of incoming ray vector in the direction of normal vector
~N is the same as that of the reflected ray vector, i.e., proj~N

−→sm = (−→cm · ~N)~N. Thus,
the incoming ray from a given source point inside the hot zone, represented as −→sm,
is given by

−→sm = (−→cm · ~N)~N−−→cm + (−→cm · ~N)~N

= 2(−→cm · ~N)~N−−→cm

= 2~N(~N
T −→cm)−−→cm

= (2~N~N
T
− I)−→cm,

(5.9)

where I is the identity matrix. It is noteworthy that the incident rays −→sm and the
reflected rays −→cm may pass through planes corresponding to different azimuthal
orientations. In order to determine if the source of illumination on the illuminated
meniscus is the crucible wall or the heat shield underside, the following steps can
be followed:

• A position vector for the point s of incident ray w.r.t. O, lying at an arbitrary
radial distance ≤ Rcru from the origin can be determined as:

~ps = ~pm + −→sm, (5.10)
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– In (5.10), −→sm shall not be confused with the incoming ray (cf. Fig. 5.4). In-
stead, the expression (5.10) makes use of vector mathematics by interpreting
−→sm as a vector that has to be extended appropriately as in (5.11).

• The intersection of the incident ray with the crucible wall can be found by
scaling −→sm by a factor ‘k’ such that it emerges from the crucible wall of radius
Rcru. This can be achieved by solving the expression given in (5.11) for the
positive root of ‘k’:

(xm + k−→smx)2 + (ym + k−→smy)
2 = R2

cru. (5.11)

• The elevation of the scaled up incident ray k−→sm emerging from the crucible
wall is given by k−→smz

– The double reflection (shown in Fig. 5.3) is caused by the incoming ray that
emerges from the portion of the crucible wall lying below the melt level,
i.e., the z-coordinate of k−→sm is negative (k−→smz < 0). The origin of rays
undergoing double reflection can be found by calculating another reflection
where the incoming ray hits the meniscus surface. The details are omitted
for brevity. Note that it is possible for some rays to be reflected more than
twice, especially when the meniscus close to the crystal is highly curved,
which may occur when the meniscus is high. Such multiple reflections have
not been considered further in this work – but the calculations required to
include them in the ray-tracing are more tedious than difficult.

• The incident ray from the heat shield is the one whose x and y-coordinates at
zhs satisfy the following inequality condition:

rhsi <
√
sm2

x + sm2
y < rhso (5.12)

Thus, a 3D ray-tracing simulation, based on the procedure outlined above, traces
every ray that reaches the camera back to its emission point (the complete annular
heat shield surrounding the growing crystal and the cylindrical crucible wall con-
taining the molten Si). The rays, which are reflected twice from the meniscus, are
also included in the simulated bright ring image. However, some of the reflections
from the meniscus surface, lying on the side farther to the camera, are obscured
either due to the presence of a cylindrical crystal ingot or by the heat shield. Like-
wise, the heat shield blocks many of the light rays which emanate from various
emission points, above and beyond the heat shield underside, from reaching the
camera.

The various sources of illumination on the simulated bright ring image are depicted
in Fig. 5.5.
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Figure 5.5: Colour-coded meniscus image where each coloured region corresponds
to illumination by a specific structure/component within the hot zone, i.e., heat shield
base ( ), crucible wall ( ), from heat shield base after double reflection ( ), and
from crucible wall after double reflection ( ). The view is symmetric on either side of
the xz3-plane/camera plane. Note: The colours in the meniscus image do not relate to the
intensity/brightness as observed in the camera image (cf. Fig. 5.1).

The brightness sensed by the camera will depend on three factors:

i.) The brightness of the emitting surface.

ii.) The orientation of the emitting surface relative to the direction of the emitted
ray.

iii.) The focusing of light caused by the curvature of the meniscus.

Accounting accurately for i.) will require knowledge both of the emissivity of
the heat shield and the crucible wall, as well as the temperature distribution along
these surfaces. Due to the lack of such information that can be obtained through
some very detailed simulators only, it is assumed that both the underside of the
heat shield and the crucible wall have uniform (and the same) brightness. Luckily,

3The x and y-axes in Figs. (5.5 & 5.6) define the radial coordinates of the meniscus, i.e., r =√
x2 + y2, while z-axis represents the height of the meniscus above the melt surface. Thus, the

plane of the camera expressed in cylindrical coordinates is (r, θ = 0, z).
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this simplification does not impede the ability to study the bright ring anomaly, as
will become apparent.

Factors ii.) and iii.) are accounted for by performing small perturbations around
the point on the meniscus where the ray is reflected before entering the camera.
Let these perturbations define the vertices of a region on the meniscus surface,
and letAm be the area of that region when projected in the direction of the ray−→cm.
Reflection calculations are then performed to find the point of origin for each of the
perturbed rays. The origins of the perturbed and reflected rays define a region on
the emitting surface. LetAs be the area of this region of the emitting surface, when
projected in the direction of the emitting ray −→sm. A relative brightness measure4 is
then found from the ratio of As to Am.

The calculated brightness profile obtained, therefore, is illustrated in Fig. 5.6 –
where the colour denotes the brightness of the reflection..

Figure 5.6: Theoretically calculated brightness profile as observed by the camera. Mini-
mum brightness ( ); maximum brightness ( ). Since, the view is symmetric on either
side of the xz-plane/camera plane, the left portion of the meniscus is not shown.

An effort was made to correlate the brightness pattern of Fig. 5.6 with that of the
actual image (cf. Fig. 5.1) from the plant. Unfortunately, this didn’t turn out as

4Note that it would be easy to account also for the brightness of the emitting surface, if such
information is available.
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planned/expected because camera images were saturated and it was not possible
to identify distinct boundaries due to different sources. Another possible reason
is the increased noise levels, thereby, creating blurry effects on the actual image.
However, a camera with better resolution and faster sampling may render the 3D
simulation to identify different features on the bright ring.

In order to use a feature of the camera image for control of the crystal radius, two
obvious criteria must be fulfilled: i.) the feature should be located close to the
actual crystal radius, and ii.) the feature should be clearly and reliably identifiable
in the camera image for all conditions that are expected during the body stage
of the process (i.e., for all values of crystal radius and meniscus height that are
likely to occur in the body stage) it should be clearly and reliably identifiable in
the camera image. Studying the calculated reflection images (and comparing to
the camera image in Fig. 5.1), two such features can be identified:

• A point marked as a ‘ ’ on the meniscus in Figs. 5.5 & 5.6, illuminated by a ray
that emerges from a higher point on the crucible wall while touching simulta-
neously the outermost edge of heat shield, can distinctively be identified.

• The innermost edge of the underside of heat shield) illuminating a point ‘ ’ on
the meniscus in Figs. 5.5 & 5.6.

The first of these features indicated by ‘ ’ is closer to the actual crystal radius and
is, therefore, the preferred feature to use for crystal radius control. It corresponds
to the lower brightness border in the overexposed Fig. 5.1. Knowledge of the point
from where the light that causes this feature originates, allows us to study the
behaviour of the corresponding measurement under dynamical process conditions.

5.3 Anomaly Detection via 3D Ray-Tracing Simulation
Under normal operating conditions, physical systems rarely encounter any abrupt
changes in their physical parameters/state variables. Therefore, the objective is
to input a smooth crystal radius change to the ray-tracing simulation and investi-
gate how the resultant bright ring measurement differs from the actual input signal
(crystal radius). Thus, a pulling speed profile is selected5 such that it drives the
Cz dynamics to generate an output that comprises of smooth profile for the crystal
radius.

Fig. 5.7 depicts how the chosen pulling speed profile, driving the Cz dynamics,
results in the desired crystal radius (rc) variation. Besides, the same figure shows

5Details can be seen in (Winkler et al. 2010a)



5.3. Anomaly Detection via 3D Ray-Tracing Simulation 77

0 0.5 1 1.5 2 2.5 3 3.5 4

1

2

3

0 0.5 1 1.5 2 2.5 3 3.5 4

87.6

87.8

88

0 0.5 1 1.5 2 2.5 3 3.5 4
6

6.5

7

0 0.5 1 1.5 2 2.5 3 3.5 4
0

5

10

Figure 5.7: Smooth and continuous profile for the applied pulling speed (solid) and the
resultant profiles (dash-dotted) for crystal radius, meniscus height and growth angle.
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Figure 5.8: Actual crystal radius rc (solid) v.s. bright ring signal rbr (dotted) measured at
different azimuthal orientations, indicated respectively, at the bottom right corner of each
subfigure.
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the system trajectories for meniscus height (hc) and cone angle (αc). Furthermore,
it is worth mentioning that for this particular choice of a smooth pulling speed
profile, the crystal growth rate is assumed to be constant.

For a smoothly varying crystal radius profile (cf. second subfigure in Fig. 5.7), the
corresponding bright ring measurement based on the ray-tracing method is carried
out at various points along the highest contrast line on the 3D meniscus image.
One of the aforementioned illuminated meniscus points lies in the plane of the
camera (0◦ azimuth), while the others lie in the planes at azimuthal orientations
10◦, 20◦, 30◦ and 40◦ off the camera plane.

The resultant bright ring radii responses versus the expected crystal radius rc re-
sponse presented in Fig. 5.8, clearly reveal the presence of the inverse response
behaviour in the measurement signal at other azimuthal orientations also.

Remark 2. The responses in Fig. 5.8 show that there always exists a bias between
the actual crystal radius and its measurement. The bias values vary as the menis-
cus point used for the estimate of radius changes its location to varying azimuthal
orientations afar the plane of the camera. Any accidental change or slight offset
in the camera position could lead to errors in the calculated radius. This should
be compensated within a few runs by adjusting the bias/offset applied to the cal-
culated radius measurement.

Remark 3. At the Czochralski pulling facilities, special precautions have to be
adopted to ensure contamination-free crystallization environments. The facilities
are therefore very clean, and dust or dirt on the camera lens should therefore
not be a major problem. Moreover, the proposed radius calculation is based on a
distinctive feature of the camera image, and is quite robust to the lens getting dirty.

Since the main focus has been on understanding the inverse response and how to
compensate for it, only a single point on the meniscus lying in the plane of the
camera has been considered.



Chapter 6

Mitigation of Inverse Behaviour
via Control

This chapter presents the linearization of hydrodynamical model to identify the
presence of non-minimum phase behaviour. The linearized dynamics help to quan-
tify the anomalous behaviour and provide a baseline for devising a control strat-
egy. The scheme based on a parallel compensator in combination with the feed-
back controller is proposed for mitigating the anomalous response. Later, the
scheme has been validated through nonlinear simulations while considering the
effect of heater dynamics.

This chapter is based on the work presented in Bukhari et al. (2019; 2021b). It
should be noted that these works (in particular (Bukhari et al. 2021b)) have been
written with the intent to make results from control engineering understandable to
the crystal growth community. Similarly, the author intends that the thesis should
be accessible to people in the crystal growth community. For that reason, this
chapter contains material that may appear trivial to control engineers, such as the
detailed introduction to linearization in Sect. 6.1.

The presence of an inverse behaviour in the ingot radius estimation was determined
in the previous chapter. Such an inverse response is known to pose a fundamental
limitation in achievable control performance. However, for the bright ring radius
measurement, the inverse response is an artifact of the measurement technique and
does not appear in the physical variable one needs to control (the actual crystal ra-
dius). This chapter addresses control for the mitigation of the inverse response be-
haviour, using a combination of parallel compensation and feedback control. The
validation of the proposed design in a nonlinear plant framework follows in the

79
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end. Besides validating merely with the Cz growth model, this step aims particu-
larly at assessing the overall Cz system performance in the presence of a qualitative
heater model (cf. Sect. 4.2) as well. The heater model is included to qualitatively
mimic the thermal variations occurring in an actual Cz process.

The nonlinear Cz dynamics expressed in Chap. 4 (cf. (4.1)) combined with the
bright ring radius measurement rbr, constitute a nonlinear model relating pulling
speed to bright ring radius. This nonlinear model comprises, in turn, of two dif-
ferent modes of heat transfer, referred to as Models I & II (cf. Sect. 4.2.1 and
Sect. 4.2.2, respectively).

To remind the reader, the heat transfer from meniscus to interface in Model I
depends on the meniscus height (cf. (4.8), (4.9) in Sect. 4.2.1), while in Model II,
the heat transfer to the interface is independent of the meniscus height (cf. (4.13)
in Sect. 4.2.2). The same holds for the growth rate since it directly depends on this
heat transfer (cf. (4.1e) in Sect. 4.1).

To illustrate the difference between the two models, both models are simulated
with the smooth profile for the crystal pulling rate shown in Fig. 6.1 while the
heater power is kept constant. The resulting responses of the two models are de-
picted in Figs. 6.2 and 6.3 for models I and II, respectively.
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Figure 6.1: Applied pulling speed profile

It is apparent that a decrease in pulling speed causes the crystal radius to increase.
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Figure 6.2: Nonlinear plant response for Model I subjected to the applied pulling speed
input shown in Fig. 6.1, crystal radius (rc), bright ring radius (rbr) and crystal growth angle
(αc) in top-left and right panes, respectively, the meniscus height (hc) and the growth rate
(vg) in the bottom-left and right panes, respectively.

However, the measurement of crystal radius, (i.e., the estimation through bright
ring radius) initially moves in an opposite direction to that of the actual crystal
radius, thereby confirming the presence of inverse response (non-minimum phase
behaviour). Moreover, the heat flux into the interface based on convective heat
transfer (Model II) yields a constant growth rate vg, whereas it varies with height
for the case with pure conductive heat transfer across the meniscus (Model I).

6.1 Linearization of the Cz Growth Model
For any physical system, the linearization of nonlinear dynamics is nothing but
the approximation of a nonlinear function of system states and inputs f(x, u) with
that of a linear one at a given operating point (x0, u0) and its small neighbourhood,
i.e., (δx0, δu0). The advantage of linearization is the use of linear analysis tools for
studying the complex nonlinear dynamical behaviour in the vicinity of operating
points. Since linearization is valid around an operating point (x0, u0), therefore the
system state(s) and input(s) being sufficiently close to (x0, u0), yield infinitesimal
weight to higher powers of (x − x0) and (u − u0) in Taylor’s series expansion.
Therefore, these infinitesimal terms are neglected for the linear approximation,
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Figure 6.3: Nonlinear plant response for Model II subjected to the applied input shown
in Fig. 6.1, crystal radius (rc) and bright ring radius (rbr), crystal growth angle (αc) in
top-left and right panes respectively, the meniscus height (hc) and the growth rate (vg) in
the bottom-left and right panes, respectively.

while retaining the first-order terms only. Thus, f(x, u) can be rewritten as:

f(x, u) ≈ f(x0, u0)+
∂f(x, u)

∂x

∣∣∣∣
(x0,u0)

(x−x0)+
∂f(x, u)

∂u

∣∣∣∣
(x0,u0)

(u−u0) (6.1)

If the operating point (x0, u0) is chosen such that f(x0, u0) = 0, then this oper-
ating point is also referred to as the equilibrium point. In connection to the Cz
growth model, the nonlinear dynamics may generically be expressed as

ẋ =

[
ṙc
ḣc

]
=

[
f1(rc, hc, vp)
f2(rc, hc, vp)

]
(6.2a)

y = rbr = g(rc, hc) (6.2b)

where f1(rc, hc, vp) and f2(rc, hc, vp) are the right handed terms of (4.1a) and
(4.1b), respectively. Keeping (6.1) in view, the first function from the set of non-
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linear functions (6.2) may be expanded as:

f1(rc, hc, vp) = f1(P0) +
∂f1(rc, hc, vp)

∂rc

∣∣∣∣
P0

(rc − rc,0)+

∂f1(rc, hc, vp)

∂hc

∣∣∣∣
P0

(hc − hc,0)+

∂f1(rc, hc, vp)

∂vp

∣∣∣∣
P0

(vp − vp,0) + · · ·

(6.3)

where P0 = (rc,0, hc,0, vp,0) is the operating point for the linearization. Similarly,
(6.2a) and (6.2b) can be expanded in the format (6.3). The complete result can be
presented in the matrix notation as:[
ṙc
ḣc

]
︸︷︷︸

ẋ

=

[
ṙc,0
ḣc,0

]
︸ ︷︷ ︸

ẋ0

+

[
∂f1(rc,hc,vp)

∂rc

∂f1(rc,hc,vp)
∂hc

∂f2(rc,hc,vp)
∂rc

∂f2(rc,hc,vp)
∂hc

]
︸ ︷︷ ︸

A

∣∣∣∣∣
P0

[
δrc
δhc

]
+

[
∂f1(rc,hc,vp)

∂vp
∂f2(rc,hc,vp)

∂vp

]
︸ ︷︷ ︸

B

∣∣∣∣∣
P0

δvp

(6.4a)

rbr︸︷︷︸
y

= rbr,0︸︷︷︸
y0

+
[
∂g(rc,hc)
∂rc

∂g(rc,hc)
∂hc

]
︸ ︷︷ ︸

C

∣∣∣∣
P0

[
δrc
δhc

]
+
[
∂g(rc,hc)
∂vp

]
︸ ︷︷ ︸

D=0

∣∣∣∣
P0

δvp (6.4b)

where δrc = (rc−rc,0), δhc = (hc−hc,0) and δu = δvp = (vp−vp,0). Moreover,
the state vector derivative for small deviation about the operating point is given by
(ẋ− ẋ0) = δẋ, while the output deviation about the operating point is represented
as δy = δrbr = (rbr − rbr,0). Introducing the state-space matrices A, B, C &D
the linearized Cz growth model as followed from expression (6.4) is given by:

˙δx = Aδx+Bδu

δy = Cδx
(6.5)

The linearized model is always in terms of deviation variables δx, δu, and δy,
whether mentioned explicitly or not. For the Cz growth model, there is no direct
throughput term from input u to output y, i.e., the measurement only depends on
the states, thereby making D = 0.

Both crystal growth models are linearized around a steady-state crystal radius of
87.5 mm and a pulling speed of 1.2 mm min−1. The linear models thus obtained
possess right-half-plane (RHP) zero in the bright ring radius measurement trans-
fer function, thereby confirming the non-minimum phase behaviour as discussed
in Sect. 5.3. The resultant transfer function describing the linear response of the
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bright ring radius Rbr to changes in the crystal pulling rate Vp has the following
general expression:

G(s) =
Rbr(s)

Vp(s)
=
Rbr(s)

Rc(s)
· Rc(s)
Vp(s)

= Gm(s) ·Gp(s).

The above transfer function is in fact a series connection of the process dynamics
Gp(s) between pulling speed and crystal radius Rc(s) and the measurement dy-
namics Gm(s) between the crystal radius and the bright ring radius1 (cf. Fig. 6.4).
The uppercase signals represent the complex-valued Laplace domain quantities
expressed in the complex frequency variable s.

Figure 6.4: Series connection of the transfer functions describing the pulling speed to the
crystal radius dynamics Gp(s) and the measurement dynamics Gm(s).

For model I, one has

Gp,I(s) =
−0.0047626

(s− 8.78× 10−6) (s+ 1.684× 10−3 )
(6.6a)

Gm,I(s) = −47.1864s+ 1.0041, (6.6b)

and for model II

Gp,II(s) =
−0.0048849

(s− 4.63× 10−7) (s− 7.602× 10−6)
(6.7a)

Gm,II(s) =
Rbr(s)

Rc(s)
= −46.0050s+ 1.0043. (6.7b)

The units are omitted here for the sake of clarity. The static gain of (6.6a) and
(6.7a) is in min, while that of (6.6b) and (6.7b) is unitless.

The roots of the numerator polynomial of a transfer function are called zeros, the
roots of the denominator polynomial poles. These roots are real-valued or occur in
complex conjugate pairs, since the coefficients of the polynomials are real. Their
unit is in rad s−1. A system is stable if a finite perturbation in any input signal re-
sults in a finite response in all output signals. For a pole at s = pi, the correspond-
ing dynamics are stable if Re(pi) < 0, i.e., if the pole pi is in the left-half-plane

1It is noteworthy that the transfer functions in (6.6b) and (6.7b) are not physically realizable be-
cause they contain a direct differentiation of the input signal. They only make sense when multiplied
with the corresponding terms in (6.6a) and (6.7a), respectively.
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of the complex plane. If Re(pi) > 0, the corresponding dynamics is unstable. Un-
stable poles are often called Right-Half-Plane (RHP) poles. The system is stable
if all poles are in the left-half-plane. Clearly, stability (possibly through control)
is a basic requirement for the operation of any system. The two models differ
in their pole configuration: Model I has one RHP pole at 8.78× 10−6 rad s−1,
while in Model II both poles are unstable with p1 = 7.602× 10−6 rad s−1 and
p2 = 4.63× 10−7 rad s−1.

A real-valued zero s = zi for which Re(zi) > 0 is called a RHP zero, and will
cause an inverse response from the control input to the measurement. All RHP ze-
ros cause fundamental limitations in achievable control performance2. It is appar-
ent from (6.6b) and (6.7b) that both models have a RHP zero at≈ 0.021 rad s−1, as
expected based on the nonlinear simulations. The location of the right-half-plane
zero is nearly independent of the heat transfer mechanism characterizing the heat
flux into the interface.

The RHP zero will put an upper bound on the achievable closed-loop bandwidth
for the control of crystal radius, whereas the RHP pole(s) put a lower bound on the
required bandwidth (Skogestad and Postlethwaite 2007). Moreover, the RHP zero
and RHP pole(s) are separated by more than three orders of magnitude, indicating
that acceptable control quality should be obtainable.

In order to authenticate the linearization process, the responses of the nonlinear and
linearized models are compared by exciting both nonlinear as well as linear models
with the same applied input. Consequently, the input as shown in Fig. 6.1 is applied
to both linear and nonlinear models, and the resultant system responses for thermal
models I and II are shown in Fig. 6.5. Another comparison between the nonlinear
and linear models is obtained by using the step perturbation of 1 mm min−1 in
pulling speed to both linear and nonlinear models. The response of measured
bright ring radius to the step perturbation at steady state is shown in Fig. 6.6 for
the thermal model assumption I. Since the bright ring radius response to step per-
turbation for thermal model II is practically indistinguishable from that of thermal
model I and is therefore not shown in Fig. 6.6. The close agreement between the
nonlinear and linear model response, especially in the initial non-minimum phase
response, confirms the validity of the obtained linear models.

Remark 4. The Cz process, being a batch process, is inherently time-variant. One
may therefore question an analysis based on linearization, due to:

I. the change in crystal length affecting the heat transfer from the interface
2Also complex conjugate RHP zeros, which do not necessarily cause an inverse response, see

(Skogestad and Postlethwaite 2007).
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Figure 6.5: Comparison of nonlinear and linear system dynamics for thermal models I
(top row) and II (bottom row), when excited by the input profile as shown in Fig. 6.1.

into the crystal.

II. the crucible position affecting the heat transfer from surroundings to the
melt.

III. the dropping melt level (to some extent) affecting the heat transfer from the
bulk of the melt to the interface.

However, all these changes are very slow compared to the dynamics of the in-
verse response (measurement anomaly). Moreover, the effects of these variations
are practically minimized by an appropriate temperature feedforward trajectory.
Therefore, it is reasonable to use linearization when investigating the inverse re-
sponse dynamics and when designing a controller for crystal radius control. A
brief further discussion is provided in Chap. 8.

6.2 Design of a Parallel Compensator and Feedback Controller
This section presents the design of a parallel compensator and stabilizing controller
based on the linear models derived in Sect. 6.1.
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Figure 6.6: Comparison of nonlinear and linear system dynamics for thermal model I,
when excited by step perturbation in vp.

6.2.1 Basic feedback controller design

Feedback control is the most common type of control, illustrated in Fig. 6.7. This
basic feedback schematic diagram shows a measurement Y (s) being affected by
a disturbance V (s) through the dynamics Gd(s) and by the control input U(s)
through the dynamics G(s). The measurement signal Y (s) is fed back and com-
pared with its reference/ desired value R(s) such that the difference, alternatively
called error E(s), is used as an input to the controller K(s), which in turn calcu-
lates the control signal U(s).

Feedback control is a remarkably powerful concept. It can stabilize unstable sys-
tems, i.e. moving the unstable system poles to the left half of the complex plane,
and provide good performance, for example, a quick response of Y (s) to changes
in R(s), no or only limited overshooting of Y (s) and effective disturbance rejec-
tion. However, it is not without caveats. In particular, poorly designed feedback
control may also cause instability, even for systems G(s) which are stable on their
own. Furthermore, and most important for the Cz growth model, system zeros are
unaffected by feedback.

A common way to determine suitable parameters of the controller is to utilize
the frequency response L(jω) = K(jω)G(jω) of the so-called open-loop system
plotted in a Bode diagram.
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Figure 6.7: Illustration of a simple feedback control system with the transfer function
G(s) of the system to be controlled, the transfer function K(s) of the controller and the
transfer function of the disturbance model Gd(s).

Figure 6.8: Simplified sketch of a Bode diagram illustrating the frequency response of the
open-loop system with L(s) = K(s) · G(s) and s = jω. The frequency axis is drawn
in a linear scale for the sake of simplicity. The transfer function G(s) of the system to be
controlled is assumed to have two RHP poles denoted by p1, p2 (among other stable poles)
and one RHP zero denoted by z1. For a stable closed-loop system showing acceptable
performance the crossover frequency ωc should be roughly within the grey region and the
phase margin ϕm must be positive.

An illustrative example of the Bode diagram is shown in Fig. 6.8. The Bode dia-
gram comprises of two plots, the first showing the magnitude |L(jω)| of the open-
loop system depending on the frequency ω and the second one showing the phase
of L(jω).

A well-designed feedback control system will have an open-loop frequency re-
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sponse with large magnitude at low frequencies, but small magnitude at high
frequencies. Let ωc denote the crossover frequency, i.e., the frequency where
|L(jωc)|dB = 0. Assume that |L(jω)|dB > 0 ∀ω < ωc, and |L(jω)|dB <
0 ∀ω > ωc. Then, the so-called Bode stability criterion states that the phase
margin ϕm = 180◦ + ∠L(jωc) must be positive. Although some sources present
the Bode stability criterion only for open-loop stable systems, it can also be applied
to open-loop unstable systems – as the Cz system under discussion – provided the
number of open-loop unstable poles is known and the steady-state phase is ad-
justed accordingly. Each RHP pole contributes a phase of −180◦ at ω = 0. A
small phase margin indicates that the system may become unstable for a small er-
ror in the system model, and is also an indication of poor performance, e.g., large
overshoots and/or severe oscillations. Most control engineers will insist on a phase
margin of at least 45◦.

Additional criteria can be utilized to improve closed-loop performance: For exam-
ple, as a rule of thumb, ωc should be at least twice as large as the fastest unstable
pole to ensure that any unstable dynamics is properly ‘caught’. In the case of non-
minimum phase systems – as discussed here – another restriction comes into play:
ωc should be about less than half the slowest zero so the controller action is not
dominated by any inverse response. Clearly, the last two requirements show that
the presence of a RHP zero will introduce a typical conflict of objectives impos-
ing fundamental limitations on achievable performance for feedback control. An
extensive exposition of these issues can be found in (Skogestad and Postlethwaite
2007), where further details, more precise statements and theoretical justification
can be found.

Coming back to the Cz system, for Model II, the required crossover frequency will
be determined mainly by the faster RHP pole (the one furthest from the origin in
the complex plane). The faster RHP pole 7.602e−6rad s−1 in Model II is similar
to the RHP pole 8.78e−6rad s−1 of Model I. Therefore, the control limitations of
the two models are similar, even though the number of unstable poles is different.
Further details can be found in (Bukhari et al. 2019).

6.2.2 Basics of parallel compensator design

Parallel compensation will affect RHP zeros, and can be used to move RHP ze-
ros into the left-half-plane (Skogestad and Postlethwaite 2007). The compensated
system (plant + parallel compensator) will then have both the poles of the original
system and the poles of the parallel compensator.
Note: Following the completion of the design of the parallel compensator, the pos-
sibility of shifting the RHP zeros to the left-half-plane by the parallel compensator
will be more obvious (cf. the second column of Table 6.2).
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Several authors have proposed combining feedback control with parallel compen-
sation, thereby enabling the latter to remove the limitation in performance for
feedback control. Such a schematic, with combined feedback and parallel com-
pensator, is illustrated in Fig. 6.9. Here, a parallel compensator Gpc(s) is designed
to ensure that the transfer function from the input U(s) to the compensated signal
Z(s) = Y (s) + Ypc(s) does not possesses any RHP zero to limit the performance
of feedback control.

Unfortunately, in most physical systems with a control configuration such as that
depicted in Fig. 6.9, the use of parallel compensation is not of much value. This
is because despite achieving good control of Z(s), the physical variable Y (s), of
interest, cannot be alleviated of the undesired effects of the RHP zero(s).

Figure 6.9: Feedback control combined with parallel compensation to remove perfor-
mance limitations for feedback control caused by RHP zeros.

However, as observed in Figs. 6.2 and 6.3, the inverse response in the Cz pro-
cess is merely associated with the camera-based measurement of the ingot radius,
whereas the actual crystal radius is independent of inverse behaviour. This opens
an opportunity for using parallel compensation to enable improved control of the
crystal radius rc, even though the control of the measurement rbr is not improved.

6.2.3 Compensator design

In the following, the design of a parallel compensator specific for the Cz process
is described. Instead of using generic time-/ Laplace-domain symbols r(t)/R(s),
u(t)/U(s) and y(t)/Y (s) as in Fig. 6.9 the symbols specific to the Cz process will
be used henceforth.

Fig. 6.10 shows a complete system block diagram that includes both the compen-
sator and the controller connected respectively in parallel and cascade with the
plant.

The controller block marked as K(s) in Fig. 6.10 is the Automatic Diameter Con-
troller (ADC). The parallel compensator used is a stable approximation of the ideal
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compensator with transfer function Gpc(s) augmented by a high pass filter with
transfer function Ghpf (s). The need for both, the stable approximation and the
high pass filter, will be explained later. The following two design requirements
need to be met:

1. It is desired to keep the dynamics of the compensated measurement as close as
possible to that of the actual crystal radius, i.e., R̃(s) ≈ Rc(s).

2. The practices in the Cz industry rely on using the camera-based measurement,
followed by simply applying a bias to the measurement signal. By this ap-
proach, they obtain the true steady-state crystal radius from the camera mea-
surement. The compensator design should allow the industry to continue ap-
plying the same bias to the compensated measurement R̃(s). Hence, the com-
pensator obtained in step 1 needs to be modified appropriately.

Under these conditions the compensator – based on model I – can be designed as
follows: Ignoring (for now) the high pass filter Ghpf (s) in Fig. 6.10, the depen-
dency of R̃(s) on Vp(s) gives

R̃(s) =
(
Gm(s)Gp(s) +Gpc(s)

)
Vp(s) = Gr̄(s)Vp(s). (6.8)

Hence, the ideal parallel compensator can be derived as follows:

Gr̃(s)
!

= Gp(s)

Gp(s)Gm(s) +Gpc(s) = Gp(s)

⇔ Gpc(s) = Gp(s) (1−Gm(s)) (6.9)

It is apparent that the ideal parallel compensator as given in (6.9) would contain
the same poles as the plant model Gp(s), including the unstable pole(s)3. Any
system that consists of two parallel branches, having identical unstable dynamics
with common input and output, will not be stabilizable by feedback as it will nec-
essarily possess hidden unstable mode(s) Skogestad and Postlethwaite (2007). It
is, therefore, necessary to find a stable approximation to the ideal parallel com-
pensator Gpc(s), i.e., an approximation that removes the RHP zero, but does not
destabilize the control loop.

Remark 5. Though the schematic configuration depicted in Fig. 6.10 resembles
that of internal model control (IMC), however the two are completely different

3This will be illustrated in the summary of the overall design (cf. second column of Table 6.2).
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Figure 6.10: Basic block diagram of the feedback controlled Cz system split into the pure
plant model Gp(s) and the bright ring measurement model Gm(s) together with a parallel
compensator. The ideal parallel compensator Gpc(s) is augmented by a high pass filter
Ghpf according to the procedure described in Sect. 6.2.3. What is implemented in the real
system is the stable approximation of Gpc(s)Ghpf (s).

in essence. The IMC configuration instead places the plant model in parallel with
the process and only feeds back the difference between the two (Garcia and Morari
1982, Seborg et al. 2010). The IMC approach is not viable in this case as it would
cause unobservable unstable states in the overall (compensated) dynamics, mean-
ing that the closed-loop would not be internally stable.

In this case, the frequency of the RHP zero is higher than the frequencies of the
RHP pole(s) (cf. Sect. 6.1). Hence, the main interest is to have a good approxima-
tion of the system at high frequencies to remove the effects of the RHP zero. The
unstable dynamics are therefore suppressed by augmenting Gpc(s) with a high
pass filter Ghpf (s), designed to cut off frequencies significantly below the fre-
quency corresponding to the RHP zero. With the RHP zero at ≈ 0.021 rad s−1 the
transfer function Ghpf (s) of the high pass filter is chosen as

Ghpf (s) =
5000 s

5000 s+ 1
(6.10)

with the cutoff frequency at 2× 10−4 rad s−1.

Then, a stable/unstable decomposition is performed on the augmented parallel
compensator. This means that the transfer function Gpc(s)Ghpf (s) is split into
two transfer functions connected in parallel, one containing the stable dynamics,
while the other, the unstable dynamics. Since the unstable dynamics are slow, the
augmentation of the high pass filter makes the unstable part smaller compared to
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the stable part4. Hence, it is reasonable to use only the stable part of this decom-
position in the final implementation.

Finally, design requirement 2 has to be met. The stable part of the decomposition
is therefore adjusted to have zero steady-state gain such that R̃ = Rbr in a steady
state. One ends up with the following parallel compensator transfer function for
model I

Gpc,real(s) =
Ypc(s)

Vp(s)
=

−0.22517s

(s+ 1.684× 10−3)(s+ 2× 10−4)
. (6.11)

Remark 6. Following points are relevant when considering whether to implement
the proposed control scheme:

I. The parallel compensator is the only change from the conventional control
structure.

II. The high pass filter means that the low frequency/ slow dynamics of the
actual system remain unchanged.

III. The proposed new control is therefore a minor change that should be ac-
ceptable for operators.

6.2.4 Controller design

The design of a stabilizing feedback controller follows the compensator design.
A PID controller is used in this work because it is easy to implement in the ex-
isting industrial control setup. The PID controller, represented by K(s) in a se-
ries/interacting form is given by

K(s) =
Kp (Tis+ 1) (Tds+ 1)

Tis
(

1 + Tds
N

) (6.12)

The tuned parameters for the PID controller and the resulting crossover frequency
are given in Table 6.1.

4The optimal approximation of an unstable system by a stable system can be found using the
so-called Nehari extension (Zhou et al. 1996). However, the Nehari extension approximation would
distribute the error over all frequencies.
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Table 6.1: Parameters of the PID controller K(s)

Proportional gain (Kp) 0.01 s−1

Integral Time const. (Ti) 5000 s

Derivative Time const. (Td) 650 s

Filter coefficient (N ) 100
Crossover frequency (ωc) 0.032 75 rad s−1
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100

1010

c
 = 0.032745 (rad/sec)

Model I
Model II
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PM = 74.8317°

Figure 6.11: Frequency response of the compensated plants (models I and II) with a
feedback controller.

The achieved crossover frequency ωc ≈ 0.032 75 rad s−1 is much higher than half
of the zero at ≈ 0.02 rad s−1 which would have been the limiting factor in control
design without parallel compensation. So the limitations imposed by the RHP is
quite clearly mitigated and a higher system bandwidth is achieved. The frequency
response in Fig. 6.11 shows that the proposed PID controller with the compensator
stabilizes both models, as the phase margin of the compensated plant is around 74◦

for both models.
Note: The location of poles and zeros for the closed-loop system (cf. Table 6.2)
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indicates that both stability and mitigation of the inverse response have been
achieved successfully.

Table 6.2: Location of poles and zeros for plant, plant with compensator (compensated
dynamics) and closed-loop system

Plant model Compensated system Closed-loop system
Gm(s)Gp(s) Gr̃(s)

(rad s−1) (rad s−1) (rad s−1)
Zero(s) Pole(s) Zero(s) Pole(s) Zero(s) Pole(s)
2.128 × −1.684× −2.02× −2× −10.75 −1.863×

10−2 10−3 10−4 10−4 10−1

8.78× −10.75 −1.684× −1.999× −1.334×
10−6 10−3 10−3 10−2

8.78× −2.02× −2.067×
10−6 10−4 10−3

−2.0× −2.047×
10−4 10−4

−2.0×
10−4

6.3 Closed-loop Performance
The compensator and the controller are designed on the basis of a linearized Cz growth
model, i.e., Model I, as presented by (Gp,I(s)·Gm,I(s)) (cf. (6.6a) and (6.6b) in Sect. 6.1).
Moreover, the overall performance of the designed compensator and controller is found
equally satisfactory when tested in both linear and nonlinear simulation environment for
both model assumptions.

The closed-loop testing of nonlinear Cz growth dynamics, in the presence of both parallel
compensator and the feedback controller (K), is schematically illustrated in Fig. 6.12.

In Fig. 6.12, δ vp and δ rbr are the deviation variables, whereas vpo and rbr0 are the steady-
state values (points at which linearization was performed) such that the input to and the
output from the nonlinear Cz dynamics are vp = vpo + δ vp and Rbr = rbr0 + δ rbr,
respectively.

In order to determine the extent to which the nonlinearities in the Cz system may be ex-
cited, the responses to two different crystal radius reference trajectories are simulated.

In the first case, referred to as (case-A) in Fig. 6.13, the response to a smooth reduction in
the crystal radius reference of 2.5 mm is simulated. In the second case (case-B), a scaled
version of the same smooth crystal radius reference trajectory is applied, changing the
reference by 0.5 mm. In Fig. 6.13, the responses of case-B are scaled by a factor of 5 to
make them easily comparable to the responses of case-A. Fig. 6.13 show that the system
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Figure 6.12: Block diagram for the closed-loop testing of nonlinear Cz growth dynamics.

with the proposed control is relatively insensitive to nonlinearities for smooth reference
changes of reasonable magnitude.

6.4 Responses to Temperature Disturbances
Hitherto, the simulated growth rate variations did not take temperature dynamics into ac-
count. However, temperature variations are a major source of disturbances to the crystal
growth rate and thereby also to the crystal radius control. To assess control performance
in the presence of growth rate variations caused by temperature disturbances, the overall
Cz model (with both growth and temperature dynamics) needs to be used. A qualitative
heater model augmented with the crystal growth dynamics has been presented in Sect. 4.2.
Thus, in the following, the overall Cz dynamics (both the growth model as well as heater
model) are under the combined influence of the two system inputs, i.e., pulling speed vp
and heater input QH .

6.4.1 Temperature effects on the overall system performance
During a typical growth cycle in the body stage, a feedforward temperature (target tem-
perature) trajectory is applied to the temperature controller to compensate for the slow
temperature dynamics. In an actual process, the temperature feedforward trajectory has an
increasing trend (typically in the range of≈ 0.1 K min−1) to compensate for the following
phenomena occurring throughout the growth cycle within the Cz growth chamber:

• A gradual uplift of the crucible, therefore progressively reducing the crucible exposure
to the heaters.

• With the ongoing crystallization, the crystal continues to protrude into the colder areas
above the heat shield, thereby increasing the heat transfer away from the interface.

The perfect temperature feedforward trajectory is hard to establish, due to effects such
as aging and continual replacement of components in the hot zone, variations between
pullers, etc. An imperfect temperature trajectory will act as a disturbance to the crystal
growth rate and hence also affects the crystal radius control. Note that the heater model
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Figure 6.13: Comparison of system responses to rc,ref with large amplitude change (case-
A) and small amplitude change (case-B: responses are scaled up by a factor of 5). Top
row: compensated measurement r̃, second row: meniscus height hc, third row: cone angle
αc, last row: control input vp.

in this work is qualitative, and therefore does not include the afore-mentioned phenomena
causing a need for an increasing feedforward trajectory under actual growth conditions.
However, effects of an imperfect temperature trajectory can be simulated5, since changes
to the temperature controller reference will affect the melt temperature in the model and
hence also affect the crystal growth rate. That is, in our simulation on the simplified
model, the temperature feedforward trajectory does not represent the actual feedforward
trajectory, but rather the error in the feedforward trajectory in an actual plant.

To investigate the effects of temperature disturbances on crystal radius control, the ref-
erence for temperature T1 is increased linearly (at the rate of 0.5 K min−1). The linear
increase in temperature T1, sensed by the pyrometer, qualitatively mimics the variation in
the target temperature trajectory. Compared to the typical difference between the actual
and the ideal feedforward trajectory, the simulated feedforward trajectory must be consid-

5High accuracy not claimed here though.
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ered to represent a rather strong disturbance. The resultant responses for temperatures in
different lumped volumes (cf. Fig. 4.1 in Sect. 4.2) is shown in Fig. 6.14. These temper-
ature changes, in turn, affect the radii responses (rc, rbr, r̃) via variation in growth rate
vg .

For the given change in heater setpoint trajectory as depicted in top pane of Fig. 6.14, the
resulting system responses at the crystallization growth interface are shown in Figs. 6.15
and 6.16 for models I and II, respectively.

It is apparent from the radii responses (cf. Figs. 6.15 and 6.16) that the designed controller
and parallel compensator have successfully overcome the temperature variations leading
to a change in the growth rate, and that the resulting variation in crystal radius is small.

0 50 100 150 200 250
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0 50 100 150 200 250
1704

1704.5

1705

1705.5

Figure 6.14: Temperature responses for model I. Top pane: temperature sensed by the
pyrometer T1 versus the target temperature trajectory T1,ref . Bottom pane: temperature
of the bulk Tbulk of the melt contained within the crucible.
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Figure 6.15: Closed-loop responses for model I with a change in temperature setpoint
trajectory shown in Fig. 6.14. Top row: crystal radius rc, compensated measurement r̃
and bright ring radius measurement rbr versus constant rc,ref . Middle row (left→ right):
control input vp and meniscus height hc. Bottom row (left→ right): growth rate vg and
growth angle αc.



100 Mitigation of Inverse Behaviour via Control

50 100 150 200 250 300
-0.1

-0.05

0

50 100 150 200 250 300
1.16

1.17

1.18

1.19

1.2

50 100 150 200 250 300
6.695

6.7

6.705

6.71

50 100 150 200 250 300
1.16

1.17

1.18

1.19

1.2

50 100 150 200 250 300
-0.15

-0.1

-0.05

0

0.05

Figure 6.16: Closed-loop responses for model II with a change in temperature setpoint
trajectory shown in Fig. 6.14. Top row: crystal radius rc, compensated measurement r̃
and bright ring radius measurement rbr versus constant rc,ref . Middle row (left→ right):
control input vp and meniscus height hc. Bottom row (left→ right): growth rate vg and
growth angle αc.



Chapter 7

Iterative Learning Control for
the Czochralski Process

The work presented in this chapter utilizes nonlinear second-order sliding mode (SOSM)
combined with an iterative learning control (ILC) scheme for the diameter control of the
Czochralski (Cz) process.

This chapter is adapted from the work presented in Bukhari et al. (2017). However, the
simulation results have been updated slightly from the published results.

The sliding mode control (SMC), aka variable structure control (VSC), is well suited for
systems with bounded and unstructured parametric uncertainties. The SOSM is therefore
employed to attain robustness in the control despite unknown system dynamics. On the
other hand, iterative learning control is incorporated as an intelligent module of the de-
signed controller to better adapt to repetitive operation even in the presence of unknown
parameters and bounded disturbances. Since Cz is a batch process that repeats itself ev-
ery time a new crystal ingot is produced, repeatability renders learnability to the designed
controller.

The actual dynamics of the Cz process are highly complex and nonlinear. Although com-
plex dynamic models attempting to capture these complexities do exist, their use is limited
to offline simulation studies, as the lack of online measurements prohibits reliable updating
of such models to actual operating conditions. In addition to the above, the parameters of
such mathematical models would be subject to wide variations owing to non-uniform and
unpredictable thermal conditions, wear and aging of puller equipment, and hot zone parts.
This work employs control of interface dynamics that are known accurately for the given
crystal and hot zone geometry while assuming steady-state thermal conditions within the
melt.

The robust ILC design to compensate for the model errors and the repetitive external dis-

101
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turbances is a hot research topic. To address this, traditional ILC has been integrated
with many well-established control techniques like adaptive robust control, backstepping
control (Rahmanpour and Hovd 2012), H∞ control, and sliding mode control.

In a nutshell, the changing system heat fluxes at the melt/crystal interface can be expressed
as uncertainties in the system, which directly influence the crystallization process, thereby
affecting the crystal diameter. These changing heat fluxes have a strong repetitive compo-
nent, due to the repetitive nature of puller operation, and their effect on crystal diameter
and pulling speed can therefore be learned by an ILC controller. An adaptive control ap-
proach based on SOSM and ILC has been designed for diameter tracking in the Cz process.
The motivation for adaptive control is to account for batch-related variations in operating
conditions as well as to compensate for slowly time-varying system parameters that are
susceptible to changes owing to gradual system wear.

7.1 Dynamics Governing the Melt/Crystal Interface
The dynamics at the crystallization interface have been discussed in Sect. 4.1. However,
the only difference in the ILC-SOSM scheme is the use of a different second state equation,
i.e., α̇c (cf. (7.1)) instead of ḣc (cf. 4.1b). The two representations model the same dynamic
behaviour, though.

The meniscus is produced as a result of gravitational forces and surface tension. Its upper
end is the interface/phase boundary between molten and solid Si, where the crystallization
takes place, thereby releasing latent heat of fusion. Since the crystal is pulled upwards
into colder regions of the furnace, a temperature gradient is established which leads to
heat flow by conduction from the hot interface into the colder crystal. By this mechanism,
crystallization is maintained throughout the growing process. The overall hydromechan-
ics at the interface are expressed in terms of system states (ṙc and α̇c) that are related
mathematically through the following expressions (Winkler et al. 2010c):

ṙc = vg tan(αc)

α̇c =
vp − vcru − Cα,z vg

Cα,n

(7.1)

where vcru is the crucible lifting rate, vg is the crystal growth rate and the factors Cα,z and
Cα,n are defined as:

Cα,z(rc, αc) = 1− ρsr
2
c

ρlR2
cru

+

[(
1− r2c

R2
cru

)
∂hc
∂rc

− 2rchc
R2
cru

− a2

R2
cru

cos(α0 + αc)

]
tan(αc)

(7.2)

Cα,n(rc, αc) =

(
1− r2c

R2
cru

)
∂hc
∂αc

+
rca

2

R2
cru

sin(α0 + αc) (7.3)

where the growth angle α = α0 +αc is the angle between the line tangent to the meniscus
surface at the melt-crystal interface and the lateral surface of the growing crystal. The
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angle αc determines the growth direction and thereby the dynamics of the crystal diameter,
whereas α0 is the characteristic wetting angle of a specific material. The manipulating
input is u = vp.

Finally, the crystal growth rate vg is expressed as (Winkler et al. 2010a):

vg =
Φs −Φl

Aiρs∆H
=
φs − φl
ρs∆H

=
1

ρs∆H

(
ks∆Ts − kl∆Tl

) (7.4)

Here ρs is the density of the solid at melting point temperature, ∆H is the latent heat of
fusion per unit volume, ks,l are thermal conductivities of crystal and melt respectively, Ai
is the area of cross-section at the interface, Φl = klAi∆Tl is the heat flow from the melt
to the interface while Φs = ksAi∆Ts is the heat flow from the interface to the crystal.
A necessary condition for growth is that the growth rate is positive, i.e. the heat flux/heat
flow is directed from the melt into the crystal, i.e., φs is greater than φl. Otherwise, the
sign of vg reverses, thereby rendering the crystallization to stop and remelting the crystal.
The two quantities φs,l are heat fluxes per unit area expressed in [W/m2].

7.2 Adaptive Learning Based on SOSM
This work aims to track the desired diameter trajectory in the presence of uncertainties
and unstructured uncertainties arising from variations in system parameters and unmod-
eled system dynamics, respectively. The iterative learning control is widely employed for
systems with repetitive operations. The system tracking response is improved iteratively
through adaptive learning of variations in plant parameters combined with second-order
sliding mode control for robustness against unknown and unstructured uncertainties.

In literature, the combination of SOSM and ILC is referred to as Learning Variable Struc-
ture Control (LVSC), i.e., VSC and ILC are synthesized as the robust and intelligent parts,
respectively (Xu and Cao 2001). This LVSC control paradigm functions in two steps:
First, VSC is designed to achieve the equivalent control profile that guarantees perfect
tracking and complete disturbance rejection. Secondly, the iterative learning scheme is
designed to learn the equivalent control, repetitively based on tracking error signals from
previous iterations. The VSC scheme can be viewed as the design of feedback control in
parallel to the realization of feedforward control through ILC (Xu and Cao 2001).

The higher-order sliding mode techniques have been extensively investigated for the elim-
ination of chattering effects encountered in traditional SMC. Furthermore, the designed
control effort is continuous and more economical in restricting the system trajectory within
the region of convergence. Consequently, better robustness is achieved than with the tra-
ditional scheme despite the presence of noise and disturbances affecting the system.

7.2.1 Controller design strategy
The control scheme used in this work is based on Ding and Yang (2014). Consider the
nth-order SISO nonlinear dynamical system with time-varying and uncertain parameters
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expressed in normal form as follows:

ẋj,i = xj+1,i, 1 ≤ j ≤ n− 1

ẋn,i = θT (t) ξ(xi, t) + b(t)ui(t) + di(t)

xi(0) = x0, t ∈ [0, T ]

(7.5)

where i is the iteration number that denotes the ith repetitive operation of the system.
xi = [x1,i, x2,i, . . . , xn,i]

T ∈ Rn and u ∈ R are the state vector and system input,
respectively. θ(t) ∈ C(Rp, [0, T ]) is a vector of continuously differentiable unknown
time-varying parameters, representing the parametric uncertainties, b(t) ∈ C1([0, T ]) is
the unknown time-varying input gain and di(t) denotes unknown bounded disturbance.
ξ(xi, t) ∈ Rp is a known vector function. The target trajectory is defined as xd(t) =

[x1,d(t), x2,d(t), . . . , xn,d(t)]
T = [yd(t), ẏd(t), . . . , y

(n−1)
d (t)]T . The output vector is

defined as the error signal between desired trajectory and the actual states, i.e., ei(t) =
xd(t)− xi(t). The error term can be expanded as:

ei(t) = [e1,i(t), e2,i(t), . . . , en,i(t)]
T

= [yd(t)− x1,i(t), ẏd(t)− x2,i(t), . . . , y(n−1)d (t)− xn,i(t)]T

The objective is to design a suitable control signal ui(t) such that the desired reference
can be tracked with a small error tolerance ε as follows:

|xd(t)− x(t)| ≤ ε

The following assumptions are imposed on the system for controller design:

Assumption 1: The initial resetting condition is satisfied, i.e., ei(0) = ėi(0) = . . . , e
(n)
i (0)

= 0,∀i and t ∈ [0, T ].

Assumption 2: The unknown disturbance is bounded such that: |b−1(t) di(t)| ≤ bm∀t ∈
[0, T ], where bm is a positive constant.

Assumption 3: The control direction of (7.5) is known, which implies that the sign of b(t)
is known for all t ∈ [0, T ].

7.2.2 Design of sliding manifold
The sliding surface dynamics can be expressed in terms of the error signal and its deriva-
tives as follows:

σi(t) = c1 e1,i(t) + c2 e2,i(t) + . . .+ cn en,i(t)

=

n∑
j=1

cj ej,i(t) =

n∑
j=1

cj e
(j−1)
1,i (t)

(7.6)

where the coefficient cn = 1 and cj |j = 1, . . . , n − 1 are the coefficients of a Hurwitz
polynomial.
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The derivatives of a sliding variable σi(t) can be expressed as:

σ̇i(t) = c1 ė1,i(t) + c2 ė2,i(t) + . . .+ ėn,i(t)

= c1 e2,i(t) + c2 e3,i(t) + . . .+ y
(n)
d − ẋn,i

=

n−1∑
j=1

cj ej+1,i(t) + y
(n)
d

− θT (t) ξ(xi, t)− b(t)ui(t)− di(t)

(7.7)

Consider a nonnegative Lyapunov function at the ith iteration as:

Vi(t) =
σ2
i (t)

2 b(t)
(7.8)

The derivative of (7.8) is:

V̇i =
σiσ̇i
b
− b−2ḃσ2

i

2

= σi
[
b−1

n−1∑
j=1

cjej+1,i − b−1θT (t)ξ(xi, t)

+ b−1y
(n)
d − ui(t)− b−1di(t)−

1

2
b−2ḃσi

]
= σi[ϑ

T φi − ui(t)− b−1di(t)]

(7.9)

where ϑ = [b−1,−b−1θT (t), b−2ḃ]T ∈ Rp+2 is the unknown time-varying system un-
certainty and φi = [y

(n)
d +

∑n−1
j=1 cj ej+1,i, ξ

T , − 1
2σi]

T ∈ Rp+2 is the known vector
function.

Finally, the adaptive ILC based second-order sliding mode at the ith iteration reads as:

ui(t) = kσi + ϑ̂
T

i (t)φi − υi(t) + ν|σi|
2
3 sgn(σi)

υ̇i(t) = −β1σi − β2|σi|
1
3 sgn(σi), υi(0) = 0

ϑ̂i(t) = ϑ̂i−1(t) + qφi(η|σi|
1
3 sgn(σi) + γσi), ϑ̂−1(t) = 0

(7.10)

where k is the feedback gain and q is the learning gain. The controller parameters ν, β1, β2,
γ and η are positive. The integral term υi(t) is used to cancel the effect of the un-
known bounded disturbance. The expressions of ui(t) and υi(t) characterize the second-
order sliding mode and the expression of ϑ̂i is the ILC law. The continuous functions
|σi|

1
3 sgn(σi) and |σi|

2
3 sgn(σi) are used to reduce the control chattering effect.

Finally, for avid readers, the detailed convergence analysis based on composite energy
functions for the adaptive ILC based second-order sliding mode control can be found in
(Ding and Yang 2014). Similar analysis can also be found in (Xu and Cao 2001, Chen
et al. 2012).
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7.3 Transformation to Normal Form, Controller Design and Sim-
ulation Results

The Cz dynamics of the interface have the same relative degree as the system-order, i.e., n.
Based on input-output linearization, the dynamics of (7.1) are transformed into the normal
form by applying the change of variables. The transformation of dynamics given by (7.1)
into normal form is given in (7.11). For complete details, the reader may refer to (Slotine
et al. 1991, Khalil 1996).

ζ̇1 = ζ2

ζ̇2 = vg

[
u−

(
vcru + Cα,z vg)

Cα,n

]
sec2

(
tan−1

(
ζ2
vg

)) (7.11)

Table 7.1: Thermophysical properties and controller parameters for the Si crystallization
process

Thermophysical properties Controller parameters
Tenv 1262 K k 0.0125

TB 1690 K c1 0.1875

TM 1685 K ν 0.0125

ρs 2329 kg m−3 β1 0.0125

ρm 2580 kg m−3 β2 0.0125

ks 21.6 W m−1 K γ 0.018 75

kl 67.0 W m−1 K q 0.018 75

∆H 1.8× 106 J kg−1 η 0.018 75

εc 0.6

σsb 5.67× 10−8 W m−2 K−4

σlv 0.7835 N m−1

7.4 Simulation Results
The designed second-order sliding mode control integrated with the ILC has been tested in
simulation studies for setpoint changes both in positive and negative directions. The initial
conditions for diameter (dc = 2rc)) and the growth angle αc are chosen to be 171 mm
and 0◦ respectively. The thermophysical properties and controller parameters chosen for
the simulations are listed in Table 7.1. The peak (maximum) error (emax) and root-mean-
squared error (erms) in each run have been chosen as the performance parameters. The
simulation studies also show marked improvement in the transient response with each
iteration. The reference trajectory is designed in such a manner that its smoothness up to
the first derivative is ensured.
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With a 50 mm increase in the commanded crystal diameter dc,ref , the integrated sliding
mode and iterative learning control is applied for ten iterations. The top row in Fig. 7.1
shows the crystal diameter dc response for a 50 mm change in the commanded crystal
diameter dc,ref . The bottom row shows the error profile for all the iterations with the
blue curve representing the error in the first iteration, while the black profile represents
the error in the last iteration. After 10 iterations, the peak and root-mean-square errors
(cf. Fig. 7.2) have been reduced by around 86 % and 70 %, respectively as compared to the
first iteration. Hence, there is a marked improvement in terms of transient response as well
as the tracking performance. For the same change in commanded reference (50 mm), the
responses for meniscus height and growth angle are shown in Fig. 7.3. Both the meniscus
height hc and the crystal growth angle αc tend to a stable value.
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Figure 7.1: Top row: Commanded diameter increase dc,ref by 50 mm vs the actual crys-
tal diameter trend for the last iteration. Bottom row: Error signal plotted for different
iterations. First iteration result ( ), last iteration result ( ).

The results for the negative change in commanded diameter reference are the same as those
for the positive change.

The results show that even with the rough tuning of controller parameters, the designed
controller can track the commanded diameter quite well. Moreover, with each subsequent
iteration, the tracking error reduces thereby, improving the system performance. This work
may be taken up further towards its implementation in real-time because the variations in
process conditions and wearing out of individual components call for the improvement in
each run based on the run history. Moreover, the state estimation needs to be incorporated,
such as a nonlinear observer.



108 Iterative Learning Control for the Czochralski Process

1 2 3 4 5 6 7 8 9 10
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.004

0.006

0.008

0.01

0.012

0.014

0.016

Figure 7.2: Peak and root-mean-squared error in each iteration for positive change in the
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Figure 7.3: Response for +50mm reference change (10th iteration)



Chapter 8

Concluding Remarks and Way
Forward

This chapter concludes this dissertation with further guidelines for the practical imple-
mentation of the proposed techniques and identifies some prospective areas for future ex-
ploration.

The prime focus of this thesis is the model-based control of the Cz crystal pulling process,
specifically related to the production of monocrystalline silicon ingots. The thesis is aimed
at mitigating the challenges associated with the dynamics of the process itself and the
related measurement dynamics.

The thesis mainly deals with the investigation of the non-minimum phase behaviour of the
bright ring measurement signal and the strategies to account for this behaviour via model-
based control design. The flow of this thesis is streamlined into two core parts, with the first
part focusing on the development of the simulation model, via a 3-D ray-tracing method.
This model traces the incoming and outgoing rays to simulate the dynamics of the bright
ring image. Moreover, the 3D simulation aids in determining that point on the camera
image, whose lateral distance from the crystal central axis gives the measurement of the
crystal radius. This point should be close to the crystal surface and be identifiable with
both consistency and ease on the camera image. It was found that the point of reflection on
the meniscus, originating from the outermost edge of the heat-shield, fulfills these criteria
simultaneously. Furthermore, the presence of anomalous behaviour in the measurement
signal is not only verified but in addition, its dynamics have been quantified, thereby also
quantifying the bandwidth limitation imposed by the RHP zero. This information is crucial
for determining suitable control to ensure effective crystal radius control.

The second part focuses on developing and testing a control strategy to deal with the un-
desired behaviour in the measurement signal. First, the nonlinear model presented in the
first part is linearized to obtain linear models for control design purpose. These simplified
models capture the non-minimum phase characteristics of the plant which do not differ
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quite much depending on the mode of heat transfer from melt to the interface. The pro-
posed control strategy involves compensation for the inverse behaviour with the use of a
parallel compensator and a conventional PID controller for stabilization and disturbance
rejection. This signifies that the controller-related design issues, that were previously lim-
iting the system’s achievable bandwidth, have been circumvented successfully. Finally,
the performance of the closed-loop system is assessed using nonlinear simulations includ-
ing temperature disturbances that alter the crystal growth rate. The results show that the
designed controller stabilizes the crystal radius and has satisfactory disturbance rejection
capability for the disturbances that typically occur in the Cz process. It should be noted
that the approach taken is valid because the inverse response is present only in the bright
ring measurement of the crystal radius, not in the crystal radius itself.

The existence of the measurement anomaly/right-half-plane zero is mainly dependent on
the hydrodynamic effects governing the meniscus shape. This part of the model is based
on established literature and is based on solid theory, and the existence of the measurement
anomaly has also been reported previously. There is therefore no reason to question the
existence of the measurement anomaly, nor the conceptual validity of the design of the
parallel compensator to remove the corresponding limitation to feedback control perfor-
mance. The exact location of the RHP zero may be affected by heat transfer around the
liquid/solid interface. The strong effect of the crystal radius on the meniscus shape would
also lead one to expect that the location of the RHP zero will depend on the crystal radius.
Different plants produce crystals of different radii. For actual industrial implementation,
it will therefore be prudent to verify the model w.r.t. the location of the RHP zero, using
plant measurements.

In contrast, the temperature dynamics are rather qualitative and represent a compromise
between accuracy and simplicity. In this work, it is used primarily to provide a (somewhat)
realistic illustration of how temperature disturbances will affect the proposed radius con-
trol. High accuracy is therefore not critical. The heater temperature control is a relatively
simple control loop, due to the position of the measurement close to the manipulated vari-
able (heater power). However, the propagation of heat from the heaters to the melt and the
melt/crystal interface is significantly more uncertain. The use of the thermal part of the
model in this work to design temperature feedforward trajectories for run-to-run control
would therefore require quite an extensive model validation from the actual plant.

Finally, Chap. 7 reports on an early approach focussing on combining learning from the
repetitive nature of the process with control. Although interesting results are obtained, this
approach requires further study, as discussed in the next section.

8.1 Way Forward
The present work has proposed certain ways to investigate and mitigate the non-minimum
phase behaviour of the Cz process. The future tasks that can help to enhance the potential
and effectiveness of this work may broadly be categorized as follows:

I.) To implement the proposed control strategy in the Cz industry, a prudent approach
would be to perform the following analysis:
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i.) Develop models at several crystal lengths along the body phase and validate
these models against actual plant/ingot measurements. The validated mod-
els should subsequently be used to check the performance and robustness of
control combining parallel compensation and feedback control.

ii.) If such an analysis shows that a single controller and a single parallel com-
pensator do not provide acceptable performance throughout the entire body
stage, then modify the control design with pertinent modifications such as
gain-scheduling. The slow crystal growth means that the gain scheduling ap-
proach to changing the controller can be applied. Clearly, the final design will
also need to be subject to validation experiments.

II.) An interesting approach that may be explored to deal with the presence of RHP
zeros in crystal radius measurement is to set up two measurement systems (i.e.,
based on differential weight (Satunkin and Leonov 1990) and bright ring estimates)
simultaneously. This yields a non-square (2 × 1) system matrix with single input[
vp
]

and two outputs
[
rbr Ẇc

]
. Although the presence of RHP zeros for each mea-

surement is related to the meniscus dynamics, it is not obvious that these two zeros
are in the same location of the complex plane. If the RHP zeros have different loca-
tions in the RHP, it is possible that the (2× 1) system has no RHP zero (Skogestad
and Postlethwaite 2007), and hence that a (1 × 2) feedback controller can be de-
signed for which there would be no limitation on the achievable bandwidth. This
warrants further study.

III.) Investigating the effects of crucible and crystal rotation, (imparting centrifugal ef-
fect) on the meniscus shape, can also be considered as a potential research challenge
in future work.

IV.) Since Cz is a batch process that repeats itself every time a new crystal ingot is pro-
duced, it may have the potential to make use of iterative learning control technique
to cater for unknown disturbances and uncertain parameters. Chap. 7 reports on
an early attempt in this direction. A clear shortcoming of the approach is that it
assumes the crystal radius to be measured directly. In light of the insight gained
later in this Ph.D. project, reported in chapters 4, 5 & 6, it is clear that further study
would be required on the use of the ILC-SOSM approach with the bright ring radius
measurement.
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