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This study compares the mechanical behaviour of square hollow sections (SHS) made of three different types of
S355: cold-formed, hot-rolled and offshore steel. A material model and failure criterion for each steel type were
calibrated based on quasi-static uniaxial tensile tests. The failure criterion applies a recently proposed through-
thickness damage regularisation model with the purpose of accurately describing the load-bearing capacity
using shell elements. Experimental three-point bending tests were conducted at both quasi-static and dynamic
conditions. Notches were used to trigger failure in the tests. The cold-formed steel exhibited the highest yield
stress of the three steel types,while the offshore steel displayed better ductility than the other two. The numerical
simulations showed that a shell element model of the SHS incorporating the regularisation scheme was able to
describe the material behaviour and predict failure.

© 2021 Elsevier Ltd. All rights reserved.
1. Introduction

Today, several types of S355 steels are available. They differ in mate-
rial properties, such as ductility and fracture toughness, but also price.
More ductile materials are typically more expensive, and the question
arises as to whether it is cost-effective to use a more expensive steel
or not. For some critical structures, like offshore installations, it may
be necessary to demand great ductility from the material. There is also
a choice between cold-formed and hot-rolled sections. Choosing the op-
timal steel type needed for a specific structure can have significant eco-
nomic advantages.

A review of the available literature reveals several studies discussing
the differences in material properties of cold-formed and hot-rolled
steel. Gardner et al. [1] performed an experimental study comparing
the differences between rectangular hollow sections made of hot-
rolled and cold-formed steel. The results suggested that the corner re-
gions of the cold-formed sections exhibited increased yield stress and ul-
timate strength, which were mainly attributed to cold working during
production. Additionally, the cold-formed section had somewhat larger
geometric imperfections than the hot-rolled section, which weremostly
caused by through-thickness residual stresses in the cold-formed steel.
Guo et al. [2] studied the compressive strength of thick-walled cold-
formed sections in S235 steel by performing coupon tests of both the
corner regions and flat surfaces of the sections. The results indicated an
increase in yield stress and a decrease in ductility in the corner regions.
Quach and Young [3] studied the differences in material properties be-
tween cold-formed and hot-rolled elliptic hollow sections. The cold-
formed section exhibited enhancedmaterial strength,while thematerial
properties of the hot-rolled section were relatively unchanged from the
virgin material. The main differences in the material properties were
caused by the reduction in residual stresses due to heat treatment of
the hot-rolled section. Sun and Packer [4] investigated the differences
in the static properties of cold-formed steel manufactured using three
different methods: (1) direct-forming, (2) continuous-forming and
(3) continuous-forming including stress-relieving heat treatment.
Stress-strain behaviour and longitudinal residual stresses were com-
pared in the different cold-formed steels. Results suggested that ultimate
strengths were generally higher in the corner regions, and stress-
relieving through heat treatment could also enhance the ductility of
the cold-formed steel. In another study, Sun and Packer [5] presented a
comprehensive investigation of the dynamic material properties of rect-
angular hollow sections made of cold-formed steel. They found that the
dynamic increase factor, defined as the ratio between the yield stress at
dynamic and quasi-static loading, was around 1.2 at strain rates of order
100 s−1. Similar or slightly lower dynamic increase factors have been
reported for hot-rolled steel [6–8]. The ductility at strain rates around
100 s−1 appears to be close to the ductility at quasi-static conditions.

Modelling tools such as finite elements can help to determinewhich
S355 type is best suited for a specific structure. For large-scale model-
ling, shell elements are the reasonable choice compared to solid ele-
ments. When modelling with solid elements, a certain number of
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Table 1
Survey of steel materials.

Notation Steel designation Standard

Cold-formed S355J2H NS-EN 10219-1 [21]
Hot-rolled S355J2H NS-EN 10210-1 [22]
Offshore S355NH NS-EN 10225-3 [23]

Fig. 1. Tensile test specimen with dimensions in mm.
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elements over the thickness is needed in order to capture the stresses
correctly. As a result, the computational expense is usually too high
for industrial use and shell elements are preferred instead.

Sometimes the prediction of failure is of interest and damage and
failure models may be incorporated in the numerical model. However,
shell elements have limitations thatmake damage and failuremodelling
challenging. Firstly, shell elements cannot represent necking correctly
because the elements are too large to capture the local deformations
in the neck. In addition, failure modelling is a mesh dependent problem
when using shells. During strain localisation, a fine discretisation would
result in a higher local failure strain than a coarser discretisation. Addi-
tionally, during the evolution of the neck a triaxial stress state develops,
which cannot be simulated accuratelywith shell elements due to the as-
sumption of plane stress conditions in the element formulation.

As a remedy against the mesh-dependency when modelling ductile
failure with shell elements, several size regularisation strategies have
been suggested. Yamada et al. [9] performed numerical simulations of
a buffer bow protection device for oil tankers by utilizing Barba's law
to calculate fracture strains. In a paper investigatingmetal sheet forming
by Hogström et al. [10], Barba's law was used in combination with
forming limit curves. Forming limit tests were run and the results
were implemented in numerical simulations with good results.
Hogström et al. [10] also implemented the Bressan-Williams-Hill insta-
bility criterion,which is a combination of Bressan andWilliams' [11] cri-
terion and Hill's [12] criterion. This criterion enabled the calculation of
local necking in both the first and second quadrants of the forming
limit diagram. This method was previously proposed in a paper by
Alsos et al. [13]. Kõrgesaar et al. [14] investigated the effects of different
element sizes for large shell elements exposed to three different stress
states. The method entailed averaging stresses and strains in a specific
volume and extrapolating the values in order to represent large ele-
ments. The same authors also published a paper about ductile fracture
in panels by applying a fracture criterion dependent onmesh size, stress
state and damage-induced softening [15]. An alternative approach
where a triaxiality-based failure criterion was combined with arbitrary
forming limit diagrams was presented by Walters [16].

In the literature referenced above, regularisation schemes have been
limited tomembrane-dominated loading. During bending, metal sheets
will showa greater ductility than in caseswheremembrane forces dom-
inate. This is because the local necking that occurs under membrane
loading is not present in bending, as the compressed side prevents the
tension side from forming a neck [17]. The ductility of each shell ele-
ment can be made dependent on the ratio between membrane and
bending loading in order to describe ductility accurately. Costas et al.
[18] proposed recently a failure model which takes both membrane
and bending loading into account. This model incorporates a through-
thickness damage regularisation scheme for shells (TTR) which com-
putes failure as a function of the ratio between membrane and bending
loading for each element.

The objective of this study is twofold. Firstly, to compare the me-
chanical behaviour of three different types of S355 square hollow sec-
tions by performing uniaxial tensile tests and calibrating material
parameters. Secondly, to calibrate a failure model according to the TTR
model proposed by Costas et al. [18], and attempt to validate the dam-
age model for S355 notched hollow sections through quasi-static and
dynamic three-point bending tests.

The following sections elaborate on the experimental testing, the
numerical modelling and the calibration of the through-thickness dam-
age regularisation model.

2. Material testing

2.1. Steel materials

In this study, square hollow sections (SHS) 120 × 120 × 5.0 mm
(width × height × thickness) made of three different types of steel
2

S355 were investigated. The SHS are herein denoted as cold-formed,
hot-rolled and offshore steel, and were fabricated using different pro-
duction routes according to European standards, presented in Table 1.
All sections were delivered off-the-shelf by a wholesaler.

One of themost notable differences in how the SHS are produced oc-
curs in the latter production stage. Here, the virgin material is formed
into a circular cross section and welded, and subsequently shaped into
the desired cross section. The hot-rolled and offshore SHS are formed
at temperatures above 650 °C, which is the recrystallisation
temperature of the steel. Additionally, the offshore SHS is normalized
by re-heating above the A3-line in the iron‑carbon phase diagram, and
subsequently air-cooled. This results in a stress-relieved product with
uniformmechanical properties. The last stage in the production process
of the cold-formed SHS, on the other hand, is carried out at ambient
temperature. As a consequence, significant cold working takes place
during the forming of the SHS, especially in the corner regions. This re-
sults in through-thickness residual stresses building up in the cross-
section, and also higher strengths and reduced ductility in the corners.
In the hot-rolled and offshore SHS, these effects do not take place to
the same degree. Therefore, as devised in the European standards, the
corner radii in the cold-formed SHS are larger than those in the hot-
rolled/offshore steel in order to prevent cracks during forming [19,20].

2.2. Material test set-up

Tensile testswere performed in order to characterise themechanical
behaviour of the materials. Specimens were extracted from the SHS
made of the three steel materials addressed in Table 1. The nominal di-
mensions of the tensile test samples are available in Fig. 1. The speci-
mens were collected from different walls of the profiles to obtain
representative results. The material properties in the areas around the
welds and the corners may differ from the rest of the SHS [4]. Applying
a modelling strategy suitable for industrial purposes, the material cali-
bration was simplified by extracting samples neither close to the cor-
ners nor close to the welds. It is worth noting that the cold-formed
specimens obtained from the longitudinal direction were slightly bent
after extraction from the SHS. This was most likely caused by through-
thickness bending residual stresses induced in the forming process of
the hollow section [24]. This curvature is assumed to have negligible in-
fluence on the test results in the plastic domain because the specimens
straightened out during the beginning of the tensile tests.

The test specimens were sampled both parallel (0°) and transverse
(90°) to the rolling direction in order to determine to what extent the
material was isotropic. Additionally, some tensile tests were performed
at an increased strain rate to explore rate-dependent behaviour. The
lower strain rate of 10−3 s−1 corresponds to a quasi-static loading con-
dition, while a two-decade increase to 10−1 s−1 is sufficient to disclose



Table 2
Tensile test matrix of the steel materials indicating the number of replicates of each test.

Steel material Offshore Hot-rolled Cold-formed

Loading rate Nominal strain rate 0° 90° 0° 90° 0° 90°

1.8 mm/min 10−3 s−1 3 3 3 3 3 2
180 mm/min 10−1 s−1 3 0 3 0 2 0
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whether a strain-rate effect is present. It was feasible to obtain a strain
rate of 10−1 s−1 without any disturbance of the recorded data due to in-
ertia effects of the test machine. The test matrix is available in Table 2,
where the figures indicate the number of replicates run for each case.
A total of 25 uniaxial tensile tests were performed.

Two Basler acA4112-8gc cameras monitoring one in-plane and one
out-of-plane surface of the specimen shown in Fig. 1 were set up to cap-
ture the deformation during the tensile tests. The acquisition frequency
of the cameras was 1 Hz. The force and displacement data from the ac-
tuator were captured by the load cell in the test machine and was used
as a cross-check of the displacement obtained by the cameras. Prior to
each test, the thickness andwidth of the test specimensweremeasured
with a sliding caliper at three different points in the gauge area. All sam-
ples were sprayed with a black and white speckle pattern, which was
necessary for digital image correlation (DIC) analysis. Applying DIC,
the strain field on the surface of the gauge area could be measured
until failure. The in-house DIC software eCorr [25,26] was used for the
DIC analysis. Fig. 2 shows pictures of a tensile specimen before and
after testing and a photo of the test setup.

2.3. Results from material tests

Engineering strainswere obtained by digital image correlation, plac-
ing a virtual extensometer with an initial length of 15 mm on the
Fig. 2. Tensile specimen before and after test (a) and test setup for th
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pictures of the test specimens. The engineering stress-strain curves
from the 25 tests are provided in Fig. 3. Weak anisotropy is observed
for all three steel types. The most notable difference between the trans-
verse and longitudinal specimens is a slightly lower ductility in the
transverse direction, while both the work-hardening and ultimate
strength are relatively similar. One representative curve obtained at
10−3 s−1 in the 0° -direction for each steel material is displayed in
Fig. 3d.

The proof stress of the cold-formed steel was determined to be 460
MPa, while the yield stress for the hot-rolled steel and the offshore
steelwas 390MPa and 428MPa, respectively. Furthermore, the ultimate
engineering stress was 552 MPa for the cold-formed steel, 542 MPa for
the hot-rolled steel and 542MPa for the offshore steel. These values are
significantly higher than the minimum values provided in the the
European standards [27]. In Eurocode 3, the characteristic yield stress
for all three steel types is 355 MPa, and the ultimate stress for cold-
formed and hot-rolled steel is 510 MPa and for the offshore steel it is
490 MPa. It is worth noting that the results of the offshore steel had a
larger scatter than the two other steel types. The cold-formed steel sep-
arates itself from the other types by not having a yield plateau. This is a
consequence of thework-hardening experienced during the production
routine. Thework-hardening also caused an increased initial yield stress
in the cold-formed steel.

Fig. 3a to c also display the additional tensile tests performed at an
elevated strain rate of 10−1 s−1. All the steel types exhibited an increase
in ultimate stress. Slightly depending on the material, the increase was
approximately 40 MPa, and the corresponding dynamic increase factor,
calculated as the ratio of the ultimate stress at 10−1 s−1 and 10−3 s−1,
was around 1.1. This agrees fairly well with a factor of 1.2 at strain
rate 102 s−1 [5]. Moreover, it appears from Fig. 3a that the cold-
formed steel was slightly less ductile at 10−1 s−1 than in the quasi-
static tests. These observations indicate that the three materials are
strain-rate sensitive.
e material tests including two cameras and a lighting source (b).



Fig. 3. Engineering stress-strain curves from all tests on the three steel types (a)(b)(c), as well as a comparison of representative tests (d).
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3. Numerical model

A numerical model of the tensile specimen is required for calibration
of the material model. The three symmetry planes were employed
when modelling the specimen, see Fig. 4. Eight-node solid elements
with a size of approximately 0.5 mmwere applied in these simulations,
resulting in a total of 10 elements over the thickness.
Fig. 4. Numerical model of 1/8 of the tensile specimen.
3.1. Material model

As mentioned previously in Section 2.2, weak anisotropy was ob-
served in the three steel types. Yet, an isotropic material model was
chosen for the numerical model because of its simplicity. In
4
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particular, calibrating an anisotropic model is more challenging,
requires more testing and the computation time would increase
significantly, making it less suitable for large-scale industrial
applications.

Hence, an isotropic elastic-plastic material model with isotropic
work-hardening was employed in the simulations. Young's modulus
was assumed 210 GPa and the Poisson's ratio was set to 0.3, as custom-
ary. The yield function f is defined as

f σeq,R
� � ¼ σeq− σ0 þ Rð Þ ≤ 0 ð1Þ

where σeq is the equivalent stress, σ0 is the yield stress of the material
and R is the isotropic hardening variable. The von Mises yield criterion
for isotropic plasticity was employed, reading
Fig. 5. Numerical engineering stress-strain curves based on the material calib
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σeq ¼ 1
2

σ1−σ2ð Þ2 þ σ2−σ3ð Þ2 þ σ3−σ1ð Þ2
h i� �1

2

ð2Þ

where σ1, σ2 and σ3 are the ordered principal stresses. An extended
Voce hardening law with three terms was used to express the work-
hardening variable R, viz.

R pð Þ ¼ ∑
3

i¼1
Qi 1− exp −

θi
Q i

p
� �� 	

ð3Þ

where (Qi,θi) are the work-hardening parameters and p is the equiva-
lent plastic strain. The yield stress and work-hardening parameters
were determined using an inverse modelling approach with the
rations of the three steel types using the extended Voce hardening law.



Table 3
Yield stress and work-hardening parameters of the three steel materials, given in MPa.

Steel type σ0 Q1 θ1 Q2 θ2 Q3 θ3

Cold-formed 426.9 87.71 8804 210.4 665.8 296.6 333.6
Hot-rolled 350.3 85.79 3076 337.0 1065 59.08 1843
Offshore 399.6 117.8 1701 171.4 682.3 176.3 388.7

Table 4
Failure parameters for the three steel materials.

Steel types Wb
C [MPa] Ws

C [MPa] W l
C [MPa] c

Cold-formed 861.1 276.0 139.1 0.84
Hot-rolled 719.7 328.8 175.7 1.10
Offshore 1076 315.6 176.6 1.44

Fig. 6. Dimensions of the three-point bending test specimens.

H. Johannessen, O.H.æ Johannessen, M. Costas et al. Journal of Constructional Steel Research 182 (2021) 106673
optimization tool LS-OPT [28]. With this method, the engineering
stress-strain curves obtained from Abaqus/Standard [29] simulations
were optimized to fit the representative engineering stress-strain
curves shown in Fig. 3d. The fitted curves for each steel type are re-
ported in Fig. 5 and the material parameters are available in Table 3.

The Voce hardening law cannot describe the yield plateau exhibited
by the hot-rolled and offshore steels. Because the sizes of the yield pla-
teaus were small compared to the total plastic strain at failure, it was
deemed acceptable to ignore them in the calibration of the work-
hardening laws. This resulted in lower yield stresses and steeper
work-hardening in the early plastic domain, see Fig. 5b and c.

3.2. Through-thickness damage regularisation scheme

In the through-thickness damage regularisation scheme proposed
by Costas et al. [18], the Cockcroft-Latham [30] fracture criterion was
adopted. The damage variable was defined as

D ¼ 1
WC

Z p¼pf

p¼0
max σ1, 0f g dp ð4Þ

where D is the damage variable, WC is an experimentally determined
fracture parameter, pf is the equivalent plastic strain at failure, σ1 is
the major principal stress and p is the equivalent plastic strain. Shell el-
ements are not able to capture necking accurately. Thus, artificial reduc-
tion of the elements' ductility is required, but this reduction is
dependent on whether the loading mode is dominated by membrane
forces or bending. As a result, two Cockcroft-Latham parameters are
needed, Wm

C and Wb
C, where the superindices indicate membrane and

bending governed failure, respectively. The local fracture parameter
WC is calculated from:

WC ¼ ΩWb
C þ 1−Ωð ÞWm

C ð5Þ

whereΩ is the deformation mode indicator. The purpose ofΩ is to bal-
ance the amount of bending and membrane loading in each element. It
is defined as:

Ω ¼ 1
2

j εTp;33−εBp;33 j
max jεTp;33j; jεBp;33j

n o ð6Þ

where εTp,33 and εBp,33 are the through-thickness plastic strains at the in-
tegration point on the top and bottomof each element, respectively. The
deformation mode indicator will have a value of 1 under pure bending
and a value of 0 under pure membrane loading.

The two Cockcroft-Latham parameters for membrane dominated
and bending dominated loading were calibrated separately. The
6

membrane parameterWm
C can be described by the following exponen-

tial decay expression [31]:

Wm
C ¼ W l

C þ Ws
C−W l

C


 �
e −c le=te−1ð Þð Þ ð7Þ

where W l
C, W

s
C and c are experimentally determined parameters and

le/te is the element's length-to-thickness ratio, or aspect ratio. To cali-
brate the parameters, vectors with different lengths le, tracking longitu-
dinal elongations, were placed in the necking region of the DIC images.
The elongations were applied as boundary conditions to single shell el-
ement models with aspect ratios matching the vector lengths. As a re-
sult, the element was loaded in uniaxial tension until the elongation of
the element corresponded to the elongation of the DIC vector at failure,
and the Cockcroft-Latham parameter for membrane governed failure
was calculated by numerical integration. The results were fitted to
Eq. (7) and the parameters are reported in Table 4.

The Cockcroft-Latham parameter for bending governed failure,Wb
C,

determines the onset of failure without strain localisation. The parame-
ter was obtained by running fine-meshed solid simulations of the ten-
sile tests in Abaqus/Standard. This was performed in the same manner
as detailed by [18]. The bending parameters for the three steel types
are available in Table 4.

4. Quasi-static three-point bending tests

4.1. Experimental study

A series of quasi-static three-point bending tests were conducted in
an effort to validate thematerial models and to investigate themechan-
ical behaviour of the three steel materials. The components were
600mmlong120×120×5.0mmSHSof the three steel types presented
in Section 2.1. Each component had a 50 mm notch placed 60 mm off-
center with the purpose of provoking failure, see Fig. 6. The offset of
the notch was intended to provoke a diagonally propagating crack,
which is an additional challenge for the finite element simulations
with shell elements. The diameter of the notch was chosen in a way
such that it could accommodate a certain number of elements in the
simulations, even with coarse discretisations.

The testswere performed using an Instron testing rigmountedwith a
500 kN load cell. The actuatorwas equippedwith a cylinderwith a diam-
eter of 60mmthatwas in contactwith the specimen, andmovedat a con-
stant velocity of 10 mm/min. To minimise friction, polytetrafluorethylen
(PTFE) sheets of 3 mm were placed at the supports and actuator, see
Fig. 7. The supports were also cylindrical with diameter 60 mm. Three
repetitions were run for each steel type.

Three cameras were set up to record the three-point bending tests.
Two Prosilica GC2450 5.0 MP cameras captured the deflection of the
beams globally and locally around the notch. The cameras were



Fig. 7. Three-point bending test set-up.

Fig. 9. Finite element model of the quasi-static three point bending.
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mounted 170 cm and 139 cm from the beam, respectively. At the oppo-
site side of the beam, a Basler acA4112-8gc 12.3MP camerawasmounted
128 cm from the beamand captured the center area of the rear side of the
beam. A speckle of black andwhite paintwas added in the central area on
both sides of the beam, see Fig. 8a, facilitating for DIC analysis. Moreover,
stickers were placed in convenient positions to determine the horizontal
and vertical displacement components accurately at these locations with
use of pictures from the global camera, see Fig. 7.

The load cell mounted on the test machine measured the force dur-
ing the experiments. Additionally, the displacements were determined
by running point tracking on the sticker at the actuator with eCorr. It
was observed that the PTFE sheets were compressed during the initial
loading, slightly lowering the beam. This in turn influenced the gradient
of the force-displacement curve in the elastic area, resulting in an
overly-soft slope. In order to correct this, the vertical deflection of the
two stickers located directly above the supports were tracked and the
average deflection in the elastic phase of these two stickers were subse-
quently subtracted from the measured displacement in the actuator.
The rest of the force-displacement data was shifted accordingly. This re-
sulted in a steeper slope in the elastic area, without influencing the ac-
curacy of the data. One of the offshore tests lacked a PTFE sheet on the
actuator. This test had a steeper slope than the other two tests, even
after corrections, see Fig. 10a to c.

A sudden drop in force occurred around 37mmdisplacement for the
cold-formed beams, see Fig. 10a. Thiswas causedbyductile cracks at the
transition zone between the corners and the top flange, see Fig. 8b. As
mentioned previously, the corners of the cold-formed steel experienced
work-hardening during production which increased their strength and
reduced their ductility. This probably explains why only the cold-
formed SHS experienced these cracks. The deformation mode of the
cold-formed beam changed as a consequence, making the beam fail at
a later displacement.

An additional observation was made in all post-mortem test speci-
mens on how the fracture propagated during the test. The fracture
Fig. 8. Cracks observed in the q
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started in the upper part of the notch and propagated towards the con-
tact point of the actuator. Fig. 8a shows how the fracture appeared in
one of the post-mortem cold-formed test specimens.
4.2. Numerical study

The components were modelled in Abaqus/Explicit with four-node
shell elements, see Fig. 9. Reduced integration, hourglass control and
five through-thickness integration points were employed. The material
model and damage regularisation strategy were implemented through
a VUMAT user-defined subroutine in Abaqus. The average measured
thickness of each hollow section was adopted in the numerical simula-
tions. These thicknesses were: 4.79 mm for the cold-formed steel,
4.75 mm for the hot-rolled steel and 5.02 mm for the offshore steel.
The four walls were given the same shell thickness.

Despite their reduced slenderness, the experimental components
made of the three different steel types might have presented some geo-
metrical imperfections that, in turn, could have affected their collapse
modes. In order to assesswhether these imperfections could be relevant
in the current investigation, the geometrical tolerances provided in the
standards [19–21] were applied to the finite element models by com-
puting the most relevant eigenmodes of the components and applying
the scaled modal displacements as initial imperfections, matching the
maximum geometrical deviations stated in the standards. It was
observed that the average forces obtained from themodels with imper-
fectionsdiffered from thosewithout imperfections by less than 2% in the
worst case, and that the collapse modes were identical. Given these
marginal differences, it was deemed acceptable to run the current com-
ponent analyses without considering initial geometrical imperfections.

The profiles were quite thick, which limited the size of the elements
that could be used in the simulations. A mesh size corresponding to an
element length-to-thickness ratio of 1 was chosen for the different
steel types. The PTFE sheets were not included in the model, but a low
friction coefficient of 0.05 was employed. It was deemed reasonable to
model the supports and the actuator as rigid surfaces. A time scaling
uasi-static test specimens.



Fig. 10. Force-displacement curves from quasi-static tests and simulations on three-point bending tests, after PTFE corrections.
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factor of 3000was incorporated as ameasure to reduce the computation
time. The velocity of the actuator was, over the first tenth of the total
step time, smoothly ramped up in order to ensure quasi-static condi-
tions. The energy balance was checked after the simulations to confirm
negligible inertial effects.

The force-displacement curves from the numerical simulations and
experiments are compared in Fig. 10a to c for the three steel materials,
respectively. The peak force of the cold-formed steel material, see
Fig. 10a, is slightly underestimated. However, the main discrepancy is
that the numerical analysis, where thematerial is assumed to be homo-
geneous, is not able to represent the reduced ductility close to the cor-
ners and the formation of local cracks, see Fig. 8b. Consequently, the
drop in force around 37mmdisplacement is not captured in themodel.

The hot-rolled steel beams exhibited lower peak force and greater
ductility in the numerical simulations compared to the experimental re-
sults. It seems reasonable to argue that the loss of absorbed energy at
the peak force is compensated for by an increase of ductility in the sim-
ulations. The behaviour of the offshore steel was quite similar to that of
the hot-rolled steel. The peak force was underestimated and the dis-
placement at failure was overshot in the numerical simulation, except
for one test. However, as pointed out in Section 2.2, the scatter in the
material tests on the offshore steel material was notably larger than in
the two other steel types. It is possible that the missing PTFE sheet on
one of the offshore tests might explain the increased peak force for
that particular specimen.

When studying the damage variable in the five section points of the
shell elements, close towhere the cracks occurred, only the top section
points reached values close to 1. As a result, the elements did not
erode, because the adopted failure model deletes elements only
when the damage variable in their mid section point reaches a value
of 1. Contour plots of the damage variable in the top section point
are shown in Fig. 11a to c, while Fig. 11d to f display the top flange of
one of each steel material post-mortem. It is visible from the plot of
the cold-formed and the hot-rolled steel that some of the elements
are close to reaching a value of one in the top section point. All the sim-
ulations with shells underestimated the peak force. When performing
simulations with solids, the peak force was better captured. The nu-
merical simulations using solids were not included in this paper due
to brevity.

Contour plots from Abaqus of the damage variable D and the defor-
mation mode indicator Ω are available in Fig. 12. Fig. 12d to f show the
locations of where the damage was caused by membrane or bending
dominated loads, or if it was caused by a combination of both. As seen,
the mode indicator variable changes according to the deformation
mode, being closer to zero in the notch and closer to one near the plastic
hinge. The crack propagation follows the direction of the mesh rather
8

than the straight line towards the actuator observed in the tests,
Fig. 8a. This is usually the case when shell elements are used.

5. Dynamic three-point bending tests

5.1. Experimental set-up in the kicking machine

In addition to the quasi-static tests, a series of dynamic three-point
bending tests were performed. The purpose of the dynamic tests was
partly to explore any possible difference in the response of the beams
in quasi-static and dynamic loading conditions, and partly to evaluate
the performance of the TTR failure model in a dynamic case. The tests
were performed using an in-house pendulum accelerator known as
the “kicking machine”. A detailed description of this test rig is provided
in Hanssen et al. [32]. The machine has successfully been used to test a
wide range of components, including, but not limited to, offshore pipe-
lines [33], stiffened steel plates [34], crash boxes [35] and structural
joints [36]. An illustration of the kicking machine set-up is shown in
Fig. 13a. The test specimens were mounted vertically to the reaction
wall, see Fig. 13b, by two elastic straps. The diameter of the cylinders
at the supports and actuator was 50 mm. The hydraulically-driven ro-
tating arm accelerated a trolley with a mass of 1470.7 kg to a prescribed
velocity of 4.1m/s. A load cell with a capacity of 500 kNwasmounted at
the front of the trolley. The impact was filmed by two Phantom v2511
high-speed cameras. All test specimens were sprayed on the impact
area with a Kluber Unimoly C220 lubricant spray to reduce friction.
The average thickness of the SHS applied in the dynamic tests were
measured as 4.74 mm for the cold-formed steel, 4.70 mm for the hot-
rolled steel and 4.98 mm for the offshore steel. Three repetitions of
the impact test were performed for each steel type.

Oscillationswere present in the test data from the dynamic tests and
can be viewed in Fig. 14a. The oscillations are primarily attributed to im-
pulse during the impact, which subsequently generated stress waves
travelling back and forth in the load cell and trolley. This phenomenon
is further described by Sønstabø et al. [36]. Additionally, the oscillations
could be caused by vibrations in the test specimen during the impact. It
was deemed reasonable to use amathematicalfilter to remove the oscil-
lations from the test results. A Savitzky-Golay filter with a window
length of 1001 and polynomial order of three was applied to the test re-
sults. The effect of the applied filter is depicted for one of the hot-rolled
tests in Fig. 14a. A laser measuring the displacement of the trolley and
DIC tracking based on the camera footage were used as a cross-check
of the accuracy of the load cell data. The different measurements of
the displacements matched well, and the DIC-measurements were
used in the forthcoming force-displacement curves. The small deflec-
tions in the supports which occurred during impact were tracked and



Fig. 11.Deformationmode in topflange of all three steel types. Figures (a)–(c) display contour plots of the damage variableD in top section point. Figures (d)–(f) show the topflange of the
post-mortem quasi-static test specimens.

Fig. 12. Contour plots from simulations of the three steel types. Figures (a)–(c) provide thedamage variableD and Figures (d)–(f) show the deformationmode indicatorΩ. Puremembrane
when Ω = 0 andΩ = 1 signify pure bending.
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Fig. 13. Set-up of dynamic tests in the kicking machine.
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subsequently subtracted. Grimsmo et al. [37] provided further descrip-
tion of the different measuring techniques.

The quasi-static and dynamic test results are plotted side-by-side in
Fig. 14b and c. The repeatability of both types of tests was good. It is ap-
parent that all steel sections displayed rate-dependency, as the peak
forces are higher and the displacements at failure were subsequently
lower in the dynamic tests than in the quasi-static tests. Inertia effects
could also contribute to the higher peak forces. The cold-formed
Fig. 14. Pre and post-filtering on one test (a). Force-displacement curves of the quasi-static tes
(d) (e) (f).
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post-mortem specimens had similar cracks in the transition zone be-
tween the top corners and the top flange as were observed in the
quasi-static tests, see Fig. 15a. Additionally, two of the hot-rolled speci-
mens showed cracks in the top flange similar to those in the cold-
formed steel, see Fig. 15b. However, this fracture only occurred in the
welded corner on the top side of the specimens. In the third hot-rolled
specimen, the weld was located in one of the bottom corners and
post-mortem analysis showed no cracks there.
ts (b) and the dynamic test (c). Filtered force-displacement curves from the dynamic tests



Fig. 15. Cracks observed in the dynamic test specimens.
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5.2. Numerical simulations

The numerical models of the quasi-static simulations were
repurposed for the dynamic simulations, with some minor modifica-
tions: time-scaling was removed, the actuator was assigned an initial
velocity of 4.1 m/s and a mass of 1470.7 kg, and the diameter of the
supports and actuator was reduced to 50 mm in order to match the
new experimental test conditions. Further, a modified Johnson-Cook
strain-rate sensitivity factor was included in the material model. The
factor expands on the equation of the equivalent stress, which now
reads

σeq ¼ σ0 þ Rð Þ 1þ p
:

p
:

0

 !C

ð8Þ

under yielding,where C is amaterial parameter, p
:
is the equivalent plas-

tic strain rate and p
:

0 is a user-defined reference strain rate [38]. Note
that the yield function f defined in Eq. (1) is now strictly positive at
yielding. The strain-rate parameter C was set to 0.01 and the reference
strain rate was set to _p0 ¼ 0:0005 s−1 [6]. These values from the litera-
ture were preferred over the moderate strain-rate data from the mate-
rial tests presented here. Analysis of the strain rates from the
simulations at the notch and below the impactor revealed values up to
120 s−1 with an average strain rate around 20 s−1. This supports the
choice of a customary value for the strain rate sensitivity instead of ex-
trapolating from the tensile tests, where the strain rates only reached
0.1 s−1.

The finite element simulations and the filtered results of the exper-
imental tests are displayed in Fig. 14d to f. In line with the quasi-static
model, the numerical simulations were not able to capture the same
peak force as in the experimental tests. Furthermore, the ductility is
somewhat overestimated in the simulationswith the hot-rolled and off-
shore steel. The displacement at failure in the cold-formed steel simula-
tion seems to provide a good fit. However, the simulation did not
capture the previously mentioned fractures in the top flange.

6. Discussion

One of the main objectives in the original paper by Costas et al. [18]
was to reduce the mesh dependency of the failure criterion. The
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previously obtained test results and the numerical models of the
quasi-static three-point bending tests were used for a mesh sensitivity
analysis. Three mesh sizes which corresponded to element length-to-
thickness ratios of one, two and three for the different steel types
were employed in numerical simulations. The same numerical models
as presented earlier were used. A comparison of the strain fields in the
experimental and numerical results is also presented.

6.1. Strain fields

The black and white speckle pattern applied to the quasi-static test
specimens was used to perform strain field analysis in eCorr. The
same mesh as used for the simulations was imported from Abaqus to
eCorr and placed around the notch. This was done in order to facilitate
a direct comparison of strain fields in tests and simulations. An element
length-to-thickness ratio of one was applied. The logarithmic strains in
the axial direction of the specimens (ε11) were plotted as color maps,
see Fig. 16. Additionally, the location and value of themaximum strains
are displayed. The strains were gathered at displacements right before
failure in both the experimental tests and the numerical models.

A relevant point when comparing the strain fields is that DIC gath-
ered surface strains of the steel sections, while the strains from Abaqus
are obtained from shell elements. This limits the accuracy of the com-
parison, especially under strain localisation. As a general observation,
the numerical simulations using shell elements did not capture the ex-
perimental localised strainfields around thenotch. This is the case for all
three steel types. The maximal strains in Abaqus were vastly
underestimated. The determining factor in this case is the mesh size,
which was limited to an element length-to-thickness ratio of 1. Apart
from this, the overall form of the color-maps appears to represent the
logarithmic strains in a good manner.

6.2. Impact of regularisation on mesh dependency

The stress-triaxiality ratio, defined as the hydrostatic stress divided
by the equivalent von Mises stress, is an important measure in ductile
fracture [15]. To check whether the stress state changed in the simula-
tions when the aspect ratio was increased, the stress triaxiality was
compared for the three steel materials. The stress triaxiality was ac-
quired from Abaqus right before failure in the elements around the



Fig. 16. Strainfields of axial logarithmic strains (ε11) just before failure,whichwere obtained fromeCorr andAbaqus for all three steel types.Maximal logarithmic strains are also displayed.
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notch for the three mesh sizes. These were plotted against angles rang-
ing from 0 to π in the notch. The location of the initiation of fracture was
also plotted, see Fig. 17. It was observed that the stress triaxiality was
consistently captured for all three steels, even when challenged by
coarser mesh sizes.

In an effort to further validate the reduced mesh dependency of the
regularisation model, three different failure modelling strategies were
applied to the numerical models for the three steel types: (1) the TTR
scheme as it was described earlier, (2) the Cockcroft-Latham fracture
criterion with the failure parameter calibrated using a length-to-thick-
ness ratio of one and DIC as described in Subsection 3.2, WC = Ws

C,
and (3) the Cockcroft-Latham fracture criterion with the failure param-

eter calibrated with small solid elements,WC =Wb
C, see Subsection 3.2.

The values of Ws
C and Wb

C provided in Table 4 were still employed.
The simulations were run with three different mesh sizes. The results
of the simulations are presented in Fig. 18. The displacement at failure
Fig. 17. Plots of stress triaxiality at elements around the notch in Abaqus simulations wi
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in the numerical simulations was defined as the first displacement
where an element was eroded in the notch in Abaqus. It is apparent
from Fig. 18a to c that the mesh sensitivity is reduced when using the
TTR model. All three steel types were simulated with an element size
corresponding to an aspect ratio of one. Failure was never reached in

any of the elements when WC = Wb
C, which can be observed in

Fig. 18d. Therefore failure was vastly overestimated with this failure
modelling strategy.

6.3. Outlook

The context for the material model and failure criterion adopted in
this study is large-scale modelling of steel structures. The usual require-
ment for civil engineering purposes is to design structures according to
a code, e.g. EN1993-1-1 [27], which gives guidelines for safe designs in
the ultimate limit state. For most structures this is sufficient, perhaps
th different length-to-thickness ratios. The dashed line indicates the failure location.



Fig. 18. Displacement at failure with different approaches (a) (b) (c). Force-displacement curves of the three steel typeswithWb
C as the only failure parameter and failure points from the

experimental tests (d).
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augmented with linear FE simulations for stress check, or nonlinear FE
simulations to evaluate the extent of plastic zones.

However, there are situations where prediction of ductile failure in
thin-walled steel members under bending and membrane loading
may be of importance. Typical cases are e.g. ship impact, investigations
of accidents, or design of energy absorbing structures. In such applica-
tions themodelling approach presented herein can give valuable insight
at a small cost, as reasonable results are achieved with shell elements
and standard modelling tools.

7. Conclusions

This experimental and numerical study investigated the mechanical
behaviour of three different types of S355 square hollow sections under
13
large deformations and failure. The through-thickness damage
regularisation scheme proposed by Costas et al. [18] was benchmarked
by running numerical simulations of the three steel types. The following
main conclusions are drawn:

• The uniaxial tensile tests showed that there were notable differences
in the material behaviour between the steel types. The offshore steel
exhibited somewhat higher ductility than the hot-rolled and cold-
formed steel. The cold-formed steel lacked a yield plateau and had
the highest initial yield stress followed by the offshore steel. When
performing three-point bending tests, the cold-formed steel experi-
enced cracks in the top corners due to reduced ductility as a result
of work-hardening during production.
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• Numerical simulations of the notched component, applying the cali-
brated material models and a damage regularisation model, were
able to capture the material behaviour and failure in the three steel
types at both quasi-static and dynamic test conditions. Even with
the limitations of the element discretisation caused by the thickness
of the cross-section, the numerical model was able to predict failure
using shells.

• Strain field mapping of the experimental and numerical test results
showed that the numerical model captured the overall form of the
strain distribution around the notch. Despite this, the numerical
model underestimated the maximal strains.

• An evaluation of three different failure modelling strategies showed
that the regularisation scheme reduced mesh dependency.

• The constitutive model and damage criterion applied herein may
serve as useful tools when analysing failure in steel structures with
shell elements.
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