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A B S T R A C T

Online tuning of vessel models based on onboard measurement data can reduce the uncertainties of vessel
motion prediction, and therefore potentially increase the safety and cost efficiency for marine operations.
Among the uncertain vessel parameters, the roll damping coefficient is very important and highly nonlinear.
In reality, roll damping depends on the sea state and vessel condition. This paper proposes two different
procedures for tuning the sea state dependent roll damping coefficient together with other uncertain vessel
parameters, i.e., 1-step tuning and 2-step tuning procedures. In addition, a roll damping prediction model
based on Gaussian process regression is also proposed to predict the roll damping for future sea states based on
historical data. The tuning procedure together with the proposed prediction model form an iterative closed loop
of continuously improving the knowledge about the roll damping online, also estimating the model uncertainty
based on prior knowledge, sampling uncertainties, and the applied kernel. Case studies are presented to
demonstrate the procedures.
1. Introduction

Reliable vessel motion prediction plays a key role for the safety
and optimization of maritime and offshore activities. Among the vessel
motions induced by different environmental sources, the wave-frequent
ones can be most critical to predict because they are most difficult to
control. In engineering practice, it is acceptable to simplify the relation
between wave elevation and the rigid body vessel motions by lineariza-
tion of the transfer functions in the frequency domain, especially for
typical marine operations executed at moderate seas (DNVGL-ST-N001,
2016). The vessel motion linear transfer functions for the 6 degrees
of freedom (DOFs) in complex form are usually also referred to as
Response Amplitude Operators (RAOs). The roll motion is widely recog-
nized as the most critical and challenging response quantity to predict,
because the critical roll motion near resonance is extremely influenced
by the estimated damping which is significantly underpredicted by the
linear potential theory.

Roll damping is highly nonlinear and has therefore attracted huge
research interest for more than a century (Falzarano et al., 2015).
System modelling usually requires simplifications which result in model
uncertainties and errors. Linearization of roll damping is common
practice for seakeeping analysis in order to estimate the linear transfer
function between wave elevation and vessel roll motion, i.e., the roll
RAO. For irregular waves, the roll damping is linearized by minimiz-
ing the error between the linearized and the real system with the
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assumption that both input to and output from the system are Gaussian
processes (Kaplan, 1966). This is called stochastic linearization.

The Watanabe–Inoue–Takahashi formula may be applied to esti-
mate the total roll damping for varying 𝑢 (vessel forward speed),
𝜙𝐴 (roll amplitude), 𝜔 (wave frequency), and ship forms (Himeno,
1981). However, the estimation seems only acceptable for normally
loaded ships near their natural frequencies (Himeno, 1981). A third-
order polynomial formula may well model the nonlinearity between
the non-dimensional equivalent linear roll damping (�̂�44) and the non-
dimensional frequency (�̂�) for each combination of 𝑢, 𝜙𝐴, vessel load-
ing, and ship form based on Tasai–Takaki’s Table reported in English
by Himeno (1981). However, the �̂�44 as a function of e.g., ship form
and speed is not clear.

About half a century ago, Ikeda, Himeno, Tanaka, and their teams
from Osaka Prefecture University heavily contributed to understanding
and modelling the nonlinear roll damping in a systematic manner.
Their work of separating the roll damping into several components
and ignoring their interactions recommended by ITTC (2011), basically
forms the present engineering practice of ship roll damping estimation
in the absence of experimental data. Known as Ikeda’s method, the
equivalent linear roll damping 𝐵44 can be separated as follows Himeno
(1981)

𝐵44 = 𝐵𝑊 + 𝐵𝐹 + 𝐵𝐸 + 𝐵𝐿 + 𝐵𝐵𝐾 (1)
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Fig. 1. Process of tuning vessel model parameters, based on the vessel motion signal 𝑥𝑗 (𝑡) and the wave spectrum. Precise knowledge about the wave spectrum is assumed.
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here 𝐵𝑊 is the wave damping, 𝐵𝐹 is the friction damping caused
y hull skin-friction, 𝐵𝐸 is the damping due to eddy making, 𝐵𝐿 is
he linear lift damping, 𝐵𝐵𝐾 is the damping due to the bilge keels.
mong them, 𝐵𝑊 and 𝐵𝐿 are linearly proportional to roll angular
elocity, while the other components are nonlinear. 𝐵𝐹 is relatively
ess important and may be neglected for full scale ships (Himeno,
981). Ikeda et al. (1978a,b,c, 1979) proposed formulas for estimating
ost of the important roll damping components by a semi-empirical

pproach. Even though Ikeda’s formulas are recommended by ITTC
2011), cautions should be taken, because (1) Ikeda’s formulas are
imited to certain ship forms; and (2) Ikeda’s formulas were derived
or pure roll motion based on still water condition (Larsen et al.,
019). For example, the use of panel methods to predict the wave
amping (𝐵𝑊 ) with forward speed is theoretically accurate and rec-
mmended (Falzarano et al., 2015) over the semi-empirical Ikeda’s
ormulas (Ikeda et al., 1978b). Söder et al. (2017) found that the Ikeda’s
ormulas significantly overestimated the hull lift damping component
hile underestimating the bilge keel damping by benchmarking with
odel test data.

Consequently, model tests or empirical data are always preferred for
ew vessel design in order to model the roll damping with sufficient
ccuracy. Free decay model tests are normally performed to obtain the
oll damping, however, only at the important damped roll resonance
requency. Forced rolling model tests can be performed to obtain the
oll damping at other frequencies. However, this is frequently not
erformed. In addition, much more model tests are required if the roll
mplitude dependent damping coefficients are wanted. By fitting to the
2

mpirical data, the total roll damping can be modelled as functions of
essel speed 𝑢, vessel draught 𝐷, roll amplitude 𝜙𝐴 (or wave amplitude
), wave frequency 𝜔, etc.

However, the scale effects of model tests may significantly affect
he accuracy of the roll damping estimation (Söder and Rosén, 2015).
t present, prediction of roll damping based on numerical simulation
y computational fluid dynamics (CFD) codes has also received con-
iderable attention, e.g., Irkal et al. (2016). However, a reliable CFD
nalysis requires high competence in modelling and understanding the
imitations of the codes and the applied algorithms. Usually, results
rom CFD analyses require validation from model tests. Both model
ests and high-fidelity analyses are expensive and time-consuming.
herefore, it is of great interest to improve the knowledge of the
oll damping for the specific vessel throughout its whole life cycle by
sing the weather information and the vessel motion measurements
nboard. In practice, the additional damping can be considered as a
unction of parameters related to the sea state and vessel condition,
.e., 𝐵44 = 𝑓 (𝒙) where 𝒙 = [𝑢,𝐷,𝐻𝑠, 𝑇𝑝, 𝛽𝑊 ,…], 𝐻𝑠 is the significant
ave height, 𝑇𝑝 is the spectral wave peak period, 𝛽𝑊 is the wave
irection. With such a roll damping function, the RAO and roll motions
an be estimated at a specific wave and vessel condition by assuming
tationarity. Consequently the improved roll damping model built upon
n-site measurements can potentially increase the cost efficiency and
afety for marine operations.

It is very challenging to update the roll damping by on-site mea-
urements and weather information, because (1) measurements and
eather information are subject to significant uncertainties (Bitner-
regersen and Hagen, 1990; Qiu et al., 2014); and (2) there are also
any other vessel parameters subject to uncertainties, e.g., inertia

tems (Han et al., 2020). Therefore, all the uncertain parameters should
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be identified first and tuned simultaneously in a probabilistic way. An
earlier case study by Han et al. (2020) indicates that multiple sensors
at different locations providing signals of displacements, velocities, and
accelerations can help identifying the uncertain vessel parameters. Han
et al. (2021a) proposed an algorithm for tuning of vessel model param-
eters by Bayesian inference. Tuning of the uncertain vessel parameters
in a probabilistic approach can improve the knowledge about the
real-time vessel condition and reduce the model uncertainties quan-
titatively, based on onboard vessel motion measurements and wave
information such as 𝐻𝑠, 𝑇𝑝, 𝛽𝑊 , directional spreading, and spectral
shape.

Vessel parameters can be sea state dependent, vessel condition
dependent, or permanent (Han et al., 2020). The sea state dependent
parameters (e.g., roll damping) usually also depend on vessel conditions
(e.g., loading conditions and vessel forward speed). Han et al. (2021a)
considered a constant roll damping coefficient through different sea
states for tuning, and pointed out that the algorithm should be further
developed to tune vessel roll damping as being sea state dependent. The
present paper describes the algorithm for tuning of sea state dependent
roll damping coefficient together with other vessel parameters. In addi-
tion, it is even more important for this paper to establish an algorithm
which prescribes how to model the roll damping as sea state dependent
and predict it for the unobserved future sea states. This is considered
particularly challenging because:

1. The tuned roll damping value is only valid for the current sea
state, which does not directly help predicting the vessel roll
damping for other sea states. Therefore, the algorithm should
be able to predict the roll damping for the unobserved sea states
with improved accuracy based on prior knowledge and historical
tuning results for different sea states and vessel conditions.

2. As discussed previously, it is difficult to define a function in ad-
vance that is sufficiently accurate for modelling of roll damping.

3. The number of available full-scale measurements can be very
limited and insufficient. Under-fitting or over-fitting can be ex-
pected.

4. The available measurements may also be concentrated around
certain sea states. It is questionable to predict roll damping for
other sea states by extrapolation based on any fitted curve.

The paper is organized as follows. The basic vessel model tuning
algorithm is described in Section 2 (Han et al., 2021a). For flexible
modelling of roll damping, Gaussian process regression is introduced in
Section 3. In Section 4, two procedures are proposed to modify the basic
model tuning algorithm in order to tune and represent roll damping
as being sea state dependent. Numerical case studies are carried out
to demonstrate the performance of the proposed tuning procedures
and the corresponding roll damping prediction model. The basis of
the case studies are described in Section 5, and the results are shown
in Section 6. Finally, Section 7 concludes and discusses the findings,
limitations, and future work related to the present research.

2. Basic vessel model tuning procedure

The applied algorithm for tuning of vessel seakeeping parameters
based on wave information and vessel motion measurements pro-
posed by Han et al. (2021a) is briefly repeated here for completeness
purposes. The algorithm is also illustrated in Fig. 1.

Firstly, the uncertain vessel parameters (i.e., 𝛷1, 𝛷2,… , 𝛷𝑚,… , 𝛷𝑀 ,
𝑚 ∈ {1, 2,… ,𝑀}) are identified based on their sensitivities with
respect to the measured vessel motions of primary interest. This can be
achieved by performing uncertainty and sensitivity analyses, e.g., Han
et al. (2020). The uncertainty ranges of those parameters can be
determined based on the relevant prior information such as available
design and analysis documentation, accuracy of onboard monitoring
data, and engineering judgement. Each uncertain parameter 𝛷 is then
3

𝑚

discretized evenly into 𝐼𝑚 values within its uncertainty range. For a
successful tuning, it is important to have a sufficiently large uncertainty
range for each 𝛷𝑚 while the spacing between the discretized values
should be sufficiently small to capture any critical nonlinear behaviour.
Considering reasonable uncertainty ranges based on practical prior
information, 5 to 8 discrete values for each vessel parameter can be
sufficient for the tuning. Combining the uncertain parameters at their
discrete values, a total number of 𝑅 = 𝐼1 × 𝐼2 × ⋯ × 𝐼𝑀 discrete
assessment points are defined, for calculating the possible RAOs. In
addition, multiple quantities of vessel motions (e.g., displacement,
velocity, and acceleration for different DOFs at different locations)
are normally required for the tuning process. Each of the considered
measured vessel motion quantities is indexed by 𝑗 ∈ {1, 2,… , 𝐽}.

onsequently, a RAO database containing 𝑅×𝐽 RAOs can be established
by performing seakeeping analysis for those measured quantities at
those discrete combinations of the uncertain parameters.

The joint probability distribution of the identified uncertain vessel
parameters is denoted as 𝑃 (𝑛) (𝛷1, 𝛷2,… , 𝛷𝑀

)

. The superscript 𝑛 stands
or the number of completed iterative updates based on the proposed
uning procedure. The joint probability distribution is tuned for each
tationary wave and vessel condition. Typically, for a vessel in steady
ondition with respect to heading, advancing speed, and inertia distri-
ution, the stationarity is determined by the duration of a stationary sea
tate which could vary from 20 min to 3 hr, depending on geometrical
ocation. With the information on waves (e.g., a wave spectrum), vessel
otion measurements (e.g., signal 𝑥𝑗 (𝑡) for the measured quantity 𝑗),

nd a RAO database covering the uncertainty ranges of the uncertain
essel parameters, the tuning can be performed as follows:

1. Filter the vessel motion measurements 𝑥𝑗 (𝑡) to obtain the vessel
motion time series in the wave frequency domain. The high-
frequency components (e.g., signal noise) and the low-frequency
components (e.g., signal bias, second-order motions) are im-
portant to be filtered out. The filtered signal is denoted as
�̂�𝑗 (𝑡)

2. Calculate the standard deviation of the filtered signal, �̂�𝑗 , by

�̂�𝑗 =

√

√

√

√

∑𝑁𝑡
𝑡=1

(

�̂�𝑗 (𝑡) − �̄�𝑗
)2

(

𝑁𝑡 − 1
) (2a)

�̄�𝑗 =
∑𝑁𝑡

𝑡=1 �̂�𝑗 (𝑡)
𝑁𝑡

(2b)

where 𝑁𝑡 is the total number of time steps of the signal, and �̄�𝑗 is
the mean value of the filtered signal. The duration of the signal
𝑥𝑗 (𝑡), 𝑇 = 𝑁𝑡𝛥𝑡 (where 𝛥𝑡 is the time interval), should be selected
such that the sea state and vessel condition remains stationary
within the duration of 𝑇 , while the sampling variability should
be sufficiently small. A typical value of 𝑇 can be 20 min to 1 hr.

3. Calculate the standard deviations of the possible vessel response
𝜎𝑟,𝑗 , based on the wave spectrum and the candidate RAO from
the RAO database for the measured quantity 𝑗 (i.e., 𝑅𝐴𝑂𝑟,𝑗)

𝜎𝑟,𝑗 =

√

√

√

√

𝑁𝜔
∑

𝑛=1
𝑆+
𝑋𝑋,(𝑟,𝑗)

(

𝜔𝑛
)

⋅ 𝛥𝜔 (3a)

𝑆+
𝑋𝑋,(𝑟,𝑗) (𝜔) =

|

|

|

𝐻𝑟,𝑗
(

𝜔, 𝛽𝑊
)

|

|

|

2
⋅ 𝑆+

𝜁𝜁
(

𝜔, 𝛽𝑊
)

(3b)

where 𝑁𝜔 is the total number of the discretized frequencies
for the response spectrum, 𝑆+

𝜁𝜁
(

𝜔, 𝛽𝑊
)

is the long-crested wave
spectrum, and 𝑆+ stands for a single-sided power spectrum.
𝑆+
𝑋𝑋,(𝑟,𝑗) (𝜔) is the possible response spectrum for the response

𝑋 corresponding to the measured quantity 𝑗 based on the ves-
sel parameter combination 𝑟, 𝐻𝑟,𝑗

(

𝜔, 𝛽𝑊
)

is the corresponding
linear transfer function (i.e., 𝑅𝐴𝑂𝑟,𝑗) between wave elevation
and vessel response. Each possible combination of the considered
vessel parameters, i.e.,

(

𝜙 , 𝜙 ,… , 𝜙
)

, is subscripted with
𝑖1 𝑖2 𝑖𝑀
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number 𝑟 ∈ {1, 2,… , 𝑅}, where 𝜙𝑖𝑚 for 𝑚 ∈ {1, 2,… ,𝑀} is the
𝑖𝑚th discrete value of the considered uncertain vessel parameter
𝛷𝑚 in the RAO database. 𝑅 =

∏𝑀
𝑚=1(𝐼𝑚), is the total number

of vessel parameter combinations and 𝐼𝑚 is the number of the
discretized values of 𝛷𝑚 in the RAO database. For all possible
vessel parameter combinations, 𝜎𝑟,𝑗 should be calculated.

4. Less sensitive measured quantities for the considered uncertain
vessel parameters at the current sea state 𝑆+

𝜁𝜁
(

𝜔, 𝛽𝑊
)

should be

screened out. The sensor screening ratio (SSR) 𝛼𝑗 is introduced
to quantify the importance of the measured quantity 𝑗

𝛼𝑗 =
𝜎𝜎𝑟,𝑗
�̂�𝑗

(4a)

𝜎𝜎𝑟,𝑗 =

√

∑𝑅
𝑟=1

(

𝜎𝑟,𝑗 − �̄�𝑅,𝑗
)2

𝑅 − 1
(4b)

�̄�𝑅,𝑗 =
∑𝑅

𝑟=1 𝜎𝑟,𝑗
𝑅

(4c)

where 𝜎𝜎𝑟,𝑗 is the standard deviation of 𝜎𝑟,𝑗 over 𝑟 = 1, 2,… , 𝑅.
The case study uses a screening criterion of 𝛼0 = 0.05. If 𝛼𝑗 <
𝛼0, the signal of the quantity 𝑗 will be excluded during the
process of tuning the parameters. SSR basically represents the
importance of the obtained measurements for tuning of the con-
sidered vessel parameters for the present sea state. The selection
of the criterion value 𝛼0 depends on the uncertainties of the
measurements and the system errors introduced by application
of linear potential theory to represent the true vessel dynamics
within the wave frequency band. The influence of the introduced
screening criterion on the final tuning results is discussed by
detailed sensitivity studies in Han et al. (2021a).

5. Calculate the weight factor for each parameter combination 𝑟 by
inverse distance weighting (Shepard, 1968)

𝑤𝑟,𝑗 =
1

|

|

|

𝜎𝑟,𝑗 − �̂�𝑗
|

|

|

𝑝 (5)

where 𝑝 ∈ R+ is called the power parameter. The choice of the
𝑝 value depends on the number of considered uncertain param-
eters, their sensitivity and uncertainty ranges, and engineering
judgements. The influence of the 𝑝 value on the tuning results
was studied by Han et al. (2021a).

6. Build the likelihood function for updating the joint probability
distribution of the considered uncertain parameters (𝛷1, 𝛷2,… ,
𝛷𝑀 ). First, establish the weight matrix 𝑊𝑗 for all 𝑟 ∈ {1, 2,… , 𝑅}
in the RAO database. The weight matrix would have M di-
mensions with the size of 𝐼1 × 𝐼2 × ⋯ × 𝐼𝑀 . Then linearly
interpolate the weight matrix 𝑊𝑗 from the size of 𝐼1×𝐼2×⋯×𝐼𝑀
(variable resolution in the RAO database) to the size of 𝐾1 ×
𝐾2×⋯×𝐾𝑀 (variable resolution in the discrete joint probability
distribution).

7. Update the joint probability distribution 𝑃 (𝑛+1) (𝛷1, 𝛷2,… , 𝛷𝑀
)

.
Since the likelihood function (i.e., weight matrix 𝑊𝑗) is pre-
sented at limited number of parameter combinations, 𝑟 ∈
{1, 2,… , 𝑁𝑃𝑟𝑜𝑏}, where 𝑁𝑃𝑟𝑜𝑏 =

∏𝑀
𝑚=1(𝐾𝑚) and 𝐾𝑚 is the

number of the discretized values of 𝛷𝑚 in the discrete joint
probability distribution, updating the joint probability distribu-
tion based on discrete Bayesian inference (Labbe, 2018) must
therefore be calculated at those discretized points, i.e.,

𝑃𝑀𝐹 (𝑛+1) (𝛷1,… , 𝛷𝑀
)

= 
(

𝑃𝑀𝐹 (𝑛) (𝛷1,… , 𝛷𝑀
)

⊙𝑊𝑗

)

(6)

where 𝑃𝑀𝐹 means the joint probability mass function, ⊙ opera-
tor means the element-wise multiplication of the two matrices of
the same dimension, i.e., a Hadamard product (Scheick, 1997).
4

To ensure that the sum of the joint probability mass function
remains 1.0, normalization  ( ⋅ ) is required. Physically, the
uncertain vessel parameters are continuous variables. Therefore,
the joint probability density function (PDF) is more appropri-
ate to represent their uncertainties. Numerically, the relation
between joint PMF and joint PDF can be approximated by:

𝑃𝑀𝐹 (𝜙𝑘1, 𝜙𝑘2,… , 𝜙𝑘𝑀 ) = 𝑃𝐷𝐹 (𝜙𝑘1, 𝜙𝑘2,… , 𝜙𝑘𝑀 )
𝑀
∏

𝑚=1
𝛥𝛷𝑚 (7)

where 𝜙𝑘𝑚 for 𝑚 ∈ {1, 2,… ,𝑀} is the 𝑘𝑚th discrete value for the
variable 𝛷𝑚, 𝛥𝛷𝑚 is the interval between the discrete values of
variable 𝛷𝑚.

The algorithm applies statistical inference of the direction-indep-
endent vessel parameters based on onboard measurements and wave
information. Consequently, the tuned vessel model can be applied to
predict the vessel motion for other sea states and wave directions, with
quantified parameter uncertainties.

3. GaussIan process regression

Gaussian process regression (GPR) is found to be a very promising
solution for roll damping modelling and prediction, because (1) it does
not require to decide the format of the roll damping function; (2) the
tuned values of roll damping for the previous sea states and vessel
conditions can reasonably influence the prediction of roll damping for
future sea states and vessel conditions, through the covariance function;
(3) it also indicates the estimation uncertainty based on the prior
knowledge, the available samples, and the selected kernel function.

GPR is fundamentally based on the conditional distribution of multi-
variate Gaussian vectors (Rasmussen and Williams, 2006). For a 𝑁+𝑀
dimensional multivariate Gaussian vector 𝒚

𝒚 =
[

𝒚1
𝒚2

]

(with sizes
[

𝑁 × 1
𝑀 × 1

]

) (8)

where 𝐲1 and 𝐲2 are also multivariate Gaussian vectors and the mean
vector 𝝁 and the covariance matrix 𝜮 can be written as

𝝁 =
[

𝝁1
𝝁2

]

(with sizes
[

𝑁 × 1
𝑀 × 1

]

) (9a)

𝜮 =
[

𝜮11 𝜮12
𝜮21 𝜮22

]

(with sizes
[

𝑁 ×𝑁 𝑁 ×𝑀
𝑀 ×𝑁 𝑀 ×𝑀

]

) (9b)

then the conditional distribution of 𝒚2 on 𝒚1 = �̃�1 is also a multivariate
Gaussian distribution, i.e.,

(𝒚2|𝒚1 = �̃�1) ∼  (�̄�2, �̄�22) (10a)

�̄�2 = 𝝁2 +𝜮21𝜮−1
11 (�̃�1 − 𝝁1) (10b)

�̄�22 = 𝜮22 −𝜮21𝜮−1
11𝜮12 (10c)

This means that the distribution of 𝒚2 can be updated based on the
known samples 𝒚1 = �̃�1 and the covariance matrix for 𝒚2 and 𝒚1. It is
worth noting that updating of the variance matrix 𝜮22, i.e., Eq. (10c),
does not rely on the observed values of 𝒚1, i.e., �̃�1.

For a continuous function 𝑦 = 𝑓 (𝑥), each 𝑦 value (i.e. 𝑦𝑖 = 𝑓 (𝑥𝑖),
𝑖 ∈ Z+) can be considered as a Gaussian distributed random variable,
i.e., 𝑦𝑖 ∼  (𝜇𝑖, 𝜎𝑖), and all variables are correlated. By having samples
at some known points 𝒙1 (i.e., 𝒚1 = 𝑓 (𝒙1) = �̃�1), the corresponding
predictions at other points (e.g., 𝒚2 = 𝑓 (𝒙2)) can be estimated based on
Eqs. (9) and (10) if the covariance matrix of the variables for 𝒚1 and
𝒚2 (i.e., 𝜮) can be established.

The covariance matrix is called the kernel or the similarity function,
which establishes the correlation among data points. It is physically
reasonable to consider the kernel (covariance coefficient) 𝐾(𝑥𝑖, 𝑥𝑗 ) =
𝑐𝑜𝑣(𝑖, 𝑗) between 𝑦𝑖 = 𝑓 (𝑥𝑖) and 𝑦𝑗 = 𝑓 (𝑥𝑗 ) to be a function of the
distance along the input axis (i.e. 𝐾(𝑥 , 𝑥 ) = 𝑔(|𝑥 − 𝑥 |)). Among
𝑖 𝑗 𝑖 𝑗
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Fig. 2. The influence of GPR hyperparameters on the prediction curve.
many kernel designs, the radial-basis function (RBF) is the most popular
kernel, i.e.,

𝐾(𝑥𝑖, 𝑥𝑗 ) = 𝜎2𝑓 exp(− 1
2𝑙2

(𝑥𝑖 − 𝑥𝑗 )2) (11)

where two hyperparameters are introduced. 𝜎2𝑓 is called signal variance
which represents the prior knowledge about the variance of the random
process. 𝑙 is called length-scale.

In reality, samples are also subject to uncertainties. In the input
space 𝒀 , the observed samples �̃� can be written as

�̃� = 𝑓 (𝑿) + 𝝐 (12)

where the 𝝐 vector represents the uncertainties for the samples. For
each sample �̃�𝑖, the uncertainty 𝜖𝑖 is also considered to be a Gaussian
variable:

𝜖𝑖 ∼  (0, 𝜎2𝑦𝑖 ) (13)

where 𝜎2𝑦𝑖 represents the uncertainty level for the observed sample 𝑦𝑖.
Consequently, for predicting 𝒚∗ = 𝑓 (𝒙∗), Eq. (10) can be modified to
account for sampling noise:

(𝒚∗|𝒀 = �̃� ) ∼  (�̄�∗, �̄�∗∗) (14a)

�̄�∗ = 𝝁∗ +𝑲∗𝑌𝑲−1
𝑌
(�̃� − 𝝁𝒀 ) (14b)

�̄�∗∗ = 𝑲∗∗ −𝑲∗𝑌𝑲−1
𝑌
𝑲𝑌 ∗ (14c)

where 𝒀 is the input space, �̃� is the observed samples for the input
space, 𝒚∗ is the space to be predicted (prediction space). �̄�∗ and �̄�∗∗
are the conditional mean and the updated kernel (i.e., the similarity
function) for the prediction space. 𝝁∗ and 𝝁𝒀 represent the prior means.
𝑲∗𝑌 and 𝑲𝑌 ∗ are the kernels representing the correlations between the
input space and the prediction space, calculated based on Eq. (11). 𝑲𝑌
can be calculated by

𝑲𝑌 = 𝑲𝑌 +𝜮𝑌 (15a)

𝑲𝑌 =

⎡

⎢

⎢

⎢

⎢

⎢

𝐾(𝑥1, 𝑥1) … 𝐾(𝑥1, 𝑥𝑗 ) … 𝐾(𝑥1, 𝑥𝑁 )
⋱ ⋮

𝐾(𝑥𝑖, 𝑥𝑗 ) … 𝐾(𝑥𝑖, 𝑥𝑁 )
⋱ ⋮

⎤

⎥

⎥

⎥

⎥

⎥

(15b)
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⎣
𝐾(𝑥𝑁 , 𝑥𝑁 )

⎦

𝜮𝑌 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝜎2𝑦1
⋱

𝜎2𝑦𝑖
⋱

𝜎2𝑦𝑁

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(15c)

where 𝑲𝑌 is the kernel for the input space with each element calculated
based on Eq. (11). 𝜮𝑌 is a 𝑁 ×𝑁 diagonal matrix. Note that 𝑲𝑌 is no
longer the covariance matrix for the input space, because it includes
the uncertainties of the observations. Eqs. (14) and (15) including the
sampling uncertainties is called stochastic Kriging.

GPR is a ‘‘non-parametric’’ method, meaning that the regression
does not require knowing the form or the order of the function. GPR is
sometimes also considered as an ‘‘infinite-parametric’’ method, because
it ideally requires infinite samples in order to perfectly model the
function.

Fig. 2, as an example, illustrates how the GPR hyperparameters
influence the prediction. Larger 𝜎2𝑦 helps to smoothen the fitted curve/
surface. For the sample with uncertainties, 𝜎2𝑦 represents its sample
uncertainty/error. The length-scale 𝑙 indicates how strong the corre-
lation is between the points in that dimension. In addition to 𝜎2𝑦 , the
length-scale may also help the regression avoiding over-fitting and
under-fitting. 𝜎2𝑓 represents the variance of the prior knowledge about
the model. It can be interpreted as the variance of a point that is far
away from all the available sample points (i.e., negligible correlation).

The stochastic Kriging algorithm (Rasmussen and Williams, 2006) as
implemented in the Python package scikit-learn (sklearn hereafter) (Pe-
dregosa et al., 2011) has been used. The GPR in sklearn has been
demonstrated as ‘‘near the best’’ GPR programme with respect to its
analysis performance and computational speed (Erickson et al., 2018).
The GPR model in sklearn assumes zero prior mean. It is practically
acceptable since the GPR model converges according to the available
samples and independent of the provided prior mean if the amount
of training data is sufficiently large. However, to ensure accuracy for
research purpose, non-zero prior mean is considered in the study. Based
on the fact that the prior mean vector does not influence the covariance
matrix for the multivariate Gaussian distribution, i.e.,
[

𝒀
]

∼ 
([

𝝁𝒀
]

,
[

𝑲𝑌 𝑲𝑌 ∗
])

is equivalent to,
𝒚∗ 𝝁∗ 𝑲∗𝑌 𝑲∗∗
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𝑗
s

Fig. 3. Process of the 1-step tuning of vessel parameters including sea state dependent 𝛽44 and updating the 𝛽44 GPR model, assuming 𝛷𝑀 = 𝛽44.
[

𝒀 − 𝝁𝒀
𝒚∗ − 𝝁∗

]

∼ 
([

𝟎
𝟎

]

,
[

𝑲𝑌 𝑲𝑌 ∗
𝑲∗𝑌 𝑲∗∗

])

(16)

The prior mean will accordingly be subtracted from the values at the
data points before the GPR model fitting, whereas it will be added to
the predicted value for the prediction based on the fitted GPR model.

Tuning the hyperparameters may be based on personal experience
and engineering judgement. However, these hyperparameters can also
be automatically optimized, by assuming that the input data points (�̃� )
are given at their maximum likelihood. The log marginal likelihood for
a zero mean prior can be written as (Rasmussen and Williams, 2006)

log 𝑝(�̃� |𝑿) = log (�̃� |𝟎,𝑲𝑌 ) = −1
2
�̃� 𝑇𝑲−1

𝑌
�̃� − −1

2
log |𝑲𝑌 | −

𝑁
2

log(2𝜋)

(17)

where 𝑁 is the number of samples. In order to better control the
GPR model for the present research, the hyperparameters of the kernel
are manually determined without applying the sampling dependent
optimization in Eq. (17).

4. Proposed procedure for tuning of vessel parameters including
sea state dependent roll damping

4.1. One-step tuning procedure

In order to interactively tune sea state dependent roll damping and
improve the roll damping prediction model (i.e., the GPR model), the
model tuning algorithm described in Section 2 is modified, as illustrated
in Fig. 3. Assume that the joint probability distribution of the uncertain
vessel parameters have been tuned for 𝑛 − 1 sea states (and so as to
the GPR model of 𝛽44). The procedure of tuning vessel parameters
and updating the GPR model based on the measurements (i.e., 𝑥𝑗 (𝑡),
= 1, 2,… , 𝐽 ) and the corresponding wave information for the next

ea state 𝑆𝑆𝑛 is described below. 𝑆𝑆𝑛 ∈ Z+, is the index of the sea
state (i.e., sea state number).

1. Given the wave information for the sea state 𝑆𝑆𝑛 and the
updated GPR model from previous sea states, the additional
roll damping coefficient 𝛽44 can be predicted, in terms of its
6

mean and variance values. Then the probability mass function
of 𝛽44(𝑆𝑆𝑛) can be established at the discrete values, assuming
it is Gaussian distributed.

2. Together with the available knowledge about other uncertain
vessel parameters after the previous sea state 𝑆𝑆𝑛−1, i.e.,
𝑃𝑀𝐹𝑆𝑆𝑛−1

(𝛷1,… , 𝛷𝑀−1), the joint probability distribution in-
cluding 𝛽44 can be calculated by multiplying the probability mass
functions of 𝛽44(𝑆𝑆𝑛) and the other parameters at their discrete
values, i.e.,

𝑃𝑀𝐹 (𝑝𝑟𝑖)
𝑆𝑆𝑛

(𝜙𝑘1,… , 𝜙𝑘(𝑀−1), 𝜙𝑘𝑀 ) =

𝑃𝑀𝐹𝑆𝑆𝑛−1
(𝜙𝑘1, 𝜙𝑘2,… , 𝜙𝑘(𝑀−1)) ⋅ 𝑃𝑀𝐹 (𝜙𝑘𝑀 (𝑆𝑆𝑛)) (18)

where 𝜙𝑘𝑚 for 𝑚 ∈ {1, 2,… ,𝑀 − 1} is the 𝑘𝑚th discrete value
of the parameter 𝛷𝑚. 𝜙𝑘𝑀 (𝑆𝑆𝑛) is the 𝑘𝑀 th discrete value of
𝛽44 predicted by the GPR model for the sea state 𝑆𝑆𝑛, 𝛷𝑀 =
𝛽44(𝑆𝑆𝑛).

3. With the pre-established RAO database and the received vessel
motion measurements for all the 𝐽 quantities for the sea state
𝑆𝑆𝑛, the weight matrices can be calculated for each sensor mea-
surement based on the previously described tuning procedure in
Section 2.

4. Then the joint probability mass function of vessel parameters
can be updated based on Eq. (6), as the posterior of the vessel
parameters for the wave information 𝑆𝑆𝑛.

5. The posterior mean 𝜇𝛽44(𝑆𝑆𝑛) and standard deviation 𝜎𝛽44(𝑆𝑆𝑛) can
be calculated by

𝑃𝑀𝐹 (𝑝𝑜𝑠)
𝑆𝑆𝑛

(𝜙𝑘𝑀 ) =
𝐾1
∑

𝑘1=1
⋯

𝐾(𝑀−1)
∑

𝑘(𝑀−1)=1
𝑃𝑀𝐹 (𝑝𝑜𝑠)

𝑆𝑆𝑛
(𝜙𝑘1,… , 𝜙𝑘𝑀 ) (19a)

𝜇(𝑝𝑜𝑠)
𝛽44(𝑆𝑆𝑛)

=
𝐾𝑀
∑

𝑘𝑀=1
𝜙𝑘𝑀𝑃𝑀𝐹 (𝑝𝑜𝑠)

𝑆𝑆𝑛
(𝜙𝑘𝑀 ) (19b)

𝜎(𝑝𝑜𝑠)𝛽44(𝑆𝑆𝑛)
=

√

√

√

√

𝐾𝑀
∑

𝑘𝑀=1
(𝜙𝑘𝑀 − 𝜇(𝑝𝑜𝑠)

𝛽44(𝑆𝑆𝑛)
)2𝑃𝑀𝐹 (𝜙𝑘𝑀 ) (19c)

and the posterior of the other parameters can be calculated for
each combination by

𝑃𝑀𝐹 (𝑝𝑜𝑠)
𝑆𝑆𝑛

(𝜙𝑘1,… , 𝜙𝑘(𝑀−1)) =
𝐾𝑀
∑

𝑃𝑀𝐹 (𝑝𝑜𝑠)
𝑆𝑆𝑛

(𝜙𝑘1,… , 𝜙𝑘𝑀 ) (20)

𝑘𝑀=1
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Fig. 4. Process of the 2-step tuning of vessel parameters including sea state dependent 𝛽44 and updating the 𝛽44 GPR model, assuming 𝛷𝑀 = 𝛽44. Normally 𝑝1 < 𝑝2.
Fig. 5. The reference coordinate system and the locations of the sensors measuring
vessel motions such as displacements, velocities, and accelerations.

The GPR model of 𝛽44 can be updated with the new available
information 𝜇(𝑝𝑜𝑠)

𝛽44(𝑆𝑆𝑛)
and 𝜎(𝑝𝑜𝑠)𝛽44(𝑆𝑆𝑛)

.
6. Then for the next sea state, the joint 𝑃𝑀𝐹 (𝑝𝑜𝑠)

𝑆𝑆𝑛
(𝛷1,… , 𝛷𝑀−1) will

become the prior information.

4.2. Two-step tuning procedure

For tuning of sea state dependent parameters, a larger power param-
eter 𝑝 is usually desired, due to the very limited number of available
measurements for that particular sea state. However, tuning of other
parameters may not require (and may not benefit from) application of
such a large 𝑝 value. The larger the 𝑝 value is, the faster the variance
of the parameters can be reduced, potentially leading to an over-
confidence issue. The tuning results could be biased (Han et al., 2021a).
Once the variance becomes relatively small, the expected value of the
tuned parameter becomes very difficult to change.

Considering that all the vessel parameters must be tuned simultane-
ously, the one-step tuning procedure could be modified by splitting the
Bayesian updating into two steps, as illustrated in Fig. 4. The basic idea
is to apply two different power parameters, 𝑝1 and 𝑝2 where 𝑝1 < 𝑝2, to
calculate the 𝑃𝑀𝐹 (𝑝𝑜𝑠)(𝛷 ,… , 𝛷 ) and 𝑃𝑀𝐹 (𝑝𝑜𝑠)(𝛽 ) separately.
7

𝑆𝑆𝑛 1 𝑀−1 𝑆𝑆𝑛 44
5. Case study basis

Case studies were performed in order to investigate the proposed
algorithm in detail. For illustrative purpose, tuning of only 2 ves-
sel parameters simultaneously was considered. The roll damping was
assumed to be a function of only three independent wave-related
parameters (i.e., 𝐻𝑠, 𝑇𝑝, and 𝛽𝑊 ), and can be written as a function of
two input characteristics (i.e., 𝐻𝑠 sin 𝛽𝑊 and 𝑇𝑝).

5.1. Vessel information and RAO database

All case studies were based on numerical models for an offshore
supply vessel (OSV) close to its ballast condition. Zero forward speed
has been considered. The reference coordinate system for the seakeep-
ing analysis is illustrated in Fig. 5. The X–Z plane is at the vessel
longitudinal symmetry plane, and the origin is at the stern of the keel
elevation. The positive 𝑋-axis points towards the bow, the positive 𝑌 -
axis points towards the port, and the positive 𝑍-axis points vertically
upwards. The wave heading 𝛽𝑊 , as illustrated in Fig. 5, follows the
same coordinate system, in a positive going-to convention.

As described in Section 2, the RAO database should be established
to represent the RAOs for all the considered motions, sensor loca-
tions, and covering the whole uncertainty ranges for the considered
uncertain vessel parameters. The measurements of vessel heave dis-
placements, velocities, and accelerations at three locations (see Fig. 5)
have been considered, as summarized in Table 1, assuming that the
measurements are independent. It is also assumed that there is much
available supplementary information regarding the vessel design prop-
erties (e.g., operation design report and arrangement drawing) and
onboard sensors (e.g., ballast monitoring) to approximately identify
the vessel condition in real time. Therefore, the online vessel model
tuning is focused on reducing the uncertainties of the estimated vessel
condition resulting from new information becoming available based
on measurements. The considered uncertain vessel parameters were
selected based on the previous parametric sensitivity study (Han et al.,
2020). Their uncertainty ranges are summarized in Table 2. Each of
the considered vessel parameters was discretized within the specified
uncertainty range. The number of discrete values is also shown in
Table 2. In total, 9 wave headings between 30◦ and 150◦ with a 15◦
interval were considered in the RAO database, for all the 9 sensor
measurements described in Table 1. All the RAOs were calculated by
means of the DNV GL commercial software Wasim (DNV GL, 2018)
which is based on application of the Rankine panel method (Kring,
1994).
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Table 1
Description of sensor measurements.

Sensor ID Location Coordinate (x,y,z) [m] Signal/measurements

Disp_A A (60.0, 0.0, 10.0) 𝜂3 (𝑡) at location A
Disp_B B (60.0, 13.0, 10.0) 𝜂3 (𝑡) at location B
Disp_C C (0.0, 10.0, 14.0) 𝜂3 (𝑡) at location C
Vel_A A (60.0, 0.0, 10.0) �̇�3 (𝑡) at location A
Vel_B B (60.0, 13.0, 10.0) �̇�3 (𝑡) at location B
Vel_C C (0.0, 10.0, 14.0) �̇�3 (𝑡) at location C
Acc_A A (60.0, 0.0, 10.0) �̈�3 (𝑡) at location A
Acc_B B (60.0, 13.0, 10.0) �̈�3 (𝑡) at location B
Acc_C C (0.0, 10.0, 14.0) �̈�3 (𝑡) at location C

𝜂3 (𝑡): time series of heave displacement;
�̇�3 (𝑡): time series of heave velocity;
�̈�3 (𝑡): time series of heave acceleration.

able 2
ange of vessel model parameters in the RAO database.
Parameters Variation range Number of values

Mass [−6%, +6%] 7
XCG [−4 m, +4 m] 5
𝐼𝑦𝑦 [−9%, +9%] 7
GMTa [0, 1 m] 6
𝛽44 [2%, 14%] 7

aHere ‘‘GMT’’ represents the free surface correction to the transverse metacentric height.
𝐺𝑀𝑇 = 0.5 m here means that the transverse metacentric height is corrected with
−0.5 m due to free surface effects. It is not the value of the transverse metacentric
height.

Table 3
Data points for building the linear function of 𝛽44.
𝑇𝑝 [s] 𝜔𝑝 [rad/s] 𝐻𝑠sin𝛽𝑊 [m] 𝛽44 [–]

5 1.2566 0.0 0.04
25 0.2513 0.0 0.03
5 1.2566 1.0 0.05
25 0.2513 1.0 0.03
5 1.2566 2.0 0.065
25 0.2513 2.0 0.03
5 1.2566 4.0 0.08
25 0.2513 4.0 0.03

5.2. Assumed function of additional roll damping

As discussed in Section 1, the linearized roll damping 𝐵44 can be a
unction of many parameters, e.g.,

44 ∼ 𝑔(𝐻𝑠, 𝑇𝑝, 𝛽𝑊 , 𝐶𝑂𝐺,𝑚𝑎𝑠𝑠, 𝑢, 𝜙𝐴...) (21)

here 𝐶𝑂𝐺 is the vessel centre of gravity, 𝑚𝑎𝑠𝑠 is the vessel mass.
n real applications, the GPR model of the roll damping 𝐵44 can be
nitiated based on the Ikeda’s formulas mentioned in Section 1. Then
he acquired wave and vessel motion measurements can assist in tuning
44 and updating the GPR model according to the proposed procedures

n Section 4. For the purpose of demonstration, it was assumed that the
oll damping according to the potential theory has been accurately cal-
ulated by seakeeping analysis software, and the linearized additional
oll damping coefficient 𝛽44 can be accurately described as:

44 ∼ 𝑓 (𝐻𝑠 sin 𝛽𝑊 , 𝜔𝑝) (22a)

44 =
𝐵44 − 𝐵𝑊
𝐵44,𝑐𝑟𝑖𝑡

(22b)

here 𝑓 () is a linear function, 𝜔𝑝 = 2𝜋
𝑇𝑝

, 𝐵44,𝑐𝑟𝑖𝑡 is the critical roll
amping calculated based on vessel hydrodynamic coefficient matrices
f added mass, inertia, and stiffness. The true linear function 𝑓 (),

illustrated in Fig. 6, was defined by the data points as summarized
in Table 3. Linear interpolation between the data points was applied.
8

Extrapolation was not allowed.
Table 4
Prior information and true values of GMT and XCG.

Case ID Parameter Mean 𝜎2 True value

Case_GMT GMT [m] 0.5 0.015 0.6
Case_XCG XCG [m] 59.4 1.21 57.4

The prior knowledge about 𝛽44 was considered as a constant Gaus-
sian process, with prior mean of 0.07 and variance of 0.022 i.e.,

44,0 ∼  (0.07, 0.022) (23)

he prior mean and prior variance of 𝛽44 is also illustrated in Fig. 6.

.3. Scope of case studies

Two separate cases were studied in detail. Case_GMT investigated
he algorithm performance for tuning of GMT and 𝛽44 and updating
he prediction model for 𝛽44 simultaneously, whereas, Case_XCG in-
estigated the algorithm performance for tuning of XCG and 𝛽44 and
pdating the prediction model for 𝛽44 simultaneously. The prior and
rue 𝛽44 are described in Section 5.2. For demonstration purposes, the
ssumed true values and prior knowledge about the GMT and XCG in
he case studies are defined in Table 4. Demonstration on tuning and
rediction of 𝛽44 is the key objective of the case studies. Therefore, no
ead seas or following seas have been considered.

It is worth mentioning that the proposed GPR model can also be
sed for designing experimental test scopes actively, i.e., an adaptive
equential experimental design, e.g., Neumann-Brosig et al. (2020).
ased on available experimental data, the GPR model can indicate
here the largest uncertainty is to be found. Consequently the next

est can be designed at that point to optimize the test scope. However,
or the vessel in operations, the occurrence of sea states is decided by
ature. Consequently, the sampling scheme cannot be established in the
ame way as for adaptive sequential experimental design. For the case
tudies, the sea states were randomly simulated as shown in Table 5.
imilar to the case studies demonstrated by Han et al. (2021a,b), 𝐻𝑠, 𝑇𝑝,
nd 𝛽𝑊 were also assumed to be evenly distributed random variables
ithin the specified ranges, only for demonstration purposes. Note that

he variables which represent the long-term wave conditions are usually
ot uniformly distributed in the real world. All the sea states were
ssumed to be adequately represented by the Pierson–Moskowitz (PM)
pectrum. Directional spreading of the sea states was not considered.

Many initial simulations were performed in order to understand
ow the proposed algorithms will work. The initial findings were:

1. More samples are required in order to train the GPR model
for the case of higher dimension. The considered GPR model
actually have 3 random input parameters, i.e., 𝜔𝑝, 𝐻𝑠, and 𝛽𝑊 .
The random generation of the uniformly and independently dis-
tributed 𝐻𝑠 and 𝛽𝑊 variables actually leads to a non-uniformly
distributed 𝐻𝑠 sin 𝛽𝑊 . Consequently, a much smaller likelihood
of occurrence should be expected along the edges of the consid-
ered surface of the 𝛽44 GPR model.

2. For the 𝛽44 GPR model, the prior variance described in Eq. (23)
should be applied as the hyperparameter signal variance (𝜎2𝑓 ).

3. Each of the two input characteristics of the GPR model (i.e.,
𝐻𝑠 sin 𝛽𝑊 and 𝜔𝑝) requires an independent length-scale 𝑙. For
an uncomplicated and smooth true surface such as a polynomial
function, it seems reasonable to set 𝑙 to be 10%–20% of the total
range of each axis parameter.

4. For sea state 𝑆𝑆𝑛, the variance of 𝛽44(𝑆𝑆𝑛) after tuning repre-
sents the uncertainty of that data point. Therefore, 𝜎𝑦(𝑆𝑆𝑛) =
𝜎(𝑝𝑜𝑠)𝛽44(𝑆𝑆𝑛)

.
5. Tuning of the sea state dependent 𝛽44 requires a relatively large
power parameter 𝑝.
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Fig. 6. The true function surface of 𝛽44(𝐻𝑠 sin 𝛽𝑊 , 𝜔𝑝) and the associated prior knowledge.
Fig. 7. Flow chart for the purpose of simulating noisy vessel response measurements.

The vessel motion signals were numerically simulated. Noise was
also added to the signals. The considered input parameters for noisy
signal simulation and case studies are summarized in Table 5. The
vessel motion measurements for each sea state were simulated for 1 h.
Each case study included 72 sea states. The procedure of simulating
the noisy vessel motion measurements is illustrated in Fig. 7. The true
response spectrum for response X, i.e., 𝑆+

𝑋𝑋 (𝜔) can be calculated based
on the wave spectrum of the randomly simulated sea state and the
corresponding vessel response RAO. A realization of that response can
be generated by:

𝑥 (𝑡) =
𝑁𝜔
∑

𝑛=1
𝐶𝑛

(

𝜔𝑛
)

cos
(

𝜔𝑛𝑡 + 𝜑𝑛
)

(24a)

𝐶𝑛
(

𝜔𝑛
)

=
√

2𝑆+
𝑋𝑋

(

𝜔𝑛
)

⋅ 𝛥𝜔 (24b)

where 𝜑𝑛 ∈ [0, 2𝜋) is a random phase angle which is continuous
and uniformly distributed, 𝛥𝜔 is the interval of the discrete radial
frequencies 𝜔𝑛, and 𝑁𝜔 is the total number of discrete frequencies for
the response spectrum. Then the signal noise can be added to each time
step of the time series, assuming that (1) the signal noise is white noise,
i.e., 𝑊𝑁 ∼ 

(

0, 𝜎2𝑁
)

; (2) and the variance of noise 𝜎2𝑁 is proportional
to the true signal variance 𝜎2𝑋 , defined as SNR (signal-to-noise ratio).

𝑆𝑁𝑅 =
𝜎2𝑋
𝜎2𝑁

(25)
9

Table 5
Applied parameters related to the signal simulation, model tuning, and GPR model
fitting.

Parameter Value

𝐻𝑠 Uniformly distributed in [1.0, 4.0] m
𝑇𝑝 Uniformly distributed in [5.0, 25.0] s
𝛽𝑊 Randomly selected among 9 discrete directions within [30◦ , 150◦]
Seeds Randomly generated within [1, 300]
Duration 3600 s
SNR 30
𝛼 0.05
𝑓𝑙𝑝 0.2 Hz
𝑝 0.6*
𝑙(𝐻𝑠 sin 𝛽𝑊 ) 0.7 m
𝑙(𝜔𝑝) 0.2 rad/s
𝜎2
𝑓 0.022

*𝑝 = 0.6 was applied to the case studies for the 1-step tuning procedure. 𝑝1 = 0.3 and
𝑝2 = 0.7 were applied to the case studies for the 2-step tuning procedure.

6. Results

6.1. One-step tuning

A number of cases have been analysed, also including stochastic
variability obtained by means of seed variation. A summary of the
aggregated results are reported for the purpose of demonstration and
documentation of the algorithm performance.

6.1.1. Case_GMT
Representative results corresponding to two different realizations

are included, with initial seed number 128 (denoted as ‘‘Seed128’’)
and seed number 45 (denoted as ‘‘Seed45’’). Note that different initial
seed number will determine different sea states with respect to different
𝐻𝑠, 𝑇𝑝, 𝛽𝑊 , and seeds for generating virtual noisy signals. Figs. 8 and
9 illustrate the updated GPR model for 𝛽44 after tuning the vessel
parameters for 72 sea states. Information on the randomly generated
sea states and the intermediate results with respect to tuning of 𝛽44
are summarized in Tables A.6 and A.7 in Appendix for Seed128 and
Seed45 respectively. The expected values of the tuned 𝛽44 for those 72
sea states are also illustrated as samples in Figs. 8 and 9. Figs. 10 and
11 illustrate the tuned results of GMT throughout the 72 sea states for
Seed128 and Seed45, respectively. As expected, both 𝛽 GPR models
44
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Fig. 8. The updated 𝛽44 GPR model after tuning of 𝛽44 and GMT for 72 sea states, for Seed128.
Fig. 9. The updated 𝛽44 GPR model after tuning of 𝛽44 and GMT for 72 sea states, for Seed45.
are found to converge towards the presumably true function. The pos-
terior knowledge on 𝛽44, in terms of the mean and variance, improves
significantly based on the simulated vessel motion measurements for
3 days. However, the results of the tuned GMT become very different
for the two presented cases. For Seed128 case (Fig. 10), the GMT
mean fluctuates around the true value. When the tuning algorithm
finds that the previously tuned GMT deviates significantly from the
current observation, the variance dramatically increases, reflecting the
confusion of the system. The increasing variance helps the system to
adjust the tuning direction. Note that more simulations with different
initial seeds were performed. For most simulated cases, the tuned GMT
fluctuates about 0.5 m and 0.6 m throughout the 72 sea states, similarly
to the behaviour illustrated in Fig. 10. On the contrary, Fig. 11 shows
that the tuned GMT for case Seed45 significantly deviates from the true
value. The variance was reduced significantly, while the mean value of
the GMT was quickly tuned to a wrong value. This leads to an over-
confident situation, where the tuning system was not able to bounce
10
back to the true value. As shown in Fig. 11, the variance increased
significantly between sea state number 45 and 50, and sea state number
66 and 68. The system tried very hard to bounce back towards the true
value. However, it did not manage to change the tuned mean value of
the GMT significantly.

This type of over-confidence is dangerous. Hence, a too rapid de-
crease of the variance for parameters that are not sea state dependent
should be avoided. The bias associated with the tuned value of the GMT
also indicates that the GMT may not be very sensitive to vessel motions
for most wave conditions.

It is worth mentioning that the sequence of the occurring sea states
and the corresponding measurements can influence the tuning of the
sea state independent parameters (i.e., GMT in this case) as well as
the updated GPR model for the sea state dependent 𝛽44. However,
such influence is usually very limited for convergent tuning results
with sufficient amount of data and carefully selected power parameter
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Fig. 10. The mean and the variance of the tuned GMT through the simulated 72 sea states, for Seed128.
Fig. 11. The mean and the variance of the tuned GMT through the simulated 72 sea states, for Seed45.
𝑝 so that over-confident tuning can be avoided. Divergent tuning re-
sults, however, can be more influenced by the order of the sea state
occurrence. In reality, the tuning is carried out in the sequence of
occurrence by nature, which means that changing the tuning sequence
is not relevant in practice.

6.1.2. Case_XCG
Based on earlier studies (Han et al., 2020, 2021a,c), the value of

XCG is found to have a stronger influence on the vessel motions than
the value of GMT. Therefore, as expected, tuning of XCG was much
more stable than tuning of GMT. Fig. 12 shows the significantly im-
proved GPR model of 𝛽44, compared with the prior knowledge (Fig. 6).
The intermediate tuning results of 𝛽44 are summarized in Table A.8 in
Appendix. Fig. 13 shows that the tuned XCG gradually approaches the

true value.
11
6.2. Two-step tuning

Based on the findings in Section 6.1.1, the over-confidence (low
variance) implies that the 1-step parameter tuning procedure has diffi-
culties in counteracting the convergence to the wrong value. Therefore,
it is of great interest to apply the proposed 2-step tuning procedure,
as described in Section 4.2, so that the sea state independent vessel
parameters can be tuned relatively slowly.

Compared with results based on the 1-step tuning procedure, the
trained GPR models of 𝛽44 approach the true surface in a better way,
due to the applied higher power parameter for tuning of 𝛽44. Tables A.9
and A.10 in Appendix summarize the intermediate tuning results of 𝛽44
for Case_GMT (Seed45) and Case_XCG (Seed128), respectively, based
on 2-step tuning procedure.

With respect to tuning of GMT, as shown in Fig. 14, the 2-step
tuning algorithm by application of a smaller power parameter leads
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Fig. 12. The updated 𝛽44 GPR model after tuning of 𝛽44 and XCG for 72 sea states, for Seed128.
Fig. 13. The mean and the variance of the tuned XCG through the simulated 72 sea states, for Seed128.
to smaller fluctuations of the tuned mean values based on the mea-
surements from different sea states. The over-confidence issue with
respect to the GMT variance could therefore mainly be avoided. A
large variance is preferred instead of a biased estimate resulting from
over-confidence due to a fictitiously small variance.

As shown in Fig. 15, with a smaller power parameter 𝑝, tuning of
the XCG was even accelerated towards the true value approximately
between sea state number 15 and 40. The variance decreased more
slowly, but the expected value converged faster towards the true value.

7. Conclusions and future work

The paper has proposed an algorithm for tuning and prediction of
sea state dependent roll damping by an iterative closed loop between
the tuning procedure and the GPR based prediction model. The tuned
𝛽 for the current sea state updates the GPR model which in return
12

44
improves the 𝛽44 prediction for future sea states. A simple and represen-
tative roll damping function was presumed for the numerical studies for
demonstration purposes. The numerical case studies have shown that
the tuning procedure succeeds to improve the roll damping coefficient
estimation. The true variation of 𝛽44 is expected to be identified based
on the real on-site vessel motion measurements and the environment,
although subjected to some uncertainties.

With the 1-step tuning algorithm, the sea state independent param-
eters such as GMT and XCG may suffer from the over-confidence issue
due to the applied large power parameter. Therefore, a 2-step tuning
algorithm was proposed by applying two sets of different likelihood
functions to update the prior knowledge, in order to tune roll damping
and other parameters with different confidence level. Case studies
showed that the 2-step tuning algorithm may even accelerate the tuning
towards the true value. In addition, for the biased tuning (e.g., tuning
of GMT for initial seed number of 45) the 2-step tuning can at least
slow down the divergence.
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Fig. 14. Comparison of the mean and the variance of the tuned GMT through the simulated 72 sea states obtained respectively by application of the 1-step and the 2-step tuning
procedures, for Seed45.
Fig. 15. Comparison of the mean and the variance of the tuned XCG through the simulated 72 sea states obtained respectively by application of the 1-step and the 2-step tuning
procedures, for Seed128.
Even though the proposed tuning framework is expected to im-
prove the estimation of sea state dependent vessel parameters, several
important limitations should be emphasized for real applications:

1. The amount of on-site measurements can be limited especially
for operations with frequently changing vessel conditions. There
might be only a few available sea states for a certain vessel
condition with respect to inertia distribution and vessel speed.
Therefore, it might be reasonable to apply larger length-scale 𝑙 in
the RBF kernel of the GPR model in order to make the available
updates influence the GPR model as much as possible. However,
‘‘under-fitting’’ may occur, as illustrated in Fig. 2.
13
2. The proposed algorithm for online tuning of sea state and vessel
condition dependent roll damping based on on-site measure-
ments cannot fully substitute lab experiments. The vessels are
designed to survive at extreme and accidental scenarios, which
probably do not happen on-site for a considerably long period.
Therefore, tuning based on on-site measurements is probably
insufficient to find a complete and sufficiently accurate function
for representation of roll damping, covering the most extreme
weather conditions and accidental scenarios. Lab tests can be
designed and optimized, but not for on-site conditions. Using on-
site measurements to improve the knowledge of roll damping for
moderate seas is reasonable. However, predicting the extremes
should still rely on model tests and CFD analysis.
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3. The on-site sea states usually vary slowly, meaning that the sea
state occurring afterwards is normally close to the current sea
state. This slowly-varying characteristics negatively influence
the global performance of the GPR model updating. However,
this could also be an advantage in terms of better accuracy in
relation to the local input domain of highest interest. More useful
data can be available in a concentrated sub-space of the input
parameters (e.g. 𝐻𝑠 and 𝑇𝑝), and the environmental condition
for the operation in the near future is probably located close
to or within this concentrated input space. Consequently, more
confidence could be obtained within such input space of great
interest for the near future operation.

In addition, future work is essentially required before real applica-
tions on board can be achieved:

1. As stated in Items 2 and 3 of the algorithm limitations, the
probability of occurrence for wave conditions is not uniformly
distributed in the real world. Hence, insufficient observations
with respect to GPR modelling are expected at those wave
conditions with low probability of occurrence. The RBF kernel
may be modified so that the length-scale 𝑙 can be location
dependent in the input space of the GPR model. A larger value
of 𝑙 may be applied for the input sub-space with low probability
of occurrence so that those less frequently observed samples can
have increased influence on a wider range of the input domain.

2. The proposed tuning framework as described in Section 4 in-
troduces a GPR model which relies on the selection of the
kernel and its hyperparameters. The hyperparameters of the GPR
model can be optimized as described in Section 3. However,
it was found that the optimal solution depends on the initial
searching values, bounds, the amount of training data, and
the applied algorithm (Erickson et al., 2018). Therefore, future
research should investigate the effects of applying other kernels
(e.g., Matérn kernel, Rational quadratic kernel, and Dot-Product
kernel) and the effects of applying the automatic tuning of the
kernel’s hyperparameters on the results of tuning and predicting
vessel parameters.

3. The GPR prediction model must be continuously quality
checked. Usually a stopping criterion should be introduced in
the future to avoid analysis divergence. For the 𝛽44 GPR model,
the stopping criterion could be related to the prediction error.
For example, if the tuned roll damping based on the new mea-
surements is outside of the 99-percentile interval of the available
GPR model at that sea state, then it might indicate that (1) the
GPR model is over-confident; (2) the tuned results are biased; or
(3) the vessel condition is changed, etc.

4. Roll damping depends not only on the sea states, but also on
the vessel conditions such as vessel forward speed and loading
conditions. Future research should demonstrate the tuning algo-
rithm with a more complete roll damping GPR model which is
sea state and vessel condition dependent. The proposed proce-
dure could be modified by just including parameters with respect
to vessel conditions as input parameters to the GPR model.

5. In reality, the acquired wave information e.g., on 𝐻𝑠 and 𝑇𝑝,
is always subject to uncertainties, which was not considered
in the present paper. It is important as part of future work to
systematically consider the effects of the weather uncertainties
on the model tuning algorithm and the roll damping GPR model.

6. In the tuning procedure, the values of the power parameter 𝑝 and
the SSR criterion parameter 𝛼0 can significantly influence the
tuning results, and the selection of both values is at the moment
based on trial and error. How to determine their values based
on available quantitative information about system dimension,
measurement uncertainty, etc., can be important to investigate
as part of future work.
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Nomenclature
Abbreviations
CFD Computational Fluid Dynamics
COG Centre of gravity
GMT Correction to the transverse metacentric height due to free

surface effects
GPR Gaussian process regression
ITTC International Towing Tank Conference
OSV Offshore supply vessel
PDF Probability density function
PM Pierson–Moskowitz spectrum
PMF Probability mass function
RAO Response amplitude operator
RBF Radial-basis function
SNR Signal-to-noise ratio
SSR Sensor screening ratio
WN White noise
XCG Longitudinal coordinate of vessel centre of gravity
Vectors and matrices
�̄�∗ The conditional mean for the prediction space with the given

observations
�̄�∗∗ The updated kernel for the prediction space with the given

observations
𝝐 The noise of the observations �̃�
𝝁∗ The prior mean for the prediction space
𝝁𝑌 The prior mean for the input space
𝑲∗∗ The prior covariance for the prediction space
𝑲𝑌 The kernel for the input space with noise
𝑲𝑌 ∗ The kernel between input and prediction spaces
𝑲𝑌 The kernel for the input space
𝒚∗ The prediction space for the function 𝑦 = 𝑓 (𝑥) at 𝒙 = 𝒙∗
𝑊𝑗 The weight matrix (likelihood function) based on the

received measurements 𝑥𝑗 (𝑡)
�̃� The observations related to the input space 𝒀

Other Symbols
𝛼𝑗 Sensor screening ratio (SSR) for the measured quantity 𝑗
𝛽44 Ratio between the additional roll damping and the critical

roll damping
𝛽𝑊 Wave direction w.r.t. vessel coordinate system
𝜂3, ̇𝜂3, 𝜂3 Heave displacement, velocity, acceleration
𝜔 Wave frequency
𝜔𝑝 Wave spectral peak frequency
𝜙𝐴 Roll amplitude
𝛷𝑚 The uncertain vessel parameter to be tuned, 𝑚 ∈ {1, 2, ...,𝑀}
𝜙𝑖𝑚 The 𝑖𝑚th discrete value of the vessel parameter 𝛷𝑚 in the

RAO database
𝜙𝑘𝑚 The 𝑘𝑚th discrete value of the vessel parameter 𝛷𝑚 in the

discrete joint probability distribution
𝜎2𝑦𝑖 The variance of the observation 𝑦𝑖
𝜎2𝑁 Variance of noise
𝜎2𝑋 Variance of response
𝜎2𝑓 Signal variance
𝜎𝜎𝑟,𝑗 The standard deviation of 𝜎𝑟,𝑗 over 𝑟 ∈ {1, 2, 𝑙𝑑𝑜𝑡𝑠, 𝑅}
𝜎𝑟,𝑗 The predicted standard deviation by using 𝑅𝐴𝑂𝑟,𝑗
�̂�𝑗 The standard deviation of the filtered signal �̂�𝑗 (𝑡)
𝐵44 Roll damping
𝐵𝐵𝐾 The damping component of 𝐵44 due to bilge keels
𝐵𝐸 The damping component of 𝐵44 due to eddy making
𝐵𝐹 Friction damping component of 𝐵44
𝐵𝐿 Linear lift damping component of 𝐵44
𝐵𝑊 Wave damping component of 𝐵44
𝑓𝑙𝑝 lowpass filter cutoff frequency [Hz]
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𝐻𝑟,𝑗
(

𝜔, 𝛽𝑊
)

Linear transfer function between wave and vessel
(heave) response for the measured quantity 𝑗 based on
the combination 𝑟 for the uncertain vessel parameters,
i.e. 𝑅𝐴𝑂𝑟,𝑗

𝐻𝑠 Significant wave height
𝐼𝑚 The number of discrete values used for RAO database

for the vessel parameter 𝛷𝑚
𝑖𝑚 The 𝑖𝑚th value of the variable 𝛷𝑚 in the RAO database
𝐽 The total number of the measured quantities
𝑗 The index of the measured quantities, representing

different motions and their derivatives (i.e.,
displacement, velocity, acceleration) at various
locations

𝐾𝑚 The number of discrete values used for the probability
distribution model for the vessel parameter 𝛷𝑚

𝑘𝑚 The 𝑘𝑚th value of the discretized variable 𝛷𝑚 in the
probability distribution model

𝑙 Length-scale
𝑀 The number of considered variables for tuning
𝑁𝜔 The number of discretized frequencies
𝑁𝑡 The number of discretized time steps
𝑁𝑃𝑟𝑜𝑏 The total number of the discrete points for the joint

probability distribution, 𝑁𝑃𝑟𝑜𝑏 =
∏𝑀

𝑚=1(𝐾𝑚)
𝑝 Power parameter
𝑅 The total number of possible vessel parameter

combinations to build the RAO database, 𝑅 =
∏𝑀

𝑚=1(𝐼𝑚)
𝑅𝐴𝑂𝑟,𝑗 The RAO based on the variable combination 𝑟, for the

measured quantity 𝑗, i.e., 𝐻𝑟,𝑗
(

𝜔, 𝛽𝑊
)

𝑆+
𝜁𝜁

(

𝜔, 𝛽𝑊
)

Single-sided power spectral density of long-crested
waves

𝑆+
𝑋𝑋 (𝜔) Single-sided power spectral density of vessel response X

𝑆𝑆𝑛 The index of the occurring sea state, i.e., the sea state
number

𝑇𝑝 Spectral peak period
𝑢 Vessel forward speed
𝑤𝑟,𝑗 Weight factor for the 𝑟th variable combination based on

measurement of quantity 𝑗
𝑥𝑗 (𝑡) The original signal for the measured quantity 𝑗 at time

step 𝑡
�̄�𝑗 The mean of the filtered time series �̂�𝑗 (𝑡)
�̂�𝑗 (𝑡) The filtered time series of 𝑥𝑗 (𝑡)
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odels.
ppendix. The simulated sea states and tuning of 𝜷𝟒𝟒

The parameters summarized in the tables are described as follows:

– 𝑆𝑆𝑛: sea state number (index)
– 𝐻𝑠 [m]: significant wave height
– 𝛽𝑊 [◦]: wave direction
– 𝑇𝑝 [s]: wave spectral peak period
– 𝛽∗44: the true value of 𝛽44 according to Table 3
– 𝛽44: the GPR model predicted 𝛽44 before tuning for sea state 𝑆𝑆𝑛
– �̄�2𝛽44 : the GPR model predicted variance of 𝛽44 before tuning for

sea state 𝑆𝑆𝑛
– 𝛽44: the tuned 𝛽44 for sea state 𝑆𝑆𝑛
– �̂�2𝛽44 : the variance of 𝛽44 after tuning for sea state 𝑆𝑆𝑛

able A.6
he simulated sea states and the tuning inputs and outputs of 𝛽44 — Case_GMT for
eed128 with 1-step tuning.
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

1 3.60 150 22.59 0.0366 0.0700 4.0E−04 0.0700 3.9E−04
2 1.79 30 19.40 0.0346 0.0700 4.0E−04 0.0700 3.9E−04
3 1.39 45 22.73 0.0341 0.0700 4.0E−04 0.0658 3.9E−04
4 1.12 75 15.63 0.0365 0.0690 1.9E−04 0.0428 2.0E−05
5 1.72 90 20.17 0.0372 0.0597 1.5E−04 0.0442 3.9E−05
6 2.94 150 20.40 0.0362 0.0467 3.6E−05 0.0467 3.5E−05
7 3.37 90 15.17 0.0443 0.0694 4.0E−04 0.0435 4.4E−05
8 2.80 90 15.59 0.0426 0.0494 1.9E−04 0.0411 1.5E−05
9 2.00 45 17.27 0.0372 0.0430 2.1E−05 0.0424 1.7E−05
10 1.36 105 11.12 0.0408 0.0462 1.9E−04 0.0412 1.7E−05
11 1.93 135 16.25 0.0375 0.0411 1.0E−05 0.0410 8.5E−06
12 1.33 120 15.00 0.0371 0.0420 9.8E−06 0.0416 7.7E−06
13 2.81 150 18.00 0.0369 0.0437 5.1E−06 0.0437 4.9E−06
14 1.75 75 6.48 0.0533 0.0685 3.9E−04 0.0713 2.3E−04
15 1.90 120 7.72 0.0490 0.0641 1.9E−04 0.0585 1.3E−04
16 2.55 120 8.27 0.0518 0.0605 2.4E−04 0.0587 1.1E−04
17 3.15 60 8.94 0.0523 0.0579 2.0E−04 0.0540 8.9E−05
18 3.79 60 13.38 0.0461 0.0442 5.2E−05 0.0451 3.5E−05
19 1.31 30 24.86 0.0331 0.0654 1.6E−04 0.0654 1.5E−04
20 3.12 60 11.44 0.0471 0.0450 7.6E−05 0.0420 2.0E−05
21 3.96 60 8.82 0.0555 0.0599 2.2E−04 0.0584 5.5E−05
22 2.68 150 22.73 0.0351 0.0518 2.4E−05 0.0518 2.3E−05
23 2.78 135 14.87 0.0411 0.0399 6.5E−05 0.0409 2.9E−05
24 3.23 90 22.04 0.0393 0.0499 1.1E−04 0.0420 2.2E−05
25 3.46 90 24.63 0.0386 0.0464 5.2E−05 0.0432 2.6E−05
26 1.38 105 22.24 0.0352 0.0511 9.5E−06 0.0504 9.0E−06
27 3.72 135 22.40 0.0382 0.0472 6.8E−05 0.0457 5.4E−05
28 2.72 30 17.03 0.0371 0.0423 2.0E−06 0.0423 2.0E−06
29 3.19 45 10.69 0.0469 0.0447 4.8E−05 0.0441 3.2E−05
30 1.90 135 20.10 0.0359 0.0475 2.1E−06 0.0474 2.1E−06
31 1.20 30 21.08 0.0335 0.0630 7.1E−05 0.0630 6.8E−05
32 1.49 30 9.75 0.0388 0.0547 1.8E−04 0.0440 5.3E−05
33 1.40 60 8.80 0.0430 0.0502 6.2E−05 0.0431 1.9E−05
34 2.97 105 24.73 0.0377 0.0454 3.1E−05 0.0437 2.2E−05
35 2.27 135 12.44 0.0413 0.0391 1.6E−05 0.0395 1.0E−05
36 3.95 90 13.38 0.0479 0.0568 1.7E−04 0.0444 4.1E−05
37 2.21 105 23.40 0.0371 0.0496 4.3E−05 0.0458 2.8E−05
38 1.76 45 21.29 0.0352 0.0504 2.8E−06 0.0503 2.7E−06
39 1.65 105 21.79 0.0362 0.0477 5.8E−06 0.0471 5.4E−06
40 3.53 120 5.73 0.0673 0.0706 3.8E−04 0.0751 1.1E−04
41 3.07 45 23.35 0.0372 0.0469 1.5E−05 0.0465 1.4E−05
42 1.61 120 6.32 0.0504 0.0667 1.6E−04 0.0615 6.1E−05
43 3.12 75 17.62 0.0415 0.0416 9.6E−06 0.0408 4.8E−06
44 3.52 30 12.51 0.0422 0.0401 8.5E−06 0.0401 6.1E−06
45 3.24 90 12.25 0.0475 0.0452 2.1E−05 0.0437 1.4E−05
46 3.25 60 5.83 0.0651 0.0744 1.1E−04 0.0675 7.6E−05
47 1.67 75 17.27 0.0380 0.0416 2.8E−06 0.0412 2.2E−06
48 1.72 60 11.88 0.0412 0.0395 4.8E−06 0.0398 3.0E−06
49 3.63 60 24.95 0.0380 0.0434 1.1E−05 0.0430 9.4E−06
50 3.61 105 17.85 0.0423 0.0421 1.6E−05 0.0411 7.7E−06
51 2.83 75 13.71 0.0443 0.0409 8.8E−06 0.0407 5.2E−06
52 1.62 150 16.24 0.0353 0.0508 1.9E−05 0.0508 1.8E−05
53 1.62 30 10.67 0.0383 0.0434 3.0E−05 0.0422 1.9E−05
54 2.31 60 18.50 0.0389 0.0426 5.6E−06 0.0421 4.7E−06
55 2.70 135 21.01 0.0375 0.0450 2.7E−06 0.0449 2.5E−06

(continued on next page)
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Table A.6 (continued).
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

56 3.27 60 22.06 0.0387 0.0431 5.4E−06 0.0427 4.9E−06
57 2.55 75 24.19 0.0373 0.0458 6.7E−06 0.0447 6.0E−06
58 3.06 45 20.93 0.0381 0.0441 2.0E−06 0.0440 2.0E−06
59 1.77 120 8.54 0.0461 0.0500 2.6E−05 0.0484 2.3E−05
60 3.80 135 18.02 0.0405 0.0412 3.3E−06 0.0411 2.9E−06
61 3.46 120 18.07 0.0411 0.0410 2.0E−06 0.0409 1.7E−06
62 1.60 60 17.73 0.0369 0.0432 5.8E−07 0.0432 5.6E−07
63 1.52 30 8.08 0.0408 0.0479 8.6E−05 0.0426 2.8E−05
64 3.77 150 11.76 0.0438 0.0417 5.8E−06 0.0417 5.2E−06
65 3.36 90 21.67 0.0397 0.0420 4.0E−06 0.0416 3.2E−06
66 2.60 60 18.56 0.0394 0.0420 2.0E−06 0.0418 1.9E−06
67 1.21 120 23.76 0.0340 0.0571 6.9E−06 0.0567 6.7E−06
68 2.90 30 5.96 0.0524 0.0659 7.4E−05 0.0642 5.2E−05
69 1.57 30 7.58 0.0416 0.0458 3.6E−05 0.0429 1.8E−05
70 2.35 135 12.39 0.0417 0.0398 1.4E−06 0.0398 1.2E−06
71 3.45 45 24.22 0.0373 0.0453 2.6E−06 0.0452 2.5E−06
72 1.54 135 11.92 0.0387 0.0402 5.6E−06 0.0402 4.3E−06

Table A.7
The simulated sea states and the tuning inputs and outputs of 𝛽44 — Case_GMT for
Seed45 with 1-step tuning.
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

1 3.97 45 22.60 0.0384 0.0700 4.0E−04 0.0637 3.8E−04
2 2.65 135 8.23 0.0499 0.0699 4.0E−04 0.0607 2.3E−04
3 1.84 105 11.10 0.0439 0.0660 3.0E−04 0.0444 5.1E−05
4 1.23 120 17.10 0.0358 0.0613 3.5E−04 0.0435 6.6E−05
5 2.33 75 23.81 0.0372 0.0606 2.7E−04 0.0424 3.0E−05
6 2.42 90 19.66 0.0391 0.0467 5.9E−05 0.0416 1.4E−05
7 1.15 30 5.79 0.0435 0.0699 4.0E−04 0.0679 4.2E−04
8 1.49 135 8.20 0.0425 0.0636 3.1E−04 0.0565 1.8E−04
9 1.35 90 6.28 0.0500 0.0668 2.9E−04 0.0651 9.9E−05
10 2.88 30 13.89 0.0392 0.0411 7.6E−05 0.0419 4.8E−05
11 3.57 45 21.80 0.0383 0.0458 2.1E−05 0.0448 1.8E−05
12 2.95 60 16.15 0.0416 0.0450 5.1E−05 0.0432 2.8E−05
13 3.97 135 24.76 0.0376 0.0531 6.5E−05 0.0481 4.2E−05
14 2.41 150 20.26 0.0353 0.0461 7.8E−05 0.0461 7.5E−05
15 2.85 60 23.82 0.0375 0.0447 9.8E−06 0.0439 8.5E−06
16 1.85 105 19.53 0.0377 0.0407 5.5E−05 0.0404 1.5E−05
17 3.93 150 10.05 0.0468 0.0507 6.4E−05 0.0535 4.6E−05
18 3.02 30 23.15 0.0355 0.0450 3.6E−05 0.0450 3.4E−05
19 2.32 150 18.69 0.0357 0.0456 2.8E−05 0.0456 2.7E−05
20 1.87 75 7.10 0.0524 0.0648 1.4E−04 0.0612 3.5E−05
21 2.53 105 17.08 0.0407 0.0421 1.1E−05 0.0413 6.2E−06
22 1.34 135 19.75 0.0346 0.0494 3.6E−05 0.0479 3.1E−05
23 1.68 105 9.74 0.0448 0.0517 4.4E−05 0.0484 3.2E−05
24 2.44 90 24.78 0.0371 0.0444 6.0E−06 0.0437 5.3E−06
25 1.73 30 21.82 0.0340 0.0509 3.4E−05 0.0509 3.2E−05
26 2.16 150 13.66 0.0375 0.0453 5.0E−05 0.0441 3.8E−05
27 3.46 30 19.46 0.0375 0.0408 9.5E−06 0.0408 9.2E−06
28 1.22 135 18.37 0.0348 0.0489 1.6E−05 0.0479 1.4E−05
29 3.77 150 15.47 0.0403 0.0392 1.5E−05 0.0394 1.2E−05
30 1.67 45 10.96 0.0401 0.0466 4.3E−05 0.0434 2.2E−05
31 3.12 30 16.42 0.0382 0.0405 7.4E−06 0.0405 6.5E−06
32 1.33 120 16.48 0.0364 0.0437 6.4E−06 0.0430 5.5E−06
33 2.80 105 5.89 0.0641 0.0686 3.6E−04 0.0764 1.2E−04
34 2.22 150 14.07 0.0374 0.0427 7.2E−06 0.0425 6.6E−06
35 3.51 45 24.80 0.0372 0.0445 2.8E−06 0.0444 2.7E−06
36 1.75 135 9.53 0.0421 0.0484 2.7E−05 0.0467 2.2E−05
37 2.37 150 14.46 0.0376 0.0420 2.8E−06 0.0419 2.6E−06
38 2.67 60 6.58 0.0582 0.0698 1.0E−04 0.0680 1.3E−04
39 1.76 45 24.35 0.0345 0.0484 1.9E−05 0.0478 1.7E−05
40 1.33 45 13.15 0.0371 0.0446 1.3E−05 0.0435 1.0E−05
41 3.18 75 5.61 0.0683 0.0749 1.8E−04 0.0749 1.7E−04
42 1.93 120 6.50 0.0530 0.0640 4.4E−05 0.0622 2.7E−05
43 3.48 75 6.49 0.0646 0.0735 2.5E−04 0.0862 1.3E−04
44 2.35 60 12.47 0.0437 0.0441 1.8E−05 0.0432 1.2E−05
45 1.28 150 8.69 0.0393 0.0565 1.4E−04 0.0511 9.6E−05
46 3.66 75 7.58 0.0604 0.0793 2.2E−04 0.0658 4.8E−05
47 3.23 60 9.73 0.0506 0.0599 1.9E−04 0.0590 6.5E−05
48 1.37 150 13.14 0.0362 0.0475 2.9E−05 0.0463 2.4E−05
49 3.57 120 6.41 0.0635 0.0781 6.4E−05 0.0729 5.4E−05
50 1.20 150 11.91 0.0365 0.0480 2.6E−05 0.0461 2.1E−05
16
Table A.7 (continued).
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

51 1.55 60 7.95 0.0456 0.0551 3.7E−05 0.0490 2.0E−05
52 1.52 45 12.61 0.0381 0.0427 2.9E−06 0.0424 2.6E−06
53 3.77 30 19.75 0.0379 0.0401 4.3E−06 0.0401 4.1E−06
54 3.00 45 22.49 0.0374 0.0411 5.9E−06 0.0410 5.2E−06
55 1.77 120 23.59 0.0355 0.0450 7.4E−06 0.0445 6.9E−06
56 1.75 45 7.27 0.0461 0.0545 2.8E−05 0.0499 2.2E−05
57 3.95 75 15.69 0.0448 0.0660 3.4E−04 0.0497 1.1E−04
58 3.04 135 13.27 0.0431 0.0425 7.1E−06 0.0421 5.8E−06
59 2.21 60 24.30 0.0364 0.0424 4.3E−06 0.0422 4.0E−06
60 1.19 45 17.09 0.0351 0.0470 5.5E−06 0.0465 5.2E−06
61 2.33 75 21.20 0.0381 0.0408 1.7E−06 0.0407 1.4E−06
62 1.62 150 20.07 0.0342 0.0498 6.3E−06 0.0498 6.1E−06
63 1.97 150 18.11 0.0352 0.0461 1.9E−06 0.0461 1.9E−06
64 2.95 60 12.56 0.0451 0.0476 1.9E−05 0.0474 1.6E−05
65 3.17 135 11.35 0.0458 0.0485 9.0E−06 0.0484 8.6E−06
66 2.40 90 7.19 0.0562 0.0684 6.8E−05 0.0640 2.4E−05
67 1.56 105 11.18 0.0421 0.0442 7.4E−06 0.0427 5.3E−06
68 1.89 105 16.77 0.0392 0.0392 2.0E−06 0.0394 1.5E−06
69 1.42 150 12.77 0.0365 0.0456 5.3E−06 0.0452 5.0E−06
70 1.28 135 20.01 0.0345 0.0485 1.6E−06 0.0484 1.5E−06
71 2.48 30 22.41 0.0349 0.0468 3.1E−06 0.0468 3.0E−06
72 3.97 45 23.64 0.0380 0.0487 1.3E−05 0.0482 1.3E−05

Table A.8
The simulated sea states and the tuning inputs and outputs of 𝛽44 — Case_XCG for
Seed128 with 1-step tuning.
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

1 3.60 150 22.59 0.0366 0.0700 4.0E−04 0.0700 3.9E−04
2 1.79 30 19.40 0.0346 0.0700 4.0E−04 0.0665 3.4E−04
3 1.39 45 22.73 0.0341 0.0683 1.8E−04 0.0649 2.0E−04
4 1.12 75 15.63 0.0365 0.0673 1.7E−04 0.0437 2.8E−05
5 1.72 90 20.17 0.0372 0.0607 1.5E−04 0.0470 7.5E−05
6 2.94 150 20.40 0.0362 0.0505 4.6E−05 0.0480 3.6E−05
7 3.37 90 15.17 0.0443 0.0697 4.0E−04 0.0416 1.8E−05
8 2.80 90 15.59 0.0426 0.0483 1.8E−04 0.0408 1.4E−05
9 2.00 45 17.27 0.0372 0.0452 2.5E−05 0.0437 1.7E−05
10 1.36 105 11.12 0.0408 0.0470 1.9E−04 0.0413 1.9E−05
11 1.93 135 16.25 0.0375 0.0426 1.1E−05 0.0426 9.6E−06
12 1.33 120 15.00 0.0371 0.0431 1.2E−05 0.0422 8.6E−06
13 2.81 150 18.00 0.0369 0.0454 5.5E−06 0.0451 5.3E−06
14 1.75 75 6.48 0.0533 0.0685 3.9E−04 0.0764 3.8E−04
15 1.90 120 7.72 0.0490 0.0655 2.1E−04 0.0611 4.9E−05
16 2.55 120 8.27 0.0518 0.0613 2.2E−04 0.0605 4.3E−05
17 3.15 60 8.94 0.0523 0.0583 1.6E−04 0.0583 9.7E−05
18 3.79 60 13.38 0.0461 0.0425 3.8E−05 0.0451 2.8E−05
19 1.31 30 24.86 0.0331 0.0663 1.4E−04 0.0649 1.4E−04
20 3.12 60 11.44 0.0471 0.0475 7.2E−05 0.0466 4.3E−05
21 3.96 60 8.82 0.0555 0.0627 2.2E−04 0.0616 6.1E−05
22 2.68 150 22.73 0.0351 0.0533 2.3E−05 0.0533 2.2E−05
23 2.78 135 14.87 0.0411 0.0428 6.9E−05 0.0462 5.1E−05
24 3.23 90 22.04 0.0393 0.0452 1.0E−04 0.0411 1.9E−05
25 3.46 90 24.63 0.0386 0.0454 4.8E−05 0.0427 2.3E−05
26 1.38 105 22.24 0.0352 0.0524 9.4E−06 0.0516 8.8E−06
27 3.72 135 22.40 0.0382 0.0473 6.8E−05 0.0461 5.5E−05
28 2.72 30 17.03 0.0371 0.0438 2.2E−06 0.0437 2.1E−06
29 3.19 45 10.69 0.0469 0.0499 5.4E−05 0.0515 3.8E−05
30 1.90 135 20.10 0.0359 0.0488 2.1E−06 0.0486 2.1E−06
31 1.20 30 21.08 0.0335 0.0635 6.8E−05 0.0634 6.9E−05
32 1.49 30 9.75 0.0388 0.0538 1.8E−04 0.0422 3.3E−05
33 1.40 60 8.80 0.0430 0.0492 5.0E−05 0.0425 1.4E−05
34 2.97 105 24.73 0.0377 0.0449 3.1E−05 0.0433 2.1E−05
35 2.27 135 12.44 0.0413 0.0420 1.8E−05 0.0414 1.2E−05
36 3.95 90 13.38 0.0479 0.0560 1.6E−04 0.0443 3.9E−05
37 2.21 105 23.40 0.0371 0.0517 4.9E−05 0.0470 3.4E−05
38 1.76 45 21.29 0.0352 0.0515 2.7E−06 0.0512 2.6E−06
39 1.65 105 21.79 0.0362 0.0494 6.5E−06 0.0487 6.1E−06
40 3.53 120 5.73 0.0673 0.0704 3.8E−04 0.0773 1.4E−04
41 3.07 45 23.35 0.0372 0.0484 1.7E−05 0.0478 1.6E−05
42 1.61 120 6.32 0.0504 0.0693 1.8E−04 0.0636 7.2E−05
43 3.12 75 17.62 0.0415 0.0404 8.2E−06 0.0402 4.3E−06

(continued on next page)
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Table A.8 (continued).
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

44 3.52 30 12.51 0.0422 0.0436 1.0E−05 0.0426 7.6E−06
45 3.24 90 12.25 0.0475 0.0464 1.9E−05 0.0446 1.4E−05
46 3.25 60 5.83 0.0651 0.0755 1.3E−04 0.0697 8.2E−05
47 1.67 75 17.27 0.0380 0.0436 3.3E−06 0.0430 2.9E−06
48 1.72 60 11.88 0.0412 0.0407 5.4E−06 0.0405 3.3E−06
49 3.63 60 24.95 0.0380 0.0427 1.0E−05 0.0424 8.5E−06
50 3.61 105 17.85 0.0423 0.0410 1.3E−05 0.0406 6.5E−06
51 2.83 75 13.71 0.0443 0.0432 1.0E−05 0.0421 6.6E−06
52 1.62 150 16.24 0.0353 0.0514 2.0E−05 0.0510 1.9E−05
53 1.62 30 10.67 0.0383 0.0417 2.2E−05 0.0416 1.3E−05
54 2.31 60 18.50 0.0389 0.0448 6.6E−06 0.0438 5.7E−06
55 2.70 135 21.01 0.0375 0.0467 3.0E−06 0.0466 2.9E−06
56 3.27 60 22.06 0.0387 0.0425 5.3E−06 0.0422 4.5E−06
57 2.55 75 24.19 0.0373 0.0462 6.9E−06 0.0451 6.3E−06
58 3.06 45 20.93 0.0381 0.0454 2.3E−06 0.0453 2.2E−06
59 1.77 120 8.54 0.0461 0.0510 1.7E−05 0.0498 1.6E−05
60 3.80 135 18.02 0.0405 0.0411 3.3E−06 0.0410 2.9E−06
61 3.46 120 18.07 0.0411 0.0402 1.9E−06 0.0402 1.6E−06
62 1.60 60 17.73 0.0369 0.0446 6.4E−07 0.0445 6.1E−07
63 1.52 30 8.08 0.0408 0.0469 7.8E−05 0.0414 1.8E−05
64 3.77 150 11.76 0.0438 0.0453 6.6E−06 0.0447 6.1E−06
65 3.36 90 21.67 0.0397 0.0414 3.5E−06 0.0411 2.8E−06
66 2.60 60 18.56 0.0394 0.0433 2.2E−06 0.0429 2.1E−06
67 1.21 120 23.76 0.0340 0.0576 6.7E−06 0.0572 6.6E−06
68 2.90 30 5.96 0.0524 0.0679 8.3E−05 0.0661 6.8E−05
69 1.57 30 7.58 0.0416 0.0447 2.8E−05 0.0421 1.3E−05
70 2.35 135 12.39 0.0417 0.0417 1.6E−06 0.0415 1.4E−06
71 3.45 45 24.22 0.0373 0.0458 2.7E−06 0.0457 2.6E−06
72 1.54 135 11.92 0.0387 0.0399 5.4E−06 0.0399 4.1E−06

Table A.9
The simulated sea states and the tuning inputs and outputs of 𝛽44 — Case_GMT for
Seed45 with 2-step tuning.
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

1 3.97 45 22.60 0.0384 0.0700 4.0E−04 0.0624 3.8E−04
2 2.65 135 8.23 0.0499 0.0699 4.0E−04 0.0593 2.1E−04
3 1.84 105 11.10 0.0439 0.0653 3.0E−04 0.0435 3.5E−05
4 1.23 120 17.10 0.0358 0.0607 3.5E−04 0.0423 3.9E−05
5 2.33 75 23.81 0.0372 0.0597 2.7E−04 0.0420 2.6E−05
6 2.42 90 19.66 0.0391 0.0460 5.6E−05 0.0415 1.3E−05
7 1.15 30 5.79 0.0435 0.0699 4.0E−04 0.0726 4.3E−04
8 1.49 135 8.20 0.0425 0.0633 3.1E−04 0.0509 1.6E−04
9 1.35 90 6.28 0.0500 0.0661 2.8E−04 0.0644 8.3E−05
10 2.88 30 13.89 0.0392 0.0392 6.4E−05 0.0405 3.8E−05
11 3.57 45 21.80 0.0383 0.0454 2.1E−05 0.0445 1.7E−05
12 2.95 60 16.15 0.0416 0.0448 4.9E−05 0.0427 2.5E−05
13 3.97 135 24.76 0.0376 0.0527 6.4E−05 0.0477 4.0E−05
14 2.41 150 20.26 0.0353 0.0445 6.3E−05 0.0445 6.1E−05
15 2.85 60 23.82 0.0375 0.0444 9.2E−06 0.0436 7.9E−06
16 1.85 105 19.53 0.0377 0.0401 5.2E−05 0.0402 1.4E−05
17 3.93 150 10.05 0.0468 0.0496 5.3E−05 0.0521 4.2E−05
18 3.02 30 23.15 0.0355 0.0443 3.3E−05 0.0443 3.2E−05
19 2.32 150 18.69 0.0357 0.0439 2.0E−05 0.0439 1.9E−05
20 1.87 75 7.10 0.0524 0.0633 1.3E−04 0.0606 3.1E−05
21 2.53 105 17.08 0.0407 0.0417 1.0E−05 0.0409 5.1E−06
22 1.34 135 19.75 0.0346 0.0474 3.0E−05 0.0463 2.6E−05
23 1.68 105 9.74 0.0448 0.0492 3.9E−05 0.0462 2.5E−05
24 2.44 90 24.78 0.0371 0.0442 5.6E−06 0.0434 4.9E−06
25 1.73 30 21.82 0.0340 0.0492 3.0E−05 0.0492 2.9E−05
26 2.16 150 13.66 0.0375 0.0429 4.4E−05 0.0423 3.2E−05
27 3.46 30 19.46 0.0375 0.0404 8.7E−06 0.0404 8.4E−06
28 1.22 135 18.37 0.0348 0.0470 1.4E−05 0.0462 1.2E−05
29 3.77 150 15.47 0.0403 0.0388 1.4E−05 0.0390 1.1E−05
30 1.67 45 10.96 0.0401 0.0438 3.8E−05 0.0419 1.9E−05
31 3.12 30 16.42 0.0382 0.0397 6.5E−06 0.0398 5.7E−06
32 1.33 120 16.48 0.0364 0.0422 5.3E−06 0.0418 4.4E−06
33 2.80 105 5.89 0.0641 0.0690 3.6E−04 0.0774 7.9E−05
34 2.22 150 14.07 0.0374 0.0413 6.2E−06 0.0412 5.6E−06
35 3.51 45 24.80 0.0372 0.0442 2.6E−06 0.0441 2.5E−06
36 1.75 135 9.53 0.0421 0.0457 2.3E−05 0.0441 1.7E−05
37 2.37 150 14.46 0.0376 0.0407 2.3E−06 0.0407 2.2E−06
38 2.67 60 6.58 0.0582 0.0709 9.1E−05 0.0704 1.2E−04
17
Table A.9 (continued).
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

39 1.76 45 24.35 0.0345 0.0471 1.7E−05 0.0465 1.6E−05
40 1.33 45 13.15 0.0371 0.0432 1.2E−05 0.0424 8.8E−06
41 3.18 75 5.61 0.0683 0.0758 1.5E−04 0.0758 1.5E−04
42 1.93 120 6.50 0.0530 0.0637 4.0E−05 0.0620 2.3E−05
43 3.48 75 6.49 0.0646 0.0743 2.5E−04 0.0866 1.2E−04
44 2.35 60 12.47 0.0437 0.0434 1.6E−05 0.0417 7.8E−06
45 1.28 150 8.69 0.0393 0.0541 1.3E−04 0.0457 5.8E−05
46 3.66 75 7.58 0.0604 0.0797 2.1E−04 0.0620 1.8E−05
47 3.23 60 9.73 0.0506 0.0571 1.8E−04 0.0569 6.7E−05
48 1.37 150 13.14 0.0362 0.0459 2.6E−05 0.0449 2.2E−05
49 3.57 120 6.41 0.0635 0.0783 5.9E−05 0.0715 4.4E−05
50 1.20 150 11.91 0.0365 0.0460 2.3E−05 0.0446 1.8E−05
51 1.55 60 7.95 0.0456 0.0518 3.4E−05 0.0473 1.8E−05
52 1.52 45 12.61 0.0381 0.0413 2.5E−06 0.0411 2.2E−06
53 3.77 30 19.75 0.0379 0.0399 3.9E−06 0.0399 3.8E−06
54 3.00 45 22.49 0.0374 0.0411 5.5E−06 0.0410 4.9E−06
55 1.77 120 23.59 0.0355 0.0443 6.9E−06 0.0439 6.3E−06
56 1.75 45 7.27 0.0461 0.0524 2.6E−05 0.0476 1.7E−05
57 3.95 75 15.69 0.0448 0.0654 3.4E−04 0.0462 7.1E−05
58 3.04 135 13.27 0.0431 0.0413 5.5E−06 0.0411 4.3E−06
59 2.21 60 24.30 0.0364 0.0423 4.1E−06 0.0421 3.8E−06
60 1.19 45 17.09 0.0351 0.0454 4.8E−06 0.0450 4.6E−06
61 2.33 75 21.20 0.0381 0.0407 1.6E−06 0.0406 1.3E−06
62 1.62 150 20.07 0.0342 0.0481 5.7E−06 0.0481 5.5E−06
63 1.97 150 18.11 0.0352 0.0445 1.6E−06 0.0445 1.6E−06
64 2.95 60 12.56 0.0451 0.0462 1.8E−05 0.0457 1.5E−05
65 3.17 135 11.35 0.0458 0.0469 7.9E−06 0.0463 7.6E−06
66 2.40 90 7.19 0.0562 0.0685 6.4E−05 0.0640 2.1E−05
67 1.56 105 11.18 0.0421 0.0427 6.3E−06 0.0416 4.0E−06
68 1.89 105 16.77 0.0392 0.0389 1.8E−06 0.0391 1.4E−06
69 1.42 150 12.77 0.0365 0.0443 4.7E−06 0.0439 4.4E−06
70 1.28 135 20.01 0.0345 0.0469 1.4E−06 0.0468 1.4E−06
71 2.48 30 22.41 0.0349 0.0455 2.8E−06 0.0455 2.7E−06
72 3.97 45 23.64 0.0380 0.0480 1.3E−05 0.0475 1.2E−05

Table A.10
The simulated sea states and the tuning inputs and outputs of 𝛽44 — Case_XCG for
Seed128 with 2-step tuning.
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

1 3.60 150 22.59 0.0366 0.0700 4.0E−04 0.0700 3.9E−04
2 1.79 30 19.40 0.0346 0.0700 4.0E−04 0.0665 3.3E−04
3 1.39 45 22.73 0.0341 0.0682 1.8E−04 0.0638 1.9E−04
4 1.12 75 15.63 0.0365 0.0670 1.7E−04 0.0431 2.1E−05
5 1.72 90 20.17 0.0372 0.0601 1.5E−04 0.0456 5.6E−05
6 2.94 150 20.40 0.0362 0.0486 4.0E−05 0.0465 3.1E−05
7 3.37 90 15.17 0.0443 0.0696 4.0E−04 0.0414 1.6E−05
8 2.80 90 15.59 0.0426 0.0477 1.8E−04 0.0407 1.2E−05
9 2.00 45 17.27 0.0372 0.0436 2.2E−05 0.0425 1.4E−05
10 1.36 105 11.12 0.0408 0.0463 1.8E−04 0.0411 1.7E−05
11 1.93 135 16.25 0.0375 0.0413 9.4E−06 0.0414 7.7E−06
12 1.33 120 15.00 0.0371 0.0422 1.0E−05 0.0416 7.0E−06
13 2.81 150 18.00 0.0369 0.0441 4.7E−06 0.0438 4.4E−06
14 1.75 75 6.48 0.0533 0.0685 3.9E−04 0.0748 2.9E−04
15 1.90 120 7.72 0.0490 0.0652 2.0E−04 0.0611 4.1E−05
16 2.55 120 8.27 0.0518 0.0612 2.2E−04 0.0605 3.6E−05
17 3.15 60 8.94 0.0523 0.0583 1.6E−04 0.0579 9.1E−05
18 3.79 60 13.38 0.0461 0.0421 3.6E−05 0.0448 2.5E−05
19 1.31 30 24.86 0.0331 0.0660 1.4E−04 0.0643 1.4E−04
20 3.12 60 11.44 0.0471 0.0474 7.0E−05 0.0455 3.8E−05
21 3.96 60 8.82 0.0555 0.0625 2.2E−04 0.0611 4.7E−05
22 2.68 150 22.73 0.0351 0.0519 2.2E−05 0.0519 2.1E−05
23 2.78 135 14.87 0.0411 0.0415 6.6E−05 0.0451 4.7E−05
24 3.23 90 22.04 0.0393 0.0452 1.0E−04 0.0410 1.8E−05
25 3.46 90 24.63 0.0386 0.0452 4.7E−05 0.0424 2.1E−05
26 1.38 105 22.24 0.0352 0.0510 8.8E−06 0.0502 8.2E−06
27 3.72 135 22.40 0.0382 0.0472 6.6E−05 0.0458 5.1E−05
28 2.72 30 17.03 0.0371 0.0426 1.9E−06 0.0425 1.8E−06
29 3.19 45 10.69 0.0469 0.0492 5.1E−05 0.0505 3.4E−05
30 1.90 135 20.10 0.0359 0.0474 2.0E−06 0.0473 1.9E−06
31 1.20 30 21.08 0.0335 0.0631 6.6E−05 0.0632 6.7E−05
32 1.49 30 9.75 0.0388 0.0539 1.8E−04 0.0423 3.0E−05

(continued on next page)
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Table A.10 (continued).
𝑆𝑆𝑛 𝐻𝑠 𝛽𝑊 𝑇𝑝 𝛽∗44 𝛽44 �̄�2

𝛽44
𝛽44 �̂�2

𝛽44

33 1.40 60 8.80 0.0430 0.0491 4.6E−05 0.0423 1.2E−05
34 2.97 105 24.73 0.0377 0.0448 2.9E−05 0.0431 1.9E−05
35 2.27 135 12.44 0.0413 0.0413 1.6E−05 0.0409 1.0E−05
36 3.95 90 13.38 0.0479 0.0556 1.6E−04 0.0437 3.2E−05
37 2.21 105 23.40 0.0371 0.0508 4.6E−05 0.0460 2.8E−05
38 1.76 45 21.29 0.0352 0.0502 2.6E−06 0.0499 2.4E−06
39 1.65 105 21.79 0.0362 0.0479 5.8E−06 0.0472 5.5E−06
40 3.53 120 5.73 0.0673 0.0705 3.8E−04 0.0770 1.1E−04
41 3.07 45 23.35 0.0372 0.0474 1.5E−05 0.0468 1.4E−05
42 1.61 120 6.32 0.0504 0.0691 1.7E−04 0.0625 5.8E−05
43 3.12 75 17.62 0.0415 0.0403 7.7E−06 0.0402 4.0E−06
44 3.52 30 12.51 0.0422 0.0428 9.2E−06 0.0420 6.6E−06
45 3.24 90 12.25 0.0475 0.0460 1.8E−05 0.0442 1.3E−05
46 3.25 60 5.83 0.0651 0.0755 1.2E−04 0.0691 6.8E−05
47 1.67 75 17.27 0.0380 0.0423 2.9E−06 0.0418 2.4E−06
48 1.72 60 11.88 0.0412 0.0403 4.8E−06 0.0402 2.9E−06
49 3.63 60 24.95 0.0380 0.0426 9.4E−06 0.0422 7.8E−06
50 3.61 105 17.85 0.0423 0.0408 1.2E−05 0.0404 6.0E−06
51 2.83 75 13.71 0.0443 0.0427 9.4E−06 0.0417 5.8E−06
52 1.62 150 16.24 0.0353 0.0510 1.9E−05 0.0506 1.8E−05
53 1.62 30 10.67 0.0383 0.0418 2.0E−05 0.0417 1.2E−05
54 2.31 60 18.50 0.0389 0.0436 6.1E−06 0.0428 4.9E−06
55 2.70 135 21.01 0.0375 0.0455 2.7E−06 0.0453 2.6E−06
56 3.27 60 22.06 0.0387 0.0424 4.9E−06 0.0420 4.2E−06
57 2.55 75 24.19 0.0373 0.0456 6.4E−06 0.0446 5.7E−06
58 3.06 45 20.93 0.0381 0.0445 2.1E−06 0.0444 2.0E−06
59 1.77 120 8.54 0.0461 0.0510 1.6E−05 0.0496 1.4E−05
60 3.80 135 18.02 0.0405 0.0409 3.1E−06 0.0408 2.7E−06
61 3.46 120 18.07 0.0411 0.0402 1.7E−06 0.0402 1.5E−06
62 1.60 60 17.73 0.0369 0.0433 5.5E−07 0.0433 5.3E−07
63 1.52 30 8.08 0.0408 0.0462 7.5E−05 0.0411 1.7E−05
64 3.77 150 11.76 0.0438 0.0447 6.0E−06 0.0440 5.4E−06
65 3.36 90 21.67 0.0397 0.0412 3.3E−06 0.0410 2.5E−06
66 2.60 60 18.56 0.0394 0.0426 2.1E−06 0.0422 1.9E−06
67 1.21 120 23.76 0.0340 0.0565 6.5E−06 0.0561 6.2E−06
68 2.90 30 5.96 0.0524 0.0670 7.3E−05 0.0650 5.5E−05
69 1.57 30 7.58 0.0416 0.0441 2.6E−05 0.0419 1.2E−05
70 2.35 135 12.39 0.0417 0.0412 1.4E−06 0.0410 1.2E−06
71 3.45 45 24.22 0.0373 0.0452 2.5E−06 0.0451 2.4E−06
72 1.54 135 11.92 0.0387 0.0397 4.9E−06 0.0398 3.8E−06
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