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Abstract 

When bridges become increasingly longer, the dynamic behavior from wind and waves can 
dominate the structural load effects. To build better knowledge about the dynamic behavior of long-
span bridges subjected to turbulent wind in complex terrain, the Norwegian University of Science 
and Technology has instrumented the Hardanger Bridge with a full-scale measurement system. The 
Hardanger Bridge measurement program, along with many full-scale measurement efforts on long-
span bridges around the world, has shown a large scatter in the measured buffeting response when 
plotted against the mean wind velocity. In current long-span bridge design practice, the mean wind 
velocity is the only wind field parameter that is treated as a random variable when defining the 
design wind load conditions. The observed scattered buffeting response is a worry concerning the 
accuracy of the current practice, since it indicates that the uncertainty of other turbulence 
parameters also considerably affects the buffeting response. In this thesis, the accuracy and 
limitations of the current design practice for calculation of extreme buffeting load effects in long-
span bridges are investigated.  

The wind field information defining the basis for design of such bridges, is fundamental to achieve 
a reliable extreme load definition. The traditional methods for wind field measurements are 
investigated by comparing the in-situ mast measurements and terrain model wind tunnel tests 
performed before the design of the Hardanger Bridge with wind measurements along the span of the 
current bridge.  

The full long-term method is recognized as the most accurate way to predict the extreme response 
of a structure subjected to stochastic dynamic loads. However, in current design practice for 
buffeting action of long-span bridges this has not yet become the standard way to estimate the 
extreme responses. In the work presented herein, the long-term extreme buffeting response of the 
Hardanger Bridge is investigated, considering the turbulence variability effects and the short-term 
extreme response uncertainty. The turbulence parameters are described as random variables through 
a probabilistic turbulence model. The findings show that both the turbulence variability and the 
short-term extreme response uncertainty is very important for the design response of the Hardanger 
Bridge girder. The buffeting response predicted by the long-term methods are compared with the 
scattered acceleration responses measured in full-scale at the Hardanger Bridge, showing substantial 
improvements to the current design methods.  

Numerical integration of the full long-term problem often becomes to computationally demanding 
for practical applications. The accuracy of computationally efficient, reliability-based, approximate 
long-term methods is investigated for the application to the buffeting load effects of the Hardanger 
Bridge. Design approaches suitable for practical applications to a full bridge system is suggested by 
utilizing the established long-term methods. Finally, a new algorithm for structural long-term 
extreme response calculations is proposed, exhibiting several attractive qualities in terms of 
accuracy and computational efficiency.  
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1 Introduction 

1.1 Background and motivation 

1.1.1 Longer and more slender bridges 
Long-span bridges have enabled the crossing of increasingly wider obstacles like rivers, fjords, 
lakes and canyons, over the last century. Suspension bridges have been the bridge technology used 
to realize the longest unsupported bridge spans. Giant engineering leaps were taken in the United 
States (U.S.) during the 1930s with the opening of the George Washington Bridge (suspension 
bridge with a main span of 1067m [1]) in 1931 and the iconic Golden Gate Bridge (main span of 
1280m [2]) in 1937. However, the bridge engineering community were given a stark warning about 
moving too fast forward with new technologies following the collapse of the infamous Tacoma 
Narrows Bridge in 1940, just months after its opening. After the collapse, wind engineering 
research skyrocketed for long-span bridge applications, and buffeting actions and aeroelastic 
phenomena were thoroughly studied.  

No significant increase in suspension bridge spans was made after Tacoma Narrows collapse until 
the Humber Bridge (main span of 1410m [3]) opened in the United Kingdom in 1981. Several long-
span suspension bridges were constructed in Europe and Asia during the post-world war two period 
from 1960. The Akashi Kaikyo Bridge in Japan (main span of 1991m [4]) is still the world record 
holder, though it will be overtaken by the Çanakkale 1915 Bridge (main span of 2023m), which is 
under construction at the time of writing. Since the start of the millennium, an incredible amount of 
long-span suspension bridges has emerged in China following rapid economic growth. The 
development of long-span suspension bridges is illustrated in Figure 1, where the 100 longest 
suspension bridges are plotted against the year of completion. Additionally, the longest suspension 
bridges currently under design and construction are shown.  

 

Figure 1: World’s longest suspension bridge spans (completed and currently under construction) [5] illustrated together 
with the planned fjord crossings for the Coastal highway route E39 
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During the last decades, the cable-stayed bridge concept has seen a rapid increase in bridge spans, 
from the Alex Fraser Bridge in 1986 with a main span of 465 m to the current record holder, the 
Russkij Bridge, which opened in Russia in 2012 with a main span of 1104 m [6]. The cable-
supported bridge technology has also seen a new application by the impressive hybrid design of the 
Third Bosphorus Bridge (also known as the Yavuz Sultan Selim Bridge) which opened in Turkey in 
2016 with a main span of 1408 m [7]. 

In addition to cable-supported bridges, floating bridges have been used for long fjord-, lake- and 
river crossings. The world’s longest floating bridge is the Evergreen Point Floating Bridge in 
Seattle, U.S., with a floating span of 2350 m, continuously tethered to the lake bottom. The world’s 
two only end-anchored floating bridges were constructed in Norway in the early 1990s. The longest 
end-anchored floating bridge is the Nordhordland Bridge with a floating span of 1246 m which 
opened in 1994 [8] just north of the city of Bergen. The other end-anchored floating bridge is the 
Bergsøysundet Bridge with a floating span of 933 m [8], which opened in 1992, some 300 
kilometres north, close to the city of Kristiansund. 

Both the Nordhordland Bridge and the Bergsøysundet Bridge is part of the current Coastal Highway 
Route E39 along the west coast of Norway. Large parts of the landscape along this road consists of 
high mountains and deep fjords, so the current E39 is hampered by tunnels and ferry connections. 
This part of Norway is an important economic region as the offshore energy and fish farm industries 
are managed from this area, making efficient infrastructure a key to further economic growth along 
the country’s west coast.  

The Norwegian government is currently planning to build a Ferry Free Coastal Highway Route E39 
[9], replacing 9 ferries with bridges and tunnels and reducing the travelling time between the two 
cities Kristiansand and Trondheim from 21 hours to an impressive 11 hours. Extreme bridge 
concepts are currently being planned to cross the broad and deep fjords along the highway route. 
The planning is a coordinated effort managed by the Norwegian Public Roads Administration 
(NPRA), consisting of development projects performed by Norwegian consultant companies and 
extensive research activities.  

The fjords are as wide as up to 5 km and as deep as 1300 m, and bridge concepts such as ultra-long 
suspension bridges, submerged floating tunnels, floating bridges and suspension bridges with bridge 
towers supported by tension-leg platforms (TLP) are considered. All these bridge concepts are 
incredibly slender, and most are highly susceptible to buffeting actions from turbulent wind loads.  

The planned fjord crossings are shown in Table 1, indicating the bridge concepts under 
consideration for each fjord. The considered fjord crossings are also shown in Figure 1, together 
with the world’s longest suspension bridge spans, to illustrate the extreme span lengths and the 
technological leaps needed to realize the vision of a Ferry Free Coastal Highway Route E39. 
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Table 1: Fjord crossings along the Coastal Highway Route E39 with indication of bridge concepts under consideration 

Fjord crossing Fjord Possible bridge concept 
Width [m] Depth 

[m] 
Suspensi-
on bridge 

Submerged 
floating 
tunnel 

Floating 
bridge 

TLP-
suspension 

bridge 

Halsafjorden 2 000 600 X  X X 

Julsundet 1 600 600 X    

Sulafjorden 3 000/3 800 500 X X  X 

Vartdalsfjorden 2 100 600 X X X X 

Nordfjorden 1 500 500 X    

Sognefjorden 3 700 1 300 X X  X 

Bjørnafjorden 5 000 450   X  

Langenuen 1 300 500 X    

 

1.1.2 Design practice for long-span bridges 
The response to dynamic wind loads becomes a significant load effect for the structural design as 
bridges become slender. This is due to the wind spectrum having its highest energy at low 
frequencies. The span length development raises a need to revisit the buffeting response calculation 
methodology widely used in the design of long-span bridges, to ensure that the safety and reliability 
of future long-span bridges are maintained. 

For long-span bridges where the response from dynamic wind loading dominates the load effects 
relevant for design, the quality of the information about the wind field characteristics available for 
the design calculations governs the achieved structural reliability. In-situ mast measurements [10–
14] and wind tunnel tests of terrain models [15–18] have traditionally been the primary approach to 
build knowledge about the local wind field. Numerical methods such as meteorological mesoscale 
models and more detailed computational fluid dynamics (CFD) [19–21] are also used to supplement 
site measurements, and the traditional mast measurements are being assisted by LIDAR technology 
[22] to measure wind field properties at interesting positions where mast measurements are not 
possible. There are positives and negatives with all methods mentioned above. Some of the most 
profound advantages and limitations of each method are indicated in Table 2. 

Table 2: Advantages and limitations of each method to build information about the local wind field 

Method Advantages Limitations 

Mast measurements The most exact measurement 
technique 

Provide data in only one local 
position 

Terrain models Provide data in several positions Uncertainties in abilities to model 
the full-scale effects 

Numerical models Provide data in several positions. 
Hindcast data can improve the 

statistical basis. 

Uncertainties in abilities to model 
turbulence appropriately. 

Computationally demanding. 

LIDAR Provide real measurement data in 
several positions 

Limitations in turbulence 
registration (unconservative 

predictions), sampling rate and 
special resolution. 
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The characteristic load effect used in structural design calculations is defined by a yearly 
exceedance probability, p. This probability can be expressed through a statistical return period in 
years, p = 1/Nyr. A common simplification in design calculations for linear systems is to assume 
that the the return period of the load effect is equal to the return period of the load. This approach 
will, in general, not be correct for a long-span bridge subjected to turbulent wind loading since the 
load effect is a stochastic process. However, in current bridge engineering practice, this 
simplification is widely used. The characteristic load effect is often calculated as the expected 
extreme response from a short-term storm defined by a mean wind velocity with a return period, 
Nyr, and its corresponding deterministic turbulence parameters. This approach introduces two 
important assumptions: 1) The variability of the turbulence parameters can be neglected or treated 
in a simplified manner, and 2) the uncertainty of the short-term extreme peak response can be 
treated deterministically by its expected value. 

For the design of offshore structures subjected to stochastic dynamic environmental loads, the 
extreme design load effects are addressed through long-term response calculation methodology 
[23,24]. In this way, all important environmental parameters can be treated as random variables, and 
the uncertainty of the short-term extreme response can be modelled appropriately. 

In the design rules for wind energy generation systems [25], probabilistic models for both the mean 
wind velocity and the along-wind turbulence standard deviation are provided, and long-term 
methods are encouraged. 

However, in the field of long-span bridge design, such methods have not yet been adopted, with the 
possibility of introducing inaccuracies and uncertainties that affects the structural reliability.  

1.1.3 Structural monitoring of long-span bridges 
The basic principle of structural engineering is to design structures that fulfil a predefined need in a 
safe and reliable way. Throughout the design phase, the engineer makes assumptions and choices 
based on scientific knowledge and experience, but the outcome is always uncertain to some extent 
until the structure is built. Structural monitoring is essential to verify and calibrate such assumptions 
by comparing the choices made during the design and the completed structure's measured 
behaviour. In addition to verifying the design, structural monitoring systems have seen increasing 
applications for Structural Health Monitoring (SHM) in recent years. The purpose of SHM systems 
is to assist the operation and maintenance of the structure by detecting damages, structural changes, 
settlements, etc. and is an active field of research [26–28]. 

Several full-scale measurement programs for long-span bridges have been performed in recent years 
[3,29-38]. What has been observed in many studies is that the measured buffeting response is 
scattered when plotted against the mean wind velocity. This effect has also been seen at the 
Hardanger Bridge in Norway, where studies have shown that the significant variability in the 
measured response can be explained by the variability of the turbulence parameters [40,41]. 

1.2 Objectives and scope 

1.2.1 Research objectives 
The main objective of this thesis is to investigate the accuracy of the methods currently used to 
design long-span bridges subjected to dynamic wind loads and propose a methodology suitable for 
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design purposes to reduce the uncertainties of the design load predictions. To achieve this, the 
Hardanger Bridge is studied, and the following research objectives are addressed: 

Investigate the effectiveness of measurement methods to describe the wind field properties at 
a bridge site. Before the bridge is built, information about the local wind field properties is needed 
as a basis for the design. The predicted design load effects of a bridge subjected to wind load 
greatly depend on reliable wind field information. One way to reduce the uncertainties imposed by 
the current design methodology is to utilize more information from the measurement data. 
Therefore, it is highly relevant to evaluate the methods used to acquire this information.  

Investigate which wind field parameters that should be described as stochastic variables when 
defining the design storm conditions for long-span bridges. In the current bridge design 
methodology, the mean wind velocity is usually the only wind field parameters described 
stochastically. From full-scale measurements of long-span bridges, this has been seen to be 
insufficient to describe the variable buffeting response accurately. This thesis investigates which 
turbulence parameters that should be described stochastically to improve the current practice.  

Study and compare simplified methods with the full long-term method to estimate the design 
buffeting load effect with a target return period, Nyr. The full long-term method (FLM) is 
considered the most accurate method to calculate the long-term extreme load effects due to 
stochastic dynamic environmental loads [23]. However, numerical integration of the FLM is 
extremely computationally demanding and, consequently, becomes unviable for many practical 
purposes. The accuracy and efficiency of simplified methods shall be investigated, such as the 
short-term environmental contour method [42] and approximate long-term methods based on 
reliability solution algorithms such as the inverse first-order reliability method (IFORM) [43,44].  

Make recommendations of methods suitable for design purposes to effectively and accurately 
predict the buffeting design load effects for long-span bridges. The thesis aims to recommend 
which turbulence parameters should be considered, which simplified methods are appropriate, and 
ways to correct the simplified methods to reduce the current design methodology's uncertainty. 
Also, the thesis aims to propose more efficient methods that can produce accurate estimates of the 
long-term extreme buffeting load effects for the design of long-span bridges.   

1.2.2 Scope of the thesis 
The Hardanger Bridge is used as a case study in the research presented in this thesis. The bridge is 
situated in complex terrain, and the wind field properties are site-specific. The methods used are 
generally applicable, but the results obtained cannot be generalized directly.  

Only mast measurements and wind tunnel terrain models are investigated in the wind measurements 
study, and methods such as LIDARs and numerical models are not considered.  

The wind field is assumed stationary and Gaussian within each short-term period in the research 
presented in this thesis. Wind loads are often separated into synoptic and non-synoptic winds [45], 
and in areas of the world where non-synoptic winds dominate the extreme buffeting load effects, 
special considerations concerning non-stationarity and probabilistic modelling are needed [46]. 

In the buffeting response calculations, the aerodynamic admittance is taken as unity, and the spatial 
correlation of the buffeting loads are considered equal to the correlation of the turbulence. This 
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choice is due to the lack of experimental data for the Hardanger Bridge girder to model these effects 
properly. The Hardanger Bridge girder's aerodynamic properties have been investigated in [47] and 
have not been the focus of this thesis. 

The probabilistic turbulence model is based on the work presented by Fenerci and Øiseth [47] from 
approximately four years of measurement data. The duration of the measurement period is limited, 
which can affect the accuracy of the extreme event predictions for turbulence parameters and the 
mean wind velocity.  

The Hardanger Bridge site's topography channels the strong winds along the Hardanger Fjord into 
two distinct wind directions perpendicular to the bridge span. This particular behaviour has 
simplified the probabilistic modelling of the wind field concerning the wind direction, which may 
become more complex for other bridge sites. 

1.3 Structure of the thesis 

In chapter 2, the Hardanger Bridge, the surrounding terrain and the structural monitoring project is 
presented. The bridge is thoroughly studied throughout this thesis, and results from the monitoring 
project are used to investigate the properties of the wind field and compare measured and predicted 
acceleration response. In chapter 3, the theoretical basis for the essence of the work presented in this 
thesis is introduced. Chapter 4 presents a summary of the main findings, followed by conclusions 
and suggestions for further work in chapter 5 and 6, respectively. After that, the appended papers, 
consisting of three published journal papers, one conference paper and one manuscript submitted 
for journal publication, follows. The papers can be grouped into the following topics: 

- Wind field measurements and spatial wind field variations (Papers 1 and 2) 
- Long-term buffeting response of long-span bridges considering turbulence variability 

(Papers 3 and 4) 
- Efficient calculation of the long-term extreme response (Paper 5) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Papers 1 and 2 

Paper 5 Papers 3 and 4 

Wind field 
information 

Probabilistic 
modelling of 

wind field  

Predict design 
buffeting load 

effects 

Environmental 
contour method 

Long-term 
extreme 
response 

Efficient solution 
of the full long-
term problem 

Figure 2: Structure of the thesis and connection between the appended papers 
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2 The Hardanger Bridge monitoring project 

2.1 The Hardanger Bridge and the local topography 

The Hardanger Bridge currently has the longest bridge span in Norway, with a suspended main span 
of 1310 m. The side spans are short, and column supported concrete box girders going straight from 
the bridge towers and into rock tunnels on both sides of the bridge.  

The Hardanger Bridge crosses the Hardanger fjord close to the west coast of Norway. The bridge is 
beautifully situated between high and steep mountains dropping straight into the deep Hardanger 
fjord. The terrain is typical for the landscape in this part of Norway, drawing thousands of tourists 
worldwide every year. Although beautiful, the local topography creates a complex wind field with 
strong terrain induced effects. The site is located between the stormy coastline to the west and the 
high, relatively flat, mountain region of Hardangervidda to the east, giving two very different flow 
characteristics for easterly and westerly winds. The Hardanger Bridge is presented in its dramatic 
surroundings in Figure 3. 

 

Figure 3: The Hardanger Bridge from the east 
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The mountains closest to the northern tower are steep and reach as high as up to 1200 m. The 
southern tower is located on a headland called Buneset. This headland has a plateau at 
approximately 120 m above mean sea level before the mountains reach up to an elevation of 
approximately 1200 m. Towards the east, the mountains reach as high as 1600 m, and towards the 
west, the highest mountain tops in the near vicinity are approximately 1100 m high. The 
surrounding topography is illustrated in Figure 4.  

 

Figure 4: Local topography of the Hardanger Bridge site (100 m elevation contours indicated) (map data from 
®Kartverket) 

The Hardanger Bridge carries two driving lanes and one pedestrian lane, making the girder only 
18.3 m wide and the distance between the cable planes only 14.5 m. The long main span combined 
with such a narrow girder is unusual, making the bridge extraordinarily slender. The girder height is 
3.3 m and has a constant vertical curvature with a radius of 20 000 m.  

The girder is a classic aerodynamically shaped stiffened steel box girder. Guide vanes and a vortex 
spoiler in the middle of the bottom steel plate is appended to the girder to reduce vortex-induced 
vibrations. An illustration of the bridge girder is shown in Figure 5. 

 

Hardanger Bridge 
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Figure 5: The Hardanger Bridge girder (Illustration courtesy of NPRA) 

 

 

Figure 6: Aerodynamic details and vertical curvature of the Hardanger Bridge girder 

2.2 Structural monitoring system 

Shortly after the bridge opening in august 2013, the Norwegian University of Science and 
Technology instrumented the Hardanger Bridge with a monitoring system. The focus of the 
research project was to build knowledge about the buffeting behavior of Norway’s longest 
suspension bridge, situated in a complex terrain typical for the Norwegian west coast. The project 
was connected to the extensive research carried out by the NPRA to develop the technology needed 

Steel box girder 

Steel box girder 

Guide vanes Bulkheads 
distanced 4 m 
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for a safe realization of the planned extreme fjord crossings along the Ferry-Free Coastal Highway 
Route E39 [9].  

The monitoring system consists of 9 ultrasonic triaxial anemometers, of which 8 are positioned 
along the bridge span and one in the northern tower top. The anemometers are of the type 
WindMaster Pro 3D from Gill Instruments, capable of measuring the range 0-65 m/s with a 
resolution of 0.001 m/s and a sampling frequency of 32 Hz. The 8 anemometers positioned along 
the span are attached to the hangers (except for the midspan sensor attached to a light pole) 
approximately 8 m above the bridge deck level. The monitoring system also consists of 20 triaxial 
accelerometers, of which 16 are positioned along the bridge girder, and two in each tower top. The 
sensors are of the type CUSP-3D series triaxial strong-motion accelerographs from Canterbury 
Seismic Instruments, with a measurement range of +/- 4g and a maximum sampling frequency of 
200 Hz. The accelerometers are mounted pairwise on the bulkheads inside the steel box girder to 
measure lateral-, vertical- and torsional motion. 

The measurement system is thoroughly described in [40], and the measurement database is 
published with open access for the benefit of the whole research community [48,49].  

 

Figure 7: Sensor layout of the Hardanger Bridge monitoring system consisting of 9 ultrasonic anemometers (A1-A9) 
and 20 triaxial accelerometers (H1-H11, where E indicates the east side of the girder, and W indicate the west side of 
the girder) 

2.3 Probabilistic turbulence model 

As a result of the Hardanger Bridge full-scale monitoring research project, Fenerci and Øiseth [47] 
established a probabilistic turbulence model for the Hardanger Bridge site. The model is based on a 
Kaimal type auto-spectra [50] and a normalized cross-spectra [51] as defined in Eq. (1): 

 

, ,

2 5/3
, ,

, ,

 ,   
(1 1.5 )

exp( )

u w u w z
z

u w u w z

u w u w

S f A f fz
f

A f U

f x
C K

U


 




 

  (1) 

where f is the frequency, z is the height above the ground, U is the mean wind velocity, σu,w are the 
standard deviations of the along wind- (u) and the vertical (w) turbulence, Au,w are the 
nondimensional spectral parameters, Ku,w are the decay coefficients and x  is the separation 
distance along the bridge span. In the probabilistic model, all turbulence parameters defined in Eq. 
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(1) is described as random variables following log-normal distributions conditional on mean wind 
velocity and wind direction. The log-normal probability density function can be written as follows: 

 
2

2

1 (ln )
( ) exp  ;  0

22

x
f x x

x


 

  
  

 
  (2) 

where μ (the mean of the natural logarithm of the random variable) and σ (the standard deviation of 
the natural logarithm of the random variable) are the distribution parameters, and x is the random 
variable. 

An advantage with log-normal turbulence variables is that the joint distribution can be described by 
the marginal distribution of each variable and a correlation matrix between the random variables. 
The marginal log-normal distributions from the probabilistic model in [47] are defined in Table 3, 
and the correlation matrix between the turbulence parameters are presented in Table 4. The model is 
based on measurements taken at approximately 68 m above mean sea level, 8 m above the 
Hardanger Bridge girder. 

Table 3: Log-normal distribution parameters from the probabilistic turbulence model, conditional on mean wind 
velocity and direction [47]. The model is established from measurements at 68 m above mean sea level. 

  σu σw Au Aw  Ku  Kw  

East 𝜇 0.122+0.039U -0.657+0.032U 2.67+0.0248U 0.7076 1.9385 1.7932 

𝜎 0.2566 0.2632 0.4538 0.4466 0.2652 0.3423 

West 𝜇 0.122+0.039U -0.657+0.032U 2.407+0.048U 1.2075 2.1093 2.1633 

𝜎 0.3159 0.3021 0.5282 0.4943 0.268 0.3322 

 

Table 4: Correlation coefficient matrix from the probabilistic turbulence model, conditional on the wind direction [47]. 
The model is established from measurements at 68 m above mean sea level. 

  σu σw Au Aw  Ku  Kw  

East σu 1 0.7608 0.2641 0 0 0 

σw 0.7608 1 0 0.2571 0 0 

Au 0.2641  1 0.1633 0 0 

Aw 0 0.2571 0.1633 1 0 0 

Ku 0 0 0 0 1 0.3261 

Kw 0 0 0 0 0.3261 1 

West σu 1 0.8148 0.4087 0 0 0 

σw 0.8148 1 0 0.2851 0 0 

Au 0.4087 0 1 0.3065 0 0 

Aw 0 0.2851 0.3065 1 0 0 

Ku 0 0 0 0 1 0.4725 

Kw 0 0 0 0 0.4725 1 
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3 Long-term extreme response methodology 

3.1 Buffeting of cable-supported bridges 

3.1.1 The dynamic system in modal coordinates 
Calculation methods for the dynamic bridge response due to stochastic wind loads are still mainly 
based on the buffeting theory first introduced by Davenport [52] and improved by Scanlan and 

Tomko [53–55].  

The buffeting response of long-span bridges can be calculated in the frequency domain based on the 
multimodal theory [56–58]. The equation of motion of the dynamic system can be described in the 
frequency domain as 

 
( ) [ ( , )] ( )

[ ( , )] ( ) ( , )
load

S S ae

S ae

U

U U

 



  

  

 

  
Q

M G C C G

K K G G

 



 

    (3) 

where ω is the angular frequency, SM , SC   and SK , are the structural mass-, damping- and 

stiffness matrices, respectively,  in modal coordinates. aeC   and aeK , are the aeroelastic damping 

and stiffness matrices respectively, representing the motion-induced forces. G , G  , G   and 

loadQG  are the Fourier transforms of the displacement-, velocity-, acceleration response and the load 

process, respectively.  

The system can further be written more compactly as follows: 

 ( ) ( ) ( )
load

   
Q

G H G   (4) 

where the frequency response function is defined as 
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3.1.2 Aerodynamic motion induced forces 
The aerodynamic motion induced forces can be described in modal coordinates as follows: 

 
( , ) ( ) ( , ) ( )

( , ) ( ) ( , ) ( )
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T
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U x U x dx
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


K Φ k Φ

C Φ c Φ




 (6) 

where ( , )ae U k  and ( , )ae U c  are the local aerodynamic stiffness and damping matrices, 

respectively, which can be described either by the quasi-steady theory or by frequency dependent 
aerodynamic derivatives. 
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In the quasi-steady theory, the motion induced forces are based on relative motion considerations 
and the local matrices become as follows [59]: 
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Where ρ is the air density, D is the cross-wind dimension of the structural member, B is the along 
wind dimension, and CD, CL and CM are the static coefficients for drag, lift and pitching moment 
respectively, and Ci’ are their derivatives with respect to the angle of attack. 

The quasi-steady theory has some limitations due to the matrices not being complete. Especially the 
torsional terms in the damping matrix can be significant. By using aerodynamic derivatives from 
dynamic wind tunnel tests, it is possible to establish full matrices for both the stiffness and damping 
as follows: 
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 (8) 

where the terms inside the matrices are frequency-dependent-, nondimensional aerodynamic 
derivatives. 

For the buffeting calculations performed in this thesis, the aerodynamic properties of the Hardanger 
Bridge girder is taken from the wind tunnel tests performed by Siedziako et al. [60]. The motion-
induced forces on the bridge girder have been described in terms of aerodynamic derivatives.  

3.1.3 Stochastic wind load formulation 
The wind field can be described as a stationary stochastic process through the cross-spectral density 
matrix 

 
( , , ) ( , , )

( , , )
( , , ) ( , , )

uu uw
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uw ww

S s U S s U
s U

S s U S s U

 


 
  

     
S  (9) 

where Snm are the cross-spectral densities of the n and m components of the turbulence between two 
points separated in space by the distance Δs.  

The cross-spectral density for a single turbulence component can be described through the auto-
spectral density function and the normalized cross-spectra defined in Eq. (1): 
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 ( , , ) ( , , ) ( , , )nn n n nS s U S U I C s U      (10) 

where Sn is the auto-spectral density function, and Cn is the normalized cross-spectra and n=u,w.  

Having established the cross-spectral density matrix for the wind field process, the spectral matrix 
of the buffeting force on the structure in modal coordinates can be defined as 

 1 2 1 2( ) ( , ) ( , ) ( , ) ( )
load

T T
q V qL

s U s U s ds ds   Q
S Φ B S B Φ  (11) 

where Φ(si) is the mode shape matrix, and Bq is the load transfer matrix for the buffeting load on 
the structure. The load spectral density matrix is calculated by considering two points at a time, s1 
and s2.  

The buffeting matrix can be defined as [59]: 
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where Aij(ω) are the frequency-dependent aerodynamic admittance functions.  

3.1.4 Response calculation 
When the dynamic system is established in modal coordinates, the modal response spectral density 
from a stochastic dynamic load can be calculated as: 

 


*
( ) ( ) ( ) ( )

T

Q    S H S H  (13) 

where QS  is the modal load cross-spectral density matrix. Furthermore, the modal response can be 

transformed back to real coordinates with the following transformation to achieve the response 
spectral density matrix: 

 


*
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

TT T
R Q

x x x x     S Φ S Φ Φ H S H Φ  (14) 

where ( )xΦ  contains the mode shapes in real coordinates. Displacement mode shapes are used to 

obtain displacements, and section force mode shapes are used to get section forces etc. 

3.2 Short-term response statistics 

If the zero-mean response process of a dynamic system excited by environmental loads can be 
assumed Gaussian, ergodic and stationary within a short-term period, the short-term extreme value 
distribution of that process is completely defined by the mean upcrossing rate of a short-term 

response threshold r , and the short-term duration T [23]. The mean r -upcrossing rate can be 
defined as 
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where w is the vector containing the environmental variables, (0)v  is the zero-upcrossing rate, and 

mi are the ith moment of the response spectrum 
|

( | )
R


W

S w : 
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  W
w S w  (16) 

and ω is the angular frequency. For a given short-term period T , the short-term extreme value 
cumulative distribution function (CDF) can be defined as 
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In a short-term extreme value analysis, the expected value of the short-term extreme response 
distribution is often used as the design value. The expected value of the short-term extreme 

response can be estimated as follows, provided that ln( (0) )v T   is sufficiently large: 
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 (18) 

where γ≈0.5772 is the Euler constant, E[∙] is the expectation operator, and kp is the short-term peak 
factor. 

3.3 The full long-term method 

The full long-term method (FLM) is recognized as the most accurate way to estimate the extreme 
response of a structure subjected to stochastic wind and wave loading [23]. During a long-term 
period, T, the environmental load conditions is, in principle, a nonstationary process. This is 

handled by dividing the long-term process into short-term periods T that can be considered 
stationary and ergodic. The long-term extreme response CDF can then be calculated based on the 
short-term response statistics weighted by the probability of the occurrence of each short-term load 
condition.  

Different formulations of the full-long-term method can be found in the literature, but under the 

appropriate assumptions, they are mathematically equivalent [61]. 

3.3.1 Formulation based on the upcrossing rate of the short-term response 
Naess [62] proposed a formulation that calculates the full long-term extreme value CDF based on 
the r -upcrossing rate of each short-term process. Since the response process during a long-term 
period, T, can no longer be considered a stationary process, Eq. (17) is generalized by replacing the 
short-term upcrossing rate with its mean value over the long-term period: 
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1
( ) exp ( , )
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   (19) 

By describing the long-term period as a sequence of stationary short-term periods, the following 
formulation is reached: 
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  ( ) exp ( | ) ( )RF r T v r f d   WW
w w w  (20) 

where fW(w) is the joint probability density function (PDF) of the environmental parameters defined 

in the vector w, stT N T  is the long-term period, and Nst is the number of short-term conditions. 

This formulation is the full long-term formulation with the least limiting assumptions [61], relying 
only on the ergodicity assumption and that the high-level upcrossings follow a Poisson distribution. 

3.3.2 Formulations based on all short-term extreme values 
Borgman [63] presented an expression for the long-term extreme value CDF based on the short-
term extreme values: 

   |
( ) exp ln ( | ) ( )R R

F r F r f d  WWW
w w w   (21) 

This formulation is valid under the assumption of statistically independent short-term extreme 
values. The formulation proposed by Borgman [63] is based on an ergodic averaging. This is often 
referred to as the exact formulation of the full long-term extreme value CDF, but it should be noted 
that it is exact under the appropriate assumtions. An approximate formulation of this problem exists 
as well, which is based on the population mean and not the ergodic average, hence the 
approximation. The formulation reads: 
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( ) ( | ) ( )R R
F r F r f d  WWW

w w w   (22) 

Eq. (22) is often a good approximation, although it is strictly unconservative, as shown by Jensen’s 
inequality theorem, stating that the expected value of a function is greater than or equal to the 
expected value of the function after a concave transformation. In Eq. (21), the natural logarithm is a 
concave function, and the following applies [64]: 

 ( ) ( )R RF r F r  (23) 

and in effect, the Nyr return period response quantity estimated by the approximate formulation is 
less than or equal to the exact formulation. 

3.3.3 Formulation based on all short-term peak values 
The full long-term method formulation based on all short-term peak values was first presented by 
Battjes [65]. For a process that is narrow banded, Gaussian, stationary and ergodic, the CDF of all 
the peaks in a short-term process follows a Rayleigh distribution: 
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Battjes showed that, under the assumption of statistically independent short-term peaks, the long-
term extreme value CDF could be described as follows 
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where 

 (0) (0 | ) ( )v v f d   WW
w w w  (26) 

3.4 Reliability methods 

3.4.1 Formulating the full long-term method as a reliability problem 
The approximate formulation for the full long-term extreme value CDF shown in Eq. (22) can be 
reformulated as a reliability problem. An interesting effect of this reformulation is that it can be 
efficiently solved in an approximate manner using known structural reliability solution algorithms 
such as the first-order reliability method (FORM). 

The general reliability problem can be written as [66]: 

 
( ) 0

( )f G
p f d


  Xx

x x  (27) 

where pf is the failure probability, X is a vector of random variables described by the joint PDF 
fX(x), and G(x) is the limit state function in the real space. In the general reliability problem, X 
contains random variables describing the uncertain load and the uncertain capacity, and then G(x) ≤ 
0 defines failure.  

The approximate formulation of the long-term extreme value problem can be rewritten to a similar 
format: 
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If a vector , R   X W   is defined, a joint PDF of the environmental variables and the short-term 

extreme response can be constructed as: 
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and then Eq. (28) is rewritten to the same format as Eq. (27): 

 
( ) 0

( ) ( ) 1 ( ) 1R f

r r G

F r f d f d p
 

     X X

x

x x x x


 (30) 

where ( )G r r x  . 

Giske et al. [64] proposed a method to formulate the exact full long-term method shown in Eq. (21) 
as a reliability problem and avoid the strictly unconservative simplification that the formulation in 

Eq. (22) introduces. Since  |
ln ( | )

R
F r

W
w  is not a CDF, they rewrote the expression: 

    |
( ) exp 1 ln ( | ) ( ) 1R R

F r F r f d   WWW
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and then introduced a new random variable, Y, so a CDF-like function could be defined as: 
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Thus, the formulation reads: 

  |( ) exp ( | ) ( ) 1R YF r F y f d  W WW
w w w  (33) 

Similar to the definition in Eq. (30), the reliability problem becomes: 
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where 

 |( ) ( | ) ( )Yf F y fX W Wx w w  (35) 

3.4.2 Solving the long-term extreme value problem using reliability methods 
The FORM procedure can be used to calculate the probability of exceedance, pf, by transforming 
the random variables in X into the standard normal space, U, and minimizing the distance to the 
limit state function: 

 arg min ;  constrained to ( ) 0g  u u  (36) 

where ( ) ( ) 0g r r  u u  is the limit-state function in the standard normal space. The reliability 

index   is related to the return period as follows: 

 1 365.25 24 60
(1/ [ ])yrN

T
    
    (37) 

where Φ(.) is the standard normal CDF, Nyr is the statistical return period in years and T  short-term 
duration in minutes. 

In the FORM, the limit-state function is approximated by a first-order Taylor expansion through the 

design point identified in the standard normal space [66]. The approximation is illustrated in  Figure 
8. 

 

 

 

 

 

 

 

Figure 8: Visualization of the FORM procedure 
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The failure probability is related to the reliability index by the relationship: 

 
( ) 0

( ) ( )f
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p f d 
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However, in the inverse FORM procedure, the reliability index is indirectly known through the 
given return period, and the response, r, is sought. Thus, the solution to the long-term extreme value 
problem in Eq. (30) is found by maximizing the response under the following constraint: 

 arg max ( );  constrained to r r  u u  (39) 

When the long-term response is assessed by this approach, X from Eq. (29) contains the 

environmental variables, W and the short-term extreme response R .  

The environmental contour method (ECM) [42] is an efficient approach to estimate the long-term 
extreme response by a short-term extreme value analysis. This method decouples the variability in 
the environmental parameters and the variability in the extreme response [67], and only the 
variability in the load parameters are considered directly. The effect of the extreme value 
uncertainty is often simplified by choosing a higher percentile of the short-term extreme response 
probability distribution as the design value [68]. The environmental contour method is also based 

on the IFORM algorithm, but in this method the random vector is reduced to  X W . 

3.4.3 Transformation of random variables 
When using the FORM, the random variables need to be transformed between the real space and the 
standard normal space. Given the standard normal variables, u1, u2, … , un and the related real 
stochastic variables, v1, v2, … , vn, the following transformation into the real space is needed: 

 
1 21 2 .... 1 2( , ,..., ) ( , ,..., )

nn V V V nu u u F v v v    (40)  

where 
1 2 .... 1 2( , ,..., )

nV V V nF v v v  is the joint CDF of the real stochastic variables. An example of such a 

transformation is shown in Figure 9. If the real variables are uncorrelated, each variable can be 
transformed independently as follows: 

 1( ) ( ) [ ( )]
n nV n n n V nF v u v F u       (41) 

However, if the variables are correlated, the transformation becomes more complicated, and for the 
general problem, a transformation procedure such as the Rosenblatt or Nataf transformation needs 
to be applied [66]. 
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a) b)  

Figure 9: Joint PDF illustration of the transformation of variables between a) the standard normal space and b) the real 
space, considering the mean wind velocity and the along-wind turbulence standard deviation as the random variables. 

The Rosenblatt procedure [69] is a widely used transformation because it is general and quite 
simple to use. The transformation procedure is based on the relationship where the joint CDF can be 
established from the product of conditional marginal CDFs, as shown in Eq. (42): 

 
1 2 1 1 2 1 1 2 1, ,..., 1 2 1 1 2 1 1 2 1, ,...,( , ,..., ) ( ) ( | )... ( | , ,..., )

n n nV V V n V n nV V V V V VF v v v F v F v v F v v v v
     (42) 

The Rosenblatt procedure is a stepwise transformation using conditional CDFs as follows: 
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 (43)  

In the special case where the stochastic variables are normally distributed in the real space, the 
transformation from the uncorrelated standard normal space to the correlated real space is linear. It 
can be shown that if X is a vector containing the real variables vi and Y is a vector containing the 
standard normal uncorrelated variables ui, then the transformation can be described as follows: 

 1( )              X X
    Y A X M X A Y M   (44) 

where 
1 2

...
n

T

X V V V     M  is a vector containing the mean values of the normally 

distributed variables vi, and A is a transformation matrix. For normally distributed variables, A can 
be calculated based on the covariance matrix CXX as follows: 
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 1 2

[1/ ]   ,   1,2,...,

...

T T

j

n

diag j n



 



A D S

D

S S S S

  (46) 

where σVj is the standard deviation, ρjk is the correlation coefficient between the normally 
distributed variables, λj is the eigenvalues, and Sj is the eigenvector of the correlation matrix CXX. 
This transformation procedure is often referred to as the Singular Value Decomposition (SVD), but 
the transformation matrix A can also be found by Cholesky decomposition of CXX, which is 
Hermitian and positive definite: 

 1 T
XX

 C A A  (47) 

If the stochastic variables are log-normally distributed in the real space, the same transformation 
applies to find the associated normal distribution. Thus, the log-normally distributed variables can 
be found as: 

 1exp( )X
 X A Y M   (48) 

3.4.4 Finding the design point by the ECM and the IFORM 
The critical storm condition on the environmental contour for a considered response quantity can be 
found by manual iterations and engineering judgment, but it can also be found by numerical 
optimization. The ECM is similar to the IFORM, but the number of random variables included is 
reduced in the ECM since the variability of the short-term response itself is excluded. The 
difference in the dimensionality of the problems is illustrated in Figure 10. 

 

Figure 10: Illustration of the difference between ECM and IFORM and the effect of the added dimension due to the 
inclusion of the short-term extreme response uncertainty shown in the standard normal space 

In the IFORM, the short-term extreme value ( )r u  is found directly by transformation of the u-

vector, but in the ECM, ( )r u  can be treated as a deterministic value given the environmental 

variables defined by the u-vector and calculated as the short-term expected extreme value defined in 
Eq. (18). 

The iteration algorithm to solve the IFORM problem shown in Eq. (30) and Eq. (34), as proposed 
by Li and Foschi [43] reads: 
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 (49) 

where n is the number of environmental variables and k indicates the iteration. Since the short-term 
extreme value uncertainty is not included as a variable in the ECM, the expression above reduces 
to: 
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u
u

u




 (50) 

3.5 Gaussian process regression 

A Gaussian process can be defined as a sequence of random variables which can be described by a 
joint Gaussian distribution. Hence, the Gaussian process can be defined entirely by its mean- and 
covariance function. Gaussian process regression has become a popular method in machine learning 
[70] due to its simple form and since it can be described by closed form expressions. As a result, 
Gaussian process regression can be used in a Bayesian updating approach to create a surrogate 
model of a real function by introducing sequentially sampled observed data from the function. The 
method has also been used in long-term response related problems in recent years [71–75]. 

An input vector x with its corresponding output function value y = f(x) is defined. The input vector 
x is drawn from the vector X, which contains all xi, and y is the vector of function outputs 
containing all yi. The real function value can now be approximated by a Gaussian process: 

 ( ) GP( ( ), ( , ))i jf m kx x x x  (51) 

where the GP(.) operator indicates a Gaussian process, and the mean function and the covariance 
function of the Gaussian Process can be defined as: 

 
( ) [ ( )]

( , ) [( ( ) ( ))( ( ) ( ))]i j i i j j

m E f

k E f m f m


  

x x

x x x x x x
 (52) 

The covariance function, k(xi,xj) is often referred to as the kernel or the kernel function. The kernel 
function describes the covariance between the random variables in the function-space defined by X. 
There are several covariance function models commonly used in Gaussian process regression [70]. 
Some of the most popular formulations are presented in Table 5. The covariance functions are 
defined so that the Gaussian process is a smooth function over the function-space.  

Perhaps the most used kernel function model is a special case of the γ-exponential kernel, known as 
the squared exponential covariance function: 

 

2

2
2

( , ) exp
2

i j

i j fk
l


   
 
 

x x
x x  (53) 

where σf
2 is the variance of the kernel and l is the length scale parameter. The length scale 

parameter is a so-called hyperparameter of the Gaussian process, and a large length scale defines a 
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high correlation between points far away from each other in the function space and thus a slowly 
varying Gaussian process. A small length scale defines a Gaussian process with quick variations.  

Table 5: Commonly used kernel functions 

Kernel Formulation 

γ-exponential 2 exp
i j

f l




    
    

x x
 

Matérn 3/2    2 1 3 exp 3f i j i j    x x x x  

Matérn 5/2  22 5
1 5 exp 5

3f i j i j i j        
 

x x x x x x  

Rational quadratic 

2

2
2

1
2
i j

f l







  
 
 

x x
 

 

If the function-space is considered as a discretized space defined by the input points, Xd, the 
Gaussian Process can be defined as: 

  ( ) , ( , )
dd d X d df f N X M K X X  (54) 

Where the N(.) operator indicates a normal distribution, 
dXM  is a vector containing the mean 

function at the input points defined by Xd, and ( , )d dK X X  is the covariance matrix.  

The definition in Eq. (54) is referred to as the prior definition since no information about the real 
function is introduced. Now, a set of input/output observations from the real function can be added, 
yt = f(xt), and the Gaussian Process of the unknown discretized points fd can be defined conditional 
on the known observations yt. Eq. (55) is referred to as the posterior definition since it is formulated 
conditional on the observed training data. 
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             

M K X X K X X

K X X K X XM
 (55) 

This expression can be further generalized by introducing noise to possible uncertain observations: 
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     
              

M K X X I K X X

M K X X K X X
 (56) 

where σn
2 is the variance of a Gaussian noise connected to the training data. This noise level is also 

defined as a hyperparameter and can represent uncertainty in the observations. This uncertainty 
definition is often suitable where the observations come from experiments. 
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Further, it can be shown that the predictive mean and covariance of the Gaussian process can be 
found as follows [70]: 
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X X

X y X M K X X K X X I y M
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 (57) 

Note that the covariance of the Gaussian process | ,d t df X X , is independent of the function value of 

the observations and only rely in the position of the observations.  

In a Bayesian updating approach, observations can be introduced sequentially, and the introduction 
of new observations can be based on the points where the uncertainty of the Gaussian process is 
large, for instance, indicated by a large variance according to Eq. (57). The function used to identify 
where a new observation should be introduced is referred to as the learning function. 

A standard Gaussian process learning function when the best model description is sought in the 
whole function space is defined in Eq. (58). This function suggests introducing observations where 
the standard deviation of the posterior Gaussian process is large. 

 
1/2

, | ,arg max ( )
d t dt next f

    X Xx x  (58) 
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4 Summary of appended papers 

4.1 Declaration of authorship 

The idea behind the main direction of the research presented in this thesis is credited to Professor 
Ole Øiseth. The work builds on the findings in the doctoral thesis of Aksel Fenerci [76], and the 
probabilistic turbulence model established during that study was used in the work presented herein. 
Professor Ole Øiseth planned and led the installation of the Hardanger Bridge monitoring system, 
and Aksel Fenerci, Knut Andreas Kvåle and Øyvind Wiig Petersen structured the data from the 
measurements.  

The PhD candidate Tor Martin Lystad is the first author of all the appended papers.  

In paper 1, Tor Martin Lystad and Professor Ole Øiseth planned the study, and Tor Martin Lystad 
implemented the numerical tools and performed the statistical analyses. Tor Martin Lystad wrote 
the manuscript in frequent discussions with both Professor Ole Øiseth and Aksel Fenerci. Both co-
authors, Professor Ole Øiseth and Aksel Fenerci contributed with proof-reading of the manuscript. 

In paper 2, Tor Martin Lystad planned the study in frequent discussion with both Professor Ole 
Øiseth and Aksel Fenerci. Tor Martin Lystad implemented the methods for buffeting response 
calculations in his preferred programming language, Python [77], based on the Matlab [78] 
implementation written by Professor Ole Øiseth. Lystad further extended the implementations to 
include the possibility of inhomogeneous wind conditions. Lystad also developed other numerical 
tools used in the paper and wrote the manuscript. Professor Ole Øiseth and Aksel Fenerci 
contributed further with proof-reading of the manuscript. 

In papers 3, 4 and 5, Tor Martin Lystad planned the study in frequent discussion with Professor Ole 
Øiseth and Aksel Fenerci. Lystad implemented all necessary numerical tools and performed all 
analyses. Lystad wrote the manuscripts in close communication with Aksel Fenerci and Professor 
Ole Øiseth, who also contributed to the manuscripts' proof-reading. 

4.2 Paper 1 [79] 

Lystad TM, Fenerci A, Øiseth O. “Evaluation of mast measurements and wind tunnel terrain 
models to describe spatially variable wind field characteristics for long-span bridge design”, 
Journal of Wind Engineering and Industrial Aerodynamics 2018;179:558–73.  

The first paper compares in-situ mast measurements and wind tunnel terrain model tests performed 
before the design of the Hardanger Bridge with the wind field measurements along the span from 
the Hardanger Bridge full-scale measurement program. The aim is to investigate the performance of 
mast measurements and wind tunnel terrain model tests for predicting the wind field characteristics 
for long-span bridges in complex terrains. The spatial variations of the wind field characteristics, in 
terms of statistical distributions for turbulence intensity and extreme mean wind velocity, is 
investigated. The findings indicate relatively large spatial variations in both turbulence intensity and 
extreme mean wind velocities. The results also indicate local terrain speed-up effects in the mast 
measurements due to the mast's location on top of an elevated headland. Large nonuniformity is 
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also identified in simultaneously measured wind profiles for mean wind velocity and the turbulence 
intensity along the Hardanger Bridge span. The wind tunnel terrain model tests could not 
adequately predict the spanwise wind profiles measured in full-scale, indicating the importance of 
large enough models and investigations of different incoming wind directions. 

4.3 Paper 2 [80] 

Lystad TM, Fenerci A, Øiseth O. “Aerodynamic Effect of Non-uniform Wind Profiles for 
Long-Span Bridges”, Proceedings of the XV Conference of the Italian Association for Wind 
Engineering. IN VENTO 2018. Lecture Notes in Civil Engineering vol. 27. 2019. 

The effect of the large nonuniformity of the measured wind profiles found in paper 1 was 
investigated for the buffeting response of the Hardanger bridge in paper 2. A probabilistic model for 
the nonuniformity of the mean wind velocity and the turbulence intensity was established, and some 
extreme profiles were identified by Monte Carlo simulation from the model. Since the mean wind 
velocity and turbulence intensity are highly correlated, the effect of the two variables' 
nonuniformity will, to some extent, cancel each other. However, the effect of the corresponding 
extreme nonuniform profiles was investigated for the Hardanger Bridge buffeting response, 
showing possible unfavourable response estimates compared with an equivalent uniform wind field.  

4.4 Paper 3 [81] 

Lystad TM, Fenerci A, Øiseth O. “Buffeting response of long-span bridges considering 
uncertain turbulence parameters using the environmental contour method”, Engineering 
Structures 2020;213:110575.  

In the third paper, the Hardanger Bridge's buffeting response, considering uncertain turbulence 
parameters, was investigated. The study investigates the effect of the widely used design approach 
where the extreme short-term storm condition is based on stochastic modelling of the mean wind 
velocity and a deterministic description of the turbulence parameters. The Environmental Contour 
Method (ECM) is used to investigate the 100-year return period storm condition critical for the 
root-mean-square (RMS) girder section moments of the Hardanger Bridge. All six turbulence 
parameters defined by the probabilistic model described in chapter 2.3 is described as random 
variables in addition to the mean wind velocity. The results show that turbulence-induced variability 
has a significant impact on the predicted bridge girder section moments. 

Interestingly, the critical combination of environmental parameters does not necessarily involve the 
maximum mean wind velocity. Further, the response predictions based on the ECM is compared 
with the scattered acceleration RMS responses measured in full-scale at the Hardanger Bridge. The 
results show that the 100-year return period response predicted by the ECM eclipse the scattered 
data indicating significant improvements compared with the traditional design methodology. 

4.5 Paper 4 [82] 

Lystad TM, Fenerci A, Øiseth O. “Long-term extreme buffeting response of cable-supported 
bridges with uncertain turbulence parameters”, Engineering Structures 2021;236:112126. 

The findings in paper 3 showed the importance of describing the uncertainty of the turbulence 
parameters when predicting the largest RMS responses of the Hardanger Bridge girder. Another 
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simplification widely used in current design methodology is to use the expected value of the short-
term extreme response to an identified extreme storm condition as the design value. The effect of 
this simplification is addressed in paper 4, where the turbulence uncertainty and the short-term 
extreme response uncertainty is included by calculating the 100-year return period extreme design 
stresses in the Hardanger Bridge girder with the full long-term method (FLM). The variability of the 
turbulence parameters and the uncertainty in the extreme short-term response are important when 
estimating the design stresses. The FLM is considered the most accurate way to predict long-term 
extreme responses. However, the method is very computationally demanding. For practical 
applications, more computationally efficient approximate methods are often used to estimate the 
long-term extreme responses. In paper 4, the extreme stresses predicted by the FLM is compared 
with the Inverse First Order Reliability Method (IFORM) and the ECM. Simple methods suitable to 
correct the short-term response predicted by the ECM is proposed to obtain an approximation of the 
long-term response. An approach suitable for practical applications of predicting the long-term 
extreme buffeting response of conventional cable-supported bridges is suggested based on the 
established long-term response calculation methods. 

4.6 Paper 5 

Lystad TM, Fenerci A, Øiseth O. “Full long-term extreme structural response with sequential 
Gaussian process surrogate modelling” Submitted for journal publication. 

In paper 4, approximate methods known from the offshore industry was used to calculate the long-
term extreme buffeting response of the Hardanger Bridge girder. Methods such as the IFORM or 
the ECM are efficient methods, but several approximations in the formulations impose uncertainties 
to the extreme response estimates. In the last paper of this thesis, a new algorithm based on 
sequential updating of Gaussian Process surrogate models is proposed to calculate the long-term 
extreme response based on the FLM formulations. The proposed algorithm is applied to the long-
term stresses of the Hardanger Bridge girder described in paper 4. The method shows a 
computational efficiency comparable to the popular IFORM. However, it has the advantage that by 
increasing the model's refinement, the result will converge towards the correct solution of the FLM, 
in contrast to the reliability methods that converges towards an approximate solution. The results 
show a high performance of the algorithm in the application to the long-term response of the 
Hardanger Bridge girder, both in terms of computational efficiency and in terms on accuracy of the 
predicted 100-year return period extreme buffeting stresses.
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5 Conclusions 

The design methodology for buffeting actions of long-span bridges has been thoroughly 
investigated through a case study of the Hardanger Bridge. The most profound contribution of this 
thesis is the results showing the potentially large underestimations of the 100-year return period 
extreme load effects identified by the methods widely used in the design of such bridges today. 
When bridges become longer, the buffeting load effects become an increasingly important part of 
the total design stresses, so uncertainties and underestimations of these load effects can significantly 
affect the achieved structural reliability. The wind-resistant design process of long-span bridges, 
from wind field measurements to estimations of the design load effects, are addressed in this thesis, 
and the following conclusions are reached: 

Wind field measurements 

- The wind field displayed spanwise nonuniform behaviour for both the mean wind velocity 
and the turbulence intensity along the Hardanger Bridge girder. The along-wind turbulence 
intensities varied up to 100%, and the mean wind velocities varied up to 50% along the span 
for some wind conditions. 

- The mean wind velocities measured in the mast used to define the basis for the design of the 
Hardanger Bridge overpredicted the along span wind field due to terrain speed-up effects.  

- The terrain model wind tunnel experiments performed to define the basis for the Hardanger 
Bridge design were unable to predict the spanwise wind profile adequately. The findings 
indicated the importance of modelling an appropriately large terrain area and investigating 
different incoming wind directions. 

- A probabilistic model for the nonuniformity of the mean wind velocity and the along-wind 
turbulence intensity was established based on spanwise wind profiles measured in full-scale 
along the span of the Hardanger Bridge. Due to extreme nonuniform wind profile 
realizations from the probabilistic model, the buffeting response showed potential 
unfavourable effects compared with an equivalent uniform wind field. 

Turbulence variability effects on the design buffeting response 

- The turbulence uncertainty has large effects on the design buffeting responses of the 
Hardanger Bridge. Using the ECM, the largest response predicted on the 100-year return 
period environmental contour exceeded the response on the contour corresponding to the 
largest mean wind velocity by up to ~60% for the section moments and up to ~45% for the 
girder stresses. 

- The turbulence standard deviations, σn, were the most important turbulence parameters to 
model as stochastic variables when predicting the Hardanger Bridge girder's design load 
effects. The nondimensional spectral parameters, An, did not significantly influence the 
response of the Hardanger Bridge. However, for even more slender bridges, the variability 
of this turbulence parameter may be more important.  

- To find the 100-year return period long-term extreme response, the expected value of the 
short-term  extreme response predicted by the ECM needed to be multiplied by a factor in 
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the range 1.11-1.28, depending on the wind direction and the number of turbulence 
parameters described as random variables. The percentile in the short-term extreme response 
distribution corresponding to the 100-year return period long-term extreme response was 
found to be in the range 83%-97%. This observation indicates that the turbulence variability 
and the extreme short-term response's uncertainty should be accounted for when predicting 
the design buffeting load effects in long-span bridges. 

- By describing the turbulence parameters as random variables, the IFORM and the ECM 
were able to predict the variability in the scattered extreme peak acceleration response 
measured in full-scale at the Hardanger Bridge, displaying significant improvement 
compared with the methodology used for the design of the bridge.  

The computational efficiency of the long-term response calculation methods 

- The extreme response based on the FLM was too computationally demanding to calculate 
when the number of turbulence variables became high. 

- The reliability-based methods, IFORM and the ECM are computationally efficient and 
significantly improve the accuracy of the predicted 100-year return period buffeting load 
effects compared to the current design methodology.  

- The suggested Gaussian Process surrogate modelling-based approach showed a 
computational efficiency similar to the popular IFORM for the long-term buffeting response 
considering one-, two-, and three probabilistic environmental variables. However, the 
method outperformed the IFORM in terms of accuracy. 

- The reliability-based methods are based on a unique iteration when predicting the N-year 
return period extreme response of a certain response quantity in a specific position in the 
structure. When the long-term responses in a full structure is required, the computational 
advantage of the IFORM will be significantly reduced.  

- When calculating the extreme responses based on numerical integration of the FLM, the 
response quantities in the whole structure can be acquired from each response calculation. 
So, even though many response analyses are needed to predict the full long-term response, 
the calculation only needs to be performed once.  

- The Gaussian Process surrogate modelling-based approach is computationally efficient and 
can utilise results from all response quantities in the full structure from each response 
analyses. Thus, the proposed methodology can significantly outperform other long-term 
extreme response calculation alternatives in terms of computationally efficiency.
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6 Suggestions for further work 

Compare numerical methods such as CFD with mast and along span wind measurements. It 
would be interesting to investigate the modern CFD methods ability to reproduce the turbulence 
characteristics and the spatial variations of the wind field measured in full-scale at the Hardanger 
Bridge site.  

Fatigue assessment, including uncertain turbulence parameters. The variability of the 
turbulence parameters generally become larger at lower mean wind velocities. For fatigue 
assessment due to buffeting loads, the low to moderate mean wind velocity range often dominates 
fatigue damage. Buffeting loads are not considered critical for the fatigue life of conventional cable-
supported bridges. However, when the bridges become longer and the buffeting load effects become 
more dominant for the total stress, it will also become increasingly important for the bridge's fatigue 
life.  

Refined modelling of the wind direction in the probabilistic model and inclusion of skew 
winds. The probabilistic turbulence model used in this thesis was established conditional on the 
wind direction being either from the east or the west. The Hardanger Bridge site's local topography 
channels the strong winds along the Hardanger Fjord, so this is a reasonable model for this bridge, 
but the wind direction might need to be handled in another way for other bridges. The wind 
direction can be considered a random variable and included in the probabilistic model [83,84]. 
When the wind direction deviates considerably from being perpendicular to the bridge span, the 
inclusion of skew wind buffeting calculation methods [85] should be considered.  

Including the nonuniformity of the wind field in the probabilistic model for long-term 
response calculations. The nonuniformity was described in terms of a probabilistic model in paper 
2 of this thesis, and it could, in principle, be included in the long-term extreme response 
considerations. 

Application of the methods to other bridges and bridge types. The turbulence variability and 
long-term extreme response of the Hardanger Bridge have been thoroughly studied in this thesis, 
but applying the methods presented herein to other bridges and bridge types could be interesting. 
Bridge concepts under consideration for the fjord crossings along the Coastal Highway Route E39, 
such as ultra-long suspension bridge, long floating bridges and suspension bridges with bridge 
towers supported by tension leg platforms, can have different response characteristics. This can 
affect the influence of the different turbulence parameters on the buffeting response, and the effect 
of the uncertainty of the short-term extreme response distribution might be different from the 
Hardanger Bridge. 

Application of the methods based on probabilistic turbulence models from other bridge sites. 
The Hardanger Bridge is situated in complex terrain, and similar investigations as the ones 
performed in this thesis should also be performed on probabilistic turbulence models based on 
measurements from different bridge sites. This would be a step towards more general conclusions 
and recommendations for improved design methods for buffeting response of long-span bridges. 
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A B S T R A C T

The quality of the information about the wind field characteristics is crucial for accurately predicting the struc-
tural response of a long-span bridge subjected to dynamic wind loads. In this paper, in situ mast measurements
and terrain model wind tunnel tests are compared with full-scale measurements of the wind field along the
Hardanger Bridge girder. The aim is to investigate the performance of mast measurements and wind tunnel terrain
model tests in predicting the wind field characteristics for long-span bridges in complex terrains. Wind field
spatial variations and statistical distributions for the mean wind velocity and turbulence intensity are investi-
gated. Extreme value statistics have been applied to compare the mean wind velocity recordings from two
different measurement periods. Results showing terrain-induced effects on the wind directions, turbulence in-
tensities and mean wind velocities are presented. Simultaneous spanwise wind profiles for the mean wind velocity
and along-wind turbulence intensity are compared between the terrain model wind tunnel tests and the full-scale
measurements, and large nonuniformities are identified. The extreme profiles of the turbulence intensities vary as
much as 100% along the span, and the mean wind velocity profiles vary up to 50% along the span.

1. Introduction

The Norwegian government is planning a new highway along the
west coast of Norway to reduce traveling time between four of the largest
cities. The Norwegian west coast is dominated by a terrain with deep
fjords and tall, steep mountains, and a highway in this complex terrain
demands crossing fjords as wide as 5000m and as deep as 1300m with
fixed bridge connections. Other extreme crossings are also being pro-
posed around the world, such as the Messina Strait and the Strait of
Gibraltar, which pose large engineering challenges. The design for dy-
namic environmental loads is critical for such structures, and some of the
methods used for the design of past bridge structures may not account for
the challenges of these extreme projects.

For long-span bridges where the response from dynamic wind loading
is dominating the load effects relevant for design, the quality of the in-
formation about the wind field characteristics available for the design
calculations will govern the achieved structural reliability. In complex
inhomogeneous terrain, the spatial variability of the statistical distribu-
tions for the wind field parameters can be large. In situ mast

measurements and wind tunnel terrainmodel tests are currently the main
approaches used to investigate the local wind field characteristics for
long-span bridge design purposes. Other methods such as computational
fluid dynamics (CFD) and LIDAR technology are also becoming increas-
ingly attractive as computer performance is increasing and further
development is progressing, but the traditional methods will also be
important in the future. Mast measurements can be used to record the
variability of the local wind field at a single point, and wind tunnel
terrain model tests can be used to investigate the spatial transfer of the
turbulence characteristics from the mast position to the bridge span.
There are a few wind tunnel terrain model experiments for bridge design
purposes presented in the literature (Hui et al., 2009a, 2009b, Li et al.,
2010, 2015), but there is still a need to investigate this method's ability to
spatially transfer mast measurements to the bridge span through studies
comparing terrain model results with full-scale measurements, especially
in complex terrain.

Design calculations of the dynamic bridge response due to stochastic
wind loads are still mainly based on the buffeting theory first introduced
by (Davenport, 1962) and improved by (Scanlan, 1978a, 1978b; Scanlan
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and Tomko, 1971). Many full-scale bridge measurement campaigns have
been performed to verify the performance of the buffeting theory (Bietry
et al., 1995; Brownjohn et al., 1994; Cheynet et al., 2016; Cross et al.,
2013; Fenerci et al., 2017; Fenerci and Øiseth, 2018, 2017; Macdonald,
2003; Miyata et al., 2002; Wang et al., 2011, 2013; Xu, 2013), with some
campaigns finding good agreement and others finding significant dis-
crepancies. In traditional design approaches, based on a short-term sta-
tionary and homogeneous wind field assumption, the turbulence
characteristics are commonly chosen as deterministic parameters,
although a significant variability in the measured wind field character-
istics and bridge responses are presented in several of the referred
full-scale measurement campaigns (Fenerci et al., 2017). have shown that
it is possible to account for most of the measured response scatter if
detailed information about the variability in the wind field parameters is
available. More advanced methods such as probabilistic design ap-
proaches (Ciampoli et al., 2011; Davenport, 1983; Kareem, 1988; Pag-
nini, 2010; Pagnini and Solari, 2002; Solari, 1997; Spence and Kareem,
2014; Zhang et al., 2008) or long-term extreme response analysis (Xu
et al., 2017) are able to account for the variability in the load to a greater
extent, but these methods rely on a more complete statistical description
of the load than that used in the traditional methods. Without the bridge
in place, the statistical distributions for the wind field parameters can be
achieved by mast measurements close to the bridge span, but this
approach will rely on the ability to spatially transfer the full statistical
distributions to the bridge span.

Several studies in the literature have undertaken the long-term
monitoring of turbulence characteristics, thus contributing to the un-
derstanding of wind field characteristics in different topographies. Most
of the measurement campaigns have been located in typhoon- and
monsoon-dominated areas, such as the work performed by (Cao et al.,
2009; Choi, 1978; Li et al., 2015; Wang et al., 2017), and have consisted
of full-scale bridge monitoring campaigns such as (Hu et al., 2013; Hui
et al., 2009a, 2009b; Miyata et al., 2002; Wang et al., 2013, 2011, 2009,
2014). Additionally, for European conditions, many wind field charac-
terization studies can be found in the literature (Bietry et al., 1995;
Bocciolone et al., 1992; Brownjohn et al., 1994; Cheynet et al., 2016;
Cross et al., 2013; Fenerci et al., 2017; Fenerci and Øiseth, 2018, 2017;
Harstveit, 1996; Macdonald, 2003). Although all these studies provide
valuable insights, most of them have been based on very few wind sen-
sors (some only measured the wind field characteristics at a single point)
that are unable to describe spatial variations in the wind field (Burlando
et al., 2013). address the problem of spatially transferring measuredwind
velocities to a target site using CFD, but on a less detailed scale than what
is necessary for terrains that exhibit extreme complexity. For long-span
bridge design purposes, there is still a need for studies investigating
spatial variations of wind velocities and turbulence characteristics,
especially in complex terrain where terrain-induced variations can be
large.

In the years prior to the construction of the Hardanger Bridge, in situ
mast measurements and wind tunnel terrain model tests were performed
to investigate the local wind field characteristics at the bridge site. Since
the opening of the bridge in 2013, the Norwegian University of Science
and Technology (NTNU) has been monitoring the wind field along the
bridge girder using 8 ultrasonic anemometers. This paper is an extension
of the preliminary results presented at the European-African Conference
on Wind Engineering in 2017 (Lystad et al., 2017). In this paper, we
study the spatial variations in the statistical distributions for mean wind
velocity and along-wind turbulence intensity at the Hardanger Bridge site
and the performance of the traditional wind field characterization
methods for describing these statistical distributions along the bridge
span in complex terrain.

In section 2 the measurement campaigns used in this study are
introduced, and in section 3 flow patterns at the bridge site are inter-
preted using wind directionality effects as basis. Section 4 investigates
the spatial transfer of the mean wind velocity extreme value distributions
and the probability density function of the along-wind turbulence

intensity between the mast and along girder anemometers. In section 5,
spanwise simultaneously measured profiles for mean wind velocity and
along wind turbulence intensity from the full-scale measurements are
compared with spanwise profiles identified in the wind tunnel terrain
model test. Finally, in section 6 conclusions and some recommendations
for the use of the investigated methods are presented.

2. Wind field measurements

The Hardanger Bridge is a suspension bridge with a main span of
1310m, making it the longest bridge span in Norway. The bridge crosses
the Hardanger fjord, which is located in complex terrain surrounded by
high, steep mountains. The surrounding terrain is extreme, but it is
typical for the fjord landscape along the coastline of Norway.

2.1. Full-scale monitoring campaign

After the bridge was opened to the public in 2013, it was instru-
mented with a state-of-the-art monitoring system measuring wind field
characteristics and acceleration responses along the bridge girder. The
monitoring system consists of 20 triaxial accelerometers and 9 ultrasonic
triaxial anemometers, of which 8 are distributed along the span. An
overview of the wind monitoring system is shown in Fig. 2, and the
system is described in more detail in (Fenerci et al., 2017).

2.2. Mast measurements

During 1988–1992, the Norwegian Meteorological Institute placed a
wind measurement mast on the headland Buneset, close to the southern
end of the bridge, to measure the local wind field characteristics for the
design of the Hardanger Bridge. Buneset is a headland extending into the
fjord with an elevation of 110–130m above mean sea level. As this
headland is relatively flat and the surroundings are steep and complex,
Buneset was a suitable position for the mast placement. Fig. 1 shows
Buneset on the left in the picture (south), and Fig. 3 shows a picture of the
bridge taken from the headland. The mast was instrumented with wind
sensors at three levels, 10m, 30m and 45m above ground. The results
from the mast measurements are reported by (Harstveit, 1994) and dis-
cussed further by (Harstveit, 1996). In (Harstveit, 1994), it was
concluded that the sensors at the two lowest levels were disturbed by the
forest vegetation on the headland, so the results from these sensors were
discarded. They noted that some disturbance may also be present for the
45m sensor, affecting both the recorded turbulence intensity and the
mean wind velocity. The results from the 45m sensor were used for the
design of the Hardanger Bridge, and these results are also used in the
present study.

The elevation of the highest sensor (approximately 155–175m above
mean sea level) is also a concern for representing the wind field char-
acteristics along the bridge girder (60m above mean sea level). The ef-
fects of relative elevation, wind speed-ups as the wind flows over the
headland, and differences in surface roughness are important factors for
the spatial transfer of the wind field characteristics from the mast to the
bridge girder.

2.3. Terrain model tests

To quantify the wind field differences between the mast position and
the bridge girder and to investigate the spanwise effects such as wind
field profiles and covariance, a 1:2000 scale terraced terrain model of the
Hardanger Bridge surroundings was tested in the boundary layer wind
tunnel at NTNU. The tests were performed by the Department of Energy
and Process Engineering at NTNU in 1991, and the results were reported
by (Sætran and Malvik, 1991). The boundary layer wind tunnel at NTNU
is a closed-circuit wind tunnel with a test section that is 11m long, 2.7m
wide and 1.8m high with a maximum wind speed of 30m/s. Hot-wire
anemometers were used in the experiments to measure the along-wind
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component of the fluctuating wind field.
The scale of 1:2000 is larger than the acceptable minimum scale for

accurate modeling of the surface flow behavior, suggested by (Bowen,
2003) to be in the range of 1:2500–5000. However (Bowen, 2003), also
concluded that for terrain model scales smaller than 1:500, the accuracy

of the modeled flow may be significantly reduced. Some studies inves-
tigated the surface modeling of such wind tunnel terrain models (Mer-
oney, 1980; Stevenson et al., 1981) and concluded that special attention
should be given to the effect of the surface of the model. However, both
referenced studies were performed at very small scales, 1:5000 and
1:4000, respectively, which might have affected the surface modeling
sensitivity. The terrain model for the Hardanger Bridge was built as a
terraced model with 10mm thick layers and no further surface roughness
adjustments.

A terrain model with two main wind directions identified by the mast
measurements was tested in the wind tunnel. A map cutout of these two
modeled directions is shown in Fig. 4. From the bridge location, the
Norwegian coastline is to the west and the inland area is to the east
(Meroney, 1980). concluded that the inflow conditions were an impor-
tant aspect in modeling the local wind flow in complex terrain. For the
easterly winds, two different incoming flow cases were tested to inves-
tigate the inflow effect on the locally generated wind field. The easterly
winds travel over a mountainous region before hitting the bridge site, so
the terrain model was subjected to both a smooth incoming flow and a
turbulent incoming flow generated with a turbulence grid. However, the
westerly winds, coming from the sea, were tested only with smooth
inflow conditions, as the local terrain was expected to generate most of
the turbulence effects. For all the tests, an incoming wind velocity of
16m/s was used in the wind tunnel.

Fig. 1. The Hardanger Bridge (image by the authors).

Fig. 2. Full-scale wind field measurement sensor layout.

Fig. 3. Southern tower viewed from the Buneset headland (image by
the authors).
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3. Effects of wind direction

The directional wind field characteristics measured by the mast are
compared with the recorded wind field along the bridge girder from the
bridge monitoring campaign in Figs. 5 and 6. The monitoring system
anemometers are distributed along the bridge girder, from A1 at the
south end to A8 at the north end of the bridge. The mast position is close
to the south end of the bridge, so the A1 sensor is the anemometer closest
to the mast position.

The strong wind roses shown in Fig. 5 display percentages of the
amount of strong wind measurements (>15 m/s) only, and not the total
amount of expected wind recordings during the measurement period. It
can be observed that the percentage of winds above 18m/s is larger for
the westerly winds than the easterly winds. Considering the westerly
winds, the recorded mean wind direction changes slightly towards the
midspan coming more directly from the west. Terrain-induced chan-
neling effects become clearer towards each bridge end, where the
recorded mean wind is following the southwesterly fjord direction. A
possible flow pattern that could explain this behavior is that the
dominant incoming wind direction is more directly westerly, but the
fjord direction is locally channeling the wind direction at the bridge
site. The flow measured at the southern part of the span will then travel
a longer distance along the fjord than the wind closer to the midspan,
being more strongly affected by the channeling effects. This charac-
teristic flow pattern is illustrated in Fig. 6a (Harstveit, 1994). also
indicated a similar flow pattern for the westerly winds, although
focusing on the flow over the Buneset headland rather than the
along-span behavior. In the northern part of the span, the steep
mountainside to the northwest of the bridge is greatly affecting the
wind field, and the measured wind directions suggest strong channeling

effects at this part of the bridge span.
Towards the east of the bridge, the fjord split into two fjord arms,

which causes an interesting spanwise wind field behavior. The domi-
nating winds hitting the southern part of the bridge span, A1-A6, are
coming from the southern fjord arm, but towards the northern part of the
bridge span, A7-A8, the dominating winds are increasingly coming from
the northern fjord arm. Thus, the wind field coming from the east seems
to be composed of two different incoming flows channeled by the two
fjord arms. The assumed easterly wind flow pattern is illustrated in
Fig. 6b.

In Fig. 7, the turbulence intensity wind roses are plotted for the mast
measurements and the anemometers distributed along the girder. Only
strong winds with mean wind velocities above 10m/s are presented. For
the westerly winds, we observe an increasing turbulence intensity from
the southern to the northern part of the span. The very steep moun-
tainside to the northwest of the bridge is increasingly affecting the
westerly wind turbulence towards the north. This behavior is also sup-
porting the assumed flow pattern shown in Fig. 6a, where the westerly
winds are coming down this steep mountain before hitting the bridge
span. For the easterly winds, the turbulence intensity distribution is more
uniform. Based on the observation made in the previous section, that the
easterly wind field is composed of two different incoming flows, a larger
variation in the turbulence characteristics along the span could be ex-
pected, but it seems the two fjord arms are generating a similar wind
field.

Comparing the turbulence characteristics towards the southern part
of the span with the mast measurements, larger percentages of high
turbulence intensities are observed for the mast measurements than for
the anemometers along the girder. This observation is discussed further
in the following sections.

Fig. 4. Terrain model map cutout. ABCD represent westerly winds, and EFGH represent easterly winds (map from Kartverket©; the shown area is approximately
25� 40 km at full-scale).
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It should be noted that the full-scale measurement system is set with
an automatic trigger for recordings where one of the anemometers
measures a mean wind velocity above 15m/s. Since a mean wind ve-
locity over the trigger threshold only needs to be measured by one
anemometer and due to manually triggered periods, a significant number
of measurements between 10 and 15m/s are still present, although the
full distribution is not available in this range. The raw data from the mast
measurement results are not available, so the previously binned results
presented by (Harstveit, 1994) are used in this study. The available mast
turbulence intensities are binned for mean wind velocities above 10m/s,
and not 15m/s, so for comparison reasons, the same range of mean wind

velocities are chosen for the anemometers along the girder.

4. Spatial transfer of wind field characteristics

In situ mast measurements are the most commonly used source of
information about the wind field characteristics for the design of long-
span bridges. In this section, the performance of the mast measure-
ments in predicting wind field characteristics along the Hardanger Bridge
girder is investigated. The results from the four-year mast measurement
campaign are compared with the results from four years of along-girder
measurements performed by NTNU. Extremewind speeds and turbulence

Fig. 5. Mean wind velocity wind roses. The wind roses present percentages of strong winds above 15m/s only, and are divided into two main wind directions, east
and west, with each side adding up to 100% (background from Kartverket©).
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intensities are considered, and spatial transfer coefficients between the
mast and the positions along the girder are estimated. The spatial transfer
coefficients are defined here as the ratio between mast measurements
and along span anemometers and will be further discussed in the
following sections.

4.1. Extreme value statistics

The mean wind velocity is the most important parameter when pre-
dicting the aerodynamic response of a long-span bridge. To create a
spatial transfer coefficient for the mean wind velocity between nonsi-
multaneous recordings from the mast and the along-span anemometers,
extreme value distrubutions for the mean wind speed are considered,
utilizing the Method of Independent Storms (MIS). The background
theory of this method and other recent developments in the field of
extreme value statistics are presented in the following paragraphs.

If the parent probability distribution of a stochastic variable is of the
exponential type, which is the case for the commonly used Weibull dis-
tribution for the mean wind velocity, it can be shown that the asymptotic
extreme value distribution will follow a type I generalized extreme value
(GEV) distribution form (Gumbel distribution). The general parent cu-
mulative probability distribution form of the exponential type can be
written as

PXðxÞ ¼ 1� e�hðxÞ (1)

and the type I generalized extreme value cumulative probability distri-
bution can be written as

PZðzÞ ¼ 1� e�e�y
; y ¼ ðz� uÞ=β (2)

where u and β are the location and scale parameters of the distribution,
respectively, and y is the reduced variate. The relationship between the
parent distribution, PX(x), and the asymptotic extreme value distribu-
tion, PZ(x), is expressed below, given that the values of x drawn from the
parent distribution are statistically independent and that N is the number
of independent storm extreme values drawn from the parent distribution.

PZðxÞ ¼ ½PXðxÞ�N (3)

For the asymptotic limit where N→∞, the extreme value distribution
approaches the GEV distribution. The original Gumbel method presented
by (Gumbel, 1958) for estimating the extreme value distribution takes
advantage of the known shape of the distribution, assuming a type I GEV
distribution form. Since the reduced variate y is a linear function for the
type I distribution, the Gumbel method estimated the order statistics, u

and β, by fitting a straight line to the measurements using linear
regression. The reduced variate y can be expressed as follows, using the
type I GEV form:

y ¼ �ln½ � lnðPZðzÞÞ� (4)

To obtain realizations of y from the recordings, the extreme value
probability PZ(z) must be calculated for each recording. This can be
achieved by ranking the annual extreme value recordings in ascending
order giving the lowest recorded annual extreme the rank ofm¼1 and the
highest annual extreme the rank of m¼n, where n is the total number of
recorded annual extremes. Then, the non-exceedance extreme value
probability of each annual maximum can be calculated from these ranks:

PZðzÞ ¼ m=ðnþ 1Þ (5)

The linear regression approach suggested by (Gumbel, 1958) was
further investigated by (Lieblein, 1974), who proposed an adjusted
method using tabulated coefficients to avoid biased estimates for the
order statistics from the fitted curve for the reduced variate. This
approach is referred to as the Gumbel-Lieblein BLUE (best linear un-
biased estimator) method and was tabulated for up to 16 extreme
value recordings by (Lieblein, 1974), and increased to 30 values by
(Balakrishnan and Chan, 1992). (Harris, 1996) further generalized the
Gumbel-Lieblein BLUE method introducing a new minimum-variance
bias free procedure and suggested that the axes in the traditional
Gumbel plot should be interchanged (Harris, 1996). also suggested
that for extreme wind velocities, a better estimation of the extreme
value distribution due to a faster convergence rate was achieved by
fitting the square of the mean wind velocity q¼U2 to the reduced
variate y, an approach also used in the Eurocode (Tamura and Kareem,
2013).

For the general Gumbel-Lieblein BLUE method, only recorded yearly
maxima are used to fit the extreme value distribution. This approach
demands a very long measurement period to give reliable estimates for
the extreme value distribution. However (Cook, 1982), proposed a
modified approach taking advantage of more than one extreme recording
a year, given that the recorded extreme values are statistically indepen-
dent, known as the Method of Independent Storms (MIS). By introducing
the parameter r for the annual rate of independent storms, the following
relationship was proposed:

r ¼ ns=Ts (6)

where ns is the number of independent storm extreme values used in the
calculations and Ts is the measurement period in years. Then, the annual
extreme value distribution can be expressed as:

Fig. 6. Characteristic flow pattern; a) westerly winds and b) easterly winds (map from Kartverket©).
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PZðzÞ ¼ ½PZ�sðzÞ�r ¼ ½ms=ðns þ 1Þ�r (7)

where PZ-s(z) is the individual storms extreme value distribution,ms is the
individual storm rank and PZ(z) is the annual extreme value distribution.
In this way the number of extremes available for practical purposes could
be significantly improved. (Cook, 1982) also introduced a method for
using the Gumbel-Liebline BLUE approach utilizing more extreme values
than the tabulated coefficients from the method would suggest, but a
better estimate based on a larger number of extreme values was achieved
using Harris' method (Harris, 1999). Recent development in the field of

extreme value characterization has shown that using the asymptotic
extreme value distribution methods described above may lead to signif-
icant discrepancies for the estimation of extreme wind speeds with large
return periods (Ian Harris, 2014; Torrielli et al., 2013). Penultimate
distribution methods arguing that the number of extremes used, rTs, is
too low to justify an asymptotic assumption where rTs → ∞ are also
presented in the literature (Cook and Harris, 2008, 2004; Harris, 2009)
showing better performance for large return periods up to 10 000 years.

In the following investigations, the MIS method based on the Gumbel-
Lieblein BLUE approach is used. Other methods may provide better

Fig. 7. Turbulence intensity wind roses. The wind roses are divided into two main wind directions, east and west, with each side adding up to 100% (background
from Kartverket©).
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estimates of the extrapolated large return period extreme wind speeds,
but they will rely on a larger number of extremes than that available from
the mast measurements in (Harstveit, 1994) to improve the performance
compared to the MIS approach. However, for the sake of comparison
between nonsimultaneous wind recordings in this study the chosen
methodology is deemed satisfactory.

4.2. Mean wind velocity

By applying the individual storms approach and the Gumbel-Lieblein
BLUE method, a mean wind velocity extreme value distribution for the
mast measurements and the anemometers along the bridge girder was
fitted based on the 16 largest statistically independent individual storms
during the four-year measuring periods. As noted by Kasperski in
(Tamura and Kareem, 2013), the common practice to ensure statistical
independence among the recorded individual storm maxima is to require
a low mean wind speed over a longer period of 12–24 h, since a single
storm may calm down before strengthening again. In the present study,
the criterion described by Kasperski was followed, demanding a mini-
mum of 12 h of winds below 15m/s between the individual storms.
However, for the mast measurements, the criterion set to identify sta-
tistically independent storms was that the mean wind velocity should fall
below 10m/s between each recorded storm maxima. Although this cri-
terion may principally lead to maxima from the same storm, the time of
the measured extreme values are known, and well separated, so the in-
dividual storms can also be determined as statistically independent for
the mast recordings. The measurements were divided into the two main
wind directions, considering westerly and easterly winds separately.

The location of the mast on top of the Buneset headland suggests that
wind speed-up effects due to local topography may affect the mean wind
velocity, as investigated by (Carpenter and Locke, 1999; Miller and
Davenport, 1998). In the European design code for wind actions (Stan-
dard Norge, 2009), speed-up effects due to flow over local hill tops can be
defined by the terrain shape factor co, also referred to as the speed-up
ratio in the literature (Miller and Davenport, 1998; Stevenson et al.,
1981; Tamura and Kareem, 2013):

co ¼ vm
�
vmf (8)

where vm is the increased wind velocity due to speed-up effects and vmf is

the reference velocity.
For the design of the Hardanger Bridge, the terrain model wind tunnel

tests were used to estimate the spatial transfer coefficient, or speed-up
ratio as defined in Eq. (8), between the mast position and the midspan
of the bridge. For the westerly winds, they concluded that the midspan
girder wind speed was only 6% lower than the wind speed measured by
the mast. For the easterly winds, the measured midspan wind speed was
20% lower than the wind speed in the mast position for the smooth
inflow case and 15% lower than that for the turbulent inflow case. Since
the strongest winds were measured coming from the west and the wind
tunnel tests showed a low difference in the wind velocity between the
mast and the girder midspan for this direction, no reduction in the
measured mast wind velocities were used in the design.

In Figs. 8 and 9, fitted Gumbel-Lieblein plots are shown for the
easterly and westerly winds, respectively, comparing the extreme winds
measured by the mast with the along-girder anemometers. The fitted
curves are not linear in the plots because the line is fitted to the square of
the mean wind velocity and plotted against the linear mean wind velocity
axis. In Fig. 10, the fitted extreme value probability distribution is plotted
along the bridge span through a contour plot for both easterly and
westerly winds. The mean wind velocity, with a statistical return period
of 2 and 50 years, is indicated for the along-span variation and the mast
extreme wind velocities. In Tables 1 and 2, extreme winds for 2 and 50
year statistical return periods are shown for all sensors, as well as the
speed-up ratio for the mast using measurements along the bridge girder
as reference wind speeds.

It can be observed that the mast measurements overestimate the wind
speed compared with the positions along the girder for both wind di-
rections. Comparing the midspan (A6) speed-up ratios observed from the
full-scale measurements with the predicted coefficients from the terrain
model wind tunnel test results c, a good estimate for the easterly winds
can be observed, but for the westerly winds, the terrain model experi-
ments show a significantly lower speed-up ratio than that observed from
the full-scale measurements. This may be explained by observing the
difference in wind directions for the westerly winds between the mast
measurements and the midspan anemometer, A6, and the assumed flow
pattern shown in Fig. 7a. As the westerly direction modelled in the wind
tunnel may be slightly inaccurate for the dominating winds, as discussed
in the previous sections, important information about the local flow over
the Buneset headland may have been lost resulting in an underestimated

Fig. 8. Gumbel-Lieblein plots for the extreme mean wind velocities of chosen anemometers for easterly winds.
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speed-up ratio.
The European design code for wind actions (Standard Norge, 2009)

gives guidelines for calculating local variations in the wind velocity
based on the inclination of the upstream hill and the position relative to
the hill. The relationship for an inclination ratio of Φ¼H/Lu > 0.3 is
defined as follows

co ¼ 1þ 0:6s (9)

where s is a factor accounting for the position relative to the hill and the
terrain shape. It should be noted that the guidelines given in the Euro-
code are not valid for complex terrain such as the Hardanger Bridge site,
but it is interesting to see how well the guidelines can perform also under

Fig. 9. Gumbel-Lieblein plots for the extreme mean wind velocities of chosen anemometers for westerly winds.

Fig. 10. Extreme value probability density for the mean wind velocity of a) easterly winds and b) westerly winds.

Table 1
Mean wind velocity extreme values and speed-up ratios for the easterly winds.

Sensor x [m] U2yr U10yr U50yr U100yr co,2yr co,50yr

Mast ~1000 23.9 26.4 28.3 29.1 1 1
A1 460 19.1 21.1 22.7 23.4 1.25 1.25
A2 280 20.4 22.6 24.3 25.0 1.17 1.17
A3 240 18.8 20.7 22.3 22.9 1.27 1.27
A4 200 19.6 21.4 22.9 23.5 1.22 1.24
A5 180 18.9 21.0 22.6 23.3 1.26 1.25
A6 �10 20.0 21.7 23.2 23.8 1.20 1.22
A7 �180 19.6 21.4 22.8 23.4 1.22 1.24
A8 �420 17.7 19.1 20.3 20.7 1.35 1.40
Eurocode – – – – – 1.24
Terrain model – – – – – 1.20/1.15

Table 2
Mean wind velocity extreme values and speed-up ratios for the westerly winds.

Sensor x [m] U2yr U10yr U50yr U100yr co,2yr co,50yr

Mast ~1000 30.0 33.1 35.6 36.6 1 1
A1 460 22.6 25.9 28.5 29.5 1.33 1.25
A2 280 24.8 28.6 31.5 32.6 1.21 1.13
A3 240 24.3 28.3 31.4 32.6 1.23 1.13
A4 200 23.4 26.5 29.0 29.9 1.28 1.23
A5 180 24.6 28.7 31.8 33.1 1.22 1.12
A6 �10 23.0 26.5 29.2 30.3 1.30 1.22
A7 �180 23.5 26.9 29.6 30.6 1.27 1.20
A8 �420 20.5 23.4 25.7 26.6 1.46 1.38
Eurocode – – – – – 1.18
Terrain model – – – – – 1.06
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such conditions. A good performance may indicate isolated effects, less
influenced by the surrounding terrain complexity. By applying the
calculation procedure for local wind speed-ups over a single hill proposed
in the design codes, a speed-up ratio of 1.24 for the easterly winds and
1.18 for the westerly winds can be determined, corresponding very well
with the observed speed-up ratios from the full-scale measurements in
Tables 1 and 2 In this calculation, Φ¼0.33 and s¼0.4 were used for the
easterly winds, and Φ¼0.5 and s¼0.3 were used for the westerly winds,
based on the mast distance from the upstream hill and the steepness of
the hill.

For the easterly extreme wind velocity distribution plotted in
Fig. 10a, a uniform distribution along the span is shown, although slight
reductions towards the ends are visible. The same trend can be observed
for the westerly wind direction in Fig. 10b, although stronger reductions
towards the ends are present. Additionally, a weak linear trend from the
A8 sensor in the north to the A5 sensor can be observed for the westerly
winds.

In this section, the extreme value statistics have been used to compare
recordings from two different measurement periods. Some caution
should be used due to possible biased differences between the two pe-
riods. There are no long-term wind measurement stations very close to
the bridge site that cover both periods, as they are 25 years apart, but a
qualitative comparison of the monthly maxima from a measuring station
in the same area have been performed without any observed significant
differences in the wind velocities. Additionally, the measurement periods
of 4 years are relatively long, so a good statistical foundation can be
expected, thus adding to the validation of the results.

4.3. Turbulence intensity

The turbulence intensity is another one of the most important wind
field characteristics for design of long-span bridges, especially when
dealing with buffeting response. Aerodynamic effects such as vortex
induced vibrations (VIV) and aeroelastic instability phenomena are also
affected by turbulence, however VIV is more critical for lower wind

speeds and aeroelastic instability is, or at least should be, critical for
higher wind speeds than what is considered in this study. Thus, based on
the turbulent wind recordings considered here, the discussion in the
following will be related to buffeting effects for long-span bridges. In situ
mast measurements are one of the main sources of information about the
local turbulence content of the wind field for the design of long-span
bridges. In complex terrain, the turbulent wind field can be expected to
have large terrain-induced spatial variations, as observed by (Li et al.,
2010, 2016). Hence, the positioning of the measurement mast and the
physical interpretation of its ability to represent the along-span turbulent
wind field characteristics can be very important. In this section, the
along-wind turbulence intensity statistical distributions are investigated.
The along-wind turbulence intensity is defined as follows:

Iu ¼ σu=U (10)

where σu is the standard deviation of the fluctuating wind process and U
is the mean wind velocity.

The expected value and the variability of the turbulence intensity
from the bridge monitoring recordings are compared with the mast
measurements. Strong wind recordings with a mean wind velocity above
10m/s are considered, and again, the wind field is divided into the two
dominating directions, easterly and westerly winds, as they display a
different behavior. In Figs. 11 and 12, histogram plots of the turbulence
intensities along the bridge span are shown together with fitted log-
normal probability density functions (PDFs). The fitted PDFs from the
mast measurements are indicated in all figures for comparison purposes.
The fitted PDF for the strong wind turbulence intensity follows the log-
normal distribution very well both for the along-span anemometers
and for the mast measurements. In Fig. 13, a contour plot of the PDF for
the along-wind turbulence intensity is plotted along the span. The ex-
pected value and the 95th percentile of the turbulence intensity are
indicated in the same figure. In Tables 3 and 4, the turbulence intensity
expected values, standard deviations and 95th percentiles, and the
spatial transfer coefficients for these statistical parameters between the
mast and the along-span anemometers are presented. The spatial transfer

Fig. 11. Fitted probability density functions of chosen anemometers for the easterly along-wind turbulence intensities.
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coefficients are defined as the ratio between the statistical distribution at
the mast position (noted mast) and the along-span anemometers (noted
anemo) as

γstat ¼ Istat;mast
�
Istat;anemo (11)

where Istat, mast and Istat, anemo can be any statistical entry such as the mean

Fig. 12. Fitted probability density functions of chosen anemometers for the westerly along-wind turbulence intensities.

Fig. 13. Probability density distributions for the along-wind turbulence intensity Iu of the a) easterly winds and b) westerly winds.

Table 3
Turbulence intensity statistics and spatial transfer coefficients for the easterly winds.

Sensor x [m] Mean Std 95th γmean γstd γ95th μ σ

ast ~1000 0.179 0.059 0.286 1 1 1 �1.722 0.322
A1 460 0.152 0.043 0.227 1.17 1.36 1.26 �1.883 0.279
A2 280 0.156 0.042 0.232 1.14 1.39 1.23 �1.856 0.266
A3 240 0.155 0.040 0.227 1.16 1.47 1.26 �1.868 0.256
A4 200 0.159 0.042 0.232 1.12 1.40 1.23 �1.840 0.260
A5 180 0.157 0.041 0.227 1.14 1.45 1.26 �1.852 0.254
A6 �10 0.157 0.042 0.232 1.14 1.42 1.23 �1.851 0.260
A7 �180 0.162 0.042 0.237 1.10 1.39 1.20 �1.818 0.256
A8 �420 0.165 0.038 0.232 1.09 1.56 1.23 �1.805 0.226
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value, standard deviation or 95th percentile of the along-wind turbulence
intensity.

Considering the easterly winds, the turbulence intensity is uniformly
distributed along the span, both in mean value and variability.
Comparing the along-span anemometers with the mast measurements,
Table 3 shows that the mast measurements overestimate the mean value
by 14% and the 95th percentile by 23% for the midspan sensor A6. Thus,
the error made by using the mast measurements directly would, in this
case, become larger for a probabilistic design approach than if the design
was based on the expected value as a deterministic parameter.

A similar trend can be observed for the westerly winds, where both
the mean and variability are larger in the mast measurements than in the
along-span anemometers close to the southern bridge end. These obser-
vations indicate that the mast measurement turbulence intensities may
be affected by the forest vegetation surrounding the mast, as noted and
commented upon in the mast report (Harstveit, 1994). European design
codes for wind actions (Standard Norge, 2009) state that the standard
deviation of the fluctuating wind process should be unchanged by the
terrain form creating the speed-up effects discussed in the previous sec-
tion. Therefore, by increasing the mean wind velocity and keeping the
standard deviation of the process unchanged, the turbulence intensity
decreases. However (Miller and Davenport, 1998), made observations
contradictory to this effect and concluded that the design codes would
yield unconservative values for turbulence intensities following these
guidelines. Although the surface roughness due to the local forest vege-
tation on Buneset can explain at least parts of the overestimated turbu-
lence intensities, flow separation effects due to the flow over the
headland may also be present, in accordance with the observations made
by (Miller and Davenport, 1998). S. Cao also concluded in (Tamura and
Kareem, 2013) that flow separation may occur over hilltops when the
upstream slope is larger than 17�, which is the case for both wind di-
rections at Buneset.

Another factor that may affect the difference among the turbulence
intensity distributions is the incomplete conditional distribution for the
wind speeds between 10 and 15m/s for the bridge monitoring mea-
surements, due to the triggering threshold previously discussed in section
3. However, as shown by (Fenerci and Øiseth, 2017), the conditional
turbulence intensity distribution for mean wind velocities in the range of
10–15m/s is similar to the range of 15–20m/s for the Hardanger Bridge,
and since the error is only connected to the weight of the contributions
from this range, this effect is not expected to significantly influence the
results.

An interesting behavior can be observed for the westerly winds where
the turbulence intensity distributions are changing significantly along the
bridge span, showing a very nonuniform behavior in both mean value
and variability. The expected value for the turbulence intensity is
increasing from south to north by as much as 50%, and the mast mea-
surements change from overestimating the turbulence intensity in the
southern part of the span to underestimating it in the northern part. This
effect was also indicated in Fig. 7, where high turbulence intensities were
observed towards the A8 sensor for westerly winds generated by the
mountain to the northwest of the bridge.

It is also noted that the fitted lognormal distributions are following
the turbulence intensity histograms very well for all the along-span an-
emometers. The histograms for the mast measurements are sorted in
wider bins due to the available datasets, but a lognormal distribution still
follows the distribution well. The lognormal probability density function
can be written as

f ðxÞ ¼ 1

xσ
ffiffiffiffiffi
2π

p e
�

�ðln x�μÞ2
2σ2

�
; x > 0 (12)

where μ (the mean of the natural logarithm of the random variable) and σ
(the standard deviation of the natural logarithm of the random variable)
are the distribution parameters. The fitted distribution parameters for the
turbulence intensities are shown in Tables 3 and 4.

5. Spanwise wind profiles

The wind field characteristics at the Hardanger Bridge site show large
spatial variability along the span, especially for the turbulence intensity,
as shown in the previous sections. The terrain model wind tunnel tests of
the Hardanger Bridge site were used to investigate such terrain-induced
spatial variations in the wind field.

In this section, simultaneously measured full-scale wind profiles
along the bridge girder are shown for mean wind velocities and along-
wind turbulence intensities and compared with the wind profiles
measured in the wind tunnel. Only strong winds are considered with a
midspan mean wind velocity above 12m/s.

The full-scale measurement wind profiles are divided into wind di-
rection sectors of 10� and are shown in Figs. 14 and 15 for the easterly
and westerly winds, respectively. The measured profiles for the mean
wind velocity and turbulence intensity from the wind tunnel tests are
indicated in the same figures and are divided into easterly and westerly
winds, corresponding to the two terrain models described in the previous
sections.

Some spanwise nonuniformity in the wind field can be expected for
such a bridge, where the surface roughness is smaller in the middle of the
fjord than towards each side. A decrease in mean wind velocity, and
corresponding increase in turbulence intensity towards the bridge ends
would result from such conditions, however the complexity of the sur-
rounding terrain may distort this behavior. From Fig. 14, a quite uniform
wind field is displayed for the first 1-3 sectors of the easterly winds, but
for sector 4–7 the surface roughness effect described above is becoming
increasingly clear. Though no distinct linear trend is observed from the
full-scale measured wind profiles for this wind direction, the profiles
measured in the wind tunnel terrain model tests display a clear linear
variation both for the mean wind velocity and the turbulence intensity,
but with an opposite sign of inclination. The variation is stronger in the
test configuration with a turbulent inflow than in the smooth inflow case.
The easterly wind direction modeled in the wind tunnel is closest to
sectors 4–6 in Fig. 14. Although the linear trend from the wind tunnel
tests is not observed at the middle part of the span in the full-scale
measurements, a similar trend can be observed for the northern part of
the bridge. Here, the mean wind speed is decreasing, and the turbulence

Table 4
Turbulence intensity statistics and spatial transfer coefficients for the westerly winds.

Sensor x [m] Mean Std 95th γmean γstd γ95th μ σ

Mast ~1000 0.151 0.046 0.235 1 1 1 �1.889 0.295
A1 460 0.122 0.046 0.207 1.24 0.98 1.14 �2.107 0.369
A2 280 0.128 0.046 0.212 1.18 0.98 1.11 �2.053 0.351
A3 240 0.127 0.044 0.207 1.19 1.04 1.14 �2.062 0.336
A4 200 0.126 0.043 0.202 1.20 1.06 1.16 �2.068 0.331
A5 180 0.128 0.043 0.202 1.19 1.07 1.16 �2.059 0.325
A6 �10 0.144 0.047 0.227 1.05 0.98 1.03 �1.935 0.316
A7 �180 0.156 0.050 0.247 0.97 0.91 0.95 �1.857 0.313
A8 �420 0.182 0.059 0.288 0.83 0.78 0.82 �1.705 0.314
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intensity is increasing, in better correspondence with the wind tunnel
profiles.

For the westerly winds, it has previously been noted that the modeled
terrain direction does not seem to represent the dominant incoming wind

direction very well. The modeled direction corresponds best with sectors
8 and 9 for the full-scale measurements shown in Fig. 15. The wind
tunnel experiments show a very homogenous behavior for both the mean
wind velocity and the turbulence intensity along the span, in strong

Fig. 14. Along-span simultaneously measured wind field profiles for easterly winds. FS, denotes “Full-scale measurements” and WT denotes “Wind Tunnel tests”. On
the right side of the figures, midspan (A6) wind rose for the FS profiles are given, highlighting the associated sector for the mean wind direction.”

T.M. Lystad et al. Journal of Wind Engineering & Industrial Aerodynamics 179 (2018) 558–573

570



contradiction to what can be observed in Fig. 13. However, for sectors 8
and 9, the homogeneity identified by the terrain model wind tunnel tests
seem to correspond quite well to the full-scale measurements for the
middle part of the span. The A8 sensor closest to the north end of the
bridge shows a different behavior, but this behavior could not be
captured by the wind tunnel experiments since only the middle part of
the bridge span was investigated. For sectors 10 and 11, a linear trend in
both the mean wind velocity and the turbulence intensity profiles is
observed. This corresponds to the observation made for the turbulence
intensity in Fig. 13, but the trend for the mean wind velocity is clearer in
Fig. 15 than in Fig. 10. This trend is an illustration of the strong terrain

induced effects on the wind field inhomogeneity at this very complex
bridge site.

The full-scale turbulence intensities display a large variability, but the
turbulence intensity levels from the wind tunnel tests agree quite well
with the measured mean value levels for the corresponding sectors of the
westerly winds. This is an indication that most of the turbulence is
generated locally for this wind direction. For the easterly winds, the full-
scale measurements display levels in the area between the two test
configurations, indicating that some influence from the incoming flow
affects the local turbulence characteristics as well. These observations
agree with the initial assumptions about the inflow conditions and

Fig. 15. Along-span simultaneously measured wind field profiles for westerly winds. FS, denotes “Full-scale measurements” and WT denotes “Wind Tunnel tests”. On
the right side of the figures, midspan (A6) wind rose for the FS profiles are given, highlighting the associated sector for the mean wind direction.”
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indicate that the surface model of the terrain model is performing well.
A few studies have investigated the effects of the homogeneity

assumption often used in buffeting calculations (Arena et al., 2014; Hu
et al., 2017; Zhang, 2007). Fig. 15 shows turbulence profiles that vary as
much as 100% over a length of approximately 900m and mean wind
velocities that vary by approximately 50% over the same length. The
Hardanger Bridge site is extremely complex; however, it is quite typical
for Norwegian terrain. Other areas of the world where long-span bridges
are constructed show similar complexities, such as mountain gorge ter-
rains in China, as investigated by (Li et al., 2010, 2016). In such condi-
tions, extreme nonuniform profiles may be important for both the
buffeting action and aerodynamic instability effects of long-span bridges.

One of the main approaches to estimate such nonuniformity in the
wind field is by using terrain model wind tunnel tests. In this study, some
discrepancies in the tested wind field profiles from the wind tunnel were
found when compared with the full-scale measurements. However, some
promising results were also found, especially for the uniformity in the
westerly wind profiles and the turbulence intensity levels predicted by
the wind tunnel experiments. Some of the unsatisfactory results from the
wind tunnel tests for the Hardanger Bridge site can be explained by the
limited size of the terrain model and the limited number of tested
incoming wind directions. A larger scale and a largermodeled area would
be expected to increase the performance of the wind tunnel test results
for the Hardanger Bridge site.

6. Conclusions

The spatial variations in the wind field characteristics at the Har-
danger Bridge site have been investigated in this paper. The performance
of traditional wind field characterization methods, namely, in situ mast
measurements and wind tunnel terrainmodel experiments, for predicting
the wind field along a bridge girder in complex terrain has been studied,
and the following conclusions can be drawn:

- The mean wind direction varies along the Hardanger Bridge span
indicating terrain-induced effects on the mean wind direction.
Caution should be taken when using wind directions measured at a
single point as a basis for inflow directions for wind tunnel terrain
model tests.

- The easterly wind field was composed of incoming flows from two
different fjord arms due to terrain channeling effects.

- Extreme value statistics were used to compare wind speeds between
nonsimultaneous measurement campaigns. Local wind speed-up ef-
fects measured at the mast location were successfully predicted using
the calculation guidelines defined in the European design code for
wind actions, despite the limitations of this code regarding complex
terrain. The terrain model wind tunnel tests also successfully pre-
dicted the speed-up effect for the easterly wind direction but under-
predicted the speed-up effect for the westerly winds.

- Turbulence intensity levels measured at the mast were larger than
those measured along the bridge span. The larger turbulence intensity
measured at the mast can be explained as a combination of flow
separation over the hill and local vegetation at the mast location,
imposing higher surface roughness. The design guidelines would fail
to predict such an effect resulting in an underestimation of the tur-
bulence intensity.

- The probability distribution of the turbulence intensity followed a
lognormal probability density function for the mast and for all the
along-span anemometers.

- The wind field along the Hardanger Bridge girder displayed spanwise
nonuniform behavior for both the mean wind velocity and along-
wind turbulence intensity. The turbulence intensities varied up to
100% and the mean wind velocities varied up to 50% along the span.

- The terrain model wind tunnel experiments were unable to
adequately predict the spanwise wind profiles for the easterly wind
direction, but better agreement was found for the modeled westerly

wind directions. This indicates the importance of modeling an
appropriately large terrain area and investigating different incoming
wind directions.

- In situ mast measurements and terrain model wind tunnel tests as the
source of wind field information for design purposes can be a satis-
factory method under the following conditions:
o Special attention should be given to the position of the mast
o The scale and size of the model need to be large enough to allow the
testing of several incoming wind directions.

- Single-point mast measurements should be complemented by addi-
tional masts, terrain model tests or LIDARs to more accurately capture
the spatial transfer.
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A B S T R A C T

Full-scale monitoring of the Hardanger Bridge has revealed significant turbulence-induced variability in the
measured acceleration response. In this paper, a probabilistic model is used to describe the uncertain turbulence
parameters, and the environmental contour method is used to investigate the long-term root-mean-square (RMS)
response of the Hardanger Bridge. The results show that turbulence-induced variability has a significant impact
on the bridge girder section moments. It is also interesting that the critical combination of environmental
parameters does not necessarily involve the maximum mean wind velocity. By using the environmental contour
method to account for turbulence uncertainty, the scattered acceleration RMS response measurements from the
Hardanger Bridge are successfully eclipsed by 100-year return period response estimates, showing vast im-
provements compared with the traditional design methodology. The investigations presented in this paper show
that the environmental contour method can be used to improve the accuracy and reduce the uncertainty in
buffeting response calculations for long-span bridge design.

1. Introduction

The trend in international bridge engineering is that increasingly
longer passages are crossed with long-span bridges. As experience and
development progress, more audacious bridge crossings are considered,
such as the Messina Strait and the Strait of Gibraltar. In Norway, the
government is planning to build a continuous highway along the west
coast of the country [1]. Such a highway would have to cross several
fjords with extreme long-span bridges, replacing the current ferry
connections. Many of the bridge concepts under consideration are ex-
tremely slender, such as floating bridges spanning up to 5500 m and
suspension bridges with main spans over 3000 m. Buffeting response
from turbulent wind loading governs the design stresses for these types
of structures, so uncertainties connected to the description of the tur-
bulent wind field must be properly handled as it significantly affects the
overall structural reliability.

Since 2013, the Norwegian University of Science and Technology
has performed full-scale measurements of the wind field characteristics
and acceleration responses of the Hardanger Bridge, the longest sus-
pension bridge in Norway. The results from the measurement campaign
have been presented in a series of papers [2–7], showing significant
turbulence-induced variability in the measured dynamic response.
Several full-scale measurement studies have been performed on long-

span bridges around the world, showing similar variability in the
measured response [8–17]. In the traditional design methodology for
long-span bridges, only the mean wind velocity is treated as a stochastic
variable because it is considered a very dominating load parameter. The
corresponding turbulence parameters are then chosen deterministically
based on design codes or site measurements. The results from the
previously referenced studies indicate that this methodology is too
simplified and may introduce significant uncertainty to the response
estimates.

Long-term extreme response calculations have long been the stan-
dard for the design of offshore structures subjected to wave loading
[18]. In such calculations, the load parameters and the short-term ex-
treme response can be treated as stochastic variables. The environ-
mental contour method [19] is an efficient approach to estimate the
long-term extreme response by a short-term extreme value analysis.
This method decouples the variability in the environmental parameters
and the variability in the extreme response itself [20], and only the
variability in the load parameters are considered directly. The effect of
the extreme value uncertainty is often simplified by choosing a higher
percentile of the short-term extreme response probability distribution
as the design value. Environmental contours can be established using
several methods, such as the inverse first order reliability method
(FORM), inverse second order reliability method (SORM), the highest
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density contour method (HDC) or Monte Carlo simulation [21–23]. The
inverse FORM is the most common and is the methodology applied in
this work.

The environmental contour method can also be used to estimate the
long-term response of structures subjected to wind loading with un-
certain turbulence parameters [24–27]. Some studies using long-term
response analyses for bridges, including the mean wind velocity dis-
tribution, have been performed [28,29], but long-term methods, in-
cluding uncertain turbulence parameters, have not been studied in
depth in the field of bridge engineering. Other probabilistic frameworks
for buffeting response have also been suggested in the literature
[30–37], but in long-term analyses, the probabilistic considerations are
isolated to the dynamic extreme response, making it very interesting for
practical design purposes. Probabilistic approaches, such as the en-
vironmental contour method, rely on a solid statistical description of
the environmental variables, and some probabilistic models for un-
certain turbulence parameters can be found in the literature [5,38].

The environmental load situations critical for design purposes are
often the high return period cases. This means that the joint probability
density functions (PDFs) for the environmental parameters need to
describe the tail region properly or significant uncertainty can be ex-
pected [39]. Many efforts have been made to improve the environ-
mental contour estimates for high return periods [40–45], but most
studies focus on wave loading and not turbulent wind. In bridge en-
gineering, the mean wind velocities with long return periods are often
estimated from the extreme value distribution directly. In this paper,
the tail of the mean wind velocity parent PDF is estimated from extreme
wind measurements using asymptotic extreme value theory [46]. In-
stead of extrapolating the interesting tail region by fitting the PDF to
the full mean wind velocity dataset, the less important low wind speed
range is extrapolated based on the extreme values in the tail.

In Section 3 of this paper, environmental contours are established
based on the probabilistic turbulence model for the Hardanger Bridge
site developed by Fenerci and Øiseth [5]. In Section 4, the turbulence
variability effect on the design response of the Hardanger Bridge girder
has been investigated using constrained numerical optimization to
identify the environmental situation most critical for the bridge girder
section moments. The findings show that the design storm does not
correspond to the event of the maximum mean wind velocity, but in-
deed, the turbulence parameters should be treated as stochastic vari-
ables. In Section 5, vast improvements are achieved by using this
method to compare the calculated acceleration root-mean-square
(RMS) response with the scattered response from the full-scale mea-
surements of the Hardanger Bridge. The traditional approach is not able
to describe the variability in the measured response, whereas the en-
vironmental contour method can be used to find an upper and lower
bound for the response as a function of the mean wind velocity, cor-
responding well with the scattered response observed from the full-
scale measurements.

The environmental contour method is suitable for design purposes,
and the investigations presented in this paper show that it can be used
for turbulent wind loads to improve the accuracy and reduce the un-
certainty in buffeting response calculations for long-span bridges.

2. The environmental contour method

The environmental contour method can be used to identify design
storms corresponding to a target statistical return period. Then, the
critical combination of the environmental parameters on the contour
for an interesting structural response can be identified. The environ-
mental contours are based on the joint PDFs of two or more random
variables. The inverse FORM technique requires taking combinations of
stochastic variables in the standard normal space and transforming the
variables into real space using linear-, Rosenblatt- or Nataf transfor-
mations [47]. As an example, a two-dimensional transformation is
shown in Fig. 1, including the mean wind velocity and the along-wind

turbulence standard deviation for the easterly winds.
In the standard normal space, the statistical return period for a

short-term process is related to the reliability index, β, as follows:

=
× × ×R

T
(1/[

365.25 24 60
])yr

s

1
(1)

where Φ is the standard normal cumulative density function (CDF), Ryr

is the statistical return period in years, and Ts is the short-term duration
in minutes. Given the standard normal variables, u1, u2, … , un and the
related real stochastic variables, v1, v2, … , vn, the following transfor-
mation into the real space is needed:
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where F v v v( , , ..., )V V V n.... 1 2n1 2 is the cumulative joint distribution of the
real stochastic variables. If the real variables are uncorrelated, the
variables can be transformed independently as follows:

= =F v u v F u( ) ( ) [ ( )]V n n n V n
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n n (3)

However, if the variables are correlated, the transformation be-
comes more complicated, and generally, a transformation procedure
such as the Rosenblatt or Nataf transformation needs to be applied.

The Rosenblatt procedure [48] is a widely used transformation be-
cause it is general and quite simple to use. The transformation proce-
dure is based on the relationship where the joint CDF can be established
from the product of conditional marginal CDFs, as shown in Eq. (4):
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The Rosenblatt procedure is a stepwise transformation using con-
ditional CDFs as follows:

= =
= =

= =

=

=

F v u v F u
F v v u v v F u
F v v v u v v v F u

F v v v v u v v v v

F u

( ) ( ) [ ( )]
( | ) ( ) | [ ( )]

( | , ) ( ) | , [ ( )]
. . .

( | , , ..., ) ( ) | , , ...,

[ ( )]

V V

V V V V

V V V V V V

V V V V n n n n n

V V V V n

1 1 1
1

1

| 2 1 2 2 1 |
1

2

| , 3 1 2 3 3 1 2 | ,
1

3

| , ,..., 1 2 1 1 2 1

| , ,...,
1

n n

n n

1 1

2 1 2 1

3 1 2 3 1 2

1 2 1

1 2 1 (5)

In the special case where the stochastic variables are normally dis-
tributed in the real space, the transformation from the uncorrelated
standard normal space to the correlated real space is linear. It can be
shown that if X is a vector containing the real variables vi and Y is a
vector containing the standard normal uncorrelated variables ui, then
the transformation can be described as follows:

= = +Y A X M X A Y M( )X X
1 (6)

where =M µ µ µ[ . . . ]X V V V T
n1 2 is a vector containing the mean va-

lues of the normally distributed variables vi, and A is a transformation
matrix. For normally distributed variables, A can be calculated based on
the covariance matrix CXX as follows:

=C

. . .

. . .
. . . . . . . . . . . .

. . .

XX

V V V n V V

V V V n V V

n V V n V V V

2
12 1

21
2

2

1 2
2

n

n

n n n

1 1 2 1

2 1 2 2

1 2 (7)

=
= =

=

A D S
D

S S S S
diag j n[1/ ] , 1, 2, ...,

[ ... ]

T T

j

n1 2 (8)

where σVj is the standard deviation, ρjk is the correlation coefficient
between the normally distributed variables, λj is the eigenvalues and Sj

is the eigenvector of the correlation matrix CXX. This transformation
procedure is often referred to as the Singular Value Decomposition
(SVD), but the transformation matrix A could also be found by Cholesky
decomposition of CXX, which is Hermitian and positive definite:
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=C A AXX
T1 (9)

If the stochastic variables are lognormally distributed in real space,
the same transformation applies to find the associated normal dis-
tribution, and the lognormally distributed variables can be found as
follows:

= +X A Y Mexp( )X
1 (10)

3. Wind field environmental contours for the Hardanger Bridge
site

3.1. Probabilistic turbulence field

A probabilistic turbulence model using lognormal random turbu-
lence parameters was established by Fenerci and Øiseth [5] for the
Hardanger Bridge site in Norway (see Fig. 2), based on information
from the full-scale measurement program thoroughly described in [2].
The turbulence spectra were assumed to be properly modeled using a
Kaimal-type auto-spectra [49] and a normalized cross-spectra [50] as
defined by Eq. (11). The cross-spectral densities between turbulence
components, u and w are not described by the probabilistic model, and
has been neglected in this study.
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where f is the frequency, z is the height above the ground, U is the mean
wind velocity, σu,w are the standard deviations of the turbulent process,
Au,w are the nondimensional spectral parameters, and Ku,w are the decay
coefficients. The probabilistic model only considers along-span turbu-
lence correlation, so the decay coefficients noted Ku,w will refer to the
along-span correlation throughout this paper. Using the definition in

Eq. (11), the along-span turbulence cross-spectral density can be com-
pletely defined through six turbulence parameters for a given mean
wind velocity and wind direction. Only two distinct wind directions,
namely, the east and the west, were considered due to the channeled
flow in the fjord, bounded by mountains on the sides (see Fig. 3). When
the turbulence parameters are described with lognormal distributions,
the full probabilistic model can be described by the distribution para-
meters and the correlation matrix given in Tables 1 and 2. The log-
normal probability density function can be written as follows:

= >f x
x

x µ x( ) 1
2

exp (ln )
2

; 0
2

2 (12)

where μ (the mean of the natural logarithm of the random variable) and
σ (the standard deviation of the natural logarithm of the random vari-
able) are the distribution parameters, and x is the random variable.

For comparison, the turbulence parameters used in the design of the
bridge are presented in Table 3. It should also be noted that all tur-
bulence parameters shown in Tables 1–3 refer to the characteristics at
the girder height, z ≈ 68 m. Therefore, in all calculations presented in
this paper, a constant vertical profile for both the turbulence and the
mean wind velocity is assumed. This introduces a slight under-
estimation of the main cable load, however, the most influential con-
tribution from the wind on the main cables is due to loading toward the
midspan where the error from this simplification becomes small. Con-
sequently, this simplification is not expected to affect the results or
conclusions from this work.

3.2. PDF of the mean wind velocity

Since the probabilistic turbulence model described in the previous
section is established conditional on the mean wind velocity, the PDF of
the mean wind speed is also needed in estimating the environmental
contours. However, the Hardanger Bridge full-scale measurement

Fig. 1. Isoprobabilistic contours and the 100-year return period contour from the joint PDF of the mean wind velocity and the along-wind turbulence standard
deviation for the easterly winds shown in a) the standard normal space, and b) the real space.

Fig. 2. The Hardanger Bridge seen from the east (Picture by the authors).
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system was set up with a triggering setting that records only strong
wind events. If a 1-minute mean wind velocity above 15 m/s is mea-
sured at any position along the bridge girder, the next 30 min is stored,
including the first triggering minute. A histogram of all recorded 10-
minute mean wind velocities is shown in Fig. 4. Because of the trig-
gering system, the statistical basis is only complete for the high mean
wind velocities. However, some data are available for lower wind
speeds also, due to manually triggered periods of continuous mea-
surements.

It is expected that the critical environmental parameter combina-
tions for the buffeting response of the Hardanger Bridge are in the tail
region of the mean wind velocity marginal PDF since this is the most
influential parameter for this response [2]. Benefiting from this limited
range of interest, the environmental contour in this region can be es-
tablished directly based on the mean wind velocity extreme value dis-
tribution.

Lystad et al. [6] established the extreme value distributions for the
measured mean wind velocity in 8 positions along the Hardanger
Bridge span. The tail of the parent CDF can be transformed from an
estimated extreme value distribution using asymptotic extreme value
theory [46] as follows:

= =F x F x F x F x( ) [ ( )] ( ) [ ( )]Z X
N

X Z
N1/ (13)

where FZ(x) is the annual extreme value CDF, FX(x) is the parent CDF
and N is the number of annual 10-minute short-term periods. By using
this relationship, the tail region of the mean wind velocity parent CDF
can be described directly by the extreme value distribution.

The full dataset of the mean wind velocity is expected to follow a

Weibull distribution, and the extremes will consequently follow a
Gumbel distribution. In Fig. 5, the tail of the mean wind velocity parent
CDF is shown for both the easterly and the westerly winds. The extreme
value distribution was established using the method of independent
storms (MIS) and the Gumbel-Lieblein BLUE method [52–54] based on
the measured 16 strongest statistically independent storms (blue dots),
from 4-years of continuous measurements. Details on the selection of
independent storms and the extreme value distribution estimates can be
found in [6]. As shown in Fig. 5, the transformed extreme value dis-
tribution (red line) is only able to describe the tail region of the parent
distribution. To describe the full CDF for the mean wind velocity, the
tail of the CDF is fitted to the transformed extreme value distribution
using the least-squares technique. In this way, the body of the parent

Fig. 3. Mean wind velocity wind rose at the Hardanger Bridge midspan. Only
strong winds above 15 m/s are shown, and the rose shows wind speed per-
centages normalized for each wind direction summarizing to 100% for both
easterly and westerly winds.

Table 1
Lognormal distribution parameters from the probabilistic turbulence model, conditional on the mean wind velocity and wind direction [5].

σu σw Au Aw Ku Kw

East µ 0.122 + 0.039U −0.657 + 0.032U 2.67 + 0.0248U 0.7076 1.9385 1.7932
0.2566 0.2632 0.4538 0.4466 0.2652 0.3423

West µ 0.122 + 0.039U −0.657 + 0.032U 2.407 + 0.048U 1.2075 2.1093 2.1633
0.3159 0.3021 0.5282 0.4943 0.268 0.3322

Table 2
Correlation coefficient matrix from the probabilistic turbulence model, condi-
tional on the wind direction [5].

σu σw Au Aw Ku Kw

East σu 1 0.7608 0.2641 0 0 0
σw 0.7608 1 0 0.2571 0 0
Au 0.2641 1 0.1633 0 0
Aw 0 0.2571 0.1633 1 0 0
Ku 0 0 0 0 1 0.3261
Kw 0 0 0 0 0.3261 1

West σu 1 0.8148 0.4087 0 0 0
σw 0.8148 1 0 0.2851 0 0
Au 0.4087 0 1 0.3065 0 0
Aw 0 0.2851 0.3065 1 0 0
Ku 0 0 0 0 1 0.4725
Kw 0 0 0 0 0.4725 1

Table 3
Design basis turbulence characteristics in the girder height for the Hardanger
Bridge [51].

Iu Iw Au Aw Ku Kw

Design Basis 0.136 0.068 40.8 3.3 8.8 6.3

Fig. 4. Histogram of 10-minute midspan mean wind velocity recordings with
1 m/s sample bins.
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distribution is extrapolated from the important tail region instead of the
other way around.

In Fig. 6, the fitted Weibull PDFs are shown in the full mean wind
velocity range for both wind directions. The Weibull probability density
function can be written as follows:

= >f x k x x x( ) exp ; 0
k k( 1)

(14)

where k and λ are the distribution parameters, and x is the random
variable. The fitted Weibull distribution displays a classical shape for
the easterly winds but not for the westerly winds. A lognormal dis-
tribution will also have Gumbel distributed extremes, so a lognormal
CDF was also fitted to the data, displaying a more physical shape.

For the easterly winds, the fitted parent distribution follows the
transformed extreme value distribution very well, estimating almost
exactly the same 100-year return period mean wind velocity. However,
for the westerly winds, both fitted parent distribution models differ
slightly from the transformed extreme value distribution, resulting in
relatively large deviations in the 100-year return period estimates (see
Table 5). The fitted distribution parameters are shown together with the
R-squared values in Table 4. The R-squared values are quite close to 1
for all the models, but still the deviation in high return period estimates
becomes large, illustrating the sensitivity of these estimates.

It should be noted that Eq. (13) assumes independence between the

drawn values form the random variable, X. When predicting the ex-
treme value distribution FZ(x) from continuously recorded 10-minute
mean wind velocities, this assumption will not hold and uncertainties
will be introduced, since adjacent recordings will likely be correlated.
However, in this study the parent distribution is estimated from the
extreme value distribution. The estimated extreme value distribution is
uncertain, due to a low number of data, but this data is chosen as sta-
tistically independent values, so the assumption of statistical in-
dependence in Eq. (13) should hold for this approach. Estimating 100-
year return periods, based on short measurement time-series, will in-
troduce uncertainty. This is likely the main reason for the observed
deviations seen in Table 5 for the westerly winds.

3.3. Environmental contours

The probabilistic turbulence model is established as lognormally
distributed variables conditional on the mean wind velocity and wind
direction. However, the mean wind velocity is usually described by a
Weibull distribution and not a lognormal distribution. To establish the
environmental contours for combinations of the lognormally dis-
tributed turbulence parameters and the Weibull distributed mean wind
velocity using the inverse FORM technique, a combination of the
Rosenblatt transformation and the linear transformation can be applied.

The mean wind velocity can be transformed first as if it was the first
step of a Rosenblatt transform:

= =F U u U F u( ) ( ) [ ( )]U U1
1

1 (15)

Then, instead of taking one variable at a time using conditional
CDFs as shown in Eq. (5), all the remaining lognormally distributed
turbulence variables can be transformed in the same operation using
the linear transformation described in Section 2, given the already
transformed mean wind velocity:

F A A K K U u u u u u( , , , , , | ) ( , , , , )A A K K U u w u w u w, , , , , | 2 3 4 5 6u w u w u w

(16)

In Figs. 7 and 8, the environmental contour lines for combinations
of the mean wind velocity and the six turbulence parameters are shown
for both easterly and westerly winds. Contour lines based directly on
the transformed extreme value distribution (asymptotic) of the mean
wind velocity are shown together with the contours based on the fitted
parent PDFs shown in Fig. 6 (Weibull and lognormal). As Figs. 7 and 8

Fig. 5. Upper tail of the mean wind velocity parent CDF showing measured storms, the transformed extreme value distribution, and the fitted Weibull and lognormal
distribution for (a) easterly winds and (b) westerly winds.

Fig. 6. Fitted parent PDFs for the mean wind velocity.

Table 4
Fitted probability distribution parameters and R-squared values for the mean
wind velocity.

Weibull distribution Lognormal distribution

λ k R2 σ μ R2

East 5.1941 1.7946 0.99999 N/A N/A N/A
West 1.4063 0.8616 0.99872 0.4894 1.0967 0.99757

Table 5
Estimated 100-year return period mean wind velocities from the extreme value
distribution and the fitted parent distributions.

Extreme Weibull Lognormal

East 23.759 23.900 N/A
West 30.281 33.787 35.950
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show, the transformed extreme value distribution overlaps almost
perfectly with the fitted parent distribution for the easterly winds, but
relatively large deviations between the methods can be seen in the tail
region for the westerly winds.

Figs. 7 and 8 also show the full-scale measurement data used as the
basis for the probabilistic turbulence model. To illustrate the missing

data in the lower mean wind velocity range due to the triggering in the
measurement system, Monte Carlo simulated points from the prob-
abilistic model are shown in the backgrounds of the plots. The number
of simulated points correspond to the number of 10-minute time win-
dows in a 4-year period (N = 4 × 365.25 × 24 × 6 = 210 384).

Fig. 7. Environmental contours of turbulence components and mean wind velocity for easterly winds.

Fig. 8. Environmental contours of turbulence components and mean wind velocity for westerly winds.
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4. Long-term RMS buffeting response by the environmental
contour method

4.1. Buffeting analysis

Buffeting response calculations of the Hardanger Bridge are per-
formed in the frequency domain using the multimode theory, described
in detail in [55–59], and implemented in the python programming
language [60]. The response is calculated in normalized modal co-
ordinates, and the response spectral density in real coordinates are
achieved by the following transformation:

=S Sx x( ) ( ) ( ) ( )r
T (17)

where S ( )r is the response spectral density matrix in real coordinates,
S ( )is the modal response spectrum, and x( )is a vector containing
the natural mode shapes. The structural properties of the system are
based on a 3D finite element model in Abaqus [61]. From the Abaqus
model it is possible to extract the section forces corresponding to a
normalized deformation mode shape. By using these section force mode
shapes in the transformation described by Eq. (17), the response spec-
tral density matrix for the section forces is achieved directly. The
aeroelastic self-excited forces are described based on wind tunnel ex-
periments [62], and the structural damping ratio is chosen as 0.5% of

the critical damping for all modes.
The modes affecting the considered response has been identified by

convergence calculations. Considering the section forces, the first 6
lateral, the first 14 vertical, and the first 6 torsional modes are included
in the calculations. For acceleration responses, all contributing modes
below a cut-off frequency of 1 Hz are included in the calculations. This
means that some high frequency contribution to the buffeting accel-
erations will be excluded, but for comparison reasons the cut-off fre-
quency is chosen consistent with the filtering of the full-scale mea-
surement data presented in Section 5. In Fig. 9, the first two eigenmodes
in the main degrees of freedom are shown, and the natural periods of
the first 15 modes are presented in Table 6, along with a description of
the mode shape.

The wind field is described as a stationary stochastic process
through the cross-spectral density matrix as follows:

=S s S s S s
S s S s

( , ) ( , ) ( , )
( , ) ( , )V

uu uw

uw ww (18)

where Snm represents the cross-spectral densities for the n and m
components of the turbulence between two points separated in space by
the distance Δs. In the current study, the off-diagonal terms of the cross-
spectral density matrix are assumed to be negligible. The cross-spectral
density for a single turbulence component can be described through the
auto-spectral density function and the normalized cross-spectra as fol-
lows:

=S s S C s( , ) ( ) ( , )nn n n (19)

= +C s K x
U

K z
U

( , ) exp( (
2

) (
2

) )n nx nz
2 2

(20)

where Sn is the auto-spectral density function, Cn is the normalized
cross-spectra, and Knx and Knz are the decay coefficients in the along-
span- and vertical directions, respectively. The vertical decay coeffi-
cients will be assumed to be constant (Kuz = 10, Kwz = 3) because these
are not included in the probabilistic model.

The steady-state static coefficients used in the calculations are
shown in Table 7 [62]. Effects from aerodynamic admittance are ne-
glected by setting the admittance functions to unity. From the in-
vestigations performed by [63] it was observed that by neglecting the
three-dimensional admittance, consisting of the two-dimensional strip
theory admittance function and the effect where the load correlation on
the girder may be larger than the turbulence correlation, a slightly

a) b)

c) d)

e) f)
Fig. 9. Mode shapes of the Hardanger Bridge: (a) First lateral mode (19.8 s), (b) Second lateral mode (10.0 s), (c) First vertical mode (9.2 s), (d) Second vertical mode
(7.1 s), (e) First torsional mode (2.8 s) and (f) Second torsional mode (1.9 s).

Table 6
The frequency, period and shape of the first 15 natural modes of the Hardanger
Bridge.

Mode Frequency [Hz] Period [s] Shape description

1 0.051 19.77 Lateral sym.
2 0.100 10.00 Lateral asym.
3 0.109 9.18 Vertical asym.
4 0.141 7.08 Vertical sym.
5 0.174 5.75 Lateral sym.
6 0.200 4.99 Vertical sym.
7 0.211 4.74 Vertical asym.
8 0.222 4.51 Cabel vibration
9 0.230 4.34 Cabel vibration
10 0.235 4.26 Cabel vibration
11 0.245 4.08 Cabel vibration
12 0.273 3.66 Vertical sym.
13 0.302 3.31 Lateral asym.
14 0.329 3.04 Vertical asym.
15 0.356 2.81 Torsional sym.
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conservative estimate of the aerodynamic buffeting forces could be
expected. The cable drag loads have been estimated based on [64] for a
painted circular cable based on a Reynolds number of approximately
1.5e6. The estimated cable drag coefficient is 1.0, but to account for
some shielding effects, the drag coefficient for the downstream main
cable is reduced to 0.7. Wind loads on other bridge members, such as
hangers and towers, are neglected in these calculations because they are
expected to have very little effect on the dynamic response of the bridge
girder.

4.2. Self-excited forces

When using long-term calculation procedures such as the environ-
mental contour method, behavior at lower mean wind velocities than
what is usually considered can become interesting. A challenge arises
for the self-excited forces since information about the aerodynamic
derivatives (ADs) for low reduced velocities is desirable. This means
that the extrapolation of the ADs outside the range where test data are
available need to be handled carefully.

The self-excited forces can be written in the frequency domain as
follows [65]:

= + + + + +

= + + + + +

= + + + + +
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(21)

where K=(ωB)/U is the reduced frequency, and rn is the displacement
motions. Zasso [66] proposed a convention where the ADs were fitted
to the test data using the force components (aerodynamic derivative
multiplied with the K or K2 for the damping and stiffness ADs,

respectively) going directly into Eq. (21), as shown in Figs. 10a and
11a. This would re-scale the amplitude of the AD’s making them more
similar throughout the reduced frequency range, compared with the
Scanlan convention [65]. Extrapolations outside the reduced velocity
range where test data are available is a challenge since no physical
model is available. In this work, this extrapolation was performed by
keeping the force component constant outside the test range. This
choice is made by a lack of good alternatives, but in this way, the ex-
trapolations are controlled, and the extrapolated ADs display a physical
behavior toward the low reduced-velocity range for the important ADs.
It should be noted that the convention used here only differs from the
Scanlan convention in the domain where the AD model is fitted to the
test data, and the mathematical modelling of the forces will be
equivalent.

In Figs. 10 and 11, the aerodynamic derivatives from the wind
tunnel tests performed by [62] are plotted together with fitted 2nd
order polynomial functions. The polynomials are fitted to the format of
force components going directly into Eq. (21), as shown in Figs. 10a and
11a. The resulting ADs plotted in the classical format are shown in
Figs. 10b and 11b.

4.3. Section-moment buffeting response on the contours

In this section, the section-moment standard deviations from the
buffeting action of the Hardanger Bridge girder are investigated as
functions of the mean wind velocity and turbulence parameters. In
Fig. 12, the response spectral densities of the section moments are
shown for all positions along the bridge girder.

To find the critical environmental load situation for a considered
response quantity, combinations of environmental variables on the
contour can be picked based on engineering judgment and manual
iterations, or it can be found automatically using numerical optimiza-
tion. For environmental contour lines based on only two stochastic
variables, it can be relatively simple to find the critical combination
using only a few manual iterations, but for contour surfaces with 3
variables or contour manifolds with more than 3 variables, it becomes
increasingly challenging to identify the critical combinations manually.

A challenge with numerical optimization is separating local from
global maxima on the optimized function. For the cases investigated in
this work, local maxima on the response function are not expected, and
simple optimization algorithms should be sufficient. However, the

Table 7
Steady-state static coefficients used in the buffeting analyses (0-degree angle of
attack).

Bridge
member

Width [m] Depth [m] CD CL CL’ CM CM’

Girder 18.3 3.33 1.050 −0.363 2.220 0.017 0.786
Main cables 0.6 0.6 1.0/0.7 0 0 0 0

Fig. 10. Fitted polynomial functions for the stiffness-related aerodynamic derivatives: (a) force component format (K=(ωB)/U) and (b) classical format (Vred = U
/ωB).
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optimization algorithms need to be constrained to only find solutions
on the environmental contour. The optimization algorithm used in this
study is the sequential least-squares programming method (SLSQP)
[67]. This algorithm can be used with boundary constraints as well as
user-defined constraint functions.

Objective function:
The function to be optimized is the short-term response calculation

as a function of the environmental variables:

= Xresponse f ( ) (22)

where X = [v1, v2, v3, …. , vn] and vi are the environmental variables.
Constraint function:
The constraint demands that all accepted combinations of X should

be on the environmental contour-line, surface, or manifold, depending
on the number of variables included, for a given statistical return
period. The constraint function needs to transform the variables into the
standard normal space and check if they refer to points with the target
distance to the origin, namely the reliability index, β, as follows:

=Y| | 0 (23)

where Y = [u1, u2, u3, …. , un] and ui are the standard normal un-
correlated variables.

The quarter-span RMS weak- and strong-axis moments (σsm1 and
σsm2, respectively), as well as the torsional moment (σsm3) in the girder,
is calculated along the contour lines for combinations of the mean wind
velocity and the different turbulence parameters. The variation in RMS

response along the contour lines based on direct transformation from
the extreme value distribution is shown in Figs. 13 and 14. In these
plots, the mean wind velocity together with one turbulence parameter
is described with the environmental contour method, while the other
turbulence parameters are chosen to correspond to the tips of the
contours, the case of maximum mean wind velocity. The position on the
contour line with the highest buffeting response is indicated with a star
in the plots. The RMS response and the environmental variables cor-
responding to this position are shown in Tables 8 and 9. In the back-
grounds of Figs. 13 and 14, isoresponse lines corresponding to constant
response as a function of the mean wind velocity and the turbulence
parameter under consideration are shown. If the isoresponse lines are
straight and vertical, the investigated buffeting response is not sensitive
to variation in the turbulence parameter under consideration, but if the
lines are inclined, the turbulence parameter is important.

The turbulence standard deviations are the most influential para-
meters on the investigated buffeting response. The along-wind turbu-
lence standard deviation (σu) has a significant effect on the weak- and
strong-axis moments in the girder quarter spans but little effect on the
torsional moment response. The vertical turbulence standard deviation
(σw) has a large effect on the weak-axis moment and the torsional
moment but less effect on the strong-axis moment.

From Figs. 13 and 14, it can be seen from the isoresponse lines that
the response is sensitive to the decay coefficients (Ku,w), but since the
contour lines become narrow toward the high wind speeds, the effect on
the design response is less significant. The section-moment buffeting

Fig. 11. Fitted polynomial functions for the damping-related aerodynamic derivatives: a) force component format (K = (ωB)/U) and b) classical format (Vred = U/
ωB).

Fig. 12. Response spectral density of the weak axis (sm1), strong axis (sm2) and torsional moment (sm3) for a 30 m/s mean wind velocity case with design basis
turbulence definition.
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responses of the Hardanger Bridge are not very sensitive to variation in
the nondimensional spectral parameters (Au,w), but it should be noted
that bridges with even lower eigenfrequencies may be more sensitive to
variations in these parameters.

In Figs. 15 and 16, the two turbulence parameters most influential
to the section moment RMS responses are combined with the mean
wind velocity in three-dimensional contour surfaces. The most critical
turbulence parameters for the section moments are identified from the
two-dimensional contours in Tables 8 and 9 as follows:

• Weak-axis moment, sm1; the along-wind and vertical turbulence
standard deviations (σu,w),

• Strong-axis moment, sm2; the along-wind turbulence standard de-
viation (σu) and the along-wind turbulence decay coefficient (Ku),

• Torsional moment, sm3; the vertical turbulence standard deviation
(σw) and the vertical turbulence decay coefficient (Kw).

The maximum response standard deviations and the three-dimen-
sional contour surfaces and seven-dimensional contour manifolds, in-
cluding all the turbulence parameters, are predicted using constrained
numerical optimization and summarized in Tables 10 and 11. The re-
sults show significant effects from the turbulence variability on the
design environmental conditions for the Hardanger Bridge, with an
increased response of up to ~60% when comparing the critical point on
the environmental contour surface with the point of the maximum
mean wind velocity.

5. Comparison with full-scale response measurements

In Fig. 17, the 10-minute average measured midspan lateral-,

vertical- and torsional acceleration RMS responses are shown for the
westerly and easterly wind directions for the Hardanger Bridge. The
high frequency contribution to the acceleration measurements was re-
moved from the data by low-pass filtering the recorded response with a
cut-off frequency of 1 Hz. The traffic density on the Hardanger Bridge is
relatively low, and by filtering out the high frequency content, negli-
gible effects from traffic loading are expected for the strong wind ac-
celeration responses. For more information about the processing of the
acceleration measurements, the reader is referred to [2].

The measured scatter points are colored based on data density
multiplied by the mean wind velocity squared. A second-order poly-
nomial function is fitted to the measurements, as shown in Fig. 17.
Using the deterministically chosen design basis turbulence parameters
from Table 3, the acceleration responses are calculated and plotted in
Fig. 17. Comparing these lines obtained from the design basis values
with the measured response shows the limitations of the traditional
design methodology, which is unable to describe the scattered response
observed from the measurements.

An upper and lower bound for the acceleration response was cal-
culated as a function of the mean wind velocity using the environ-
mental contour method to investigate how the measured midspan ac-
celeration response corresponds with the response predictions. These
estimates were calculated by finding the maximum and minimum re-
sponses on a 100-year return period environmental contour surface
constrained to a given mean wind velocity. Thus, for each considered
mean wind velocity, a point for the upper and lower bound lines was
identified. The environmental contour bounds were based on contour
surfaces from the mean wind velocity together with the following tur-
bulence parameters:

Fig. 13. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kNm] along contours for the turbulence components and mean
wind velocity for easterly wind, where the larges response is indicated with a blue star marker, and isoresponse lines are shown in the background.
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Fig. 13. (continued)

Fig. 14. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kN m] along contours for the turbulence components and mean
wind velocity for westerly winds, where the larges response is indicated with a blue star marker, and isoresponse lines are shown in the background.
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• Horizontal acceleration, a2; the along-wind turbulence standard
deviation (σu) and the along-wind turbulence decay coefficient (Ku),

• Vertical acceleration, a3; the along-wind and vertical turbulence
standard deviations (σu,w),

• Torsional acceleration, ar1; the vertical turbulence standard devia-
tion (σw) and the vertical turbulence decay coefficient (Kw).

As shown in Fig. 17, the acceleration response bounds predicted by
the environmental contour method eclipse most of the measured scatter
for all response quantities and both wind directions. These bounds are
based on the 100-year return period environmental contours and
compared with approximately 4 years of measurement data. Theoreti-
cally, all measurement data should lie within these bounds, but un-
certainties in the probabilistic turbulence model, the buffeting calcu-
lations and the simplification where only the two most important
turbulence parameters are included in the environmental contours may
affect these results.

When considering the horizontal acceleration, the trend in the
scatter is followed very well for both wind directions, but especially for

the easterly winds, the bounds are too narrow to be able to eclipse the
full scatter of the measurement data. Limitations in the probabilistic
turbulence model, such as omitting the angle of attack, may affect the
predicted response. Additionally, other assumptions made in the buf-
feting calculations, such as the assumption of stationarity, may affect
the results.

The vertical acceleration response bounds cover the measured
scatter data very well for both wind directions. In addition to un-
certainties regarding the probabilistic turbulence model and simplifi-
cations in the buffeting calculations, some uncertainty from the self-
excited forces is introduced for the vertical acceleration response. The
midspan acceleration response spectral densities normalized with the
maximum response spectrum amplitude for each mean wind velocity
are shown in Fig. 18. The reduced velocity range where aerodynamic
derivative test data are available is indicated in the plots. For the ver-
tical acceleration response, many contributions come from the reduced
velocity range extrapolated from the AD test range. This introduces
some uncertainty into the vertical acceleration response estimates.

When considering the torsional response, the predicted torsional

Fig. 14. (continued)

Table 8
Maximum RMS section moments in the girder quarter span from contour lines based on the mean wind velocity and one turbulence parameter for easterly winds. The
percentage of increased response compared with the event of the maximum mean wind speed (U = 23.76 m/s, σu = 2.84 m/s, σw = 1.10 m/s, Au = 25.8, Aw = 2.01,
Ku = 6.92, Kw = 5.98) is indicated.

Contour variables U Turb Var σsm1 U Turb Var σsm2 U Turb Var σsm3

m/s kN m % m/s kN m % m/s kN m %

U 23.76 – 1039 0 23.76 – 11,206 0 23.76 – 903 0
U, σu 23.13 3.80 m/s 1070 3 20.64 4.94 m/s 15,580 39 23.76 2.84 m/s 903 0
U, σw 19.43 2.15 m/s 1513 46 23.67 1.25 m/s 11,284 1 20.64 2.00 m/s 1333 48
U, Au 23.73 23.0 1041 0 23.64 20.5 11,358 1 23.76 25.8 903 0
U, Aw 23.73 1.80 1039 0 23.76 2.02 11,206 0 23.73 1.80 906 0
U, Ku 23.73 6.47 1039 0 23.31 5.30 11,688 4 23.76 6.92 903 0
U, Kw 23.06 3.89 1110 7 23.73 5.48 11,221 0 22.76 3.58 992 10
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accelerations seem to be strongly overpredicted for both wind direc-
tions. Almost all the contributions to the response are based on self-
excited forces outside the reduced velocity AD test range, except for the
very high mean wind velocities. Along with sensitivity to the static
coefficients, this will introduce significant uncertainty to these predic-
tions.

6. Conclusions

Turbulence uncertainty effects on the buffeting response of the
Hardanger Bridge girder have been investigated using the environ-
mental contour method. The results show large effects on the predicted
response and potential for substantial improvements to the current

Table 9
Maximum RMS section moments in the girder quarter span from contour lines based on the mean wind velocity and one turbulence parameter for westerly winds. The
percentage of increased response compared with the event of the maximum mean wind speed (U = 30.30 m/s, σu = 3.66 m/s, σw = 1.36 m/s, Au = 47.1, Aw = 3.32,
Ku = 8.21, Kw = 8.65) is indicated.

Contour variables U Turb Var σsm1 U Turb Var σsm2 U Turb Var σsm3

m/s kN m % m/s kN m % m/s kN m %

U 30.28 – 1437 0 30.28 – 17,131 0 30.28 – 1390 0
U, σu 29.55 4.84 m/s 1488 4 27.20 6.01 m/s 23,821 39 30.28 3.66 m/s 1390 0
U, σw 26.36 2.32 m/s 1928 34 30.25 1.45 m/s 17,198 0 27.94 2.11 m/s 1865 34
U, Au 30.22 41.1 1440 0 30.07 35.7 17,337 1 30.28 47.1 1390 0
U, Aw 30.22 2.93 1440 0 30.28 3.32 17,131 0 30.22 2.93 1396 0
U, Ku 30.28 8.21 1437 0 29.81 6.70 17,555 2 30.28 8.21 1390 0
U, Kw 29.81 6.73 1483 3 30.28 8.65 17,131 0 29.81 6.73 1458 5

Fig. 15. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kN m] on contour surfaces for the turbulence components and
mean wind velocity for easterly wind, where the larges response is indicated with a blue star marker.
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design methodology. The following conclusions can be drawn:

- By describing the turbulence parameters with lognormal distribu-
tions, the transformation between the standard normal space and
the real space is practically achievable for multiple variables even
with a limited amount of measurement data.

- Numerical optimization algorithms constrained to find solutions on
the environmental contour were successfully used in the investiga-
tions presented in this paper. The method is especially suitable when
the number of environmental variables exceeds two.

- The knowledge that the critical environmental situations will be in
the tail of the mean wind velocity marginal distribution can be used

Fig. 16. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kN m] on contour surfaces for the turbulence components and
mean wind velocity for westerly winds, where the larges response is indicated with a blue star marker.

Table 10
Easterly winds maximum RMS section moments in the girder quarter span identified from numerical optimization on the environmental contours considering
interesting turbulence parameter combinations. The percentage of increased response compared with the event of the maximum mean wind speed is indicated.

Contour variables U σu σw Au Aw Ku Kw σsm1 σsm2 σsm3

m/s m/s m/s – – – – kN m % kN m % kN m %

U 23.76 2.84 1.10 25.8 2.01 6.92 5.98 1039 0 11,206 0 903 0
U, σu, σw 19.71 4.53 2.11 25.8 2.01 6.92 5.98 1599 54 – – – –
U, σu, Ku 20.63 4.75 0.96 25.8 2.01 5.49 5.98 – – 16,232 45 – –
U, σw, Kw 20.15 2.41 1.90 25.8 2.01 6.92 3.89 – – – – 1438 59
All 19.26 4.33 2.00 22.4 2.32 6.11 3.93 1683 62 – – – –
All 20.51 4.70 1.74 25.8 2.09 5.47 5.14 – – 16,716 49 – –
All 20.27 4.08 1.87 23.3 2.29 6.22 3.90 – – – – 1418 57
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Table 11
Westerly winds maximum RMS section moments in the girder quarter span identified from numerical optimization on the environmental contours considering
interesting turbulence parameter combinations. The percentage of increased response compared with the event of the maximum mean wind speed is indicated.

Contour variables U σu σw Au Aw Ku Kw σsm1 σsm2 σsm3

m/s m/s m/s – – – – kNm % kNm % kNm %

U 30.3 3.66 1.36 47.1 3.32 8.21 8.65 1437 0 17,131 0 1390 0
U, σu, σw 26.2 5.80 2.32 47.1 3.32 8.21 8.65 2070 44 – – – –
U, σu, Ku 26.7 6.02 1.20 47.1 3.32 7.16 8.65 – – 24,431 43 – –
U, σw, Kw 27.9 3.37 2.05 47.1 3.32 8.21 7.06 – – – – 1929 39
All 25.9 5.64 2.26 37.7 3.69 7.46 6.96 2112 47 – – – –
All 26.4 5.94 2.12 47.3 3.24 7.07 7.73 – – 24,830 45 – –
All 27.9 5.12 2.03 41.1 3.74 7.60 7.06 – – – – 1910 37

Fig. 17. Calculated and measured RMS girder acceleration response at the midspan with color bar indicating data density multiplied by U2: (a) westerly winds lateral
response, (b) easterly winds lateral response, (c) westerly winds vertical response, (d) easterly winds vertical response, (e) westerly winds torsional response and (f)
easterly winds torsional response.
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as an advantage to focus the effort on fitting the PDF in the extreme
tail region. Asymptotic extreme value theory was used in this work
to transform the fitted extreme value distribution to the parent
distribution form to achieve an enhanced marginal PDF estimate for
the important range of mean wind velocities.

- Including the variability in the turbulence parameters by using the
environmental contour method indicated significant effects on the
important section moments for the Hardanger Bridge girder.
Compared with the point on the contour with maximum mean wind
velocity, an increased design response of up to ~60% was found.

- By estimating an upper and lower bound response using the en-
vironmental contour method, the scattered acceleration response
measurements from the Hardanger Bridge were eclipsed, showing
significant improvements to the traditional design methodology.

- The findings in this paper indicate that long-term response calcu-
lation methods, including the turbulence parameters as stochastic
variables, should be considered for long-span bridges where the
buffeting response is expected to significantly affect the structural
reliability.
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Long-term extreme buffeting response of cable-supported bridges with 
uncertain turbulence parameters 
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A B S T R A C T   

Although the full long-term method (FLM) is recognized as the appropriate way to identify the design stresses of 
marine structures subjected to stochastic environmental loading, the FLM has not yet been adopted for the design 
of wind excited long-span bridges. The results presented in this study show that the current design practice, 
through short-term extreme response analyses with deterministic turbulence parameters, may significantly un
derestimate the long-term design stresses of long-span bridges. Both the variability of the turbulence parameters 
and the uncertainty in the short-term extreme response are found to be important when estimating the design 
stresses. In addition, the long-term extreme acceleration responses have been compared with the acceleration 
responses measured in full scale at the Hardanger Bridge, showing considerable improvements to the current 
design practice.   

1. Introduction 

Several full-scale measurement campaigns around the world have 
identified large variability in the measured dynamic response of long- 
span bridges subjected to wind loading [1–7]. By accounting for the 
uncertainty in the turbulence field, it was found in [8,9] that the vari
ability in the measured acceleration response of the Hardanger Bridge 
could be predicted. They also showed that the design guidelines strongly 
underpredicted the largest root-mean-square acceleration responses 
measured in full scale at the Hardanger Bridge. The observations from 
these studies indicate a need to revisit the design practice for long-span 
bridges, especially as bridges become increasingly longer and more 
sensitive to dynamic wind loading [10]. 

The characteristic load effect used in structural design calculations is 
defined by a yearly exceedance probability, p. This probability can be 
expressed through a statistical return period in years, p = 1/Ryr. A 
common simplification in design calculations for linear systems is to 
define the return period of the load effect equal to the return period of 
the load. This approach will, in general, not be correct for a cable- 
supported bridge subjected to turbulent wind loading since the load 
effect will be a stochastic process. However, in current bridge engi
neering practice, this simplification is widely used, and the character
istic load effect is calculated as the expected extreme response from a 

short-term storm defined by a mean wind velocity with a return 
period, Ryr, and its corresponding deterministic turbulence parameters. 
This approach introduces two important assumptions: 1) the variability 
of the turbulence parameters can be neglected or treated in a simplified 
manner, and 2) the uncertainty of the short-term extreme peak response 
can be treated deterministically by its expected value. 

In recent years, some studies have investigated the effect of these 
assumptions. Lystad et al. [8] investigated the effect of uncertain tur
bulence parameters on the buffeting response of the Hardanger Bridge 
using the environmental contour method (ECM), identifying consider
able effects on the prediction of the largest bridge response. Xu et al. 
[11] found that due to the uncertainty of the short-term response, the 
long-term extreme response would significantly exceed the expected 
value of the short-term extreme buffeting response of a long-span sus
pension bridge. This effect is well-known in the field of marine engi
neering [12,13], and standards for the design of offshore structures 
already recommend accounting for such effects [14]. These studies 
indicate that the abovementioned simplifications may introduce signif
icant inaccuracies in the current design practice. 

Long-term extreme value methodology is recognized as the most 
accurate way to estimate the extreme load effects from stochastic 
environmental excitation of marine structures [15]. In such calculations, 
the Ryr return period load effect is calculated directly, accounting for the 
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uncertainty of the structural response. The important parameters 
defining the load process are treated as stochastic variables and 
described by a joint probability distribution. 

Several formulations of the full long-term method (FLM) exist [16], 
and they all need to integrate the short-term response statistics over all 
relevant environmental combinations, making them very computation
ally demanding. The long-term extreme value problem can also be 
solved by simplified reliability methods such as the inverse first-order 
reliability method (IFORM) [17,18] and the environmental contour 
method (ECM) [19]. These methods are attractive because they are 
relatively efficient from a computational perspective. The IFORM can be 
used to estimate the Ryr return period long-term extreme response 
directly, where the short-term extreme response is included as a random 
variable. The ECM is an inverse reliability method that can be used to 
identify Ryr return period short-term load situations based on the joint 
probability of several environmental variables. The environmental 
contour method separates the variability of the environmental param
eters and the uncertainty of the short-term extreme response itself. 
Therefore, to estimate the long-term extreme load effect, the omission of 
this variability needs to be corrected. 

Probabilistic frameworks in wind engineering have been investi
gated in the literature [20–29]. These frameworks focus mostly on un
certainties in the load and the structural properties with methods to 
estimate the reliability of the structure. With the FLM, the probability 
distribution of the extreme response of a system subjected to stochastic 
environmental loads is calculated. This process is valuable since the Ryr 
return period load effect can be drawn directly from this distribution to 
be used in ordinary design calculations, but it can also provide valuable 
information for possible structural reliability considerations. 

In this paper, long-term extreme value methodology is used to 
investigate the extreme design stresses in the Hardanger Bridge girder 
due to turbulent wind loading. In Section 2, the theoretical basis is 
outlined, and in Section 3, the buffeting analyses are described. In 
Section 4, long-term extreme value predictions are presented for the 
design stresses of the Hardanger Bridge girder, showing significant ef
fects from extreme value- and turbulence uncertainty on the extreme 
stresses. The FLM, IFORM and ECM are all used to estimate the long- 
term extreme response. Furthermore, in Section 5, long-term extreme 
acceleration response predictions are compared with full-scale mea
surements, showing considerable improvements to the current design 
practice. 

2. Extreme response calculation methods 

For the ultimate limit state design of structures subjected to sto
chastic wind loads, three approaches can be used to estimate the design 
load effects:  

- The short-term design wind speed approach  
- The short-term environmental contour method  
- The long-term design approach. 

In a short-term extreme value calculation, stationary and ergodic 
extreme storm conditions with a statistical return period Ryr are defined 
by a set of environmental variables given by the vector w. In the short- 
term design wind speed approach, the environmental variables are 
defined by the event of a mean wind velocity with a return period Ryr, 
and the corresponding turbulence parameters are chosen deterministi
cally. In the short-term environmental contour method, the extreme 
storm condition is defined by the environmental contour method, ac
counting for the variability in the turbulence parameters as well as the 
mean wind velocity. 

When considering a short-term stochastic response time series from 
the extreme storm condition defined by w, the largest response during 
that time window is the short-term extreme response, R̃|W. However, for 

another stochastic response realization of the same environmental load 
definition, w, the extreme peak might be different. Thus, the short-term 
extreme peak response is uncertain. In current design practice for cable- 
supported bridges, the expected value of this uncertain peak is used to 
define the design load effects, E[R̃|W], based on the short-term design 
wind speed approach. 

In a long-term design approach, a long-term time window is defined 
by a sequence of short-term time series. Then, the cumulative proba
bility density function of the long-term extreme response is established, 
FR(r, 0 ≤ t < T). This function is calculated based on the response sta
tistics of each short-term condition, weighted by the probability of the 
environmental parameters, fW(w). In this way, the extreme response 
with a statistical return period can be calculated directly from FR(r, 0 ≤ t 
< T) = 1-p = 1–1/Ryr, 

The methodology presented in this paper relies on the assumption of 
stationarity within each short-term event. Wind loads are often sepa
rated into synoptic and non-synoptic winds [30], and non-synoptic 
winds can dominate the extreme responses in some areas of the world. 
Non-synoptic effects can be an important aspect when considering 
extreme buffeting response [31], and proper investigations needs to be 
carried out where these events are important. The methodology pre
sented herein focus on the extreme response due to synoptic winds, 
where the stationarity assumption is reasonable. The strong winds in 
Norway, and at the Hardanger Bridge site, is dominated by synoptic 
winds and extratropical cyclones [32] and is a suitable case for inves
tigation of the proposed methodology. 

2.1. Short-term extreme response 

If the zero-mean response process can be assumed to be Gaussian, 
ergodic and stationary within a short-term period, T̃, the short-term 
extreme peak distribution of that process can be completely defined 
by the mean upcrossing rate of a threshold, r̃ [15]. The mean 
r̃-upcrossing rate can be defined as: 

v+(̃r|w) = v+(0)exp
{

−
r̃2

2m0(w)

}

(1)  

where 

v+(0) =
1

2π

̅̅̅̅̅̅̅̅̅̅̅̅̅
m2(w)
m0(w)

√

(2)  

and w is the vector containing the environmental variables, v+(0) is the 
zero-upcrossing rate and mi is the ith moment of the response spectrum, 
S

R̃|W
(ω|w): 

mi(w) =
∫ ∞

0
ωiS

R̃|W
(ω|w)dω (3)  

and ω is the angular frequency. Then, the short-term extreme value 
cumulative density function (CDF) can be defined as follows by intro
ducing the assumption of independent peaks for reasonably large values 
of ̃r: 

F
R̃|W

(̃r|w) = exp
{
− v+(̃r|w)T̃

}

= exp

{

−
T̃
2π

̅̅̅̅̅̅̅̅̅̅̅̅̅
m2(w)
m0(w)

√

exp
{

−
r̃2

2m0(w)

}} (4) 

The expected value of the short-term extreme peak response can be 
estimated as follows, given that ln(v+(0)T̃) is sufficiently large: 

E[R̃] = kp
̅̅̅̅̅̅̅̅̅̅̅̅̅
m0(w)

√
(5)  

where 
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kp ≈

{ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2ln(v+(0)T̃)
√

+
γ

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2ln(v+(0)T̃)
√

}

(6)  

and ϒ ≈ 0.5772 is the Euler constant, E[∙] is the expectation operator 
and kp is the short-term peak factor. 

2.2. The full long-term method (FLM) 

The FLM is relatively simple to use but very computationally 
demanding since, in principle, the short-term response statistics needs to 
be calculated and integrated over all possible combinations of the 
environmental variables, weighted by their probability of occurrence. 

Different formulations of the full-long-term method can be found in 
the literature, but under the appropriate assumptions, they are mathe
matically equivalent [16]. 

2.2.1. Formulation based on the upcrossing rate of the short-term response 
Naess [33] proposed a formulation that calculates the full long-term 

extreme value CDF based on the r̃-upcrossing rate of each short-term 
process. In the long-term period, T, the response process can no longer 
be considered a stationary process, so Eq. (4) is generalized for a 
nonstationary process by replacing the short-term upcrossing rate with 
its mean value over the long-term period: 

FR(r) = exp
{

− T
1
T

∫ T

0
v+(r, t)dt

}

(7) 

By describing the long-term period as a sequence of stationary short- 
term periods, the following formulation is reached: 

FR(r) = exp
{

− T
∫

W
v+(̃r|w)fW(w)dw

}

(8)  

where fW(w) is the joint PDF of the environmental parameters defined in 
the vector w, T = NstT̃is the long-term period, and Nst is the number of 
short-term conditions. This formulation is the full long-term formulation 
with the least limiting assumptions [16], relying only on the ergodicity 
assumption and that the high-level upcrossings follow a Poisson distri
bution and will be used in the full long-term calculations in this paper. 

2.2.2. Formulations based on all short-term extreme values 
In a full long-term calculation, the long-term extreme response CDF 

is calculated based on the response statistics of each short-term condi
tion. Borgman [34] presented an expression for the long-term extreme 
value CDF based on the short-term extreme values: 

FR(r) = exp
{∫

W
ln
{

F
R̃|W

(̃r|w)
}

fW(w)dw
}

(9) 

This formulation is valid under the assumption of statistically inde
pendent short-term extreme values. The formulation proposed by 
Borgman [34] is based on ergodic averaging. This is often referred to as 
the exact formulation of the full long-term extreme value CDF, but it 
should be noted that it is exact only under the many assumptions pre
viously listed. An approximate formulation of this problem exists as 
well. This formulation is based on the population mean and not the 
ergodic average, hence the approximation. The formulation reads: 

FR(r) =
∫

W
F

R̃|W
(̃r|w)fW(w)dw (10) 

This formulation is often a good approximation, although it is strictly 
unconservative as shown by Jensen’s inequality theorem, stating that 
the expected value of a function is greater than or equal to the expected 
value of the function after a concave transformation. In Eq. (9), the 
natural logarithm is a concave function and the following will apply 
[35]: 

FR(r)⩽FR(r) (11)  

and in effect, the Ryr return period response quantity estimated by the 
approximate formulation will be less than or equal to the exact 
formulation. 

2.3. Reliability theory-based calculation methods 

2.3.1. Expressing the approximate full long-term formulation as a reliability 
problem 

The approximate formulation for the full long-term extreme value 
CDF shown in Eq. (10) can be reformulated as a reliability problem. An 
interesting effect from this reformulation is that it can be solved in an 
approximate manner using known structural reliability theory such as 
the first-order reliability method (FORM). 

The reliability problem can be written as [36]: 

pf =

∫

G(x)⩽0
fX(x)dx (12)  

where pf is the failure probability, X is a vector of random variables 
described by the joint probability density function (PDF) fX(x), and G(x) 
is the limit state function in the real space. In the reliability problem, X 
contains random variables describing the uncertain load and the un
certain capacity, and then G(x) ≤ 0 defines failure. The approximate 
formulation of the long-term extreme value can be rewritten in a similar 
form: 

FR(r) =
∫

W
F

R̃|W
(̃r|w)fW(w)dw =

∫

W

∫

r̃⩽r
f̃
R|W

(̃r|w)dr̃fW(w)dw (13) 

Now, if we define a vector X =
[
W, R̃

]
, we can construct a joint PDF 

of the environmental variables and the short-term extreme response as: 

fX(x) = f̃
R|W

(̃r|w)fW(w) (14)  

and then Eq. (13) is rewritten to the same format as Eq. (12): 

FR(r) =
∫

r̃⩽r
fX(x)dx = 1 −

∫

G(x)⩽0
fX(x)dx = 1 − pf (15)  

where G(x) = r − r̃. 

2.3.2. Expressing the exact full long-term formulation as a reliability 
problem 

Giske et al. [35] proposed a method to formulate the exact full long- 
term method shown in Eq. (9) as a reliability problem as well, avoiding 
the strictly unconservative simplification that the approximate formu

lation introduces. Since ln
{

F
R̃|W

(̃r|w)
}

is not a CDF, they rewrote the 

expression: 

FR(r) = exp
{∫

W

(
1 + ln

{
F

R̃|W
(̃r|w)

})
fW(w)dw − 1

}

(16)  

and then introduced a new random variable, Y, so a CDF-like function 
could be defined as: 

FY|W(y|w) = max
(

1 + ln
{

F
R̃|W

(̃r|w)
}
, 0

)
(17) 

Thus, the formulation reads: 

FR(r) ≈ exp
{∫

W
FY|W(y|w)fW(w)dw − 1

}

(18) 

Similar to the definition in Eq. (15), the reliability problem becomes: 

FR(r) ≈ exp
{

−

∫

G(x)⩽0
fX(x)dx

}

= exp
{
− pf

}
(19) 
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where 

fX(x) = FY|W(y|w)fW(w) (20) 

However, even though this method is based on the exact FLM 
formulation, the IFORM solution in itself is an approximation. 

2.3.3. Solving the long-term extreme value problem using the inverse first- 
order reliability method (IFORM) 

The FORM procedure can be used to calculate the probability of 
exceedance, pf, by transforming the random variables in X into the 
standard normal space, U, and minimizing the distance to the limit state 
function: 

β = argmin|u|; constrained to g(u) = 0 (21)  

where g(u) = r − r̃(u) = 0 is the limit state function in the standard 
normal space. β is the reliability index related to the return period as 
follows: 

β = − Φ− 1(1/[
Ryr × 365.25 × 24 × 60

T̃
]) (22)  

where Φ is the standard normal CDF, Ryr is the statistical return period in 
years, and T̃ is the short-term duration in minutes. 

In the FORM, the limit state function is approximated by a first-order 
Taylor expansion through the design point identified in the standard 
normal space [36]. 

The failure probability is related to the reliability index by the 
relationship: 

pf =

∫

g(u)⩽0
fU(u)du = Φ(− β) (23) 

However, in the inverse FORM procedure, the reliability index is 
indirectly known through the given return period, and the response, r, is 
sought. Thus, the solution to the long-term extreme value problem in Eq. 
is found by maximizing the response under the following constraint: 

r = argmaxr̃(u); constrained to |u| = β (24)  

2.3.4. The environmental contour method (ECM) 
Winterstein and Haver [19] presented a method based on the IFORM 

to establish environmental contours for combinations of environmental 
variables with a combined target statistical return period. The method is 
also referred to as the IFORM with omission factors since it decouples 
the variability of the environmental variables from the uncertainty of 
the structural response itself. In this method, combinations of environ
mental variables in a standard normal space with a given distance to the 
origin, namely, the reliability index β, are transformed into the real 
space based on a joint probability distribution of the environmental 

variables. 
The extreme response is calculated by the short-term method, but it 

was shown in [19] that the omission factors could be used to inflate the 
contours to account for the neglected short-term extreme value uncer
tainty. However, Kleiven and Haver [12] found that the best way to 
correct for the neglected extreme response uncertainty was by multi
plying the expected short-term extreme response by a correction factor 
or by choosing a higher percentile of the short-term extreme response 
CDF as the design value. The correction factor is defined as: 

Ccorr =
rLT

r̃ECM
(25)  

where rLT is the long-term extreme response and r̃ECM is the expected 
value of the short-term extreme response found by the ECM. The 
percentile in the short-term extreme response distribution correspond
ing to the long-term extreme response is defined by: 

pcorr = F
R̃|W

(rLT) = exp

{

−
T̃
2π

̅̅̅̅̅̅̅̅̅̅̅̅̅
m2(w)
m0(w)

√

exp
(

−
r2

LT

2m0(w)

)}

(26)  

where F
R̃|W 

is the short-term extreme response CDF defined in Eq. (4). 

2.3.5. Finding the design point by the ECM and the IFORM 
The design point on the environmental contour can be found by 

manual iterations and engineering judgment, but it can also be found by 
numerical optimization [8]. The ECM problem is similar to the IFORM 
problem, but the number of random variables included is reduced by one 
in the ECM since the variability of the short-term response itself is 
excluded. For a system dominated by an environmental load described 
by two random variables, the environmental contour will be a plane 
circle in the standard normal space, but the random variables in the 
IFORM problem will define a sphere in this space. Since the design point 
solution of both methods needs to have the target distance to the origin, 
β, the IFORM solution will always fall within the environmental contour 
when plotted in the two-dimensional space, as illustrated in Fig. 1. 
Transformation between the real and standard normal space can be 
performed by different procedures such as the Rosenblatt trans
formation or by a simple linear transformation [8,37]. 

The difference in the solution algorithm between the IFORM and the 
ECM is that with the IFORM, the short-term extreme value ̃r(u) is found 
directly by transformation of the u-vector, but in the ECM, ̃r(u) is treated 
as a deterministic value given the environmental variables defined by 
the u-vector and is calculated as the short-term expected extreme value 
defined in Eq. (5). 

The iteration algorithm to solve the IFORM problem shown in Eq. 
(15) and Eq. (19), as proposed by Li and Foschi [17] reads: 

Fig. 1. Illustration of the difference between ECM and IFORM and the effect of the added dimension due to the inclusion of the short-term extreme response un
certainty shown in the standard normal space. 
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uk+1 = β
∇r̃n+1(uk)
⃒
⃒
⃒
⃒∇r̃n+1(uk)

⃒
⃒
⃒
⃒

(27)  

where n is the number of environmental variables and k indicates the 
iteration. Since the short-term extreme value uncertainty is not included 
as a variable in the ECM, the expression above reduces to: 

uk+1 = β
∇r̃n(uk)
⃒
⃒
⃒∇r̃n(uk)

⃒
⃒
⃒

(28) 

This simple iteration scheme may fail to converge for some problems, 
so in the present study, the iteration algorithm defined by Giske et al. 
[35] was used. This is, in principle, the same algorithm as the one 
defined by Li and Foschi [17], but a backtracking approach is introduced 
to avoid diverging iterations. The convergence criterion was defined by 
the following: 

|uk+1 − uk|

uk+1 < Tolerance (29) 

A tolerance = 10-3 was used in all IFORM and ECM solutions pre
sented in this paper. 

3. Buffeting analysis of the Hardanger Bridge 

3.1. Probabilistic turbulence model 

Fenerci and Øiseth [38] established a site-specific probabilistic 
model for the Hardanger Bridge (see Fig. 2) wind field representative of 
the bridge girder elevation based on full-scale measurement data. The 
model described 6 turbulence parameters as correlated lognormal sto
chastic variables, conditional on the mean wind velocity and the two 
dominating wind directions, East and West. The wind directions are 
channeled by the surrounding terrain, especially for the strong winds 
[39], so to assume the winds from East and West to be perpendicular to 
the bridge is a reasonable approximation. 

The turbulence spectral model used to define the probabilistic tur
bulence parameters was a Kaimal-type spectra and a normalized cross- 
spectra as described in [40,41]: 

Su,wf
σ2

u,w
=

Au,wfz

(1 + 1.5Au,wfz)
5/3 , fz =

fz
U

Cu,w = exp(− Ku,w
f Δx
U

)

(30)  

where f is the frequency, z is the height above the ground, U is the mean 
wind velocity, σu,w are the standard deviations of the along wind- (u) and 
the vertical (w) turbulence, Au,w are the nondimensional spectral pa
rameters, Ku,w are the decay coefficients and Δx is the separation dis
tance along the bridge span. For a quantitative description of the model, 
the readers are referred to [38]. 

The mean wind velocity is described using Weibull distributions 
conditional on the main wind directions, east and west, established in 
[8,39]. The Weibull PDF model is described in Eq. (31), and the fitted 
parameters are shown in Table 1. 

f (u) =
k
λ

(u
λ

)(k− 1)
exp

{

−
(u

λ

)k
}

; u⩾0 (31)  

where k is the shape parameter and λ is the scale parameter. 
Based on this model, the vector describing the environmental vari

ables in the long-term analyses will contain one or more of the variables 
w = {U, σu, σw,Au,Aw,Ku,Kw}. 

3.2. Buffeting analysis 

The buffeting analyses are performed in the frequency domain using 
multimode theory [42–46]. The structural properties are described by a 
detailed 3D finite element (FE) model in Abaqus [47] shown in Fig. 3, 
and a structural damping ratio of ξ = 0.5% was assigned to all vibration 
modes. The shape and frequency of the most important modes are shown 
in Table 2. All contributing modes below a cutoff frequency of 1 Hz were 
included in the analyses. This cutoff frequency is expected to be high 
enough to describe the stresses well. However, for the acceleration es
timates, some contributions from higher frequencies may be excluded by 
this cutoff frequency. Although this exclusion will result in an under
estimation of the acceleration predictions, this choice is made to be 
consistent with the filtering of the full-scale measurements for com
parison reasons. 

The girder is modelled with linear Timoshenko beam elements in the 
FE model. Stiffened steel box girders can be prone to stiffness reductions 
due to shear-lag effects in the areas of large shear forces, which will not 
be properly represented with the beam element model used. It is possible 
to account for this stiffness reduction by modelling the girder with shell 
elements or by adjusting the beam element formulation [48,49]. For the 
global buffeting response behavior considered in this paper, the shear 
forces are modest, and the bending moments are smooth. Therefore, the 
shear lag effects on the global stiffnesses is expected to be small in the 
considered application. 

The steady-state static coefficients and the aerodynamic derivatives 
(ADs) for the bridge girder are based on wind tunnel experimental data 
as described in [50]. The static coefficients are presented in Table 3, and 
the aerodynamic admittance was neglected. Details on the fitted AD 
models can be found in [8]. 

Only the bridge girder and the main cable were subjected to wind 
loading in the calculations. The static coefficients for the main cables are 
based on recommendations in Eurocode 1–4 [51] for a painted circular 
cable and a Reynolds number of approximately 1.5e6, giving a drag 
coefficient of 1.0. The drag coefficient of the downstream main cable 
was reduced to 0.7 to account for possible shielding effects. The motion- 
induced forces on the main cables are described using quasi-steady 
theory [52]. 

3.3. Design stresses from stochastic section forces 

Most modern suspension bridges today are constructed with a closed 
box steel girder. These cross-sections are composed of stiffened thin steel 
plates that can buckle when compressive stresses approach the capacity 
in the ultimate limit state. Eurocode 3 [53] proposes methods to account 
for this effect, where parts of the local steel plates under critical pressure 
are assumed to buckle and be ineffective. These plate parts are removed 
when the efficient cross-sectional properties are calculated. In addition 
to local plate buckling, the Eurocode describes methods to account for 
global buckling of stiffened plate fields. This global buckling is 
accounted for by reducing the effective thickness of the plates in the 
pressure zone when the efficient cross-sectional properties are calcu
lated [54]. The Eurocode also states that the effect of plate buckling on 
the cross-sectional stiffness in an elastic global analysis can be neglected 
if the effective part of a plate is larger than half the total plate area. This 
applies for the Hardanger Bridge girder, and the cross-sectional stiffness 
is based on the full elastic cross section in the buffeting analyses. 

Table 1 
Fitted Weibull distribution parameters [8].   

Weibull distribution  

λ k 

East 5.1941 1.7946 
West 1.4063 0.8616  
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The Eurocode based methodology for the stress calculations are 
simplified, but suitable for practical applications. 

The elastic design stresses for a steel cross-section considering plate 
buckling can be expressed in a simplified manner according to Eurocode 
3 [53] as follows, provided that elastic flexural buckling of the beam is 
not present: 

σEd =
Nx

Aeff
+

My + Nxez

Weff ,y
+

Mz + Nxey

Weff ,z
(32)  

where Aeff is the effective area for pure compressive axial force (Nx), Weff, 

y is the effective section modulus for pure weak-axis bending (My) and 
Weff,z is the effective section modulus for pure strong-axis bending (Mz). 
The eccentricities ey and ez describe the shift of the neutral axes under 
pure compression of the cross-section. To estimate the stresses from a 
buffeting analysis, the contribution from each section force response 
process can be added according to Eq. (32). In a time-domain analysis, 
the stress process can be calculated directly based on the section force 
combination in each time step. In a frequency-domain analysis, the 
extreme response statistics can be performed directly on the stress 
process by utilizing the information available from the section force 
response cross-spectral density matrix. 

Each section force process will contribute to the stresses at a 
considered point. To obtain the total stresses, the variance of a sum of 
correlated Gaussian processes is needed. From Eq. (32) we get: 

mi,σEd =mi,Z1Z1 +mi,Z2Z2 +mi,Z3Z3 +2mi,Z1Z2 +2mi,Z1Z3 +2mi,Z2Z3

mi,σEd =a2mi,NxNx +b2mi,MyMy +c2mi,MzMz +2abmi,NxMy +2acmi,NxMz +2bcmi,MyMz

(33)  

where 

Z1(t) =
(

1
Aeff

+
ez

Weff ,y
+

ey

Weff ,z

)

Nx(t) = aNx(t)

Z2(t) =
1

Weff ,y
My(t) = bMy(t)

Z3(t) =
1

Weff ,z
Mz(t) = cMz(t)

(34) 

From the frequency-domain buffeting analysis, the full response 

Fig. 2. The Hardanger Bridge seen from the northeast (picture by the authors).  

Table 2 
Frequency and shape of the most important natural modes of the Hardanger Bridge.  

Lateral Vertical Torsional 

Mode Freq. [Hz] Shape Mode Freq. [Hz] Shape Mode Freq. [Hz] Shape 

1 0.050 Sym. 3 0.110 Asym. 15 0.359 Sym. 
2 0.100 Asym. 4 0.141 Sym. 26 0.523 Asym. 
5 0.173 Sym. 6 0.197 Sym. 49 0.783 Sym. 
13 0.302 Asym. 7 0.211 Asym. 58 1.006 Asym. 
21 0.443 Sym. 12 0.272 Sym.    
34 0.655 Asym. 14 0.329 Asym.     

Table 3 
Geometry and steady-state static coefficients used in the buffeting analyses (0- 
degree angle of attack).  

Bridge 
member 

Width 
[m] 

Depth 
[m] 

CD CL CL
′ CM CM

′

Girder 18.3 3.33 1.050 − 0.363 2.220 0.017 0.786 
Main 

cables 
0.6 0.6 1.0/ 

0.7 
0 0 0 0  

Fig. 3. FEM model of the Hardanger Bridge.  
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spectral density matrix is established as: 

Sr(ω) =

⎡

⎣
SNxNx (ω) SNxMy (ω) SNxMz (ω)

SMyNx (ω) SMyMy (ω) SMyMz (ω)
SMzNx (ω) SMzMy (ω) SMzMz (ω)

⎤

⎦ (35) 

Then, the ith moment of the response cross spectral density can be 
calculated as: 

mi,kl =

∫ ∞

0
ωiSkl(ω)dω (36)  

where i = 0 defines the covariance of the response, and i = 2 defines 
response rate. In this way, the 0th and 2nd moments of the stress 
response spectrum needed to define Eq. (1) can be estimated. 

The Hardanger Bridge girder cross-section is shown in Fig. 4. The top 
plate, including the top parts of the inclined webs, has a plate thickness 
of 12 mm, whereas the bottom plate and the bottom parts of the webs are 
8 mm thick. All stiffeners are made from 6-mm-thick steel plates welded 
to the skin plates. The effective cross-sectional properties of the girder 
under different pure section force configurations are shown in Table 4, 
where a negative sign indicates compression, and the axis system is 
indicated in Fig. 5. The effective plate thickness reduction due to 
buckling of plate fields is calculated based on column-like behavior 
according to Eurocode 3 [53]. 

Three stress points, which are indicated in Fig. 4, are investigated in 
the following sections. The effective cross-sectional properties critical 
for all three points are shown in Table 4, and the effective cross-sections 
are shown in Fig. 5. 

4. Long-term extreme stresses in the Hardanger Bridge girder 

4.1. Quarter-span detailed investigations 

Stress point 2 in the quarter span of the bridge girder was chosen for 
detailed investigations of the long-term extreme stresses. Fig. 6 shows 
that the quarter span is critical since all section forces considered are 
relatively large. Stress point 2 is chosen because it is affected by all three 
section force processes considered, although the strong-axis moment 
dominates the total stresses. 

4.1.1. Sectorial extreme stress investigations 
The extreme stresses given the two defined wind directions, East and 

West, are calculated using the five methods shown in Table 5. The table 
outlines the theoretical basis and limitations of all methods in brief, and 
further details are provided in Section 2. 

In Figs. 7 and 8, the 100-year return period long-term extreme 
response is investigated by considering two environmental variables at a 
time, for easterly and westerly winds, respectively. Here, the mean wind 
velocity together with one turbulence parameter at a time are described 
as stochastic variables. The turbulence parameters that are treated 
deterministically are chosen according to the point on the contour with 
the case of maximum mean wind velocity, as shown in Table 6. For 
illustration purposes, the turbulence parameters used in the design 
calculations of the bridge are also shown in the table. The Design Basis 

mean wind velocity is significantly stronger than the full-scale mea
surements at the bridge midspan. Lystad et al. [39] concluded that the 
measuring mast used to establish the design basis for the Hardanger 
Bridge would likely overpredict the wind speed at the bridge midspan 
due to terrain wind speed-up effects at the mast position. 

The 100-year return period environmental contour conditional on 
wind direction is shown together with the design point found by the 
IFORM and the ECM in Figs. 7 and 8. The design basis turbulence pa
rameters are also indicated in the figures. In the background of the plots, 
the normalized contribution to the integral in Eq. (8) for the 100-year 
return period response is shown. The IFORM design point can be seen 
often to be located close to the maximum contribution to the FLM. Iso- 
response lines for the expected value of the short-term extreme stresses 
at stress point 2, as defined by Eq. (5), are shown in the figures as solid 
gray lines. The inclinations of these lines are indications of the stress 
sensitivity to the turbulence parameters. 

The design stresses calculated by all methods are shown for different 
combinations of stochastically described turbulence parameters in Fig. 9 
and Tables 7 and 8 for easterly and westerly winds, respectively. The 
FLM calculations become very computationally demanding when the 
number of dimensions becomes large, so these calculations are per
formed only for up to three-dimensional combinations. The expected 
value of the short-term extreme response from the ECM along with the 
correction factor, Ccorr, and percentiles needed to correct the short-term 
ECM solution, pcorr, corresponding to the different long-term extreme 
response estimates are shown in Figs. 10 and 11 and Tables 7 and 8. 

The stresses at stress point 2 are greatly affected by the along-wind 
turbulence standard deviation σu, so by describing this parameter and 
the mean wind velocity as stochastic variables, the long-term extreme 
stresses at stress point 2 can be estimated quite well. By also including 
the vertical turbulence standard deviation, the accuracy of the predicted 
long-term extreme response will improve even further. 

Relatively small differences between the long-term extreme value 
prediction methods can be found in Fig. 9 and Tables 7 and 8, although 
the methods based on the approximate formulation in Eq. (10) are 
slightly unconservative, as expected. However, larger deviations can be 
seen between the methods for the westerly winds, especially for com
binations including the along-wind turbulence standard deviation. 

Kleiven and Haver [12] concluded that the relative effect of short- 
term extreme response uncertainty was reduced when the number of 
influential environmental parameters was increased. For the easterly 
winds, a similar trend is seen for the Hardanger Bridge buffeting 
response as well. When influential environmental parameters such as 
the along-wind turbulence standard deviation are described as sto
chastic variables, the difference between the expected short-term 
extreme response predicted by the ECM and the long-term extreme re
sponses is reduced, as reflected by the reduced correction factors and 
percentiles in Figs. 10 and 11 and Tables 7 and 8. This is also the case for 
westerly winds when using long-term methods based on the approxi
mate formulation in Eq. (10). However, this effect is not clear for 
westerly winds when using long-term methods based on exact formu
lations. The westerly wind Weibull distribution used in the in
vestigations herein, established in [8], has a low shape parameter, k, 
indicating a long-tailed distribution. The contributions to the FLM 
shown in the background of Fig. 8 are farther out in the tail of the joint 
PDF than for the easterly winds. In this case, the IFORM design point is 
farther away from the area contributing the most to the FLM extreme 
response. These observations indicate that the accuracy of the approx
imate methods is sensitive to the tail shape of the environmental 
parameter joint PDF. 

The long-term stresses in all three stress points are calculated using 
the IFORM Eq. (15) and are shown in Fig. 12. Large effects on the long- 
term extreme stresses can be observed by describing different turbulence 
parameters as stochastic variables. Stress point 1 does not receive sig
nificant contributions from weak-axis bending, and as a result, only the 
along-wind turbulence parameters significantly affect the long-term Fig. 4. The Hardanger Bridge girder cross-section.  
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Table 4 
Effective cross-sectional properties of the Hardanger Bridge under pure section force configurations (NA-i refers to the neutral axis of the full cross-section, and NAeff-i 
refers to the neutral axis of the effective cross-section).  

A [m2] Aeff [m2] Iy [m4] Iy,eff [m4] Iz [m4] Iz,eff [m4] NA-y [m] NA-z [m] NAeff-y [m] NAeff-z [m] N My Mz 

0.565 0.372 0.969 0.629 15.193 9.016 0.000 0.000 − 0.035 0.105 − 1 0 0 
0.565 0.489 0.969 0.722 15.193 13.413 0.000 0.000 0.005 0.249 0 − 1 0 
0.565 0.489 0.969 0.854 15.193 12.131 0.000 0.000 − 0.821 0.011 0 0 − 1  

Fig. 5. Effective cross-sections for (a) pure axial compression (N = − 1), (b) pure weak-axis bending with compression in the bottom plate (My = − 1), and (c) pure 
strong-axis bending with compression on the right-hand side of the figure (Mz = − 1). Effective thicknesses are indicated by the color bar, and the stiffener centroids 
are shown as red dots in compression and blue dots in tension. (For interpretation of the references to color in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 6. Along-span response spectral density contour plots of the axial force (sf1), the weak-axis moment (sm1) and the strong-axis moment (sm2).  
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stresses. Stress point 3, however, is dominated by weak axis-bending, 
and the vertical turbulence parameters are more important to the esti
mated long-term stresses. 

4.1.2. Omnidirectional extreme stresses by the FLM 
The sectorial extreme response has been investigated thus far with a 

focus on methodology to estimate extreme stresses. However, the 
sectorial extreme response does not correspond directly to the omnidi
rectional extreme response. 

The omnidirectional full long-term extreme response CDF can be 
calculated as a weighted sum of the CDFs conditional on wind direction 
[56]: 

FR(r) =
∑

i
piFR|θ(r|θi) (37)  

where pi is the probability of the wind coming from sector θi. In general, 
the response CDF conditional on the wind direction needs to include the 
possible effects of skew winds. As mentioned in Section 3.1 and dis
cussed in [8,39], the terrain surrounding the Hardanger Bridge channels 
the strong winds, so the two defined wind directions, East and West, can 
be considered to be perpendicular to the bridge. 

In Table 9, the omnidirectional 100-year return period extreme 
stresses at stress point 2 are presented. 

Estimating the omnidirectional extreme stresses using the environ
mental contour method and the IFORM, however, is not straightforward. 
Winterstein [56] suggested a simplified way to estimate a lower bound 
of the omnidirectional extreme response from sectorial subpopulations 
using the IFORM. Another method suggested by [56] was to fit a func
tion to the tail of the long-term extreme response CDF based on IFORM 
extreme response estimates and use Eq. (37) to calculate the omnidi
rectional extreme response. Further, [57] and [58] estimated environ
mental contours by including the wind direction as a circular variable. 

All these methods introduce some limitations and uncertainties, and 
the appropriate choice will be problem-specific. Such methods have not 
been investigated in the work presented here but to obtain omnidirec
tional design stresses, the directionality of the wind must be considered. 

As seen in Table 9, with one wind direction dominating the response, 
the sectorial extreme response will be a conservative choice for the 
omnidirectional extreme response and could be a reasonable design 
value in some cases. 

Table 5 
Theoretical basis overview of considered extreme value methods.   

Full integration Reliability method Extreme response uncertainty Exact formulation Approx. formulation 

FLM Eq. (8) Yes No Yes Yes No 
FLM Eq. (10) Yes No Yes No Yes 
IFORM Eq. (15) No Yes Yes No Yes 
IFORM Eq. (19) No Yes Yes Yes No 
ECM No Yes No No No  

Table 6 
Deterministic turbulence parameters at girder height corresponding to the event 
of maximum mean wind velocity (contour tip and design basis values) [55].  

Wind 
direction 

U [m/ 
s] 

σu [m/s] σw [m/ 
s] 

Au Aw Ku Kw 

East 23.76 2.84 1.10 25.8 2.01 6.92 5.98 
West 33.79 3.66 1.36 47.1 3.32 8.21 8.65 
Design Basis 36.6 0.136U 0.068U 40.8 3.3 8.8 6.3  

Fig. 7. Long-term extreme girder stresses at the quarter span in stress point 2 from easterly winds. The normalized contribution to the 100-year return period 
extreme value using the FLM is shown in the background, and the IFORM and the ECM design point are indicated. 
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4.2. Along-span investigations 

In the previous sections, detailed investigations of the girder quarter 
span were presented. However, the bridge behavior can change along 
the span. In the following, the design point for the girder stresses con
ditional on the two wind directions is calculated along the span using the 
IFORM Eq. (15) and the ECM. 

In Fig. 13, the stresses in the three stress points under consideration 
are plotted along the bridge span for easterly and westerly winds. In 
these calculations, all turbulence parameters are treated as stochastic 
variables. The 100-year return period long-term extreme stresses 
calculated by the IFORM are shown together with the expected short- 
term extreme response calculated by the ECM. The ECM correction 
factor and the short-term extreme response distribution percentile cor
responding to the IFORM long-term stresses are shown in Fig. 13. Some 
variations in the correction factors and percentiles are seen along the 

span and between the different stress points, although the variations are 
relatively small. 

In Figs. 14 and 15, the along-span variations in the turbulence pa
rameters corresponding to the ECM design point are shown for the 
easterly and westerly winds, respectively. In general, small variations in 
the critical turbulence parameter combinations can be seen, below ±
6%. However, for the most influential turbulence parameters, even less 
variation is seen. Assuming that stress point 1 is affected only by the 
along-wind turbulence parameters such as σu, Au and Ku, the variation in 
the critical turbulence parameter combinations is typically under ± 1%. 
This case is also pertinent when considering stress point 3, which is 
dominated by weak axis bending and thus sensitive to vertical turbu
lence, with a slight exception for the Aw parameter. 

Based on these observations, a reasonable estimate for the long-term 
extreme response at all positions along the Hardanger Bridge girder 
could be achieved by the following simplified approach: 

Fig. 8. Long-term extreme girder stresses at the quarter span in stress point 2 from westerly winds. The normalized contribution to the 100-year return period 
extreme value using the FLM is shown in the background, and the IFORM and the ECM design point are indicated. 

Fig. 9. Extreme girder stresses in stress point 2 at the quarter span, considering different combinations of turbulence parameters described as random variables.  
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Fig. 10. Long-term correction factors (long-term/ECM) for the girder stresses in stress point 2 at quarter span, considering different combinations of turbulence 
parameters described as random variables. 

Fig. 11. ECM short-term extreme value CDF percentile corresponding to the long-term extreme girder stresses in stress point 2 at quarter span, considering different 
combinations of turbulence parameters described as random variables. 

Table 7 
Extreme stresses, correction factors and short-term percentiles for long-term correction of the ECM solution at quarter span in stress point 2 for easterly winds. Stresses 
from different long-term methods and combinations of turbulence parameters described as random variables are presented.  

Included variables, w {U} {U, σu} {U, σw} {U, Au} {U, Aw} {U, Ku} {U, Kw} {U, σu, σw} {U, σu, Ku} {U, σw, Kw} {All} 

Extreme response [Mpa] FLM Eq. (8) 22.9 28.5 24.0 23.2 22.8 23.8 23.3 31.0 29.4 24.8 N/A 
FLM Eq. (10) 22.8 27.8 23.9 23.2 22.8 23.8 23.2 30.0 28.6 24.6 N/A 
IFORM Eq. (15) 23.0 27.7 23.6 23.4 23.0 23.8 23.2 29.8 28.5 24.1 30.6 
IFORM Eq. (19) 23.0 29.5 23.8 23.9 23.5 24.5 23.7 30.9 30.4 24.2 31.8 
ECM 19.4 25.6 21.1 19.7 19.4 20.4 19.8 27.2 25.8 21.4 28.0 

Ccorr FLM Eq. (8) 1.18 1.11 1.14 1.18 1.17 1.17 1.18 1.11 1.11 1.13 N/A 
pcorr [%] FLM Eq. (8) 92 84 89 92 92 91 93 84 84 89 N/A  

Table 8 
Extreme stresses, correction factors and short-term percentiles for long-term correction of the ECM solution at quarter span in stress point 2 for westerly winds. Stresses 
from different long-term methods and combinations of turbulence parameters described as random variables are presented.  

Included variables, w {U} {U, σu} {U, σw} {U, Au} {U, Aw} {U, Ku} {U, Kw} {U, σu, σw} {U, σu, Ku} {U, σw, Kw} {All} 

Extreme response [Mpa] FLM Eq. (8) 35.6 55.6 38.9 35.5 35.5 36.4 35.8 60.3 56.6 39.4 N/A 
FLM Eq. (10) 34.8 46.0 36.7 35.1 34.7 35.6 35.1 48.7 46.5 37.0 N/A 
IFORM Eq. (15) 34.8 45.6 36.0 35.2 34.8 35.6 35.0 48.2 46.1 36.2 47.9 
IFORM Eq. (19) 34.8 50.4 37.1 36.7 36.4 37.3 36.5 51.8 51.0 37.2 51.3 
ECM 32.3 44.6 34.2 32.2 32.3 33.0 32.4 46.1 44.0 33.7 45.8 

Ccorr FLM Eq. (8) 1.11 1.25 1.14 1.10 1.10 1.10 1.11 1.28 1.25 1.14 N/A 
pcorr [%] FLM Eq. (8) 83 96 88 82 82 82 83 97 96 89 N/A  
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1. Calculate the critical environmental parameter combinations in a 
representative section along the girder using the ECM. 

2. Calculate the correction factor or the short-term extreme value dis
tribution percentile corresponding to the long-term extreme value in 
the section considered.  

3. Calculate the short-term response in all sections along the girder 
based on the critical turbulence parameter combination identified by 
the ECM in 1.  

4. Correct the short-term response along the span with the correction 
identified in 2. 

Fig. 12. Long-term extreme girder stresses at quarter span in all considered stress points, identified by the IFORM EQ.  

Table 9 
Omnidirectional 100-year return period extreme stresses at quarter span at stress point 2 for westerly winds. Combinations of stochastically described turbulence 
parameters are presented.  

Included variables, w {U} {U, σu} {U, σw} {U, Au} {U, Aw} {U, Ku} {U, Kw} {U, σu, σw} {U, σu, Ku} {U, σw, Kw} 

FLM East 22.9 28.4 24.0 23.2 22.8 23.8 23.3 31.0 29.4 24.8 
FLM West 35.6 55.8 38.9 35.5 35.4 36.4 35.8 60.3 56.6 39.4 
FLM Omni 33.5 49.4 36.1 33.6 33.4 34.2 33.7 53.4 50.1 36.6  

Fig. 13. Along-span stresses and correction factors and short-term extreme CDF percentiles from the ECM and the IFORM. Left; easterly winds, right; westerly winds.  
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5. Comparison with full-scale acceleration peak response 
measurements 

Fenerci et al. [59] found that the buffeting acceleration response 
measured at full scale at the Hardanger Bridge was very scattered when 
plotted as function of the mean wind velocity. They concluded that most 
of the scattered data could be explained by the uncertainty in the tur
bulence field. In Fig. 16, the midspan peak acceleration measurements 
from the Hardanger Bridge are shown for lateral, vertical and torsional 
motions. The 10-minute maximum peaks are plotted, and the high- 
frequency content above 1 Hz is removed by low-pass filtering of the 
measurements. The measurement data are colored by the normalized 
scatter density multiplied by the mean wind velocity squared. The 
measurements are split into easterly and westerly wind directions, but 
the measurements for the opposite direction are shown as gray scatter in 

the background of the plot. The data from the full-scale measurement 
program at the Hardanger Bridge site is available with open access 
[60,61] and the measurement system is described in detail in [59]. 

To investigate the performance of the long-term extreme response 
analyses, the long-term acceleration response at the midspan of the 
Hardanger Bridge girder is calculated and compared with the full-scale 
measurements. The acceleration response has a different behavior than 
the design stresses which has been the focus in the previous parts of this 
paper, but the acceleration response comparison can provide an indi
cation of the performance of the overall methodology. 

The 100-year return period extreme accelerations estimated by the 
classical IFORM and the ECM, conditional on the mean wind velocity, 
are also shown in Fig. 16. A simple modification to the iteration algo
rithm shown in Eq. (27) is needed to solve the IFORM problem when the 
mean wind velocity is given. The modification reads: 

Fig. 14. Percentage of along-span mean critical turbulence variable identified by the ECM design point for easterly winds. diff-wi = 100% * wi(x)/mean(wi).  

Fig. 15. Percentage of along-span mean critical turbulence variable identified by the ECM design point for westerly winds. diff-wi = 100% * wi(x)/mean(wi).  
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uk+1 =
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⃒
⃒
⃒

(38)  

where u1 is the standard normal variable corresponding to the given 
mean wind velocity, n is the number of environmental variables and k 
indicates the iteration number. Since the short-term extreme value un
certainty is not included as a variable in the ECM, the expression above 
reduces to: 

uk+1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

β2 − u2
1

√
∇r̃n− 1(uk)
⃒
⃒
⃒
⃒∇r̃n− 1(uk)

⃒
⃒
⃒
⃒

(39) 

As Fig. 16 shows, the extreme accelerations predicted by the IFORM 
and the ECM correspond quite well with the upper bound of the full- 
scale measurement data. The extreme responses are calculated based 
on a 100-year return period, and the full-scale data are based on 
approximately 4 years of measurements, so theoretically, the measure
ments should all fall within the extreme response predicted with the 
IFORM. For illustration purposes, the expected value of the short-term 

extreme response calculated using the design basis turbulence parame
ters is also indicated in Fig. 16. 

In general, uncertainties regarding static force coefficients for the 
different bridge members and limitations in the turbulence model can 
affect the comparison. For the lateral acceleration response, the calcu
lations correspond quite well with the measurements, although some 
events fall well outside the extreme predictions. Some of the most pro
found uncertainties for the lateral response are the assumption of sta
tionarity and the estimated static drag coefficients for the girder and the 
other bridge members. 

When considering the vertical response, a kink in the predicted 
extreme response line can be observed at approximately 11 m/s. The 
vertical response is strongly influenced by the aerodynamic derivatives. 
The value of 11 m/s corresponds to the reduced velocity where the first 
vertical frequency falls within the experimental test range of the AD, as 
shown in [8]. Since the fitted model for the AD is not smooth in the 
transition between the experimental data range and the extrapolated 
area, this is reflected in the predicted extreme acceleration response. 

When considering the torsional acceleration, the predicted extreme 
responses seem to be farther out in the tail of the measured scatter than 

Fig. 16. Lateral- (a2), vertical- (a3) and torsional (ar1) peak acceleration responses of the Hardanger Bridge midspan, established by full-scale measurements 
(scattered data points colored by scatter density multiplied by the mean wind velocity squared, opposite wind direction indicated as gray data), the ECM and the 
IFORM conditional on mean wind velocity, the design basis turbulence parameters and a 2nd-order polynomial fit to the measured data. 
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the other acceleration components. The acceleration response is domi
nated by higher frequencies than the lateral and vertical responses, so 
neglecting aerodynamic admittance may significantly affect the 
torsional response. The first torsional mode is outside the reduced ve
locity experimental test range for all mean wind velocities below ~ 28 
m/s, so almost all the predictions are based on aerodynamic damping 
and stiffness in the extrapolated range. 

In Fig. 17, the short-term peak factor is shown for the measured data, 
plotted in the same way as in Fig. 16. The predicted peak factors from 
the design basis analyses are also indicated, corresponding very well 
with the polynomial fit to the full-scale data. However, the full-scale 
measured peak factors are very scattered, which is an illustration of 
the uncertainty in the short-term extreme peak response. 

6. Conclusions 

The long-term extreme response of the Hardanger Bridge considering 

uncertain turbulence parameters has been investigated. Considerable 
effects on the predicted extreme values relevant for design purposes 
were found, indicating a need to revisit the design methodology used for 
long-span bridges subjected to turbulent wind loading. In brief, the 
following conclusions are drawn:  

- Extreme design stresses were predicted directly from the frequency- 
domain buffeting analyses.  

- The turbulence uncertainty has large effects on the predicted 
extreme design stresses of the Hardanger Bridge. Treating the tur
bulence parameters as deterministic variables may introduce sig
nificant errors to the estimated extreme stresses.  

- Uncertainty in the short-term extreme response should be considered 
when predicting extreme stresses for design purposes.  

- Reliability-based methods such as the inverse first-order reliability 
method (IFORM) and the environmental contour method (ECM) 

Fig. 17. Lateral- (a2), vertical- (a3) and torsional (ar1) short-term peak factors for the acceleration responses of the Hardanger Bridge midspan. The full-scale 
measurements are shown (scattered data points colored by scatter density multiplied by the mean wind velocity squared, opposite wind direction indicated as 
gray data) together with the peak factors estimated by the buffeting analyses using the design basis turbulence parameters. In addition, a 2nd-order polynomial fit to 
the measured data is shown. 
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become less effective than full long-term methods when many sec
tions along a long-span bridge need to be assessed.  

- With one wind direction dominating the response, the sectorial 
extreme response could be a reasonable conservative choice for the 
omnidirectional extreme response in some cases.  

- Relatively small variations in the critical turbulence parameter 
combinations predicted by the ECM were found along the span of the 
Hardanger Bridge.  

- The long-term methods IFORM and ECM were able to predict the 
variability in the scattered extreme peak acceleration response 
measured at full scale at the Hardanger Bridge, displaying significant 
improvement compared with the methodology used for the design of 
the bridge. 
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[40] Kaimal J, Wyngaard J, Izumi Y, Coté OR. Spectral characteristics of surface-layer 
turbulence. Q J R Meteorol Soc 1972;98. 

[41] Davenport AG. The spectrum of horizontal gustiness near the ground in high winds. 
Q J R Meteorol Soc 1961;87:194–211. https://doi.org/10.1002/qj.49708737208. 

[42] Chen X, Kareem A, Matsumoto M. Multimode coupled flutter and buffeting analysis 
of long span bridges. J Wind Eng Ind Aerodyn 2001;89:649–64. https://doi.org/ 
10.1016/S0167-6105(01)00064-2. 

[43] Jain A, Jones NP, Scanlan RH. Coupled flutter and buffeting analysis. J Struct Eng 
1996;122:716–25. https://doi.org/10.1061/(ASCE)0733-9445(1996)122:7(716). 

[44] Jain A, Jones NP, Scanlan RH. Coupled aeroelastic and aerodynamic response 
analysis of long-span bridges. J Wind Eng Ind Aerodyn 1996;60:69–80. https://doi. 
org/10.1016/0167-6105(96)00024-4. 
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[47] Dassault Systèmes Simulia. ABAQUS 2018. 
[48] Zhou S-J. Finite beam element considering shear-lag effect in box girder. J Eng 

Mech 2010;136:1115–22. https://doi.org/10.1061/(asce)em.1943-7889.0000156. 
[49] Zhang Y-H, Lin L-X. Shear lag analysis of thin-walled box girders based on a new 

generalized displacement. Eng Struct 2014;61:73–83. https://doi.org/10.1016/j. 
engstruct.2013.12.031. 

[50] Siedziako B, Øiseth O, Rønnquist A. An enhanced forced vibration rig for wind 
tunnel testing of bridge deck section models in arbitrary motion. J Wind Eng Ind 
Aerodyn 2017;164:152–63. https://doi.org/10.1016/J.JWEIA.2017.02.011. 

[51] Standard Norge. Eurocode 1: Actions on structures - Part 1–4: General actions. 
Wind actions 2009. 

[52] Strømmen E. Theory of bridge aerodynamics. Second edi. Springer; 2010. 
[53] Standard Norge. Eurocode 3: Design of steel structures - Part 1-1: General rules for 

buildings; 2015. 
[54] Beg D, Kuhlmann U, Davaine L, Braun B. Design of plated structures: eurocode 3: 

design of steel structures, part 1–5: design of plated structures. ECCS-European 
Convention for Constructional Steelwork 2012. https://doi.org/10.1002/ 
9783433601143.fmatter. 

[55] Statens-Vegvesen. The Hardanger Bridge: Design basis - Wind characteristics. 
Norway; 2006. 

[56] Winterstein SR. Environmental contours : including the effects of directionality and 
other sub- probability-based engineering; 2018. https://doi.org/10.13140/ 
RG.2.2.27196.69763. 

[57] Haghayeghi ZS, Ketabdari MJ. A long-term joint probability model for metocean 
circular and linear characteristics. Appl Ocean Res 2018;75:143–52. https://doi. 
org/10.1016/j.apor.2018.03.009. 

[58] Vanem E, Hafver A, Nalvarte G. Environmental contours for circular-linear 
variables based on the direct sampling method. Wind Energy 2020;23:563–74. 
https://doi.org/10.1002/we.2442. 
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