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Abstract

The aim of this thesis is to increase the understanding of the mechanisms governing
Carbon Dioxide (CO2) condensation, and in that way finding a pathway towards a
higher condensation efficiency. Liquefaction of CO2 occurs e.g. in industrial pro-
cesses such as in heat exchangers for thermal management. Compact geometries
have become increasingly important in thermal management following the decrease
in size of electronic equipment. CO2 is a suitable solution as a refrigerant in such
heat exchangers due to its thermophysical properties. It is also a viable substitute
as a refrigerant in conventional heat transfer equipment in the quest for eliminating
fluorine based refrigerants, due to their negative environmental impact. Liquefac-
tion of CO2 also occurs when processing the gas prior to ship transportation of CO2

being captured from e.g. power plant exhaust. Reduction of the anthropogenic
emissions of CO2 is required for reducing the global warming and achieving the
2-degree scenario set forth by the International Panel of Climate Change.

The main reason for resistance to heat transfer during condensation is the restricted
conduction through the condensate film that is formed on the condenser surface.
The research on more efficient condensation currently focuses on suppressing the
formation of this condensate film and in stead achieving dropwise condensation.
An introduction of droplets on the surface will reduce the heat transfer resistance
and a more efficient condensation process emerges. The condensation heat trans-
fer coefficient could be increased by up to an order of magnitude. For CO2 this
alternative has not yet been considered and the research on CO2 condensation has
hitherto focused on understanding how the flow properties affects the heat transfer
in flow condensation inside tubes and channels. These are relevant geometries for
heat exchangers and the flow in microchannels must be deciphered to gain control
of the condensation in compact equipment. The condensation of CO2 on flat and
structured surfaces has, however, not yet been studied, and the models for predicting
the behavior do not include the influence of condenser material or surface structures
on the heat transfer. We have through this work tried to answer if condensation of
CO2 could be achieved in the dropwise mode, and if not, how the efficiency of CO2

condensation otherwise can be increased. We have also explored how the condenser
material and/or surface structures influence the heat transfer during condensation.

For solving these issues we have designed a methodology and built an experimental
facility for measuring the CO2 condensation heat transfer coefficient on various sur-



faces. By achieving elevated pressures and low temperatures CO2 has been liquefied
on vertical surfaces and the heat transfer has been measured.

We have in this work established a first set of experimental data for CO2 conden-
sation on vertical walls. We have found that surface properties such as roughness
and surface energy affect the condensation heat transfer. With surface roughness,
the material’s thermal conductivity also comes into play, as the uniformity of the
temperature within the liquid will be influenced by the conductivity of the peaks of
the material when the liquid film is thin. We have also found that structuring the
surface with micro- and nanosized features will alter the heat transfer efficiency. A
combination of micro- and nanostructures could result in a thinner liquid film on
the surface, consequently reducing the heat transfer resistance through the conden-
sate. On the other hand, the structures could also cause significant liquid retention
and therefore a thicker liquid film. The results indicate that a careful design and
fabrication of a combination of micro- and nanostructures will enhance the conden-
sation heat transfer by increasing the surface area, reducing liquid retention and
increasing the effective thermal conductivity of the composite surface of liquid and
nanostructures similar to wicking condensation.

The results in this thesis show that there are pathways to increasing condensation
heat transfer of CO2, which will lead to reduced costs and energy demands of the liq-
uefaction process. Two main parameters have been identified: 1) roughness control
and 2) optimization potentials for structured surfaces. This will result in e.g. lower
CO2 transport costs during carbon capture and storage, and in improved thermal
management of small electronic devices.



Popular science summary

CO2 emission is a large contributor to global warming. To reach the 2-degree
scenario set forth by the UN we need to remove CO2 from e.g. fossil fuel pow-
ered industry, car exhaust and possibly the air itself. Mitigation of CO2 emissions
could be done through Carbon Capture and Storage (CCS). During this process,
liquefaction is sometimes a necessary step, e.g. for ship transportation of CO2 to
the storage location. In addition to being an unwanted compound due to global
warming, CO2 is actually an environmentally friendly alternative as a refrigerant in
process equipment, for example for cooling a motor vehicle engine, or in the refrig-
erators in grocery stores. A thorough understanding of the condensation process is
crucial for accurate modelling and design of these applications. For both CCS and
industrial process with CO2 as refrigerant, enhanced liquefaction efficiency means
less energy consumption and lower costs.

In light of this, we initiated a project for enhancing the efficiency of CO2 condensa-
tion. Initially, the project goal was to achieve a way of condensation called dropwise
condensation. This mode occurs on specially tailored surfaces and can result in
heat transfer efficiencies ten times that of the conventional filmwise condensation.
However, after conducting a literature survey of the potential surfaces for achieving
dropwise condensation, it became clear that our initial goal was not achievable for
the period of this project. We then shifted the focus towards enhancing condensation
efficiency on micro- and nanostructured surfaces in the filmwise condensation mode.
However, experimental data for heat transfer on different unstructured materials had
not yet been published, hence the baseline for determining if a structured surface
increased the condensation efficiency or not, did not exist. The reason for lack of
data could be that the Nusselt model for predicting condensation on flat surfaces
has been widely accepted and used in process design for a century. The model does
not include the influence of the surface properties, and it will therefore not result
in different heat transfer coefficients (HTC) on e.g. smooth copper (Cu) and rough
aluminum (Al). In our study of Cu, Al and stainless steel (316), we found that the
roughness and surface energy affected the condensation HTC. The HTC is highest
on smooth Cu and lowest on Al and steel, caused by the different roughness and
surface energy. Following the work with flat surfaces, we conducted a study on CO2

condensation on micro- and nanostructured Cu. The results indicate that properly
designed hierarchical surface structures (structures on both micro- and nanoscale on
the same surface) promote higher condensation efficiency.



With continued research on micro- and nanostructured surfaces we believe that it
is possible to enhance CO2 condensation efficiency even more, and thereby reduc-
ing the energy demand during condensation. A smaller energy consumption will
reduce the costs of CO2 condensation and may ultimately contribute to the large
scale implementation of CCS and CO2 as an environmentally friendly refrigerant in
industrial processes.



Generelt sammendrag

CO2-utslipp er en viktig årsak til global oppvarming. For å nå FNs togradersmål
må vi fjerne CO2 fra for eksempel industri, bileksos og fra lufta. Vi kan blant annet
fjerne CO2-utslipp ved hjelp av karbonfangst og -lagring (CCS). I denne prosessen
er det iblant nødvendig å gjøre CO2 flytende, for eksempel når fanget CO2 skal
transporteres på skip til lagringsstedet. Samtidig som CO2 er en drivhusgass som
øker global oppvarming, er det også et miljøvennlig alternativ som kjølemiddel i
prosessutstyr, for eksempel i kjøling av bilmotorer eller i kjøleskap og frysere i mat-
varebutikker. Det helt avgjørende å ha god kunnskap om kondenseringprosessen for
å nøyaktig modellere og designe prosesser for disse formålene. En økt effektivitet vil
bety mindre energiforbruk og lavere kostnader for både CCS og industrielle prosesser
med CO2 som kjølemedium.

I lys av dette initierte vi et prosjekt for å øke effektiviteten av CO2-kondensasjon.
Initielt var det ønskelig å oppnå dråpekondensering av CO2, en prosess som kan føre
til ti ganger så høy varmetransport som i tradisjonell filmkondensering. Etter en nøye
litteraturgjennomgang med fokus på potensielle overflater for å oppnå dråpekon-
densering av CO2, viste det seg imidlertid å være svært vanskelig å realisere dette
på en skalerbar måte i løpet av dette prosjektets tidsramme. Vi skiftet derfor fokus
mot å oppnå effektiv kondensering av CO2 på mikro- og nanostrukturerte overflater,
fortsatt ved hjelp av filmkondensering. Vi oppdaget derimot fort at det ikke fantes
data for kondensering på ubehandlede overflater, så sammenlikningsgrunnlaget for å
si noe om strukturering kunne øke kondensasjonseffektiviteten var for dårlig. Dette
er nok forårsaket av at kondensering på flate overflater med vekslende hell har blitt
beregnet ved hjelp av Nusselt-modellen som ble utviklet tidlig på 1900-tallet. Denne
modellen inkluderer ikke effekten av overflaten eller materialet det kondenseres på,
så den vil ikke resultere i forskjellige varmetransportkoeffisienter (VTK) på for ek-
sempel kobber og aluminium. I vår studie av kobber, aluminium og stål har vi
sett at et ruheten på overflaten påvirker effektiviteten av kondensasjonen. VTK er
høyest på kobber og lavest på aluminum og stål, noe som følger disse prøvenes ruhet
og materialenes overflateenergi. Etter studien på flate overflater fortsatte vi med å
se på effekten av mikro- og nanostrukturer på kondensasjonen. Vi lagde og studerte
to typer mikro- og nanostrukturerte kobberoverflater. Resultatene er noe sprikende
og en enkel konklusjon var ikke å finne etter dette ene studiet. Resultatene indikerte
likevel at en hierarkisk struktur (overflatestrukturer på både mikro- og nanoskala
samtidig) vil øke varmetransporten ved CO2-kondensasjon.



Ved å fortsette forskningen på mikro- og nanostrukturerte overflater for effektiv
varmetransport i kondensasjonsprosessen mener vi det er mulig å effektivisere CO2-
kondensasjonen og dermed redusere energiforbruket. Dette vil igjen føre til reduserte
kostnader forbundet med kondensasjon og følgelig muliggjøre storskala implementer-
ing av CCS og av CO2 som et miljøvennlig kjølemedium i industrielle prosesser.
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Chapter 1
Introduction

Condensation heat transfer is a complex process that has been studied extensively
the previous decades. We know how to take advantage of the superior heat transfer in
the phase change process, but still there is a lot of unexploited potential. Through
the work with this thesis, we have moved one step closer to understanding the
complex nature of the condensation process, and especially that of CO2.

This PhD thesis is divided into five chapters. In Chapter 1 (Introduction) the
main motivation of the research is presented. I have stated what has been studied
previously, and which research questions remain. The objectives of the work and
how I have tackled the research questions are also a part of the introduction. In
Chapter 2 (Background) the theoretical background of the work is given. In this
chapter the fundamental theories that have been applied in the work, and how other
research groups have adapted the theories is presented. In Chapter 3 (Methodology)
the research methods that have been applied in this thesis are thoroughly described.
The methods are chosen to solve the research tasks set forth in Chapter 1 in the
most appropriate way. The answers to the research questions are summarized in
Chapter 4 (Main results), which is written as a summary of the three papers that
constitutes this thesis. Finally, the conclusions of the research work, the significance
of the results and suggestions for how the research should be continued in future
work is presented in Chapter 5 (Conclusions and further work).

As an appendix, the three papers resulting from this PhD work are included. The
first paper is published in Advances in Colloid and Surface Technology, the second
is under review in Experimental Thermal and Fluid Science, while the third is
published in International Journal of Heat and Mass Transfer.

1.1 Motivation

Condensation of vapor is a phase change process that occurs in numerous applica-
tions, both in household equipment such as refrigerators and heat pumps, and in
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Figure (1.1): The Hampson-Linde refrigeration cycle was the first cycle to use
regenerative cooling in a condensation process. The feed gas is compressed and the
compressed gas is fed through a cooler. The cold pressurized gas flows through a heat
exchanger before expansion in a Joule-Thomson expansion valve. The gas is now
at its coldest and at low pressure, and in a separator the liquid is condensed and
drained. The un-condensed cold gas is fed back into the counterflow heat exchanger
to work as a coolant for the incoming compressed gas and finally being fed back into
the cycle.

industrial processes for e.g. thermal management. Also in the power industry, pres-
surized gas is converted to liquid in a condenser as a part of the power generation.
Hampson and Linde were the first two to file for a patent on a regenerative cooling
cycle in the late 19th century [6, 7]. The cycle is today called the Hampson-Linde
cycle and the steps are shown in Figure 1.1. Even though this is a fairly simple cycle,
the most important equipment of a refrigerant cycle are included: the compressor,
the cooler, the heat exchanger and the separator. The condensation occurs in the
latter two. Increasing the heat transfer of the inner surfaces of the heat exchanger
channels and the separator walls, e.g. by augmenting the surfaces, will increase the
process efficiency. Independent of the scale of the system, the mechanisms governing
the condensation process are important to unravel and to control. Condensation heat
transfer is generally much more efficient than heat transfer without phase change as
the release of latent heat in the gas is a part of the process. During the condensation,
the latent heat is transferred to the condenser solid surface, which results in large
heat transfer coefficients even for small temperature differences.

Condensation occurs in one of two modes, or a combination, namely the conventional
Filmwise Condensation (FWC) and the generally more efficient Dropwise Conden-
sation (DWC). FWC on flat vertical surfaces was thoroughly examined in the early
1900’s and especially the work by Nusselt has drawn a lot of attention. The Nusselt
model has been the standard way of modelling FWC heat transfer the last 100
years [8, 9]. For DWC, the pioneering work of Schmidt et al. laid the foundation
of a large research field [10], further developed by Le Fevre and Rose during the
1960’s [11–13]. The development of techniques for fabrication of structures on the
nanoscale has increased the interest and research focus on DWC during the 1990’s
and 2000’s [14].



1.1. Motivation 3

The work with understanding and modelling the condensation heat transfer process
started over a decade ago, and in the first half of the 1900’s, several studies on the
topic were reported [8, 15–18]. Still, fluids with properties far from that of water,
such as liquid metals and condensates with very low surface tension, have proven
hard to predict with the Nusselt model. Bromley stated already in 1952 that the
heat capacity has the opposite influence on the heat transfer coefficient as predicted
by the Nusselt model [15], while Rohsenow claimed that a modified expression for the
latent heat, including the influence of the change in heat capacity with subcooling,
will result in a more accurate Nusselt model [16].

Even though condensation heat transfer is already an efficient way of transporting
heat due to the release of latent heat in the phase change process, there are a variety
of solutions to enhance the heat transfer efficiency further. With a more efficient
condensation process the energy demand will be lower, or we can, with the same
energy input, achieve increased heat transfer or additional amount of condensate.
Even more, increased condensation efficiency can aid in reducing the size of cooling
equipment such as heat pipes for small electronics [19] or enabling a better thermal
management in high-power systems [20]. As stated previously, DWC is the most
efficient mode of condensation. DWC requires a non-wetting surface towards the
condensate, and can typically be achieved by coating a surface with a low-surface
energy chemical and/or structuring a surface with micro- and nanosized features
[21–27]. Also, the combination of nanostructuring a surface followed by infusion of
a chemical with low surface energy, could result in DWC [28–34]. This is called
a Lubricant Infused Surface (LIS) or Slippery Lubricant Infused Porous Surface
(SLIPS). The LIS/SLIPS provide an atomically flat liquid-liquid interface towards
the condensate, and as long as the chemical and the condensate are immiscible
(along with a few other criteria [35]) the condensing liquid will form highly mobile
droplets on the surface. Even some low surface tension fluids have been reported
to condense in the dropwise mode on SLIPS [36, 37]. However, the requirement for
immiscibility between the lubricant and the condensate has proven hard to achieve,
and as the lubricant and the condensate are mixed and removed from the surface,
lubricant depletion leads to a rapid deterioration of the DWC [37]. In addition, the
lubricants suitable for low surface tension fluids are often highly volatile and will
evaporate within minutes or even seconds if not continuously applied to the LIS [38].

As a consequence of the challenges connected to DWC of low surface tension fluids,
an enhancement of the FWC heat transfer has been pursued. The main cause of
the lower heat transfer for FWC is the heat transfer resistance through the liquid
film. A reduction in the thickness of the film is thus a viable solution for increasing
the heat transfer by conduction through the film. Jin et al. [39] studied paraffin
coated Copper (Cu) surfaces for enhanced condensation heat transfer of a low surface
tension refrigerant. The paraffin coating resulted in a 10 % enhancement of the Heat
Transfer Coefficient (HTC) compared with a bare Cu surface. This was attributed to
a thinner condensate film caused by increased drainage, which again was caused by
the low surface energy of the coated Cu. Aili et al. [40] also studied the condensation
of a low surface tension refrigerant. They investigated the heat transfer enhancement
of FWC on a microporous Aluminum (Al) surface. However, they showed no change
in the heat transfer on microstructures, with a hydrophobic coating or on an oil
infused microporous surface, i.e. a SLIPS.
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Surface roughness may play an important role in condensation [41], and an alter-
ation of the HTC with micro- and nanostructures have been widely investigated [1,
42–44]. However, whether the role of the roughness is to enhance or decrease heat
transfer efficiency is still under debate. Soontarapiromsook et al. [45] concluded
that roughness increases the condensation HTC, while the opposite was the case in
the study by Yun et al. [46]. A reduction of HTC was also the case in the report
from Budakli et al., who studied water condensation on structured Cu surfaces [47].
They actually reported a 30 % reduction in the HTC on a microstructured surface.
Induced roughness through growth of nanowires has, however, shown to increase
the phase-change heat transfer [48, 49], both for condensation, boiling and evap-
oration. These are all important phase-change processes for thermal management
of e.g. electronic equipment. The results are highly dependent on the choice of
material, the fabrication of the structures and on the different length scales of the
structures. Consequently, more studies on various types of micro- and/or nanostruc-
tured surfaces are necessary for closing the knowledge gaps relating to roughness and
phase-change heat transfer.

Preston et al. [50] showed that wicking condensation is a solution for increasing
condensation efficiency. This mode of condensation is especially interesting for low
surface tension fluids for which DWC is not a viable solution, and for enhancing
durability of the structured surfaces. The latter has been a recurring problem for
many of the surfaces exhibiting large enhancements in heat transfer [51, 52]. Either
nanostructures are distorted by the condensation process, or lubricants for use in
LIS/SLIPS are gradually drained from the surface. Some of the surfaces show poorer
heat transfer after such failure, compared with conventional, unstructured surfaces.
Cu foam wicks can, on the other hand, withstand mechanical abrasion and are
robust and durable [53]. In the work by Preston et al., the wicking condensation
HTC of pentane increased 3 or 4 times depending on the width of the Cu wicks, at
low levels of subcooling. Their model result in a maximum increase of 8 times the
FWC values (compared with the Nusselt model) for the highest possible subcooling
before the wick is flooded with condensate and the enhancement effect diminishes.
The wicking condensation mode has a large potential and should be examined for
other low surface tension fluids, such as CO2, as well.

1.2 Liquefaction of CO2 - research needs

Anthropogenic emissions of CO2 are increasing at a rate too high for a sustainable
future. According to the International Panel of Climate Change, Carbon Cap-
ture, Transport and Storage (CCS) will play a key role for reducing these emissions
[54, 55]. Two major obstacles to implementing CCS technology at all sources of
CO2 emission are the costs and the energy consumption [56]. For adsorption based
technology, which is the capture technology mainly implemented today, the energy
consumption of the capture process alone could be 20 % of the power generated
from a power plant [57, 58]. Increased capture efficiency in terms of costs, energy
demand and footprint of equipment is therefore highly necessary in order to reach
full-scale deployment of CCS. As CO2 condensation is a part of some of the CCS
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chains, a reduction of CO2 condensation energy demand will reduce the costs of the
CCS systems, which again will result in an increase in the number of CCS projects
globally [59].

Condensation of CO2 in heat exchangers and separators occurs in processes where
a gaseous, CO2-rich stream is liquefied, for example in order to purify the gas to
ensure that it satisfies transport specifications. This solution for purification is
commonly selected in the Gas Processing Unit of an oxyfuel power plant [60, 61].
CO2 capture by separation through phase change, i.e. separation by condensation, is
also proposed as an efficient route for mitigating the CO2 emissions [62, 63]. In some
cases, it could be the most cost-efficient solution [64]. Purification by condensation
and separation could also be applied as a last step after novel post-combustion
capture technologies such as Vacuum Pressure Swing Adsorption and membrane
separation [65]. High capture rates may be obtained in the adsorption process alone,
but at a high energy penalty due to the needed vacuum pressure [58]. A single stage
membrane typically yields a gaseous flow with a CO2 concentration in the range
of 60 % - 70 % [65]. Hence, for both technologies, purification by condensation and
separation may be competitive. A combined membrane-liquefaction CO2 capture
technology has also been proposed, overcoming some of the challenges with a one-
step process [66]. Another strategy to combine existing technologies is to use solar
power to integrate power generation, CO2 capture and production of liquefied CO2

[67].

Following capture, CO2 must be transported in a safe and cost-efficient way to
the storage location. Traditionally, CO2 has been transported via pipeline in a
compressed state. Transporting captured CO2 by ship in the liquefied state will,
at certain conditions, be the cost efficient solution, compared to pipeline transport
[68–72]. Transportation of liquid CO2 has the advantage of high density and high
capacity utilization. CO2 transportation by ship also provides flexibility compared
to the establishment of pipeline infrastructure [69, 70, 73]. Ship transportation is
particularly advantageous for long-distance transport of limited quantities of CO2,
which is typical for many CO2 point sources in the Nordic countries. In the Nordic
CCS Roadmap, ship transportation was evaluated as the most cost efficient solution
for 45 out of 55 potential Nordic CCS chains [74]. However, liquefaction of CO2

is in itself an energy intensive process, and enhancing the heat transfer efficiency,
thus decreasing the energy demand, will reduce the costs of CO2 transport. To
enable ship transport of CO2 captured in gaseous phase e.g. through adsorption,
a downstream liquefaction step is needed. For this reason, the implementation of
efficient heat exchangers and separators will contribute to reduced costs regardless
of capture technology.

Despite the focus on mitigating CO2 emissions, CO2 is not only regarded as a prob-
lematic greenhouse gas, but a useful fluid for heat exchanger technology [75]. In sev-
eral refrigeration systems such as heat pumps, air-conditioners, vending machines
and water heaters, the refrigerant has traditionally been fluorine based chemicals
with a large negative environmental impact [76]. The motivation for finding alter-
native refrigerants is therefore high, and one solution is to use CO2. The thermo-
physical properties of CO2 are beneficial for efficient refrigeration and heat transfer,
along with its relatively low global warming potential compared with traditional
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refrigerants [77, 78]. Especially, CO2 is a suitable refrigerant for compact heat
exchangers, e.g for motor-vehicle air conditioning and residential air-conditioning,
or in systems where the requirement for uniformity and control is very high, such
as in applications in space [75, 79–81]. Since CO2 is a promising refrigerant, the
research on CO2 condensation has been focused on CO2 behavior during two-phase
flow in channels and tubes and on flow condensation heat transfer in macro- and
microchannels. Especially flow patterns and HTC dependency on mass flux and
vapor quality has been under intensive study [80, 82–91]. Modelling condensation
heat transfer of CO2 in a tube or microchannel has proven to be difficult, which the
large discrepancies in existing studies prove [89]. Huai and Koyama [82] indicated
that the mass velocity of CO2 had a large impact on the condensation HTC data,
but the scattering in the results is too large to conclude. The study also showed large
discrepancies when comparing to existing models. The discrepancies are attributed
to the large variation in CO2 properties in the near-critical region, and that the mod-
els are developed for other refrigerants without this variation in properties. Park
and Hrnjak [83] investigated the flow condensation HTC at saturation temperatures
of -15 and -25 ◦C. The results were compared with two well-known models for heat
transfer in channels and it was again shown that the flow pattern and the HTC
were strongly correlated. The direct relation between the thermophysical properties
and HTC is, however, not apparent and modelling flow condensation HTC based
on thermophysical properties for various fluids has not yet been successful. Kang
et al. [85] investigated the flow condensation of CO2 in a horizontal smooth tube
with varying mass flux and condensation temperature. The study concluded that
the influence by mass flux on the HTC was minor. The variation in the data is,
however, striking. A comparison with previous studies is not consistent, without any
apparent reason. Li and Norris [90] developed a model for CO2 flowing in a tube
at low temperatures. Previous flow condensation heat transfer models overpredict
the condensation rate of CO2, e.g. the Thome et al. model [92]. Li and Norris un-
derlined the importance of the special thermophysical properties of CO2 compared
to traditional refrigerants. At relevant saturation temperatures, the enthalpy of
vaporization, the thermal conductivity and the specific heat are significantly higher
than for the conventional refrigerants. The high enthalpy of vaporization of CO2

results in a high conductive heat flux through the condensate during FWC. These
studies show that the condensation of CO2 is not yet fully understood.

The literature mentioned above consists of studies on CO2 condensation at low
temperatures with the application of CO2 as a refrigerant in mind. However, there
have also been some reports on the investigation of CO2 condensation at near-
critical or supercritical temperatures and pressures, as these are relevant for pipe
transport during CCS. Baik and Yun [93] studied the in-tube condensation of CO2

and CO2+ N2 between 20 and 30 ◦C. The CO2+ N2 mixture is commonly found as
the product after CO2 capture, especially for CO2 capture by chemical adsorption.
Since the thermophysical properties of CO2+ N2 mixtures deviates from pure CO2

[94], studies on mixture flow pattern and heat transfer are important. Lee and Yun
[95] extended the number of mixtures to include CO2+ CH4 and CO2+ Ar, which
they investigated in a tube under supercritical conditions.

Despite all the effort on flow condensation of CO2 in tubes and macro- and mi-
crochannels, the effect of the condenser’s surface properties on condensation heat
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transfer has not been investigated. The relevant models to compare the experimental
data with do not include surface properties, and if flat surfaces are considered it is
the Nusselt model yet again that is used for comparison. The previous studies on
CO2 do not focus on enhanced CO2 condensation efficiency either, but focus on
understanding the mechanisms governing the condensation. There is therefore a
need for a method and equipment to investigate different types of materials and
surfaces and how these influence the condensation heat transfer. This is exactly
what is presented in this thesis. We have conducted studies to better understand
the influence of material and surface properties and the surface structures on the
heat transfer. To eliminate the effect of flow conditions and pressure drop in chan-
nels, the investigations have been conducted with a stagnant saturated vapor on a
vertical surface and compared with the traditional Nusselt model.

1.3 Objectives

The main aim of this thesis has been to understand the mechanisms governing heat
transfer during condensation, and to develop surfaces with increased heat transfer
efficiency. Specifically, we wanted to reveal how the condenser surface influences the
heat transfer, answering to the challenges set forth in the previous section. Thereby,
one objective on the way was to establish an experimental methodology and lab-
oratory setup to measure heat transfer during condensation, and to observe the
condensation process. We wanted to develop a method that was versatile, enabling
the investigation of several materials, but also a variation of gases for additional
applications of the methodology. The equipment should be designed in such a way
that the investigated surface can easily be replaced. Another objective has been to
fabricate micro- and/or nanostructured surfaces on Cu in a repeatable manner. The
liquefaction process equipment are potentially large, so we aimed for finding fabri-
cation techniques that balance cost and scalability, and at the same time, enhance
heat transfer.

To summarize, the main objective in this work is:

• to find the optimum surface structure for efficient CO2 condensation heat
transfer by

– drawing knowledge from increased heat transfer of liquefaction of water
to CO2 condensation

– developing a methodology for measurement of heat transfer, where the
solid surface can easily be switched between different materials, included
micro-and nanostructured ones

– gaining understanding of the CO2 condensation process

– studying the effect of surface structures on the condensation heat transfer
and revealing the optimal condensation surface

The objectives are summarized in the work flow diagram shown in Figure 1.2. Here,
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Figure (1.2): A work flow diagram showing the stages of the work in this thesis.
Included is also a scenario of where this work could lead, namely to design the
optimum surface for CO2 condensation.

I have included a possible continuation of the work into the design of the optimum
condenser surface for efficient CO2 condensation.

1.4 My contribution to the field

During the work with this PhD thesis, I have developed knowledge that is important
for condensation heat transfer in general and for CO2 liquefaction in particular.

Firstly, I have conducted a literature survey of relevant research on condensation
heat transfer, especially focusing on DWC. The literature review goes through the
most important concepts for understanding hydrophobicity, such as contact angle,
contact angle hysteresis and how they are altered by surface roughness and mod-
ification. The review is informative for a reader who is getting into the field of
wetting and surface modification, and gives an overview of the recent development
in the field. Surface design models for fabricating superhydrophobic surfaces are
reviewed, with focus on the geometric specifications necessary for obtaining stable
non-wetting surfaces. Importantly, the review also gives a novel view on how to
extend the research on superhydrophobic surfaces to superomniphobic surfaces, and
especially with focus on low surface tension fluids such as CO2.

Secondly, I have developed a methodology and working principles for experimen-
tally determining the HTC during condensation. With the method it is possible to
examine several factors influencing the heat transfer, such as the choice of material
and surface structures. An experimental laboratory facility is designed, built and
commissioned and is readily available for studying CO2 condensation in detail. The
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setup is built in such a way that other gases can be examined at a later stage,
which is important for building a general knowledge database for condensation heat
transfer on different materials. The well-known Nusselt model does not include
surface properties of the condenser material, and systematic studies of the effect of
surface structures on heat transfer will result in more accurate models for engineering
applications.

Finally, I have laid the foundation for further investigation of the influence of micro-
and nanostructures on the condensation efficiency. The direct investigation of struc-
tures fabricated in NTNU Nanolab in the heat transfer setup in SINTEF Energy
had not been done previously, and important steps have been taken towards fab-
ricating an optimal surface for CO2 condensation. In my study I have found that
a balance in the relative size of the structured and the un-structured areas of the
surface is beneficial for the heat transfer. The nanostructures increase the surface
area, and therefore the heat transfer. I do not believe that the optimum surface
has been fabricated yet, but we have reported important indications on what design
parameters to pursue in future work.

No studies on detailed investigation of CO2 condensation on flat and structured
surfaces are previously reported in literature. My work has therefore initiated a
promising new line of investigation regarding condensation, and when continued,
will help in designing even more efficient liquefaction processes and equipment.





Chapter 2
Background

2.1 Condensation heat transfer

Condensation is the phase change process between gas and liquid, in which latent
heat in the gas is transferred to the surface on which the condensation occurs.
The initiation of condensation starts with liquid nuclei forming and growing on a
surface. The nuclei typically form on impurities or non-uniformities on the surface,
such as spikes, where the surface energy is higher than the average. In conventional
condensation, the droplets grow as more gas releases latent heat and condense into
the nuclei, or as droplets coalesce, until the coalescence is complete and a liquid film
covers the surface. Subsequently, the condensation occurs directly into the liquid
film and the latent heat is conducted through the film to the condenser surface. This
is the FWC mode of condensation and occurs on flat unmodified surfaces when the
surface energy is higher than the liquid surface energy. If the energy difference is the
opposite, most often caused by surface modification, the droplets will not coalesce
into a film. They will, however, be removed from the surface by gravity, due to the
weak interactions between the surface and the droplet. This is the DWC mode of
condensation and was first recognized by Schmidt et al. in 1930 [10]. A schematic
presentation of the condensation modes is shown in Figure 2.1.

The key parameters when measuring condensation heat transfer are the surface tem-
perature, the saturated vapor temperature and vapor pressure. Through measuring
these parameters, calculations will give the heat flux and the HTC in terms of sub-
cooling or other factors. Broadly speaking, there are three methods for measuring
the heat rate in the condensation process, Q̇:

1. Controlling the mass flow rate, ṁ, and measuring the temperature change in
the refrigerant, ∆Tref :

Q̇ = ṁcp∆Tref

2. By collecting the condensate and measure the condensate mass flux:

Q̇ = ṁhfg
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Figure (2.1): Schematic drawing of dropwise and filmwise condensation. The
contact angle θ is an important parameter for determining the condensation mode.

3. Embedding thermocouples in the measurement block on which the condensa-
tion occurs on the end, and calculating the heat flux through the block

Q̇ = −kA∇T

Here, cp is the specific heat capacity, hfg is the latent heat, k is the thermal con-
ductivity of the measurement block with surface area A and ∇T is the temperature
gradient through the block. In this thesis, we have used method 3 with four ther-
mocouples embedded in a Cu cylinder. Similar methods are e.g. used by Kim et al.
[96], Preston et al. [50], and Ho et al. [97]. The adapted methodology is described
in Chapter 3.

2.1.1 Filmwise condensation (FWC)

When a condenser’s surface energy and the condensate surface tension is such that
the condensate spreads on the surface, the condensation will occur in the filmwise
mode. This is the case for conventional metals and condensates in industrial pro-
cesses. After initial nucleation and growth, the condensate will spread across the
surface as a continuous film. The condensate film then serves as a resistance to
further heat transfer. A theoretical description of FWC on a vertical surface was
developed by Nusselt in the early 20th century [8, 9], and has been, and is still, used
as the reference in condensation studies. The theory describes condensation on a
vertical flat surface with laminar downward flow of the condensate, i.e. when the
Reynolds number is less than 30. The condensing gas is assumed to be pure, quies-
cent and saturated. Figure 2.2 shows the setup used for developing the analytical
Nusselt model.

The condensate is assumed to be in equilibrium with the saturated gas, and the
interfacial thermal resistance between the vapor and the liquid is neglected. Con-
sequently, the temperature of the gas-liquid interface is the same as the saturation
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Figure (2.2): Condensation on a vertical plate with the necessary parameters for
deriving the Nusselt model.

temperature at the given pressure, Tsat. The liquid is static at the condensate-
solid interface, i.e. Vsurf = 0, following the non-slip condition. The velocity of the
liquid increases in the y-direction (coordinate system in Figure 2.2). In addition it is
assumed that there is no drag force at the liquid-gas interface, and as the condensate
flows downward, there will be no shear force on the liquid surface. The velocity of
the liquid is assumed to be very small, resulting in negligible convective effects.

The condensate properties are evaluated at the film temperature, calculated as the
average between the condenser surface temperature and the saturation temperature,
Tfilm =

Tsurf+Tsat
2

. The condensate properties are assumed constant within the film.
The temperature profile in the film is assumed linear between the wall and the gas.
All of Tfilm, Tsat and Tsurf are therefore independent of x and y.

The Nusselt model is derived by performing a force, heat and mass balance on a
differential element of liquid with height dx, width δ(x)−y and depth b, as shown in
Figure 2.2. The forces on the element are the buoyancy force, Fb, given by Equation
(2.1.1), viscous shear force in the liquid, Fµ, given by Equation (2.1.2), and gravity,
Fg, given by Equation (2.1.3).

Fb = ρvV g = ρv(bdx(δ(x)− y))g (2.1.1)

Fµ = µl
du

dy
(bdx) (2.1.2)

Fg = mg = ρlbdx(δ(x)− y)g (2.1.3)

Here, ρv is the density of the vapor, V = bdx(δ(x) − y) is the volume of the differ-
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ential element, µl is the viscosity of the liquid, m is the mass of the liquid in the
differential element and g is the gravitational acceleration constant. The forces on
the differential element is balanced, since momentum effects are neglected in the
model development. The force balance gives that: Fg = Fb + Fµ, or

ρlbdx(δ(x)− y)g = ρv(bdx(δ(x)− y))g + µl
du

dy
(bdx). (2.1.4)

Solving for du
dy

we get

du

dy
=

(ρl − ρv)(δ(x)− y)g

µl
. (2.1.5)

Integrating with respect to u between 0 and u(y) and y between 0 and y, yields:

u(y)∫

0

du =
(ρl − ρv)g

µl

y∫

0

(δ(x)− y)dy (2.1.6)

u(y) =
(ρl − ρv)g

µl

(
δ(x)y − 1

2
y2

)
(2.1.7)

The mass flux through the condensate film at a point x is found by integrating
density times the velocity profile in Equation (2.1.7) over the cross sectional area of
the control volume, A = bdy,

ṁ(x) =

∫

A

ρlu(y)dA = b

∫

y

ρlu(y)dy (2.1.8)

=
bρl(ρl − ρv)g

µl

δ(x)∫

0

δ(x)y − 1

2
y2dy (2.1.9)

=
bρl(ρl − ρv)g

µl

δ(x)3

3
(2.1.10)

The derivative of the mass flux, needed below, is

dṁ

dx
=
bρl(ρl − ρv)g

µl
δ(x)2 (2.1.11)

The heat transfer at the liquid-wall boundary is given by

kl∆Tbdx

δ(x)
, (2.1.12)
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where ∆T = Tsat − Tsurf . The heat transfer at the vapor-liquid interface is caused
by transfer of latent heat of condensation, hfg, and is given by

hfgdṁ, (2.1.13)

where dṁ is the mass flux entering the control volume. To balance the heat transfer,
we equate Equation (2.1.13) and Equation (2.1.12) and we get an expression for the
derivative of the mass flux:

hfgdṁ =
kl∆Tbdx

δ(x)
(2.1.14)

dṁ

dx
=

klb∆T

hfgδ(x)
(2.1.15)

Inserting the derivative of the mass flux from Equation (2.1.11), we get

bρl(ρl − ρv)gδ2

µl

dδ

dx
=

klb∆T

hfgδ(x)
(2.1.16)

δ(x)3 dδ

dx
=

klµl∆T

hfgρl(ρl − ρv)g
(2.1.17)

To get an expression for the film thickness at a given point x, we integrate Equation
(2.1.17) between δ(0) = 0 and δ(x) = δ for δ and between 0 and x for x:

δ∫

0

δ(x)3dδ =

x∫

0

klµl∆T

hfgρl(ρl − ρv)g
dx (2.1.18)

1

4
δ(x)4 =

klµl∆Tx

hfgρl(ρl − ρv)g
(2.1.19)

⇒ δ(x) =

(
4klµl∆Tx

hfgρl(ρl − ρv)g

)1/4

(2.1.20)

The local HTC, h(x), in the liquid film equals the thermal conductivity of the
liquid divided by the thickness of the film at the point in x. This is a result of the
assumption that the liquid velocity is low and, consequently, that heat transfer in
the film is by conduction only. The heat flux is therefore given by Newtons law and
Fouriers law, and they can be equated:

q(x) = h(x)∆T = kl
∆T

δ(x)
⇒ h(x) =

kl
δ(x)

(2.1.21)
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By inserting Equation (2.1.20) for δ(x) we get the following expression for the local
HTC

h(x) =

(
ρl(ρl − ρv)k3

l hfgg

4µl∆Tx

)1/4

(2.1.22)

The Nusselt model has been the subject of many studies, and is used as is for many
applications. However, a modification of the latent heat to account for advective
effects is recommended by Rohsenow and widely accepted [16]. The latent heat used
in this work is therefore

h′fg = hfg + 0.68cp,l∆T (2.1.23)

Finally, the average HTC is found by integrating the local HTC over the height of
the vertical wall, L.

h =
1

L

L∫

0

(
ρl(ρl − ρv)h′fgg

4k3
l µl∆Tx

)1/4

dx (2.1.24)

=
4

3

(
ρl(ρl − ρv)k3

l h
′
fgg

4µl∆TL

)1/4

(2.1.25)

Equation (2.1.25) is the Nusselt model for condensation on a vertical plate.

2.1.2 Dropwise condensation (DWC)

When a condenser surface is non-wetting towards the condensate, i.e. that the
surface energy of the condenser material is lower than the surface tension of the
liquid, the condensate will form discrete droplets on the surface. Due to the non-
wetting nature of the surface, the droplets easily roll off an inclined surface, and the
condenser surface is available for new droplet nucleation and growth. The absence
of the liquid film substantially reduces the heat transfer resistance and thereby
increases the HTC. The process of DWC is initiated with droplet nuclei forming on
a surface. The gaseous phase is saturated at this point, with pressure at or above
the saturation pressure corresponding to the temperature on the condenser surface.
The drops grow with continued condensation into the drop, and with coalescence
with neighboring drops. Drop removal occurs either by gravity when the size is
large enough for gravity to overcome the adhesion to the surface or by sweeping by
already falling drops. The condenser surface is then free for new nucleation, growth
and removal, resulting in a cyclic process on the surface.

The wetting nature of a surface is characterized by the contact angle between the
solid surface and the liquid droplet (or film, for which the contact angle is zero), as
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Figure (2.3): The wetting state of a surface is characterized by the contact angle
in the three phase line between solid, liquid and gas, θ. The contact angle is above
90° for non-wetting surfaces, below 90°, but finite, for wetting surfaces, and equal to
0° for complete wetting surfaces.

shown in Figure 2.3. The contact angle, θ, was first described by Thomas Young in
1805 and is given by the Young’s equation, Equation (2.1.26) [98].

cos(θ) =
γsv − γsl
γlv

(2.1.26)

Here, γsv is the surface tension of the solid, γsl is the interfacial tension between
the solid and the liquid and γlv is the surface tension of the liquid. A schematic
drawing showing the relevant parameters is shown in Figure 2.4(a). There is always
work consumed when constructing a surface, and the work is proportional to the
added surface area. The interfacial, or surface tension is the proportionality constant
between the work added and the surface area created. Surface tension depends on
temperature, composition of the liquid or solid, and pressure, but is independent
of the surface area. The surface is said to be wetting towards the liquid, if the
contact angle is smaller than 90°. This is the case when the interfacial tension of
the solid-liquid interface is smaller than the solid-vapor. The liquid will then spread
across the surface, either totally to a liquid film, or towards a finite, but small value
of the contact angle. In the opposite case, the surface is called non-wetting, and the
terms hydrophobic (in the case when the liquid is water) and omniphobic (the more
general term, especially used for low surface tension fluids) are commonly used. On
an inclined surface, the droplet cap will no longer be spherical, and the contact angle
on the advancing and the receding sides of the droplet will be unequal, depending
on the surface structure and the interfacial tensions, as shown in Figure 2.4(b). The
difference between advancing and receding contact angles is the definition of the
contact angle hysteresis. If the contact angle is above 150°, and the contact angle
hysteresis is below 10°, the surface is called superhydrophobic/superomniphobic.
Such a surface is yet to be found on flat surfaces in nature, where the highest
observed contact angle towards water is 120° [99].

The non-wetting nature of a surface can be enhanced by introducing roughness
on a periodic or random manner [98, 100]. The apparent contact angle, θapp, on
such a surface depends on the roughness and is given by the Wenzel equation,
cos(θapp) = r cos(θ). The roughness factor r is the ratio between the actual contact
area (including the roughness) and the projected surface area, and will always be



18 Chapter 2. Background

(a) (b)

Figure (2.4): (a) A liquid droplet at rest on a solid surface. The contact angle, θ,
is given by the interfacial tensions, γ, through Young’s equation, Equation (2.1.26).
(b) The receding (θrec) and advancing (θadv) contact angle on an inclined surface.
The contact angle hysteresis is defined as the difference between the advancing and
receding contact angles.

equal to or larger than 1. The result is that a surface that is wetting towards a liquid
will become more wetting with roughness, while a non-wetting surface will become
more non-wetting and the contact angle increases. In this manner, it is possible to
structure a surface to become superomniphobic. However, a droplet in the Wenzel
state will in most cases be pinned to the surface, and the contact angle hysteresis will
be high. In the Wenzel state the liquid penetrates the rough structure, as shown
in Figure 2.5(a). For increased droplet removal, which is imperative for efficient
DWC, a droplet must therefore be in the Cassie-Baxter state, se Figure 2.5(b). In
this case, air pockets are trapped underneath the droplets and the contact angle
hysteresis will be significantly lower than in the Wenzel state [101, 102].

Apart from the influence of solid-liquid interactions (in terms of contact angle) on
the condensation mode, there are properties of the liquid itself determining if the
condensation will be DWC or FWC. A high surface tension will reduce the prob-
ability of coalescence, and thereby promote DWC. The same goes for high density
and high viscosity. These factors can be combined into coalescence time, which were
first modelled by Rose in 1967 [13]. His results suggest that the coalescence time
will decrease with heat flux and that a transition from DWC to FWC will occur if
the heat flux becomes large enough (i.e. coalescence time is small enough).

The mechanisms of heat transfer during DWC has been, and is still, under some
debate. But, undisputably, one important factor is the condensate drop size dis-
tribution. Initially, the nucleated droplets are on nanometer scale, while several
micrometer sized drops are present on the surface before departure, depending on
pressure, surface energy and surface structures, among others. Already in 1973,
both Graham and Griffith [103] and Rose and Glicksman [104] suggested a model
for the drop size distribution, and gave a description of the heat transfer mechanism
in the different drop size regimes. For the smallest droplets, the heat transfer is
largely influenced by the surface curvature of the droplet and direct condensation
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(a) (b)

Figure (2.5): A droplet on a rough surface will either be in the Wenzel state (a)
where the liquid fills the gaps in the rough surface, or in the Cassie state (b) where
air pockets are trapped underneath the droplet. Intermediate states between the two
extremes also exist.

into the droplet. For larger droplets, conduction through the droplet is the limiting
and determining mechanism. It is therefore agreed that if the departure of small
droplets is promoted, the condensation heat transfer will increase.

There are, in other words, many mechanisms that govern if the condensation on
a surface will occur in the FWC mode or the DWC mode, and also affecting how
efficient DWC is. The main focus of this work has been the condensation of CO2

with its low surface tension. In the following, a background on the research on
liquefaction of CO2 is presented.

2.2 Liquefaction of CO2

The liquefaction of CO2 occurs to a large degree in two fields: either as a part of
the CCS chain, or in a cooling cycle as a refrigerant. The two cases are elaborated
in the following sections.

2.2.1 Liquefaction in Carbon Capture, Transport and Stor-
age

In the CCS chain, the liquefaction of CO2 occurs in the post-processing step after
capture, or as a part of the capture process itself. The latter occurs in the oxy-
fuel combustion process with CCS. Oxy-fuel combustion is the process of power
generation by burning fossil fuels in an environment of pure oxygen. The resulting
flue gas will mainly consist of CO2 and water, as opposed to conventional power
generation flue gas which is a mixture of CO2 and e.g. N2 or O2, depending on
the combustion process. The composition of the oxy-fuel flue gas makes it suitable
for separation by condensation, leaving a highly concentrated CO2 stream that can
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directly be transported by ship, or compressed prior to pipeline transportation.
This is also the case for the product resulting from CO2 capture by a combination
of membranes and liquefaction [65, 105]. The liquefaction of CO2 is most efficient
if there is a high degree of CO2 in the gas. This is often not the case for flue gases
and for example the exhaust from cement production consists of O2, H2O, CO2 and
N2. In such cases the hybrid membrane/liquefaction capture technology has been
shown to be a suitable solution in terms of techno-economical considerations [106].

If CO2 is captured by more conventional capture techniques, such as amine ad-
sorption, liquefaction is necessary to reduce the volume prior to shipping to the
permanent storage locations e.g. underground in the North Sea [107]. Several CO2

liquefaction cycles exist, based on either one refrigerant or a cascade system with
multiple refrigerants. The latter consists of multiple steps with different refrigerants
[68]. Common for all is the requirement of elevated pressures and low temperatures.
The triple point occurs at 5.2 bar and 216.6 K=-56.6 ◦C. Studies have shown that
transporting the CO2 at around 7-9 bar is the most techno-economical solution [69].

An example of a proposed process for liquefaction of CO2 prior to ship transportation
is given by Lee et al. [108]. They proposed a direct condensation process using liquid
natural gas (LNG) as a source for cooling energy. In most applications, the LNG
must be evaporated prior to usage, and this evaporation could be the energy source
for the CO2 liquefaction. The results show that condensation around 145 to 165 K
is most economic for direct condensation of CO2.

2.2.2 CO2 as a refrigerant

CO2 has been proposed as an environmentally friendly and efficient alternative as a
refrigerant. Li and Norris [90] underlined the importance of the special thermophys-
ical properties of CO2 compared to traditional refrigerants. At relevant saturation
temperatures, the enthalpy of vaporization, the thermal conductivity and the specific
heat are significantly higher than for conventional refrigerants. The high enthalpy
of vaporization of CO2 results in a high conductive heat flux through the condensate
during FWC. This is also the case for a high thermal conductivity. The high specific
heat of CO2 could lead to one of the important assumptions of the Nusselt model
to be invalid, namely the neglect of convective heat transfer.

Due to the special thermophysical properties of CO2, it is especially suitable as
a refrigerant in the the low-temperature circuit of a cascade system. Many such
configurations have been proposed, with various refrigerants in the high-temperature
cycle. A sketch of such a cascade system is shown in Figure 2.6. The choice of the
high-temperature side refrigerant has been studied by many and a comprehensive
comparison is made by Bellos and Tzivanidis [109]. As for all other refrigeration
cycles, the important process equipment are the heat exchanger, the evaporator and
the condenser.
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Figure (2.6): An example of a cascade refrigeration cycle with CO2 as the low-
temperature side refrigerant. The high-temperature side refrigerant could be a natural
refrigerant such as NH3.

2.2.3 Enhanced condensation of CO2

As stated previously, research on condensation enhancement has to a large degree
focused on achieving DWC. Research on DWC of CO2 is, however, almost non-
existing, with two exemptions by Wu et al. [4, 5]. Here, we have investigated DWC
of CO2 using classical Molecular Dynamics (MD) simulations. In the first study,
the surface energy of a Cu-like surface was exactly tuned to reproduce CO2 droplets
with contact angles varying between 0° (perfectly CO2 -philic) to 180° (perfectly
CO2 -phobic) [4]. It was found that an interfacial surface energy of 10 mJ m−2

between the CO2 liquid and the Cu-like solid yields a liquid droplet contact angle
of 90°, and hence mark the transition between CO2-philic and CO2-phobic. For
comparison, a typical Cu condenser surface has a surface energy of 1650 mJ m−2, over
two orders of magnitude larger than the transition surface energy of the investigated
Cu-like surface. On the other hand, Rykaczewski et al. [36] fabricated a silicon
surface functionalized with a fluorosilane coating with a surface energy as low as
10.1 mJ m−2. On this surface DWC of pentane (surface tension of 15 mN m−1) was
achieved. By comparison, CO2 has a surface tension of 16.54 mN m−1 at −52.2 ◦C,
which decreases with increasing temperature [110].

Surface structuring has been shown to promote DWC and enhance condensation heat
transfer, if the structures are carefully designed and fabricated and the surface energy
is low enough. In some cases a low energy chemical, such as a fluorine based chemical,
is necessary. The second study by Wu et al. showed that a surface covered with
square pillars promoted DWC if the surface energy is low enough [5]. The contact
angle of a CO2 droplet on a pillar structure is generally higher than on a smooth
surface, for the same surface energy. However, also for the structured surfaces the
surface energy must be lower than 10 mJ m−2 to obtain efficient DWC. The contact
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angle for this surface energy is higher than 90°, but the droplets penetrate the pillars
and are in the Wenzel state. This state results in a high contact angle hysteresis and
therefore reduces droplet removal and, consequently, the condensation heat transfer
is decreased. When reducing the surface energy to 9 mJ m−2 the droplets on the
surface are suspended in the Cassie-Baxter state, resulting in easy droplet removal
by gravity and increased heat transfer. The Cassie-Baxter state is also obtained if
the pillar width and spacing are reduced, i.e. the surface roughness is increased.
The transition point between the Cassie-Baxter and the Wenzel states on a Cu-like
surface with 9 mJ m−2 is in this study found to be with pillar width and spacing of
approximately 3 nm.

The two MD studies on DWC of CO2 show that it is possible to obtain droplets of
CO2 on a surface with low surface energy. However, the requirements on the surface
energy and/or on the topography of a structured surface are so strict that a practical
method of fabricating such surfaces does not exist today. DWC of butane, with its
extremely low surface tension, is on the other hand proven, but the experimental
conditions were far away from practical or from the pressure or temperature levels
that are required for CO2 condensation [38]. In addition, hexafluoroisapropanol was
used as a coating chemical, which is highly toxic and volatile and requires constant
refilling for sustained DWC.

The combination of the mentioned studies on DWC of CO2 and research for DWC for
other low surface tension fluids led to the search for alternative pathways to enhance
condensation heat transfer of CO2. This PhD work is, by our knowledge, the first
attempt to enhance condensation heat transfer of CO2 by filmwise condensation, and
the first to compare the condensation heat transfer on different materials commonly
found in process equipment, namely Cu, Al and 316 Stainless Steel (henceforth
named Steel). It was therefore necessary to develop a methodology for the specific
purpose, which is described in the following chapter.



Chapter 3
Methodology

During the work with this PhD the methodology has been adjusted several times.
The project started with the goal of achieving and visualizing DWC of CO2. After
leaving this path, we wanted to achieve FWC of CO2 on various surfaces and measur-
ing condensation heat transfer. Eventually, the objective of the work was to increase
heat transfer by micro- and nanostructured surfaces, and the methodology included
fabrication of such structures and heat transfer measurements. The development
of the methodology, some pitfalls on the way, and the design of the experimental
setup is described in this chapter, beginning with the work done to achieve CO2

condensation on a surface, how we wanted to observe and measure relevant param-
eters for DWC, and ending with the experimental method and setup for measuring
the condensation heat transfer on different materials and surface structures. The
methods for fabricating the investigated surfaces are also described, along with a
summary of the relevant physical properties of the materials.

3.1 Achieving steady state condensation of CO2

An important first milestone when developing the experimental method and de-
signing and building the equipment, was to achieve CO2 condensation on a surface
while we accurately controlled the saturation pressure and the subcooling between
the condenser surface and the saturated gas. The first and most important parts
of the original design of the setup were therefore a pressure chamber, a gas supply
system and a cooling element.

The experimental setup consists of two separate gas supply circuits, one for filling a
pressure chamber with pure CO2 with an accurate control of the pressure, and one
for circulating two-phase CO2 through the cooling element for achieving the desired
temperature at the cooling element surface, and hence on the investigated surface.
The Piping and Instrumentation Diagram (P&ID) of the setup is shown in Figure
3.2. Details of the important features in the P&ID are described in the following.
The pure CO2 is fed to the pressure chamber through a series of tubes and valves
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Figure (3.1): Photo of the high-speed camera and the pressure chamber.

to provide accuracy and control, and to perform pressure release to exhaust when
necessary. The inlets and outlets to the pressure chamber are 1/8" tubes that are
welded into holes of the walls. The transitions to the surrounding tubes are secured
by Swagelok couplings. The pressure chamber is a 30 cm long steel pipe, 20 cm in
diameter, with lids on each side, see Figure 3.1. Both lids are circular flanges and
they are kept in place with 8 large bolts. O-rings are placed in trenches that are
carved into the steel at both ends of the pipe. By tightening the bolts, the o-rings
are pressed between the flanges and the steel pipe ends. This results in a pressure
tight chamber. The pressure in the chamber is regulated with an Alicat Dual Valve
Absolute Pressure Controller (PCD) with an accuracy of 0.25 % of full range. The
working pressure can be varied between 6 and 20 bar, and the pressure is tested
for leakage up to 25 bar. However, the high pressure is not attainable at very high
condensation rates due to high subcooling of the surface. The achievable mass flow
through the PCD is too low to maintain a steady state vapor-liquid equilibrium in
the pressure chamber, and the pressure drops as the gas condenses and the relative
volume of the liquid phase increases. This limits the range of subcooling that is
tested in this work. Switching to a pressure regulator with a higher maximum mass
flow will be a solution to this problem, and in a future version of the experimental
setup another type of regulator should be considered.
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The second gas circuit is the cooling circuit and consists of a gas cylinder, 1/8" tubes,
controlling valves and regulators and the cooling element. The main purpose of the
cooling element is to cool the backside of the investigated substrate to a temperature
such that CO2 condensation can occur on the surface. In order to obtain valuable
heat transfer results, two main requirements must be fulfilled: 1) the temperature
on the cooling element surface must be uniform and 2) the temperature must be
tunable and accurately controlled. For requirement 1) we chose to use two-phase
CO2 as the refrigerant. Liquid CO2 is provided by a gas cylinder with a dip tube.
The liquid evaporates in the tubes and by ensuring a sufficiently large flow rate,
the two-phase front will gradually move down the circuit and eventually be situated
at the downstream side of the cooling element. CO2 kept exactly at the vapor-
liquid two-phase transition point will have a constant temperature as long as the
pressure is kept constant and the mass flow is large enough to ensure that the liquid
phase is not completely evaporated in the element. Calculations of the two-phase
flow at pressures between 6 and 20 bar resulted in the design parameters of the
cooling element: a Cu block with 25 narrow channels with a width of 0.5 mm. The
interior of the cooling element is shown in Figure 3.3 (a), with the lid flipped to
show the narrow channels. For ensuring requirement 2) an adjustable and accurate
temperature, a back pressure regulator (Alicat, PC3 series) was inserted in the
gas circuit upstream the cooling element, with the control point downstream the
cooling element. Two thermocouples (type K, Omega Engineering) were inserted
upstream and downstream the element to monitor that two-phase CO2 was present
at both locations of the circuit. The temperatures will, in that case, be equal to
each other and equal to the desired saturation temperature. The back pressure
regulator is damaged by liquid or two-phase flow, so a heat exchanger (5 m 1/8"
tube for direct heat exchange with the surroundings) was inserted after the second
thermocouple in which the two-phase CO2 could completely evaporate. A needle
valve was inserted upstream the cooling element to regulate the mass flow such that
the two phase front was situated within the long heat exchanger, and not within
the cooling element (too low mass flow) or within the back pressure regulator (too
high mass flow). A third thermocouple was inserted before the pressure regulator
to monitor the temperature. This must at all times be higher than the saturation
temperature at the given pressure to ensure that there is only gas present. The
described equipment is shown in the P&ID in Figure 3.2.

Both electrical and thermocouple wires had to be fed through the pressure chamber
wall. Commercial feed-throughs of cables do exist, but none that included both
enough and the correct type of thermocouple wires and electrical cables, and that
would be tight over a 25 bar pressure difference. We therefore designed and fab-
ricated a custom made feed-through. It consisted of a tube with 16 mm outer
diameter and a Swagelok coupling closing the transition between this tube and a
tube with 16" inner diameter that was welded into the pressure chamber side wall.
Five thermocouple wires and three electrical cables intended for LED lights were
inserted into the tube. A two-component epoxy was injected into the tube around
the cables at an elevated temperature in two rounds, 24 hours apart. In addition, the
insulation around the cables were removed 2 cm from the end and a small amount
of epoxy was placed at the insulation cut-off to ensure that no gas leakage occurred
between the wires and the insulation. The feed through was tested with 25 bar
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(a) (b)

Figure (3.3): (a) The interior of the cooling element consists of narrow channels
in which the two-phase CO2 flows. (b) The assembled cooling element with an inlet
and outlet for the two-phase flow, an insulated Cu block and a rotation disc, which
can be mounted on the rotation motor. The cooling element is insulated with teflon
on top and insulation foam on the sides.

helium, and no leakage was detected.

To measure the surface temperature of the investigated substrates, two narrow slits
were carved into the cooling element surface, see Figure 3.3 (b). In these slits thin
thermocouple wires, welded at the tip, could be inserted. At a later stage of the
method development, the surface temperature was not measured in this way, while
for the initial tries to achieve DWC the thermocouples were successfully embedded
into the slits and used for measuring the surface temperature.

3.2 Observing the condensation process

To observe the condensation mode, and the droplets in the case of DWC, a sight glass
was embedded in one of the flanges closing off the pressure chamber. A high-speed
camera (Phantom 9.1) was used to monitor the condensation process through the
sight glass. The camera and the sight glass are shown in Figure 3.1. The high-speed
camera can capture up to 150000 frames per second (fps) at full speed or 1000 fps
at full resolution (1632 x 1200). The high-speed camera was chosen to enable the
observation of nucleation, growth, coalescence and roll-off of droplets in the DWC
process. Three LED lights were placed in the top and at the two sides of the roof of
the pressure chamber and coupled to a voltage source. As a result, the investigated
substrate could be illuminated from the top and/or from one or both of the two
sides. It was, hence, possible to see various droplets on the surface depending on
their relative position, and to illuminate in such a way that the contact angle could
be measured. In Figure 3.4(b) an image of a water droplet on a structured surface
is shown. The droplet is illuminated from the top and recorded by the high-speed
camera.
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(a) (b)

Figure (3.4): (a) Interior of the pressure chamber with the cooling element attached
to the rotational stage. Two PT100 elements for measuring the gas temperature are
visible below and above the cooling element. The lid of the chamber is removed for
convenience. (b) Water droplet on a structured surface photgraphed by the high-speed
camera. The depth of field is narrow and the contact angle can be measured.

The substrate and cooling element were mounted to a rotational stage to enable the
observation of advancing and receding contact angle, as well as tilt angle for initiation
of droplet movement. All the observed properties are measures of the adhesion forces
between droplet and substrate. These forces are important to minimize for increasing
heat transfer efficiency. The rotational stage and the interior of the pressure chamber
as they were assembled for observation of DWC are shown in Figure 3.4(a).

3.3 Heat transfer measurements

The heat transfer measurements were conducted with an experimental method es-
pecially developed to investigate the condensation of CO2 on a variety of substrates.
The substrates are easily interchangeable to enable systematic studies of the effect
of the material on condensation heat transfer. The experimental setup for observing
DWC was redesigned and the interior of the pressure chamber was rebuilt to achieve
condensation on a vertical wall and to measure the heat transfer. The goal was to
develop a database for CO2 condensation heat transfer on common heat exchanger
materials and to further find methods for enhancing heat transfer, by e.g. micro-
and nanostructures on the surfaces. Surface modifications, such as coatings and
structuring or a combination, have been reported to enhance condensation of water
and low surface tension fluids, and we wanted to extend this knowledge to CO2.
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Figure (3.5): Sketch of the experimental setup showing the pres-
sure chamber, the inlet and outlet of the cooling element, the Cu
cylinder with embedded thermocouples, the investigated substrate
and the camera viewing through a see glass within the lid of the
chamber.

3.3.1 From cylinder heat flux to condensation heat transfer
coefficient

For studying the condensation heat transfer on various materials, a Cu cylinder is
attached to the cooling element and the investigated material is attached to the
cylinder with a TIM (Aldrich Chemistry, Silver Conductive paste 735825). A sketch
of the setup is shown in Figure 3.5. The Cu cylinder is insulated with a teflon
cylinder with a hollow core, exposing only the circular ends of the Cu. There are
four thermocouples, type K, embedded in the core of the cylinder, situated 2.2, 5.3,
11.4 and 14.5 mm from the cylinder end. The temperature variation throughout
the cylinder is measured with the four thermocouples. The heat flux through the
cylinder is directed from the gas to the cooling element, and the temperature profile
through the cylinder is linear due to the teflon insulation. The calculations showing
the linear temperature profile are included in the Supplementary Information of
paper II [2]. The total heat flux through the cylinder can therefore be calculated
with the one dimensional Fourier equation, Equation 3.3.1.

qx = −kdT
dx

(3.3.1)

Here, k is the thermal conductivity of Cu and dT
dx

is the temperature gradient within
the Cu cylinder, which is measured with the four thermocouples in the cylinder
center. Even though the insulation is thick enough to obtain a linear heat transfer,
some heat will be lost in the radial direction. The heat loss through the insulation
depends on the inner and outer radii of the hollow teflon cylinder, ri and ro, the
thermal conductivity of the insulation, kteflon, and the temperature difference across
the insulation, ∆T , as [9]:
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qins =
2πkteflonL∆T

log ro/ri
. (3.3.2)

The temperature difference across the insulation is equal to the difference between
the temperature in the gas and the core temperature of the Cu cylinder. The latter
is measured by the innermost thermocouple embedded in the cylinder and the gas
temperature is measured by a PT100 element that is inserted through the wall of the
pressure chamber and situated directly above the insulation cylinder. In the data
reduction, one average value of qins is used for each saturation pressure. The values
are averaged over several hundred measurement points. Consequently, the heat flux
actually flowing through the investigated surface is qx − qins. We are interested in
the heat flux involved in the condensation, and have therefore quantified the relative
portion of the heat that is used for cooling the surrounding gas before it reaches the
saturation temperature and the latent heat of evaporation is released, qgas:

qgas = AcpTgasMm∆T (3.3.3)
∆T = Tgas − Tsat. (3.3.4)

Here, ∆T is the temperature difference between the average gas temperature and
the saturation temperature at the given pressure, A is the investigated surface area,
cp is the molar heat capacity of the gas and Mm is the molecular mass of the
gas. Finally, the condensation heat flux is calculated with Equation (3.3.5) and the
condensation HTC is calculated with Equation (3.3.6). The HTC is here defined for
uniform surface temperature, Tsurf , being the boundary condition of the liquid side
HTC.

qcond = qx − qins − qgas (3.3.5)

hcond =
qcond

Tsat − Tsurf
(3.3.6)

The pressure chamber is filled with pure CO2 (Aga 5.0 Scientific grade) and regulated
with a back pressure regulator, as described previously. The condensation heat
transfer is investigated at saturation pressures of 10, 15 and 20 bar, corresponding
to saturation temperatures of −40.1 ◦C, −28.5 ◦C and −19.5 ◦C, respectively.

The surface temperature, Tsurf , used in the calculations above is determined by
extrapolating the linear temperature profile in the cylinder, first to the cylinder
surface, through the TIM and finally through the investigated substrate. Through
all the layers, the heat flux is equal to the heat flux in the cylinder (qx−qins) and by
using the Fourier equation, Equation (3.3.1), the temperature gradient through the
TIM and the substrate is found, and the surface temperature is calculated. In these
calculations, the thermal conductivity of the TIM and the investigated material (Cu,
Al or Steel) is used. An example of a plot of the data necessary for acquiring the
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Figure (3.6): Temperatures in the four thermocouples in the cylinder and the
calculated (extrapolated) surface temperature shown as a green star.

temperature gradient and the surface temperature is shown in Figure 3.6. In this
example, the investigated surface is Cu, so there is no jump in temperature caused
by a change in material.

3.3.2 Data acquisition

Figure 3.7 shows the temperature measurements in the Cu cylinder. Thermocouple
T1 is closest to the cylinder and the investigated surface, and T4 is closest to the
cooling element. Figure 3.7(a) shows typical temperature measurements at the ini-
tiation of condensation. The data in this figure is acquired during condensation on
flat Cu at 16 bar. There is no condensate on the surface for the first 100 seconds.
At t = 100 s, the temperature set point in the cooling element is reduced, followed
by approximately 100 s where the temperatures first drop, then increase, and finally
drops to a new stable level. During this period the condensation is initiated and
the condensate film forms on the surface. The condensation reaches steady state at
about 200 s and the temperatures are stable until the cooling element set point is
altered, yet again (not included in the Figure). The temperature gradient through
the cylinder, i.e. the spread between the four thermocouples, is significantly higher
when there is condensate present at the surface, which is seen in Figure 3.7(b).
Here, the temperature measurements are recorded for one experimental series for
15 bar saturation pressure. The jump in time is the necessary time for stabilizing
a new temperature set point. Temperatures are generally not recorded during this
stabilizing period, but the available data display similar behavior to the transition
zone in Figure 3.7(a). Each temperature is kept stable for 3 minutes, and the
resulting temperature gradient, and hence heat flux, is an average over the 300
data points recorded during this time. The increase in temperature gradient with
decreasing temperatures is caused by the latent heat that is released in the phase
change process, and the improved heat transfer between liquid and solid, compared
with gas and solid. The initial increase in gradient is used to validate that the
required temperature is reached on the substrate surface and that the condensation
has been initiated.
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Figure (3.7): Temperature measurements in the Cu cylinder during CO2 con-
densation. (a) shows the measured temperatures at the initiation of condensation,
including the transition zone between two stable temperature levels. (b) shows the
temperatures during an entire experimental series on flat Cu at 15 bar. Figure is
also found in Paper III.

The thermocouples in the cylinder, and the wires connecting them to the voltage
meter, were from the same supplier and comes from the same batch. This is critical
to ensure temperature measurements with a high degree of accuracy. From the sup-
plier, the thermocouples’ uncertainty is stated to be ±1 K. This value is too high for
accurate measurements of the heat flux. Additional calibration of the thermocouples
is therefore needed for measuring temperature differences of less than 0.5 K. Due to
the operational properties of thermocouples, the calibration is only valid and trust-
worthy when it is conducted with the exact same conditions as the experiments, and
with the same connections. To reduce uncertainty, one of the thermocouples’ wire
junctions are submerged in a water cooling bath at 4.5 ◦C controlled by a refrigerated
circulator (Julabo). This procedure is called cold junction compensation and reduces
the scattering in the results. The thermocouples are, in addition, calibrated in an
ice bath while situated in the Cu cylinder and with the wires coupled in the same
manner as for the experiments. The cylinder is submerged in an ice bath, shown
in Figure 3.8, and the temperatures are measured 6 times. The average value of
the four thermocouples are used for calibration, and the uncertainty is assumed to
be equal to the standard deviation of the measurements in the ice bath calibration,
which was 0.02 K.

3.3.3 Observing filmwise condensation

During the condensation experiments the high-speed camera records the process
and the surface is continuously observed. The onset of the condensation is visible
as either a darker or brighter spot on the surface that gradually spreads when the
surface temperature is decreased. The onset of condensation is also verified by a
jump in the temperature gradient in the cylinder, as described previously. Figure 3.9
shows the onset of the condensation at a Cu surface. The liquid front, observed as
a brighter area in the Figure, gradually spreads across the surface as the subcooling
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Figure (3.8): Ice bath calibration of the thermocouples embedded in the Cu cylinder,
while the thermocouples are coupled to the circuit as they are during experiments.

(a) (b)

Figure (3.9): Liquid CO2 spreading on a Cu surface. The images are recorded at
two different levels of subcooling, with the lowest level in (a) and the highest level in
(b). The liquid front will gradually cover the entire surface at sufficient subcooling,
higher than shown here

is increased.

At some of the surfaces, and especially visible on the Al surface, a retention of the
condensate can be observed at the bottom of the vertical surface. This retention
is caused by a roughness around the circumference of the circular surfaces and the
surface tension of the fluid. The development of the condensate retention can be
seen in Figure 3.10.
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(a) (b) (c)

Figure (3.10): CO2 condensation on Al at three levels of subcooling: (a) 1.2 K, (b)
1.6 K and (c) 2.1 K. The saturation pressure is 10 bar in all cases. The condensate
film retention at the bottom of the surface increases with increased subcooling, as the
film thickness and condensation rate increase with subcooling.

3.3.4 Uncertainty analysis of the heat transfer experiments

The experimental investigation of heat transfer during condensation of CO2 has
been performed in the newly developed experimental apparatus described above.
All experimental results are subject to uncertainties, which in this work is related to
the intrinsic uncertainties of the temperature and pressure measurements. One way
to quantify the combined uncertainty of the experimental results is to use Gaussian
propagation of uncertainty. The method is based on propagating each uncertainty
by their first partial derivatives. The propagated error in the heat flux, Eq, is
derived with use of the one-dimensional Fourier law, Equation (3.3.7), with k being
the thermal conductivity of Cu and d1−4 being the distance between thermocouple
1, T1, and thermocouple 4, T4, in the cylinder.

q = −kCu
T4 − T1

d1−4

(3.3.7)

The expression for the total error in heat flux, Eq, is found using the variance formula
which results in Equation (3.3.8).

Eq =

√(
T4 − T1

d1−4

)2

E2
kCu

+ 2

(
kCu
d1−4

)2

E2
T +

(
T4 − T1

d2
1−4

)2

E2
d1−4

(3.3.8)

Here, Ek is the estimated error in Cu thermal conductivity, ET is the error in the
temperature measurements, and Ed is the error in the measured distance between
the thermocouples.

We have estimated the temperature dependent thermal conductivity of Cu from the
correlation presented by Abu-Eishah [111] which is given with an absolute relative
error of 0.013%. The error in temperature measurements, ET , is based on the icebath
calibration of the thermocouples, using the standard deviation of the estimated
calibration value as a constant error in the measurements. The placement of the
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thermocouples inside the Cu cylinder has been measured with a caliper and the
error is therefore assumed to be within 0.02 mm, relating to the smallest measurable
values with a caliper.

The error in subcooling is also derived with the Gaussian error distribution and the
resulting formula is

E∆T =
√
E2
Tsat

+ E2
Tsurf

(3.3.9)

Here, the error in the saturation temperature, ETsat , is based on the given uncertainty
of the pressure controller used to control the pressure in the chamber, Psat. The
error in the surface temperature, ETsurf , is calculated through a series of dependent
uncertainties following the derivation below.

First, the uncertainty in the estimated cylinder surface temperature, Tcyl, is derived
as follows:

Tcyl =
x1

d1−4

(T1 − T4) + T1 (3.3.10)

E2
Tcyl

=

(
T1 − T4

d1−4

)2
(
E2
x1

+

(
x1

d1−4

)2

E2
d1−4

)
+ E2

T

(
1 + 2

(
x1

d1−4

)2
)

(3.3.11)

Here, x1 and Ex1 are the placement of the outermost thermocouple in the cylinder
and the corresponding uncertainty, as measured with a caliper. Second, an expres-
sion for the temperature in the interface between the TIM and the sample, TTIM ,
and the corresponding error function, ETTIM

, are calculated and shown in Equation
(3.3.13). Calculations have showed that changing kTIM with ±50 %, changed the
surface temperature by 0.15 K. We can therefore safely assume that an error in kTIM
has negligible effect on the total uncertainty and set EkTIM

to be zero.

TTIM =
kCutTIM
kTIMx1

(Tcyl − T1) + Tcyl (3.3.12)

E2
TTIM

=

(
1

kTIMx1

)2 ((
t2TIME

2
kCu

+ k2
CuE

2
tTIM

)
(Tcyl − T1)2 +

(
kCu
x1

)2

E2
x1

(Tcyl − T1)2

+ k2
Cu

(
E2
Tcyl

+ E2
T

))
+ E2

Tcyl
(3.3.13)

Finally, the calculation of Tsurf follows Equation (3.3.14), and the corresponding
uncertainty is calculated with Equation (3.3.15). The values of each uncertainty
needed for the calculations are given in Table 3.1.
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Tsurf =
kTIM tmat
tTIMkmat

(
TTIM − T1 −

x1

d1−4

(T1 − T4)

)
+ TTIM (3.3.14)

E2
Tsurf

=

(
kTIM tmat
tTIMkmat

)2
[((

EtTIM

tTIM

)2

+

(
Ekmat

kmat

)2
)(

TTIM − T1 −
x1

d1−4(T1 − T4)

)2

+

(
E2
TTIM

+ E2
T

(
1 + 2

(
x1

d1−4

)2
))]

+ E2
TTIM

(3.3.15)

Table (3.1): Table with the estimated uncertainties used for calculating the overall
uncertainties in heat flux and subcooling.

Parameter Uncertainty name Uncertainty value
T1, T2, T3, T4 ET ±0.0337 K

Psat n/a ±0.0875 bar

Tsat ETsat ±0.2 K

tTIM EtTIM
±0.05 mm

kCu EkCu
±0.013% [111]

kmat Ekmat ±0.5%
x4 − x1 = d1−4 Ed14 ±0.04 mm

x1 Ex1 Ed14/2

3.4 Validation of the experimental method and
setup

As a validation procedure of the experimental setup, an experimental campaign
where CO2 was condensed on the Cu cylinder without any attached substrate was
conducted. The resulting condensation heat fluxes are shown in Figure 3.11 together
with the results from condensation on the untreated Cu (the same results as shown
in Figure 5.2). The data are overlapping for all three saturation pressures and the
difference is within the calculated uncertainty range. The errors in subcooling for
the Cu cylinder data are caused by the estimated error in saturation pressure. These
results verify a proper repeatability of the experimental setup and that the method
of attaching the investigated substrates do not deteriorate the validity of the results.
In the figure, theoretical heat flux calculated with the Nusselt model is also plotted.
We see that the experimental data lies within a 15 % deviation from the theoretical
values, which validates the experimental setup. The deviation from the theoretical
values is expected as the Nusselt model is idealized and does not consider surface
properties of the material, vapor drag, or non-laminar flow.

When calculating the HTC we set uniform surface temperature as the boundary
condition. Consequently, a validation of the uniformity of the surface temperature
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Figure (3.11): Theoretical and experimental heat flux data for CO2 condensation
on the bare Cu cylinder and on the Cu sample while attached to the cylinder with
the TIM. All experimental data lies within the values of uncertainty, and within a
15 % deviation from the Nusselt model. The figure is also shown in Paper II.
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Table (3.2): Theoretical effect of variation in surface temperature on the conden-
sation HTC. The numbers are representative results from the finite element analysis
shown in Figure 3.12. Tm is the average temperature, T0 is the temperature in the
center of the sample, and ∆hNu is the percentage error in HTC caused by averaging
the surface temperature.

Tm T0 Tm − T0 ∆hNu

(◦C) (◦C) (10−3◦C)
Cu -33.137 -33.138 0.9 0.02 %

Al -33.124 -33.126 1.6 0.04 %

steel -32.780 -32.798 18.8 0.44 %

will strengthen the validity of the experimental results. A finite element analysis
has therefore been conducted to show the surface temperature distribution for the
different samples. In the analysis we have set a constant heat flux through the
Cu cylinder of 10 kW m−2, and the back side temperature is constant at 240 K.
The cylinder is perfectly isolated around the perimeter, i.e. q = 0 in the radial
direction. The sample is not isolated and the heat flux out of the sides of the sample
is also set to 10 kW m−2. We have included a test on how different TIM thicknesses
will influence the temperature distribution, and found that the differences between
0.1, 0.15, and 0.2 mm is not significant. In Figure 3.12 snapshots of the predicted
temperature distribution on (a) Cu, (b) Al and (c) steel are shown. The TIM
is 0.15 mm thick in this case, which is measured to be a representative thickness.
The temperature in the center is different at the three samples. This is caused by
the different thermal conductivity of the materials and hence that the temperature
gradient within the sample will be different at equal heat flux. As seen in the images,
the temperature is uniform on a large portion of the surface area. The differences in
temperature between center and edge are approximately 0.01 K for Cu, 0.02 K for Al
and 0.25 K for steel. The temperature difference for steel is much higher than for Al
and Cu, due to steel’s low thermal conductivity. However, the change in temperature
occurs only the outer circle of the sample, as seen in Figure 3.12(c), and the HTC is
therefore affected only 0.44 %. The deviation between the average temperatures and
the center temperatures are 0.9 mK for Cu, 1.6 mK for Al, and 18.8 mK for steel.
We have calculated how large the effect of these deviations will be on the calculated
HTC in the case of Cu, Al, and steel, and the results are summarized in Table 3.2.
In the example case, we used the theoretical HTC from the Nusselt model with a
subcooling of 1 K and a saturation pressure of 15 bar. At larger subcooling, the error
caused by averaging the surface temperature is even smaller. From this we conclude
that the variation in surface temperature is not significant.
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(a) (b)

(c)

Figure (3.12): Results of finite element analysis of the temperature distribution
on (a) Cu, (b) Al, and (c) Steel. The samples are attached to the Cu cylinder with
1.5 mm thick TIM. The heat flux is set to 10 kW m−2. The perimeter if the cylinder
is isolated (zero heat flux), while the samples are not (heat flux set to 10 kW m−2 in
the radial direction).
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3.5 Fabrication of micro- and nanostructured sur-
faces

Two types of micro- and nanostructured surfaces have been investigated in this
work: (1) CuO Nano Needles (NN) grown on Cu substrate and (2) hierarchical
surfaces with CuO NN grown on microsized Cu pillars on a Cu substrate. For
the latter, two different surfaces were fabricated and tested. Figure 3.13 shows the
fabrication steps towards the hierarchical structures, starting with Photolithography,
followed by Chemically Assisted Ion Beam Etch (CAIBE) and finalized with Solution
Immersion. By skipping the first two steps, the result is the pure nanostructured
surface. The following sections describe the fabrication techniques.

Figure (3.13): Fabrication of the hierarchical structures consists of three steps: 1)
Photolithography, 2) Chemically Assisted Ion Beam Etch and 3) Solution Immersion.

3.5.1 Photolithography

Photolithography is a process to create microsized features on a surface with a
predesigned pattern [112]. The pattern is transferred from a mask onto the substrate
with the aid of a Photo Resist (PR) and an optical source. The source could either
be a UV lamp or a focused laser beam. In the case of a UV lamp, the mask
is a physical mask on a glass plate (typically quartz) that is aligned with and in
contact with the substrate. If the optical source is a laser, a digital mask is created
and the laser is scanned across the surface according to the mask. Prior to the
light exposure, the substrate is coated with a photosensitive chemical called a PR,
typically with a thickness around 4 µm. The PR is either initially soft and hardens
when exposed to the optical source (negative PR) or initially hard and softens with
exposure (positive PR). Following exposure, the soft part (determined by the mask)
is removed by another chemical called a developer. The result of such a process is a
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microsized pattern in the PR, which will work as a physical mask on the substrate for
consecutive treatment, such as physical or chemical etch or deposition of additional
material. At the end of the process, the remaining PR on the surface is dissolved,
leaving a microsized pattern in the underlying solid substrate.

In this thesis, a negative PR (ma-N440, Micro Resist Technology) is spin coated onto
the substrate and the resulting PR thickness is 4.60±0.3 µm. The PR is soft baked
at 95 ◦C to cure the exposed PR before submerged in a developer (ma-D332/S, Micro
Resist Technology). The optical exposure was done in a Maskless Aligner (MLA150,
Heidelberg Instruments) using a digital mask and a 405 nm wavelength laser. The
exposure doses used were 1700 mJ m−2 and 1900 mJ m−2, resulting in two different
hierarchical structures, described in Section 3.5.4.

3.5.2 Chemically Assisted Ion Beam Etch

Following the photolithography process, features such as cylinders, pillars or holes in
the microsized range could be etched into a solid surface by a high-energy ion beam.
This is called dry etch, in contrast to wet etch with a liquid chemical, and one such
method is called CAIBE. The CAIBE process relies on a high-energy ion beam, e.g.
Ar+, along with a directed spray of a reactive chemical, e.g. chlorine ions. It is
a subprocess of the general Reactive Ion Etch (RIE) process, for which the etch is
done in vacuum. Common for the etch processes is that a high-energy ion beam is
focused onto the surface and parts of the solid material is removed by sputtering.
In the case where a PR mask is already fabricated on the surface, the pattern is
transferred to the substrate itself. By controlling the energy of the beam along with
the etch time, an accurate control of the depth and profile of the features can be
obtained. In the CAIBE process a reactive chemical is placed close to the surface,
such that both chemical and physical etch can occur at the same time. The reactive
chemical can enhance etch rates and selectivity towards the mask material, such
that a more clean etch of the substrate material is obtained. Finding the optimum
ratio between the inert ion source and the reactive chemical will result in an accurate
control of the sidewall of the etched features. In the present work an Ar+ beam was
used as the ion source and oxygen ions were used as the reactive chemical.

3.5.3 Nanoneedles grown by Solution Immersion

Solution immersion is the process of submerging a substrate into a chemically re-
active solution in order to spontaneously grow e.g. nanostructures on the surface.
On Cu, a variety of nanostructures can be fabricated by this process, depending on
what chemical is used in the solution. Wang et al. [113] showed the formation of
flowerlike structures on Cu with the use of n-tetradecanoic acid. He et al. [114,
115] fabricated CuO NN on a Cu substrate with a solution of ammonium persulfate
((NH4)2S2O8) and sodium hydroxide (NaOH). In this work, CuO NN are fabricated
on a Cu substrate with an adapted version of the solution immersion technique
developed by He et al., and is henceforth called Nanostructured Surface (NS).
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(a) (b)

Figure (3.14): Scanning Electron Microscope images of CuO nanostructures on a
Cu substrate fabricated by solution immersion.

Initially, the Cu substrate is cleaned with ethanol, isopropanol and acetone. Then,
the substrate is immersed into the highly oxidizing solution of 0.1 M (NH4)2S2O8 and
2.5 M NaOH for 3 min. The Cu is oxidized according to the following mechanism:

Cu + 4NaOH+ (NH4)2S2O8 −−→ Cu(OH)2 + 2Na2SO4 + 2NH3 + 2H2O

Cu(OH)2 + 2OH– −−→ Cu(OH)42– ←−→ CuO+ 2OH– +H2O

The reaction results in the growth of Cu(OH)2 NN on the substrate surface. Subse-
quently, the surface is dried at 120 ◦C to fully dehydrate the structures, i.e. removing
the OH-groups, resulting in a surface with stable CuO NN. A Cu surface covered in
a high density of randomly oriented CuO NN is shown in Figure 3.14. The width of
the NN is on average 175 nm and the average length is 3 µm. The NN initially grow
at preferential nucleation sites with high surface energy such as trenches and spikes
on the surface. Therefore, the original surface structure of the Cu surface is seen as
lines with higher density of NN, or alternatively as a somewhat wavy pattern.

3.5.4 Hierarchical structures

By combining the fabrication techniques described so far, a hierarchical structure
can be fabricated. A hierarchical structure has features on different length scales, in
this case both on micro and nano scale. By firstly conducting photolithograpy and
CAIBE and secondly conducting solution immersion, surfaces with Cu micropillars
covered with CuO NN were fabricated. An overview of the surfaces is shown in
Figure 3.15(a) and (c). The difference in the fabrication of these two surfaces is
the laser dose used in the photolithography step. For the surface in Figure 3.15(a)
the dose was 1700 mJ cm−2, and this surface is henceforth named S17. For the
surface in Figure 3.15(c) the laser energy flux was 1900 mJ cm−2, and the surface
is henceforth named S19. Two obvious differences between S17 and S19 are the
density and uniformity of the NN. On S17 the long NN grow mainly from the base
of the micropillars and in the horizontal direction, and there are shorter NN found
everywhere on the surface. On S19 the long NN also grow from the base of the
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(a) (b)

(c) (d)

Figure (3.15): Scanning electron microscopy images of the two hierarchical sur-
faces fabricated and studied in this work. For both surfaces the length of the nanonee-
dles are approximately 10 µm. (a) and (b) show the surface of the S17 substrate. The
nanoneedle density is not uniform and the nanoneedles have preferentially grown on
the sides of the micropillars. (c) and (d) show the surface of the S19 substrate at
two different magnifications. The nanoneedles have grown around the sides of the
micropillars, and in all directions.

micropillars, but they are more densely packed and grow in all directions, covering
the Cu substrate. On some of the micropillars on S17 the NN also grow in all
directions and appear as clusters around the pillars, but the occurrence of these
clusters is much lower on the S19 surface. In addition, the Cu surface between
the micropillars are covered with a network of horizontally aligned NN on S19. In
summary, the appearance of the micropillars and the growth of the NN are more
uniform on the S19 than the S17 surface.





Chapter 4
Chemicals and materials

4.1 Thermophysical properties of CO2
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Figure (4.1): Phase diagram of CO2 showing the triple point and the critical point.

This PhD work focuses on revealing the mechanisms of CO2 condensation and how
to, if possible, increase the heat transfer efficiency. In Figure 4.1 the phase diagram
of CO2 is shown. Condensation of CO2 occurs at pressures above 5.2 bar, as seen in
the phase diagram. Below this pressure a direct sublimation to dry ice would occur
if the temperature is decreased from a gas phase temperature. Compared to other
refrigerants CO2 has a relatively low critical temperature (T=31 ◦C). Refrigeration
cycles with CO2 as a refrigerant is therefore often designed for transcritical operation,
where a decrease in temperature, e.g. in the gas cooler, does not cause a phase
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Table (4.1): Relevant thermophysical properties of CO2 at the two-phase line

Pressure 10 bar 15 bar 20 bar

Saturation temperature (at set pressure) −40.1 ◦C −28.5 ◦C −19.5 ◦C

Liquid density, ρl (kg m−3) 1121.8 1074.2 1034.0
Vapor density, ρv (kg m−3) 26.2 39.2 52.8
Density difference, ρl − ρv (kg m−3) 1095.6 1035.0 981.2
Viscosity, µl (mPa s) 2.0 1.7 1.4
Latent heat, hfg (kJ kg−1) 320.8 300.0 281.6
Thermal conductivity, kl (mW m−1 K−1) 159.8 145.4 134.3
Surface tension, λ (mN m−1) 13.15 10.47 8.48

change. In the present work, the starting point of investigation was condensation
for CO2 transport in the CCS cycle and the focus is therefore on the two-phase line
between liquid and gas. Relevant thermophysical properties of CO2 at the two-phase
line for the three investigated saturation pressures are summarized in Table 4.1.
The thermodynamic properties are calculated with Span-Wagner Equation of State
[116] and the thermophysical properties are calculated with correlations by Vesovic
et. al [117]. All calculations are performed with the library CO2lib developed at
NTNU/SINTEF Energy Research.

4.2 Investigated materials

During the work with this thesis, three materials have been the basis for the inves-
tigation of heat transfer properties during CO2 condensation: Cu, Al and stainless
steel (316). The materials were chosen based on their wide usage in process equip-
ment where condensation occurs. In addition, Copper Oxide (CuO) nanostructures
have been grown on Cu substrates, as described in Chapter 3.5. When the material
was chosen, the intent was to achieve DWC on the nanostructured surfaces. In
the dropwise mode, thermal conductivity of the condenser material is an important
factor [118], and we chose Cu as the base material for its superior thermal conduc-
tivity. The substrates investigated in the first experimental study (paper II) were
circular discs, 2 cm in diameter, which were cut from rolled plates. The thickness
of the Cu and steel discs were 0.5 mm, while the Al disc was 0.7 mm thick. The
surface roughness of the substrates has been measured for all surfaces with a Veeco
Dektak 150 Profilometer. Ten line scans, each 5 µm in length, was performed for each
surface, and the resulting averages are presented in Table 4.2. The Al surface has the
highest roughness, while the Cu surface is least rough, in terms of arithmetic mean
average (MA) roughness and root mean square (RMS) roughness. The investigated
substrates were cleaned with acetone, isopropanol and ethanol, and subsequently
dried with pressurized dry air prior to heat transfer experiments. The micro- and
nanostructured surfaces investigated in paper III were fabricated from 2.5x2.5 cm
Cu squares, also cut from rolled plates. The handling and fabrication steps of these
substrates are described in Chapter 3.5.
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Table (4.2): MA and RMS roughness of the investigated surfaces, along with typical
values for the surface energies and thermal conductivities. The surface energy for the
aluminum sample is given for Al2O3 as an Al surface in atmospheric environment
will be oxidized.

Material MA RMS Peak-to-valley Surface Thermal
Roughness Roughness Roughness Energy Conductivity
(nm) (nm) (nm) (mJ/m2) (W/m-K)

Copper 73.3 93.4 250 1650 [119] 410
Aluminium 513.1 722.6 2000 169 [120] 205
Stainless steel 243.5 312.3 1000 53 [121] 14.2
Copper Oxide n/a n/a n/a n/a 33

Table (4.3): Geometry and dimensions of the fabricated micro- and nanostructured
surfaces: S17, S19 and NS.

Nanoneedle Nanoneedle Composition
length (µm) base diameter (nm) Cu (wt%) O2 (wt%) std. dev.

S17 10 300
S19 10 200
NS 4 175 69.7 30.3 0.2

For heat transfer experiments, the substrates were attached to the Cu cylinder with
a TIM. The TIM was applied in a thin uniform layer covering the entire cylinder
end surface. The investigated substrates were pressed onto the surface resulting in
a uniform layer of TIM between the substrate and the Cu cylinder. The thickness
of the TIM has been measured to be around 0.15 mm with an estimated error of
±0.05 mm. The thickness was measured with a caliper by applying a layer of TIM on
a detached circular disc with the same application technique as in the experiments.
The relevant material properties are summarized in Table 4.2.

The micro- and nanostructured surfaces have been characterized in terms of di-
mensions of the nanoneedles and composition of the surface. The dimensions were
measured by investigating the SEM images of the surfaces in the software ImageJ
and the compositions were found by using EDX (Electron Diffraction Spectroscopy),
which is a feature of the SEM. The EDX analysis was performed only for the purely
nanostructured surface (NS), and we assume that the nanoneedle composition is the
same on the hierarchical surfaces.





Chapter 5
Main results

The work with this thesis has resulted in a path from the idea of DWC via a
literature review on wetting and surface design, to the work with heat transfer on
flat surfaces and finally to the attempt to enhance condensation efficiency on micro-
and nanostructured surfaces. The main findings along the way are described in this
chapter.

5.1 Condensation mechanisms - knowledge from
dropwise condensation of water extracted for
CO2

For a surface to be classified as either hydrophobic or hydrophilic, the value of the
contact angle must be determined. With a contact angle above 90° the surface is
said to be hydrophobic and a contact angle below 90° is related to a hydrophilic
surface. For a surface to be superhydrophobic, which is the desired state for DWC
to occur, there are two requirements: a) the contact angle must be above 150°, and
b) the contact angle hysteresis must be less than 10°.

To achieve stable droplets on a structured surface, there are strict requirements for
the geometry relating to width vs height of ordered structures and the liquid’s surface
tension. Design criteria have been proposed and thermodynamic calculations show
that careful consideration of heigh, width and spacing of micropillars will result in
contact angles above 120° [122], see Figure 5.1. Surface tension is a very important
property when it comes to DWC, and since water has quite high surface tension due
to the hydrogen bondings between the water molecules, achieving DWC of water is
not a large challenge today. When considering low surface tension fluids, such as
organic fluids (e.g. ethanol, hexane and hexadecane), the requirements on the surface
structures are, however, much stricter. It is in this case not enough to fabricate
nanopillars or hierarchical structures to obtain DWC. Wu et al. [123] has shown that
T-shaped surface structures will promote floating static droplets of hexadecane, even
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Figure (5.1): (a) The geometry of a micropillared surface. a is the pillars width,
b is the spacing between the pillars and c is the height. (b) The results of a ther-
modynamic analyses simulating the contact angle of a static water droplet on the
micropillars as a function of the pillar spacing to pillar height (b/a) [122]. The
figure is also found in Paper I.

though no DWC was shown. On the other hand, Rykaczewski et al. [36] was able to
obtain DWC of pentane, which has a surface tension comparable to CO2, on both
a smooth oleophobic (non-wetting towards oily substances) and SLIPS. The SLIPS
was impregnated with Krytox oil and the advancing contact angle was as low as
50.3°. In the case of SLIPS it is crucial that the lubricant exhibits good adhesion to
the surface and that it is immiscible and repellent towards the condensing liquid. It
is also important that the vapor pressure of the lubricant is low enough to maintain
in the liquid state at the condensation pressure and temperature.

The latter requirement is the main challenge when trying to design a SLIPS for
DWC of CO2. CO2 has a surface tension of 16.5 mN m−1. Lubricants with very low
surface tension, such as hexafluoro-2-propanol (HFIP), has a high vapor pressure
and is likely to evaporate within minutes at the pressures required for CO2 conden-
sation. By using the model set forth by Preston et al. [35] it is found that HFIP
is a candidate for dropwise CO2 condensation, but the model does not consider
vapor pressure or, more importantly, environmental impact of the lubricant. Flu-
orinated compounds are hazardous for the environment, and these chemicals have
been banned in several countries. This finding is important and it contributed to
change the focus of the PhD from achieving DWC to understanding and enhancing
FWC heat transfer.
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5.2 Novel experimental methodology and measure-
ments of heat transfer characteristics of CO2

condensation on common heat exchanger ma-
terials

As a part of my PhD work I have developed an experimental methodology to deter-
mine the heat flux and the heat transfer coefficient during condensation of CO2. The
method and the experimental setup were developed for investigating the condensa-
tion behavior on different materials and eventually, different surface structures. The
main parts of the experimental setup is the pressure chamber which has a design
pressure of 25 bar and a cooling element that is designed for cooling the sample down
to −55 ◦C. The method is described in Chapter 3, Methodology.

As a baseline for further studies on the potential of enhancing condensation heat
transfer on modified surfaces, we conducted a study on the heat transfer character-
istics of CO2 condensation on Cu, Al and steel. The commonly known and well-used
Nusselt model does not include any influence of the substrate or surface properties,
and is developed for a flat surface without structure or modification of any kind.
In industrial applications, condensation surfaces are far from ideal, and we saw the
need for investigating flat surfaces as they are used, with intrinsic roughness from
the fabrication process.

CO2 condensation was studied at three different saturation pressures, 10 bar, 15 bar
and 20 bar, corresponding to saturation temperatures of −40.1 ◦C, −28.5 ◦C and
−19.5 ◦C, respectively. The condensation heat flux data are shown in Figure 5.2,
together with the Nusselt model at the same pressures. The condensation HTCs are
shown in Figure 5.3, along with the Nusselt model at the same saturation pressures.
The deviation from the theoretical values is larger for HTC than for heat flux, as
the calculations include the term (1/(Tsat − Tsurf ))(1/4), which will be very large
when the difference between surface and saturation temperatures becomes small.
The heat flux increases with subcooling, as expected, since heat flux is proportional
to the temperature gradient. The heat flux also increases for increasing saturation
pressure. The condensation HTC is highest for Cu and lowest for Al and steel. For
the latter two, the experimental heat flux results lie within the estimated uncertainty
range, and we can not distinguish between these results.

Below subcooling of 1 K, the HTC on Cu at 20 bar and steel at 10 bar do not follow
the Nusselt model. Generally, the data at low subcooling is hard to determine. One
reason for this is the coupling between the surface roughness and the thickness of
the condensate film. At saturation pressure of 10 bar and subcooling of 2 K, the
Nusselt model predicts that the film is 34.1 µm thick. The film is therefore thicker
than the substrates’ roughnesses at this point, which is 0.7 µm RMS at the highest
(Al). When the subcooling is close to zero, the film thickness also decreases to zero.
At some point, the relative influence of roughness will increase and cause retention
of the condensate. The liquid will not flow as freely as it would on an atomically flat
surface and the liquid could be trapped in the grooves or between small spikes on
the surface, thereby increasing film thickness and reducing the local HTC. This is
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Figure (5.2): Condensation heat flux of CO2 on Cu, Al and Steel at 10, 15 and
20 bar saturation pressure, along with the Nusselt model for each pressure. The error
bars represent the propagated errors of each measured quantity. These results are
also shown in in Paper II.
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Figure (5.3): Condensation HTC of CO2 on Cu, Al and Steel at saturation pres-
sures of 10, 15 and 20 bar, and the Nusselt model for each pressure. These results
are also shown in Paper II.
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more pronounced at low film thicknesses, hence at low subcooling. It is here we see
that the HTC deviates the most from the Nusselt model. At a sufficiently low level
of subcooling the film will be discontinuous. The surface temperature will not be
uniform in this case, which is another cause for the model-experiments discrepancy.

5.3 Enhanced CO2 condensation heat transfer on
Cu based micro- and nanostructured surfaces

For investigating the influence of surface structures on CO2 condensation heat trans-
fer, three Cu-based surfaces were fabricated. The first surface is a purely nanostruc-
tured surface fabricated where NN were grown by solution immersion. The second
and third are hierarchical surfaces with microstructures constructed by photolithog-
raphy, CAIBE, and nanoneedles grown by solution immersion.

The condensation HTCs on the structured surfaces and the Cu reference surface
are shown in Figure 5.4. The saturation pressure has been varied between 10, 15,
and 20 bar. The HTCs are nearly independent of subcooling, Tsat − Tsurf , for the
investigated surfaces. For the three surfaces unstructured Cu, S19, and NS, the
condensation HTCs are within the uncertainty range of each other for all pressures
and subcooling, and the heat transfer is therefore indistinguishable. We propose
that this is caused by three competing effects: 1) increase in surface area due to the
nanostructures, 2) lower thermal conductivity of the CuO NN compared with Cu,
and 3) flooding of the NN. The first mechanism increases the HTC, while the two
others reduce the heat transfer. For the S19 and the NS surfaces, the three effects
balance each other. It is apparent that the high density of NN on the S19 surface
diminishes the effect of the underlying microstructure, and the effective topography
of the S19 and the NS are similar enough for the heat transfer behavior to be equal.
The thermal conductivity of metallic oxides is generally lower than of the pure
metal, and for CuO it is over ten times lower than for Cu. However, if thermal
conductivity was the determining factor, as in the work by Hoenig et al. [118], the
heat transfer would have been lower on S19 and NS than on unstructured Cu. The
effect of increased surface area must therefore be dominating. An increase in HTC by
increased surface area has been observed for other augmented surfaces as well, such
as fins [124] and pin-fins [125] on tubes in e.g. shell-and-tube condensers. However, if
the distance between the surface structures becomes too small, mechanism 3) comes
into play; flooding of the nanostructures. Since the NN density is high on both S19
and NS, the structures are likely flooded by the condensate. Flooding will cause an
increased condensate film thickness due to liquid retention in the structures, which
again increases the thermal resistance through the film. Consequently, the increase
in HTC by augmented area is balanced by low thermal conductivity and surface
flooding, and the resulting condensation HTCs on S19, NS and unstructured Cu
become equal.

On the S17 surface, the condensation HTC is significantly higher compared with the
three other surfaces. At most, the HTC is 66 % higher for the S17 substrate than
the Cu substrate. This occurs at 1 K subcooling and 20 bar saturation pressure.
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Figure (5.4): Condensation HTC for Cu, S17, S19 and NS at saturation pressures
of 10, 15 and 20 bar. The figure is also found in Paper III.
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(a)

-

(b)

Figure (5.5): Schematic representation of the proposed condensation mechanism.
The volume flow rate, V̇liq, is directed downward in the sketch. (a) The condensation
is initiated with nucleation and growth at the untreated Cu surface between the mi-
cropillars. The drainage of the condensate is increased due to the nanoneedles, and
the condensate film is thinner than on a flat surface. (b) The thermal conductivity
of the composite layer, keff , is higher than the thermal conductivity of the pure
condensate, kCO2. The composite layer is the combination of the condensate and the
nanoneedles.

We attribute the increased HTC to the balance between the structured and the
non-structured areas. As opposed to S19, the areas between the micropillars are
not covered with a network of horizontal NN. According to the model by Ali et al.
[126], flooding is less likely to occur on the S17 surface due to the larger spacing
between the structures and lower density of NN. The proposed mechanism of the
condensation process is that the initial condensation occurs on the flat Cu areas
between the micropillars, as sketched in Figure 5.5(a). The nanostructures around
the micropillars then lead to efficient drainage of the liquid CO2, with the mechanism
reported by Oh et al. [127] – consequently, the heat transfer efficiency increases.
Returning to the effect of the three competing factors 1), 2) and 3) above, the
resulting the HTC is higher on S17 compared to S19 and NS. In contrast to the
work by Aili et al. [40], we here show that an optimal combination of micro- and
nanostructures is beneficial for heat transport in certain cases, and especially when
the hierarchical nature of the surface is pronounced, such as for S17.

Even though the preferential condensation sites for the CO2 are proposed to be
on the unstructured Cu in between the micro- and nanostructures, there will still
be some condensation within the nanostructures. We suggest that this condensa-
tion belongs to the wicking condensation scheme. The heat transfer by conduction
through the liquid is higher than through a liquid film, as shown in Figure 5.5(b).
This enhancement in heat transfer is attributed to the higher thermal conductivity
of the effective film, which consists of liquid CO2 and CuO NN [50].
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5.4 Application of the results in paper II and III

The experimental results within paper II and within paper III are discussed in the
two sections above and in the two papers. However, experiments have been done
on untreated Cu for both articles and a comparison between the reported data
in the two papers is therefore in order. This section presents the similarities and
dissimilarities of the experimental results, and explain why the data are different on
the same material and still valid.

As described in Chapter 3, the first version of the experimental setup was designed to
observe dropwise condensation and to measure droplet contact angles. The cooling
element for for achieving a surface temperature below the saturation temperature
was designed with a quadratic surface and was placed in a horizontal direction and
mounted to a rotational motor. We wanted to observe dropwise condensation and
with the motor we could rotate the investigated surfaces to measure the angle at
which the droplets start to move. The latter is a measure of the adhesion of the
droplets to the surface, i.e. a measure of the wetting.

Fabrication of the micro- and nanostructured surfaces started with three quadratic
Cu pieces. The geometry was based on the initial design of the heat transfer ex-
perimental setup, where the substrates were to be placed directly on the quadratic
cooling element surface. When conducting heat transfer experiments on the ver-
tically aligned cylinder, the quadratic structured and untreated Cu surfaces are
therefore subject to heat loss in the perimeter of the samples. The heat that is lost
in the perimeter will be equal for the four samples investigated in paper III and we
assume that the comparison of the condensation heat transfer on the untreated and
structured surfaces can be used to discuss the relative efficiency of the condensation
heat transfer on the various structures. However, these results are to be considered
rig-specific and cannot be used to develop correlations needed for equipment design.

Important to note is that the reported data in Chapter 5.3 does not include the
developed heat loss function, as the data are meant for internal comparison between
the four investigated substrates. The relative difference between the reported heat
fluxes and HTCs are unaltered with the heat loss function and the discussion of the
results in this thesis and in paper III is therefore valid.





Chapter 6
Conclusions and further work

6.1 Summary and conclusions

Condensation heat transfer is an efficient means of transportation of heat due to
the release of latent heat in the vapor. Condensation is therefore a part of several
processes for thermal management, such as cooling of electronics and in refrigera-
tion of food in supermarkets. Sometimes the condensed vapor is in itself the desired
outcome of the process, e.g. when liquefying natural gas, CO2 or H2 for trans-
portation purposes. Liquid requires less volume than a gas, and the liquefied state
is preferential when gases are to be transported by ship over long distances. In
the case of CO2 the liquefied state requires around 77 times less volume than the
gaseous state, for the same mass. Regardless of the desired outcome, condensation
is an energy intensive process that requires a number of large and expensive (in
cost and energy) equipment such as compressors, heat exchangers and separators.
The refrigeration process has therefore been the subject for extensive research for
more than a century, and process optimization is still a hot topic. Enhancing the
condensation heat transfer has also been targeted by the research community. A
large contributor to the heat transfer resistance during condensation is the liquid
film forming on the condenser surface. The latent heat released in the vapor is
transferred through the liquid film by conduction. The heat transfer resistance is
therefore large due to the low thermal conductivity of most liquids. As a conse-
quence, research is directed towards increasing the condenser area through surface
structuring, reducing the thickness of the film, or removing the film all together.
The latter is the case when the condensation occurs in the dropwise mode. Discrete
droplets nucleate, grow and roll off the surface, leaving fresh nucleation sites for
new droplet nucleation and growth. This cyclic process could be up to ten times as
efficient as the conventional filmwise condensation. DWC occurs on surfaces with
low surface energy or by careful structuring of a surface on the micro- and nanoscale.
However, when the surface tension of the liquid in question is low, the requirements
on the condenser surface become even stricter, and the fabrication could become
too complex. Through the literature review conducted in this PhD, we realized that
achieving DWC of CO2 was unfeasible within the available time frame. Learning
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from previous literature it seemed like it was necessary to use harmful and highly
volatile chemicals, such as fluorinated isopropanol, to reduce the surface energy to
a sufficient level for DWC. We therefore decided not to seek the DWC mode and
rather search for ways to increase the efficiency of filmwise CO2 condensation.

Through the work with this thesis we have reported the condensation heat transfer
behavior of common materials used in the liquefaction process. The results show that
there is a significant difference in the heat transfer on materials with different surface
properties. The widely applied Nusselt model of FWC does not, however, include
condenser surface properties. Predictions of the FWC process by the Nusselt model
will therefore not result in different HTCs for different materials. Nevertheless, our
results show that the HTC is affected by surface roughness and surface energy. Of
the materials studied here, the smooth Cu surface is therefore the most efficient
choice, while rougher Al and stainless steel are the least effective, in terms of heat
transfer coefficients. Through this PhD I have shown that a revision of the Nusselt
model, or developing a new model for FWC which includes the surface properties
of the condenser could be a necessary next step for accurate process design.

The effect of augmented surfaces of the condenser has been the subject of extensive
investigation. We wanted to study the effect of micro- and nanostructures on CO2

condensation. We hypothesized that surface structures would increase the heat
transfer, even though DWC was not induced. Two categories of structured surfaces
were fabricated: 1) a surface with structures on the nanoscale, and 2) hierarchical
structures, i.e surfaces with structures on both micro- and nanoscale. The structures
were fabricated on Cu and the nanostructures were CuO nanoneedles. On one of the
investigated surfaces the heat transfer coefficient was significantly higher than on
the two others, and also compared to the flat Cu surface. The most efficient surface
had a hierarchical surface structure comprised of CuO nanoneeldes grown on Cu
micropillars. The nanoneedles did not cover the entire surface and un-structured
Cu was exposed between the micropillars. The nanoneedles had mainly grown in
the horizontal direction from the base of the micropillars. The proposed condensa-
tion mechanism starts with nucleation and film growth at the exposed Cu surface,
followed by efficient drainage caused by the nanostructures. The condensation that
occurred within the nanostructures followed the wicking condensation regime, and
an increased heat transfer is expected due to the higher thermal conductivity of
the composite liquid/CuO surface, compared to the pure liquid film in conventional
filmwise condensation. For the structured surfaces, it seems that there are three
competing mechanisms which govern the overall heat transfer behavior. One is that
the enhanced surface area increases the heat transfer. The second is that the reduced
thermal conductivity of oxidized top surface on the structured material reduces the
heat transfer. The third is the deterioration of the heat transfer enhancement due
to surface flooding. My study has shown that the effects of these mechanisms can
balance each other, especially when the density of the nanostructures is high. In this
case the surface apparently behaves like an unstructured surface, in terms of overall
heat transfer. More importantly, the results show that by optimizing interactions of
the mechanisms, superior heat transfer behavior can be achieved.
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6.2 Suggestions for further work

The above results give some indications on the potential of increasing condensation
heat transfer of CO2. However, if unlimited time was granted, the work could have
included many more studies. I will therefore present some suggestions on how to
continue the work of enhancing CO2 condensation efficiency.

• Database for condensation on different materials: I have in this work
suggested that the heat transfer on unstructured materials is governed by
surface roughness and surface energy. In order to develop a new correlation
between surface properties and HTC, which can be used in equipment design,
an extended study with a wider range of surface energies and surface roughness
must be conducted. I suggest to fabricate Cu, Al and steel surfaces with a
controlled range of surface roughness, and perform heat transfer experiments
on these surfaces. In this way, the governing mechanisms can be decoupled and
correlations can be developed. Materials with other surface energies should
also be included. Silicon (Si) is often used in the nanoscience community due
to its semiconductor properties, and many fabrication techniques for micro-
and nanostructures are developed for Si. This material is a natural choice for
further studies. Also titanium (Ti) should be included in the database, based
on its superior mechanical properties for applications requiring light-weight
and robust materials.

• Expansion of the pressure domain of the experiments: In addition to
expanding the number of studied materials, the pressure dependence of the
heat transfer could be determined more thoroughly with condensation in a
wider range of pressures. Especially, it is interesting to investigate elevated
pressures up to the critical point of CO2 (73.8 bar and 30.98 ◦C). The study of
the micro- and nanostructured surfaces indicated that the heat transfer was
saturated at higher pressures. This phenomena should be investigated further
with smaller steps in pressure. If this plateau in HTC continues at higher
pressures, process design can be optimized in terms of energy input vs heat
transfer output.

• Heat transfer at low subcooling: One of the unsolved questions of this
work is what happens with the heat transfer at very low subcooling. The
Nusselt model predicts that the HTC goes to infinity as the subcooling ap-
proaches zero. This unphysical behavior could not be correct, and a thorough
investigation of the condensation at low subcooling will give additional insight
into the condensation mechanisms. At an atomically flat surface, the onset of
condensation will occur as liquid nucleates appear evenly across the surface.
For a real-life surface, with roughness caused by fabrication, the nucleation
will occur at energetically favorable sites such as spikes and corners in the
topography. The nucleates will grow and coalesce and eventually a liquid film
will spread out on the surface. Before the entire surface is covered, there will
be small ponds on the surface with dry area in between. The spread of the
ponds will depend on the surface energy of the condenser. When measuring
the heat transfer at this point, the data reduction techniques applied in this
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work will not be applicable. The temperature will not be uniform across the
surface and heat transfer will occur by both conduction through the liquid and
convection and radiation from the vapor towards the dry surface.

• Reduce the uncertainty in temperature measurements: During the
work with this PhD, I have had several challenges with the uncertainty in
the thermocouple measurements. Thermocouples are very good for measuring
temperatures at wide ranges in a straight forward, intuitive manner. The
intrinsic uncertainty is, however, quite large, and when measuring tempera-
ture differences down to 0.1 K they may not be the best choice. At least,
an extensive calibration procedure is necessary, and still there might be some
unfavorable noise in the results. In this work this has especially concerned
the temperature measurements in the Cu cylinder for determining the heat
flux. We solved the initial large scattering in the results by calibrating in
a cold bath and to perform cold junction compensation, and ended up with
satisfactory repeatability in the results. In future work, additional calibration
of the thermocouples should be performed.

• Continue to develop micro- and nanostructured surfaces for en-
hanced condensation rates: In this work we have shown that balancing
the structured and un-structured areas on a surface is beneficial for conden-
sation heat transfer. We proposed a mechanism were the condensation rate
is highest at the un-structured areas between the micropillars on the surface
and that the nanostructures increase the drainage of the liquid, which together
increases HTC. This mechanism should be investigated further. By fabricating
surfaces with less nanoneedle density than the S17 surface and with smaller
and larger un-structured areas, the effects could be quantified and an optimal
design could eventually be found. The fabrication will in this case be a study
in itself. The topography of the S17 and the S19 surfaces are very different, see
Section 5.3, especially in terms of nanoneedle density and the size of the areas
with exposed Cu. The only difference in the fabrication technique is the energy
flux of the laser during photolithography, which obviously has an impact on
the surface energy. A systematic study of the effect of laser beam energy flux
on the subsequent growth of nanoneedles must be performed. In addition, it is
interesting to determine how the size of the underlying micropillars influenced
the heat transfer. Surfaces with micropillars with varying diameter, height
and spacing should therefore be fabricated, followed by growth of nanoneedles
with varying density. Alongside that study it is also interesting to investi-
gate the condensation on purely microstructured surfaces, i.e. surfaces with
micropillars on the Cu. Therefore, condensation heat transfer of the purely
microstructured surfaces should be the focus of an individual study.

• Expanding the experiments to other chemicals: After spending four
years to design and build an experimental setup for investigating CO2 con-
densation, knowledge is built for performing similar experiments with other
fluids. These could for example be other refrigerants and natural gas with
various composition. Studies of the condensation heat transfer coefficient of
additional chemicals will aid in developing a more robust model of filmwise
condensation.
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• Proof-of-concept study of dropwise condensation of CO2: Finally, I
have never really forgotten the desire to achieve dropwise condensation of CO2.
I believe that it is possible by sophisticated surface design and learning from
work with other low surface tension chemicals such as pentane and butane. A
first step could be to perform a proof-of-concept study where a SLIPS surface
with fluorinated isopropanol is used as the lubricant. According to the litera-
ture on SLIPS, and the design criteria by Preston et al. [35], this chemical has
the necessary properties to facilitate dropwise condensation. I have previously
mentioned why this path was not taken for this PhD, but as a proof-of-concept
study it could be interesting.
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A B S T R A C T

Liquefaction of vapor is a necessary, but energy intensive step in several important process industries. This
review identifies possible materials and surface structures for promoting dropwise condensation, known to
increase efficiency of condensation heat transfer. Research on superhydrophobic and superomniphobic sur-
faces promoting dropwise condensation constitutes the basis of the review. In extension of this, knowledge
is extrapolated to condensation of CO2. Global emissions of CO2 need to be minimized in order to reduce
global warming, and liquefaction of CO2 is a necessary step in some carbon capture, transport and stor-
age (CCS) technologies. The review is divided into three main parts: 1) An overview of recent research on
superhydrophobicity and promotion of dropwise condensation of water, 2) An overview of recent research
on superomniphobicity and dropwise condensation of low surface tension substances, and 3) Suggested
materials and surface structures for dropwise CO2 condensation based on the two first parts.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Condensation of vapor is a necessary and energy consuming step
in several industrial processes, such as HVAC systems [1], waste
heat recovery [2], LNG production [3] and for potential CO2 cap-
ture [4], and ship transportation of CO2 [5]. The liquefaction of any
vapor involves condensation on a surface where heat is transferred
from the vapor to the surface. Increasing the heat transfer rate will
therefore increase the liquefaction efficiency of the vapor. Through
extensive research on condensation, it is apparent that with drop-
wise condensation the heat transfer rate could be increased by an
order of magnitude [6-9]. Although the condensation of other gases
than water have attracted more attention over the past decade [10,
11], the mechanism of dropwise condensation of water vapor is still
best understood.

This review gives an overview of the research on the parame-
ters affecting and controlling dropwise condensation of water vapor.
Dropwise condensation is a cyclic process including initial nucle-
ation, growth, and coalescence of droplets, followed by droplet
removal. In this paper we focus on the properties governing the sur-
face adhesion of droplets after nucleation and initial coalescence.

* Corresponding author.
E-mail address: ingrid.snustad@ntnu.no (I. Snustad).

Further, we will compare these parameters with those found to con-
trol the condensation of low surface tension substances (commonly
non-polar substances such as ethanol, hexadecane). Surfaces that
promote dropwise condensation of low surface tension fluids will be
examined and the important properties discussed. A small discussion
on condensation of CO2 is included at the end of the review. CO2 is
a very low surface tension fluid (≈4 mN m−1 at room temperature),
and is interesting for both academic and environmental purposes.
Liquefaction of gaseous CO2 is an important field since improved and
more energy efficient carbon capture, transport and storage (CCS) is
necessary for combating anthropogenic global warming.

To fully understand the mechanisms affecting and controlling the
condensation, we will first give a brief introduction to the parameters
affecting the shape and morphology of static droplets on a surface.

2. Hydrophobicity, contact angles and wetting modes

Hydrophobicity, contact angles and wetting modes are under-
lying phenomena for dropwise condensation. A surface is labelled
hydrophobic when it is repellent towards water, i.e. the contact angle
(CA), h, of water on the surface is larger than 90◦. Various terms
are used when surfaces are repellent towards other liquids. These
are oleophobic if oil repellent, amphiphobic if repellent towards
oil and water, and omniphobic if repellent towards any liquid. The

https://doi.org/10.1016/j.cis.2018.03.008
0001-8686/© 2018 Elsevier B.V. All rights reserved.
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same holds for -philic surfaces, which are attractive to the same
compounds.

For a surface to be termed with the prefix super- (such as super-
hydrophobic), the surface must exhibit h ≥ 150◦ and contact angle
hysteresis (CAH) Dh ≤ 10◦. CAH is defined as the difference between
the receding and the advancing CA.

The -phobic and -philic terms and the super- term are used some-
what inconsequently in the literature, and often refer to the same
types of surfaces. In this review, the definitions above will be used.

This section explains the above mentioned phenomena and goes
through the most important equations describing the governing
mechanisms.

2.1. Hydrophobicity and Young contact angle

As water droplets form on surfaces that repel water, hydropho-
bic surfaces have normally been utilized to achieve dropwise water
condensation. The hydrophilicity and hydrophobicity of a material
are characterized by the Young contact angle, hY, which is the liquid-
solid contact angle on a flat surface defined in Fig. 1. The relation
between hY and the wetting modes is shown in Fig. 2. A surface is
said to be hydrophobic when hY ≥ 90◦. This is, however, insufficient
for sustained dropwise condensation since coalescence of droplets
eventually leads to film formation. To avoid extensive coalescence,
the droplet mobility must be high enough to ensure sustained self-
removal of droplets from the surface. High droplet mobility results
from a low contact angle hysteresis (CAH), Dh, defined in Fig. 3. Sur-
faces having hY ≥ 150◦ and Dh ≤ 10◦ towards water are called super-
hydrophobic surfaces, on which dropwise condensation is usually
achievable.

2.2. Superhydrophobicity, and Cassie-Baxter and Wenzel state

While the hydrophobicity of a surface is determined by the
surface chemistry, the superhydrophobicity of a surface cannot be
manipulated through the surface chemistry alone. To our knowledge,
there are no flat surfaces exhibiting h > 120◦ [13], and hence, no
flat superhydrophobic surfaces. However, an apparent contact angle
above 120◦ is attainable by introducing surface roughness. According
to the Wenzel equation [14], the apparent equilibrium contact angle,
h∗, is a function of the roughness factor, r = actual surface area

apparent surface area , and the
Young contact angle, hY:

cos h∗ = r cos hY . (1)

Since r ≥ 1, Eq. (1) shows that h∗ ≥ hY for hY ≥ 90◦. However,
Eq. (1) is only valid for droplets where the structure under the
droplet is fully wetted as illustrated in Fig. 4 (a). In the case where

Fig. 1. Young contact angle, hY , at one point on the three phase contact line (shown in
inset), and the surface tensions, cij , between the different phases.

vapor is trapped between the droplet and the surface as shown
in Fig. 4 (b), the droplet is in the Cassie-Baxter state1 and the
Cassie-Baxter equation is valid [15]:

cos h∗ = rf fs cos hY + fs − 1, (2)

where rf = actual wetted surface area
apparent wetted surface area and fs =

apparent wetted solid surface area
apparent solid surface area , i.e. the fraction of the liquid droplet’s

footprint in contact with the solid, or solid fraction. In the situation
where the droplet is “floating” completely on top of the surface
structure, rf = 1, and Eq. (2) reduces to

cos h∗ = fs cos hY + fs − 1. (3)

In the other extreme situation where the rough surface under the
droplet is fully wetted, fs = 1 and rf = r and Eq. (2) reduces to
Eq. (1)2. To achieve a contact angle above 90◦ on a rough surface, it is,
according to the Cassie equation, necessary to have fs < 1

1+rf cos(hY ) .

In Fig. 5, contact angles for droplets with hY = 50◦ and with rf = 1
with varying fs is shown. A solid fraction less than 0.6 is sufficient to
achieve non-wetting behaviour, while fs less than 0.08 is necessary
for superhydrophobicity (hCB > 150◦).

Since droplets in the Wenzel state completely wet the surface
under the droplet, the state is associated with high contact line pin-
ning and thus low droplet mobility. The contact line is the line where
vapor, liquid and solid are in contact (see Fig. 1). Because the moti-
vation is to induce dropwise condensation, the mobile Cassie state is
desirable. However, it is challenging to determine when the droplet
will stabilize in the Cassie state instead of the Wenzel state since nei-
ther Eq. (1) nor Eq. (3) describes the stability of the states. The only
thing we may extract from Eqs. (1) and (3) is the critical equilibrium
Young contact angle, hY crit, for which the droplet transitions from
the Cassie to the Wenzel state. By equating Eqs. (1) and (3), we find
hY crit ≥ 90◦, i.e. that the Wenzel to Cassie transition occurs above 90◦.
Although Eq. (3) indicates that h∗ > hY for hY < 90◦ is possible, the
hY crit reaffirms that a thermodynamically stable Cassie state can not
exist for hY < 90◦. This does not, however, mean that droplets always
form in the Cassie state for hY ≥ 90◦. On the contrary, the Wenzel
state is often observed for hY ≥ 90◦ [16, 17]. In the following, we will
examine what determines the stability of the two wetting states in
addition to hY.

3. Impact of texture on superhydrophobicity

Not surprisingly, research has shown that the surface structure
impacts the stability of the Wenzel and the Cassie state with respect
to each other, as indicated by the equations above. Several stud-
ies have therefore attempted to rigorously determine the structural
parameters affecting the energy states of the system. In the lit-
erature, the investigation of these parameters is divided into two
scenarios; one where the droplet is deposited on the textured sur-
face, and one where the droplets condense on the textured surface.
Although it is the latter case that interests us, it is instructive to
initially understand the first, and simpler case.

3.1. Design criteria for achieving static Cassie droplets

As there exists an infinite amount of possible surface geometries,
the first challenge when developing a generic model for wetting

1 From now on called the Cassie state.
2 Even though we have been talking about superhydrophobicity here, it is worth to

note that Eqs. (1) and (2) are valid for the apparent equilibrium contact angle of any
liquid.
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Fig. 2. Wetting modes of water on different surfaces described by the contact angle h.
Source: Figure adapted from Hiemenz and Rajagopalan [12].

states is to choose one that is fairly general, ordered, flexible and
simple. One structure satisfying these criteria is the square array of
square pillars with spacing b, width a, and height c. The structure is
illustrated in Fig. 6.

Using this structure, Sarkar and Kietzig [19] developed a general
expression for the free energy of a droplet as a function of the struc-
ture geometry, the apparent contact angle and the penetration depth
of the droplet into the structure. This expression was used in the later
work by Sarkar and Kietzig [18] to find the critical b

a -ratio,
(

b
a

)
crit

, for
a thermodynamically stable Cassie state:

b
a

≤
(

b
a

)

crit
=

√
1 − 4c cos hY

a(1 + cos hY )
− 1 (4)

Increasing a or c will decrease the minimum contact angle, i.e.
loosen the restriction on the surface energy for achieving a stable

Fig. 3. Advancing, hadv , and receding, hrec , contact angles on a tilted surface with tilting
angle atilt . The CAH is Dh = hadv − hrec .

(a) The Wenzel state (b) The Cassie-Baxter state

Fig. 4. Sketch of droplets in different states on a rough surface.

Cassie state, see Fig. 7. Increasing b will increase the same restric-
tion. An increase in the pillar spacing to width ratio, b/a, will also
increase the minimum CA, see Fig. 8. For achieving a droplet in the
stable Cassie state, a large height, and small ratio between spac-
ing and width is favourable. As no nominally flat surface have been

Fig. 5. Cassie contact angle, hCB in degrees, for varying solid fractions, fs , for a Young
contact angle of 50◦ .

Fig. 6. The geometry of the square pillar surface: (a) 3-dimensional view showing
post-width a, spacing b and height c; (b) top view of four nearest pillars, which outline
a unit.
Source: Figures adapted from Sarkar and Kietzig [18].
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Fig. 7. Minimum Young contact angle with respect to a) pillar height, b) pillar spacing, and c) pillar width, Eq. (4). For increasing pillar height, c, and pillar width, a (the other
variables kept constant), the restriction on the contact angle decreases. For increasing only pillar spacing, b, the minimum contact angle increases.

found that exhibit Young contact angle larger than 120◦, Eq. (4) also
determines a maximum b/a along with a restriction for c. E.g. for
b/a ≈ 3.1 ⇒ c > 4a, depicted as a box in Fig. 8.

Fig. 8. Minimum Young contact angle vs pillar spacing to pillar height (b/a).

Eq. (4) corresponds exactly with the criteria for stable Cassie
droplets developed by Zheng et al. [20]:

g =
cL
A

(
=

4c
a

in Sarkar’s notation
)

(5)

g ≥ gcrit = − 1 − fs

fs

(1 + cos hY)

cos hY
, (6)

where L and A are the pillar perimeter (4a) and cross-section area
(a2), respectively, and fs is the fraction of wet apparent solid sur-
face area from Eq. (2). Although both models were derived from the
expression of the Gibb’s free energy, the procedures were slightly
different. As a consequence, the two models are mutually verifying
each other.

As established in the previous section, the Cassie state is not
thermodynamically stable for hY < 90◦. Moreover, it may not be sta-
ble even with hY ≥ 90◦. Sarkar and Kietzig therefore developed an
expression for the minimum Young contact angle for a stable Cassie
state:

hY ≥ hmin = sec−1

⎛
⎜⎝

4 c
a

1 −
(

1 + b
a

)2
− 1

⎞
⎟⎠ (7)
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Fig. 9. Illustration of the two metastable Cassie states found by Sarkar and Kietzig
[18]. The sagging state (a) and the depinned state (b).

Applying Eqs. (4) and (7) on the circular pillared structure3 fab-
ricated by Haimov et al. [23], yield

(
b
a

)
crit

≈ 3.7 ≥ b
a = 2 and

hmin ≈ 99.6◦ ≤ hY ≈ 110◦. In other words, Sarkar and Kietzig predict
this structure to promote the Cassie state. The experimental results
by Haimov et al. [23] verify that the droplets indeed are in the Cassie
state on this structure.

Eq. (7) shows that the hmin increases with increasing b
a . As a

result, the requirement on the Young contact angle soon increases
above the previously mentioned “limit” that has been observed
experimentally on a flat surface: hY ≈ 120◦4. Nevertheless, the
Cassie state has been observed on structures where the Wenzel state
would have been the thermodynamically favoured state accord-
ing to the previous design criteria [16, 24], suggesting that there
must be a mechanism that kinetically stabilizes the Cassie state.
The mechanism suggested by Sarkar and Kietzig is the energy bar-
rier set up by one of two metastable Cassie states, the sagging
and the depinned Cassie states, shown in Fig. 9. The metastable
Cassie states act as energy barrier to the complete Cassie-to-Wenzel-
transition.

The energy barrier induced by these metastable Cassie states have
been found to depend on the structure geometry as well as the sur-
face chemistry (in terms of hY). Not surprisingly, the requirements
on the relevant parameters are less strict than for the thermody-
namically stable Cassie state. The requirements are summarized in
Table 1.

In the above mentioned studies, the surface geometry is uti-
lized to promote a stable or a stabilized Cassie state. Hensel
et al. [25] investigated the energy barriers induced by sidewall fea-
tures of the pillars in a square pillared structure (see Fig. 10) further.
Using b

a -ratios supporting the Cassie state at atmospheric pressure,
they found a clear relation between the width, w, of the cavities
and the breakthrough hydrostatic pressure. As the width increases,
the breakthrough hydrostatic pressure decreases for the structure
with smooth sidewalls. Moreover, there is an increase in the break-
through pressure for the Cassie-to-Wenzel-transition for sidewalls
with scallops, (b) in Fig. 10, compared with smooth sidewalls, (a)
in Fig. 10, at equal top cavity width. The increase is caused by the
change in width, from w1 to w2 in Fig. 10 (b), and sidewall angle
as the solid-liquid contact line slides down the side wall. These
experimental results match well with the analytical model that was
developed.

3 Circular pillars approximated as square for the occasion. c = 10 lm, a = 1 lm

and b = 2 lm. hY dodecanethiol/Au ≈ hadv+hrec
2 = 112◦+107◦

2 ≈ 110◦ [21, 22].
4 Though some claim that secondary nanostructures count as small enough to be

part of the intrinsic (flat) surface, and thus enabling hY > 120◦ [17, 18].

3.2. Design criteria for condensing Cassie droplets

We now have a clear idea of how feature spacing, width and mor-
phology impact the droplet state of a static droplet. It is of course
tempting to assume that the same parameters affect the droplet state
of condensing droplets. During condensation, however, the droplets
may not only nucleate on the top of the surface structure, but also
inside the structure. One important property in this sense is the
nucleation radius of the specific vapor, a measure of the initial drop
nuclei radius. If the nucleation radius is smaller than the feature
spacing, nucleation may occur within the features.

Recall from the previous section that for many structures the
Cassie state is kinetically stabilized by an energy barrier preventing
the Cassie-to-Wenzel-transition. In the case of nucleation inside the
structure, the challenge is reversed. Here the structure must promote
a Wenzel-to-Cassie-transition. Although this latter case may add to
the challenges associated with stabilizing a Cassie state, it is actu-
ally the desired case from a heat exchange point of view. This is
because the emerging droplets explore more of the surface area dur-
ing nucleation and growth in the Wenzel state, and thus increases
the heat exchange, followed by easy removal after Wenzel-to-Cassie
transition [26].

To investigate the difference between deposited Cassie droplets
and Cassie droplets condensing on a surface, we go back to our
structure comprising the square array of square pillars from Fig. 6.
Enright et al. [26] investigated the water vapor condensation on this
structure5 with different spacings and sidewall features (see Fig. 11).
Condensation on two different structures similar to that shown in
Fig. 11 (a) with diameter a = 300 nm, height c = 6.1lm and spac-
ings b1 = 2lm and b2 = 4lm were investigated. Using Eqs. (4) and
(7)6, we find that

hmin b1
≈ 114◦ ≤ hY ≈ hadv = 121.1◦ &

b
a

= 6.7 ≤
(

b
a

)

crit
≈ 8.4

(8)

hmin b2
≈ 135.7◦ ≥ hY ≈ hadv = 121.1◦ &

b
a

≈ 13.3 ≥
(

b
a

)

crit
≈ 8.4

(9)

According to Eq. (8) the surface with spacing b1 should promote
droplets in the stable Cassie state. As shown in Fig. 12 (a), the sur-
face with spacing b1 does indeed promote droplets in the Cassie
state.

For the surface with b2-spacing, the calculations in Eq. (9) indicate
that the Wenzel state is thermodynamically more stable than the
Cassie state. In agreement with this, Fig. 12 (b) shows droplets in the
Wenzel state. Hence, Sarkar and Kietzig’s mathematical predictions
for the stability of static droplets are in agreement with experimental
results also for condensing droplets. On the other hand, the criterion
for a metastable depinned Cassie droplet given in Table 1 is also
fulfilled:

(
b
a

)

crit
≤ b

a
≤

(
b
a

)

pin
≈ 64 (10)

Nevertheless, it is sensible that this surface supports Wenzel
droplets. Due to the large spacing compared to critical nucleation

5 They used circular pillars, which again are approximated as square to fit Sarkar
and Kietzig’s models.

6 Where we use hadv instead of hY since condensing droplets are continually
growing.
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Table 1
Design criteria for droplets in stable and metastable Cassie states [18].

State Geometric requirements Material requirements

Stable Cassie b
a ≤

(
b
a

)
crit

=
√

1 − 4c cos hY
a(1+cos hY ) − 1 hY ≥ hmin = sec−1

(
4 c

a

1−
(

1+ b
a

)2 − 1

)

Sagging Cassie 0.75 < c
a < 0.9 90◦ < hY < 105◦

&
(

b
a

)
crit

< b
a <

(
b
a

)
sag

= 1+cos hY√
(2 c

a )
2−2(1+cos hY )

Depinned Cassie
(

b
a

)
crit

< b
a <

(
b
a

)
pin

= (1+cos hY )√
(2 c

a )
2−2(1+cos hY )

NA

radius, typically a few nm [27], nucleation occurs all over and within
the structure. Droplets nucleating and growing inside the structure
have already overcome the energy barrier that the depinned state
poses. Thus the droplets remain in the Wenzel state.

Moreover, Enright et al. investigated the relation between the
c
a -ratio of smooth-walled pillars with constant diameter and pitch,
and the stability of the condensing Cassie droplets. They found that
the depinning of contact lines stabilizing the metastable Cassie state
depends on pillar height, where the stability increases with the
height. Their results are therefore in agreement with Eqs. (4) and (7),
which predict less strict requirements on the hY and b

a -ratio for a
stable Cassie state as the c

a -ratio increases.
Nosonovsky and Bhushan [28] also investigated the square array

of cylindrical pillars with diameter a = 5 lm, height c = 10 lm
(series 1), and a = 10 lm and c = 14 lm (series 2). Both series

Fig. 10. The square pillar geometries without (a) and with (b) scallops, used by Hensel
et al. [25].

Fig. 11. Circular pillar geometries fabricated by Enright et al. [26]: (a) Si nanopillars;
(b) Si micropillars; (c) top view of four nearest pillars, which outline a unit.

included surfaces with a range of pitches, p (= a + b in Sarkar
and Kietzig’s notation). It was found experimentally that the critical
a
p -ratio for a Wenzel-to-Cassie transition is

(
a
p

)
crit

= 0.51. Only the

three smallest pitches in each series exhibit a
p ≥ 0.51. This is in

agreement with Sarkar and Kietzig’s criteria for droplets in the stable
Cassie state (Eqs. (4) and (7)), which is fulfilled by the three smallest
pitches in each series.

So far we have only regarded the structural geometry and chem-
ical properties of the surfaces. However, the mechanical properties
of the material may also promote or inhibit the Cassie state. Pillars
fabricated of soft materials may bend as the droplets grow between
the pillars. As a result the energy of the entire system increases, and
flooding of the structure may become energetically favourable [29].
Consequently, the choice of material is important with regard to the
intrinsic Young contact angle, but also the mechanical properties
of the material. Copper and copper oxides are therefore frequently
used due to their mechanical durability. Zhu et al. [30] is one of the
groups that successfully fabricated clustered copper nano-needles
that were able to promote a Wenzel-to-Cassie-transition. Conse-
quently, droplets were allowed to nucleate at the base, exploring
the surface area and increasing the heat transfer rate, meanwhile a
continuous shedding of macrodroplets was maintained.

Although the results from the condensation experiments are
not in complete agreement with the design criteria from the static
droplet experiments, the trends are similar. Hence, the design crite-
ria from static droplet studies may work as a good starting point for
fabrication of surfaces for condensing droplets.

Fig. 12. Condensation on surfaces similar to structure in left pane of Fig. 11 with spac-
ing (a) b1 = 2 lm and (b) b2 = 4 lm. Surfaces exhibit formation of Cassie droplets
and Wenzel droplets, respectively. Scale bars = 60 lm.
Source: Reprinted with permission from Enrigth et al. [26]. Copyright 2012 American
Chemical Society.
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Fig. 13. Illustration of microstructure and hierarchical micro- and nanostructure.

3.3. Design of superhydrophobic surfaces for water condensation

As mentioned earlier, there is a wide range of surface struc-
tures that may promote droplets in the Cassie state. Recent research
has shown that surfaces combining different structures and/or
chemistries can yield high degrees of superhydrophobicity. In the
following, we will therefore discuss some of these surfaces.

3.3.1. Micro- and nanostructured surfaces
Micro- and nanostructured surfaces, often named hierarchical

structures in the literature, are surfaces with a combination of
microstructure and a secondary nanostructure (applied on top of the
microstructure as illustrated in Fig. 13).

Several groups have successfully fabricated such surfaces with
a variety of materials and morphologies. CuO/Cu surfaces such as
the one fabricated by He et al. [31] are promising. These surfaces
have microsized holes in a square pattern inside which nanosized
randomly oriented nanoneedles are grown. The inclusion of the
nanoneedles raise the contact angle to above 150◦, which means that
superhydrophobicity is achieved.

For a systematic approach of investigating the role of structures
on different length scales, it is suitable to look at the study by
Lo et al. [16]. They investigated the water vapor condensation on
micro- and nanostructured surfaces compared to plain microstruc-
tured surfaces. Two types of microstructures were used: paral-
lel microgrooves (PMG) and cross-sectioned microgrooves (CMG).
Inside the microgrooves, silicon nanowires (SiNW) where randomly
and densely grown, which constitute the nanostructure of the sur-
face. Although highly pinned Wenzel droplets are observed on the
plain CMG7 and PMG surfaces, the hierarchical surfaces (CMG/SiNW
and PMG/SiNW) both exhibit continuous shedding of droplets. This
indicates that the secondary structure promotes Cassie droplets with
low CAH. Interestingly though, the PMG/SiNWs exhibit a magnitude
smaller cycle time (i.e. the time from nucleation to departure of a
droplet) compared to CMG/SiNW. Thus, the pinning of droplets must
be larger on the CMG/SiNW than the PMG/SiNW. A small cycle time is
desired because it indicates a large heat and mass transfer rate [27].
On the other hand, the SiNW on a smooth surface also exhibits
smaller cycle time than CMG/SiNW. Consequently, the micro- and
nanostructured surface might not always yield better results.

According to classical nucleation theory (CNT), the nucleation rate
on a microstructured surface (surface with microsized features) is
higher than that on a nanostructured surface. The Gibbs free energy
of formation of droplets is given by

DG =
4
3
pr2

eslvF − 4pslvF(rc − re)2 (11)

7 Note that the observations correspond to the predictions in Eqs. (4) and (7) while
Nosonovsky and Bhushan’s limit fail for the relevant dimensions.

where re is the equilibrium droplet radius, s lv the liquid-vapor sur-
face tension, F = 0.25(2 − 3cos(h) + cos3(h)), h is the equilibrium
contact angle, and rc is the roughness diameter.

As seen in Fig. 14 a microsized roughness (cavity dimension) will
increase the nucleation rate by lowering the barrier towards nucle-
ation. In the work by Lo et al. [27] it is found that more nucleation
and condensation occurs on the CMG and PMG surfaces, compared
to SiNW surfaces, which supports the theoretical results.

3.3.2. Surface with hydrophilic and -phobic domains
One of the main challenges in a dropwise condensation heat

exchanger is how to achieve high nucleation rates while maintaining
sustainable shedding of droplets. The two processes are determined
by different and opposing mechanisms. While hydrophobic sur-
faces promote sustainable droplet departure, they also reduce the
nucleation density. There have therefore been several attempts to
develop a type of hierarchical surface structure with hydrophilic and
hydrophobic domains [32, 33].

Chen et al. [33] designed silicon surfaces with pyramidal struc-
tures covered by nanograss everywhere except for the lower base of
the sides of the pyramids. Thus, surfaces with global superhydropho-
bicity, but local hydrophilicity were obtained. These surfaces were
reported to exhibit sustainable dropwise condensation behaviour
with enhanced droplet nucleation and droplet departure volume. In
fact, the surface with the smallest spacing between the pyramids
(S = 20lm) showed a 450% increase in drop self-removal volume
and a 65% increase in drop number density compared to the flat
surface covered with nanograss. The massive increase in droplet self-
removal volume is attributed to the coalescence driven out-of-plane
jumping.

The coalescence driven out-of-plane-jumping is believed to be
caused by release of excess surface energy as two or more droplets
coalesce. The released energy propel the resulting droplet from the
surface. While this behaviour is observed on multiple surfaces with
extremely low surface adhesion [30, 34, 35], the mechanism of this
self-removal is not fully understood. Enright et al. [36] investigated
the phenomenon further. Their study showed that this kind of self-
removal is fundamentally inefficient; less than 6% of the released
surface energy at coalescence was transferred to translational energy
removing the droplet from the surface. As a consequence, this kind
of self-removal is unlikely to occur for immobile or semi-mobile
Wenzel droplets (as the adhesion energy between the droplet and

Fig. 14. Gibbs free energy of nucleation with increasing cavity dimension (Eq. (11)).
The higher the dimension, the easier the formation of nuclei.
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the surface is larger). Thus, the importance of promoting the forma-
tion of Cassie droplets for heat exchange applications is reinforced.

On the other hand, the results from Boreyko and Chen [9] indi-
cate that the energy released during coalescence is higher than
the Wenzel-to-Cassie-transition energy barrier. Thus the coalescence
may improve the droplet mobility, even in cases where the result-
ing translational energy is not sufficient for complete self-removal.
Moreover, the yield of the self-removal may be increased by prevent-
ing droplets from returning due to gravitational drag (for vertical
surfaces) or entrainment in the vapor flow (either adjacent to the
surface or towards the surface, depending on the conditions of
the condensation). For example, Miljkovic et al. enhanced the yield
through the use of an external electric field that prevented droplet
return [37].

3.4. Coating with a low surface energy chemical

In any case of surface structuring, either on one or more length
scales, it is often necessary to additionally coat the surface with a thin
film of a low surface energy compound to achieve superhydropho-
bicity [38, 39]. Common low surface energy materials are polymers
with surface functional groups, such as CF2, CF2H and CF3. The
fluorinated or perfluorinated materials do not influence the rough-
ness of the surfaces, but can largely influence the surface energy and
therefore the contact angle of the liquid.

3.4.1. Superhydrophobicity by liquid-infusion
So far in this paper, only surfaces with micro- and/or nanos-

tructures have been discussed. The superhydrophobicity of these
surfaces depends on the surfaces’ ability to stabilize the droplets in
the Cassie state. Although many of these surfaces exhibit superhy-
drophobicity, they may not be suitable for industrial use. In industrial
applications, the surfaces will be subjected to varying conditions and
various contaminants that may destabilize the Cassie state [35]. In
addition, many of the surfaces are vulnerable to mechanical abrasion
due to the fragile nature of the surface structures. Hence, the wetting
properties may be greatly affected [11, 40]. One promising solution
is to use slippery liquid- or lubricant-infused porous surfaces (SLIPS)
instead. The main idea is schematically shown in Fig. 15.

The capillary forces created by the micro- or nanostructure of the
underlying solid are utilized to contain a viscous lubricant within the
structure. Since an excess of lubricant is applied on the solid surface,
a semi-mobile, smooth top layer is created. Thus, it is the properties
of the lubricant that mainly determines the wetting properties of the
entire system. As opposed to a normal flat solid surface, the surface of
a SLIPS can be molecularly smooth, resulting in a small friction, and
hence, small CAH. The surface will therefore be “slippery” even when
the surface tension of the lubricant is not small enough to attain
superhydrophobicity. In addition, the semi-mobile layer introduces
an additional robustness, as discussed later in this section.

Although the underlying surface of the SLIPS is less important
for the surface wetting properties, it is essential for the sustained
containment of the lubricant within the surface structure [40]. The

Fig. 15. A SLIPS shown schematically.

(a) (b)

Fig. 16. Schematic of the droplets in different states on Dai et al.’s SLIPS [43]. a)
Droplet in the slippery Wenzel state, b) droplet in the slippery Cassie state.

surface structure induced capillary forces are, as mentioned, impor-
tant in this sense. In addition, the solid surface chemistry must be
compatible with the lubricant, and reinforce the strong attraction
between the underlying solid surface and the lubricant. If the attrac-
tive forces are too weak, water droplets condensing (or deposited)
on the surface may displace the lubricant. Hence, the surface may
loose its slippery properties [11]. Also, to further decrease probability
of liquid displacement of the lubricant, the lubricant and the liquid
must be immiscible.

In the scenario of low attractive capillary forces, the impact of the
underlying surface chemistry was demonstrated by Kajiya et al. [41].
They showed that the water droplets may displace the lubricant dur-
ing condensation and growth. Nevertheless, the surface can retain
its hydrophobic state if the underlying surface is water repellent. At
further growth, the droplets may detach from the underlying surface.

The increased robustness of the SLIPS arises, as mentioned, from
the semi-mobile layer. While the wetting properties of a textured
superhydrophobic surface are compromised beyond repair upon
contamination or mechanical abrasion, the mobility of the lubricant
of a SLIPS causes the surface to be self-healing [40, 42]. In addition,
combinations of micro- and nanostructures can be utilized to cre-
ate superhydrophobic SLIPSs that are insensitive to the wetting state
of the droplet (i.e. whether it is in the Wenzel or the Cassie state).
This was demonstrated in the study by Dai et al. [43]. In Fig. 16
a schematic drawing of Dai et al.’s surfaces exhibiting (a) slippery
Wenzel state (sliding angle = 18◦) and, (b) slippery Cassie state (slid-
ing angle = 8◦) is shown. The slippery Cassie state is caused by the
superhydrophobicity of the surface, while the slippery Wenzel state
occurs due to the slipperiness of the lubricant. Consequently, the
surface exhibited a low CAH and high droplet departure rate even
if the Cassie droplet for some reason collapsed. Thus, they created
a surface that will be less vulnerable to different conditions and
contaminations.

Hierarchical structures may also be utilized in SLIPSs to promote
dropwise water vapor condensation. Xiao et al. [44] investigated
the water condensation on a SLIPS with hydrophilic domains in the
underlying surface (see Fig. 17). They observed that the lubricant
layer covering the underlying pillars was thin enough for the water
vapor to penetrate. Thus the vapor nucleated on the hydrophilic
domains. During growth, the droplets detached from the underlying
surface and attained a hydrophobic state8. Increased nucleation den-
sity and decreased droplet departure diameter compared to the same
surface without infused lubricant was shown.

Several mechanisms can cause the failure of superhydrophobicity
or the transition to filmwise condensation on SLIPS [45]. Lubricant
displacement is already mentioned, which can be caused by low
capillary forces between lubricant and solid, or that spreading coef-
ficient of the lubricant on the condensate in the presence of gaseous
condensate is positive [46]. Miscibility of the condensate and the

8 Xiao et al. claim superhydrophobicity, but although contact angle hysteresis was
3◦ , contact angle was only 110◦ .
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Fig. 17. SLIPS utilizing hydrophilic and -phobic domains on underlying surface for
controlled nucleation.
Source: Figure adapted from Xiao et al. [44].

lubricant will cause them to mix and depletion of lubricant will grad-
ually occur as the droplets are removed from the surface. Another
failure mechanism is cloaking, for which spreading of the lubricant
on the condensate is the preferred state and a thin film of lubricant
will spread on the condensate droplet [47]. The removal of droplets,
e.g. by gravity, will then cause removal of lubricant and with time the
lubricant is consumed. Even if cloaking is avoided, there is a chance
that the lubricant will not spread on the structure in the presence
of the condensate and either spread only directly underneath the
droplets or everywhere except underneath the droplets, causing a
Wenzel state.

3.5. Challenges and future outlook

To complicate things, experimental conditions such as tempera-
ture, presence of non-condensable gases and gas flow may affect the
condensation of water vapor. In addition, the mechanical and ther-
mal properties of the solid substrates are important to consider when
transferring the technology to the industry.

Most of the studies discussed in this work are performed under
ideal conditions for environmental Scanning Electron Microscope.
That is, low temperature, semi-vacuum and “static” conditions. This
is far from industrial conditions, where higher operating temper-
atures, gas flow and saturated water vapor (as opposed to air or
semi-vacuum) conditions are required. These conditions might intro-
duce additional challenges to promote and maintain dropwise con-
densation. Increased temperatures reduce the surface energy of the
water droplets and therefore, make it challenging to obtain the Cassie
state [38]. The literature is, however, not conclusive on whether
water vapor conditions will affect the wetting state significantly.
Weisensee et al. [6] observed a finite reduction of contact angles on
flat surfaces of Teflon while the remainder of the tested textured
surfaces maintained their wetting states in saturated water vapor
conditions, compared to water condensation in an air environment.

Torresin et al. [38] investigated water vapor condensation and
heat transfer under vapor flow conditions at high operating temper-
atures (110◦C). The high temperature caused formation of Wenzel
droplets despite the fact that the surface promoted Cassie droplet
formation at lower temperatures. All the same, they observed
increasing heat transfer with increasing gas flow. The gas flow cre-
ated a shear force that moved the initially immobile Wenzel droplets,
and thus increased the heat transfer by decreasing the droplet depar-
ture radius. On the other hand, the gas flow also introduced higher
wear on the surface and over time the degradation was significant.
In fact, Torresin et al. found that the condensation on their super-
hydrophobic nanotextured surfaces went through a transition from
dropwise to filmwise condensation after five days of testing. This was

caused by the degradation of the nanostructures and the deteriora-
tion of the hydrophobic monolayer from the shear stress generated
by the vapor flow. After the transition the surfaces performed worse
than “normal” surfaces for filmwise condensation with respect to
the heat transfer. Degradation, of any kind or reason, is therefore
found to be detrimental to the performance of superhydrophobic
surfaces, and is still a huge unresolved issue, and therefore, poses
great challenges for industrial applications.

In most of the studies discussed in preceding sections, heat
transfer rates have not been measured. Instead, it is assumed and
predicted by models, e.g. [48], that the heat transfer increases for
dropwise condensation compared to filmwise, and also for Cassie
droplet formation rather than Wenzel. On the other hand, the
trapped vapor underneath the liquid droplets in the Cassie state
may create additional heat transfer resistance [38], reducing the con-
densation rate, and it is therefore necessary to minimize this vapor
volume while on the same time ensuring droplet mobility. Therefore,
there are indications that the quasi-Cassie state (a metastable mix
of Wenzel and Cassie) yields the highest heat transfer [49]. Aiming
for surfaces promoting the pure Cassie state could therefore be a
mistake.

Another solution could be not to aim for superhydrophobicity at
all. Studies have shown that a slightly hydrophilic surface (h ≈ 78)
could promote dropwise condensation [50, 51]. In addition, high
mobility of the droplets can be induced by introducing superhydro-
hilic trenches (h ≈ 0) on the surface. The trenches can lead the
droplets away from the surface and a surface for efficient nucleation,
growth and drainage is possible. The heat transfer coefficient for such
a surface is measured to be up to 34.4% higher than for the purely
hydrophilic surface [51].

4. From superhydrophobicity to superomniphobicity

While surfaces used for water vapor condensation have been
subjected to extensive research, literature on surfaces for dropwise
CO2 condensation is virtually non-existing. There is, however, an
increasing amount of studies on superomniphobic surfaces9. These
are surfaces that per definition exhibit h∗ ≥ 150◦ and Dh ≤ 10◦ for
any liquid. Experimentally, it is of course immensely time consum-
ing to test the wetting properties of a surface for all possible liquids.
The focus have therefore been on liquids with low surface tension,
mostly organic compounds, such as ethanol, hexane and hexade-
cane. To understand the potential changes in surface chemistry and
structure design criteria as water is replaced by CO2, we therefore
look into the similar changes as we move from superhydrophobic to
superomniphobic surfaces.

Although it is tempting to assume that the surface requirements
for Cassie droplet stabilization are equal for superomniphobic and -
hydrophobic surfaces, dramatic reductions in liquid surface tension
cause the conditions for droplet formation to change considerably.
Recall from Section 2.2 that the Cassie state is always thermodynam-
ically more unstable than the Wenzel state for hY < 90◦. As long
as water is the condensate, there is a range of materials exhibit-
ing hY ≥ 90◦. Thus, with the “right” surface structure, formation of
stable Cassie droplets is attainable. However, for the low surface ten-
sion condensates, the range of materials diminishes. Formation of
thermodynamically stable Cassie droplets may therefore be impos-
sible. On the other hand, from Section 3.1 we know that the surface
structure can introduce energy barriers preventing Cassie-to-Wenzel
transition. Even though the design criteria described in this section
was developed for hY ≥ 90◦, it may be possible to introduce similar

9 A conglomeration of different terms appear in this field; superoleophobicity,
superamphiphobicity etc., rigorous definitions of these terms can be found in the
introduction, Section 1.
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Fig. 18. (a) Illustration of the geometry of the T-shape. Figure constructed after the model by Wu and Suzuki [53]. (b) Chemistry of the T-shape shown schematically (upper).
The colours describe different materials, with turquoise being 1H,1H,2H,2H-perfluoro-octyltrichlorosilane (PFOTS), red Si and blue SiO2. Sidewall features of this T-shaped surface
(lower).
Source: Figures adapted from Wu and Suzuki [53].

energy barriers for hY < 90◦. In that way, metastable Cassie droplets
may be attainable.

4.1. Impact of texture on static Cassie droplet formation

As with superhydrophobic surfaces, attempts have been made to
rigorously characterize the impacts of various surface features on the
wetting properties of superomniphobic surfaces [52, 53].

Tuteja et al. [52] investigated the advancing and receding con-
tact angles of liquids with a range of surface tensions on electrospun
surfaces of blends of (hydrophilic) PMMA10 and (hydrophobic) fluo-
rodecyl POSS11, a polyhedral crystalline solid material. Even at low
weight percent of fluorodecyl POSS (<2 wt%), high apparent advanc-
ing contact angles, h∗

adv > 90◦, with both water and low surface
tension liquids were observed. Since the surfaces are hydrophilic at
these wt%, indicated by hY < 90◦ on the smooth corresponding sur-
face, we would expect h∗

adv < hadv < 90◦ according to Eq. (1). The
droplet must therefore be in a metastable Cassie state that obstruct
the transition to the Wenzel state. This hypothesis was confirmed
by releasing the droplets onto the surfaces from a height, where the
impact energy caused a Cassie-to-Wenzel-transition and decreased
h∗

adv. The metastable Cassie state was observed for a range of liquid
alkanes even though all the surfaces were oleophilic (wettable for
oily substances). The CAH for the low surface tension liquids were,
however, large, especially for low wt% of fluorodecyl POSS.

4.1.1. Design criteria
Wu and Suzuki [53] investigated the impact of the surface texture

on the introduced energy barrier for Cassie-to-Wenzel-transition
further. They formulated design criteria for sustained superomni-
phobicity. Based on those design criteria, they showed that the
T-shaped structure satisfying the following inequalities (Eq. (12)),
was the most mechanically robust geometry12.

R ≥
(

1
fs

− 1
)

D

n sin hY

H ≥ L
2

tan
hY

2
(12)

where R is the macroscopic radius of the droplet, H and D are height
and diameter of the T-shape, respectively (see Fig. 18 (a)), L is the

10 Poly(methyl methacrylate).
11 Fluorodecyl polyhedral oligomeric silsesquioxane.
12 NB. This model is derived for droplets deposited on the surface.

distance between two adjacent caps and fs is the solid fraction from
Eq. (2). Schematic diagrams of the individual micropillars and the
chemistry of the T-shaped surface are shown in Fig. 18 (b).

Several geometries meeting the design criteria by Wu and Suzuki
were tested for lyophobicity with water and hexadecane. Apparent
contact angles, h∗, as high as 170◦ for water and 167◦ for hexadecane
were obtained for the surface shown in Fig. 18 (a). The contact angle
hysteresis, Dh, on this surface was approximately 8◦ for both liquids,
which confirms the superomniphobicity of the surface. Interestingly,
the water and hexadecane h∗ and Dh were almost the same for all
the tested geometries (also those with h∗ < 150◦), but greatly vary-
ing with solid fraction, fs (see Eqs. (1) and (2)). This indicates that fs
dominates the wetting properties of the surface when the droplet is
in the Cassie state. The role of increasing fs for a hexadecane droplet
(hY = 50◦) on Si is shown in Fig. 5. The solid fraction on the surfaces
in Fig. 18 (a) is 0.08 [53], which according to Eq. (2) results a con-
tact angle of 169◦. This is in good agreement with the experimental
results of 170◦ (water) and 167◦ (hexadecane).

Wu and Suzuki [53] also tested the values of Dh against three
existing models; the Wenzel and Cassie equations (Eqs. (1) and (2))
for advancing and receding contact angles, the linear average model
by Extrand [54], and the local differential parameter model by Choi
et al. [55]. While the advancing contact angles are in decent agree-
ment with the two latter models, the receding contact angles are
not predicted satisfactory for all cases with any of the models. One
explanation is that the static contact angle, hY, is assumed to be the
same on a flat and a rough surface. However, the static contact angle
may vary according to the degree of pinning on the asperities of the
structures, and the predictions of contact angles are therefore not
exact.

4.1.2. Micro- and nanostructured surfaces
As with water condensation, hierarchical structures featuring

micro- and nanostructures have been observed to yield superom-
niphobicity [56]. Mazumder et al. [14] fabricated a superomnipho-
bic surface of nanopillars (glass/SiO2) with branching structures
on top (SiO2). Contact angles of 172◦, 163◦ and 153◦ with water,
oleic acid and hexadecane, respectively, were obtained. The con-
tact angle hysteresis for the respective liquids were <3◦, <4◦ and
<6◦. However, this structure is fragile and susceptible to mechan-
ical abrasion. To improve the robustness of the surface, nanon-
odules were deposited instead of the branching structure. While
the resistance to mechanical abrasion improved, the contact angles
decreased, and became only slightly higher than those on the pri-
mary nanopillars.
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Recall the criteria developed by Sarkar and Kietzig [18]. Not sur-
prisingly, we find that the geometry of the nanopillared structure
(without a secondary structure on top) does not satisfy the criteria
for formation of hexadecane droplets in the stable Cassie state. More-
over, the critical value for the spacing to width ratio,

(
b
a

)
crit

, assumes
a negative value. According to Sarkar and Kietzig’s criteria (see
Table 1), the metastable states for this geometry are automatically
excluded too. However, experiments show that the contact angle
is h∗ = 104 > hY. On the other hand, the criteria for metastable
(sagging) Cassie droplets are partially satisfied since b

a ≤
(

b
a

)
sag

.

Although this single example surface of Mazumder et al. is not suf-
ficient to conclude, it can be used as an indication of that the design
criteria developed by Sarkar and Kietzig are applicable to superomni-
phobic surfaces too. In any case, they can constitute a starting point
for the design of a superomniphobic surface.

4.1.3. Lowering the surface energy
As stated previously, a reduction in surface energy by coating

with a low energy material such as fluorines may be necessary for
superhydrophobicity. To achieve superomniphobicity, on the other
hand, literature shows that this step may be crucial [57]. A variety of
low surface energy materials are used in the literature, but a common
feature is the small or large degree of fluorination of an organic com-
pound. Examples are 1H,1H,2H,2H-heptadecafluorodecyl [58] and
1H,1H,2H,2H-perfluoro-octyltricholorosilane [11, 53].

4.2. Formation of condensing Cassie droplets

As we move from liquid droplets deposited on the surface to con-
densation of the liquid, we face the same challenges as discussed for
superhydrophobic surfaces. The major question is as follows: Will
the droplets nucleating at the base of the surface structures transi-
tion to a Cassie state? This is, if possible, an even greater challenge for
superomniphobic surfaces compared to superhydrophobic surfaces
because we have hY < 90◦. Thus, the Wenzel state is always ther-
modynamically favourable. In addition, it is probable that the energy
barrier for a Wenzel-to-Cassie-transition becomes even greater. Con-
sequently, the requirements on the surfaces become even stricter.

A few attempts have been made to create superomniphobic
surfaces for condensation. Rykaczewski et al. [11] tested the wet-
ting properties during condensation of several structures including
Al-SiO2 nanotextured, polymer solution re-entrant (or overhang-
ing) superomniphobic, Si micropost textured surfaces, and lubricant
infused surfaces (SLIPS). Condensation was also tested on all the
surfaces impregnated with a lubricant. The results from these exper-
iments were mixed. In fact, the overall performance of a fluorosilane-
functionalized, smooth surface13 was best. The impregnated sur-
faces were generally more likely to induce dropwise condensation
than the nanotextured and superomniphobic surfaces, which both
showed filmwise condensation for all or nearly all liquids.

The formation of films on the nanotextured and superomniphobic
surfaces indicates that the condensates nucleate within the struc-
ture. Moreover, the structures are unable to surpass the energy bar-
rier for a Wenzel-to-Cassie-transition. As a consequence, the liquid
floods the structure. Decreasing the dimensions of the surface struc-
ture below the critical radius of nucleation may prevent nucleation
within the structure. This comes, however, at the cost of increased
fabrication cost and complexity.

Although the SLIPSs appear to perform better than the textured
superomniphobic surfaces for dropwise condensation of liquids with
low surface tension, several challenges still remain. Some of these are
illustrated in the above described study by Rykaczewski et al. [11].

13 This is termed “oleophobic” by Rykaczewski et al. [11], but exhibit hY < 90◦ .

The condensing liquid displaced the lubricant on several occasions,
and caused filmwise rather than dropwise condensation. In addi-
tion, on some of the rougher underlying structures, the lubricant
layer was not thick enough to cover the structure, and instead film-
wise condensation was promoted. In other words, the lubricant must
exhibit good adhesion to the solid surface, while maintaining repel-
lency towards a range of liquids. In addition, the viscosity (dependent
on the temperature) and the equilibrium vapor pressure of the lubri-
cant must be such that the lubricant is compatible with the required
environment. For example, if the viscosity is too high, the lubri-
cant may not spread homogeneously on the surface. Hence, the solid
surface may be exposed to the condensate, resulting in filmwise
condensation. However, if the viscosity is too low, the conden-
sate might displace the lubricant, yielding filmwise condensation as
discussed above. The latter challenge could be reduced by carefully
choosing the underlying solid surface as indicated in the study by
Wong et al. [40]. They observed that omniphobic underlying surfaces
decrease the chance of lubricant displacement.

5. CO2 condensation on superomniphobic surfaces

Now, we move away from the solid science and into the landscape
of conjectures. If there was little literature on superomniphobicity
in general, there is, as far as we know, none on surfaces promoting
dropwise condensation of CO2. As a result, an extrapolation from the
knowledge attained in the former field is necessary. First, we will
compare relevant chemical and physical properties of (liquid) CO2

with the condensates from the previous sections. Subsequently, we
will try to qualitatively comment on and evaluate the performance of
suggested surface morphologies (from the previous sections) using
CO2 as the condensate.

5.1. Surface tension of CO2 compared with other liquids

Table 2 shows the surface tension of various low surface tension
liquids, water and CO2. At room temperature, CO2 has significantly
lower surface tension than the other fluids, however, the surface ten-
sion of CO2 increases dramatically as the surrounding temperature
decreases. At around −50 ◦C, the surface tension of CO2 is compara-
ble to the organic liquids, shown in Table 2. By assuming that surface
tension is the determining factor, and that temperature has no other
influence, it is possible that previous results using e.g. pentane as the
test liquid [11], may be transferable to CO2.

5.2. Candidate surfaces for promoting dropwise condensation of CO2

In commercially available CO2 condensers, copper and copper
oxide materials are commonly used, and filmwise condensation is the
default mode. To achieve dropwise condensation of CO2, it is neces-
sary to lower the surface energy of the copper. Functionalization of
an untextured Cu surface with a fluid with low surface energy alone,
is however, an unlikely path due to low durability and still too high
surface energy. Nevertheless, the combination of functionalization
and nano- and microscaled surface structuring has been shown to be

Table 2
Chemical and physical properties of liquid CO2 compared to other liquids

Liquid Surface tension
[

mN
m

]
Temp [◦C]

CO2 16.54 [59] −52.2
CO2 1.19 [60] 20
Hexadecane 28.12 [61] 20
Pentane 15.7 [58] 21
Hexane 18.52 [62] 20
Ethanol 22.28 [62] 20
Water 72.75 [63] 20
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crucial for achieving superomniphobicity [57], and is probably imper-
ative for the case of CO2. Regarding low surface energy chemicals,
e.g. fluorinated or perfluorinated materials, it must be pointed out
that the literature does not contain examples of tests done with sur-
faces coated with such materials in a CO2 environment. Conduction of
proper tests is therefore necessary for determining the applicability
of fluorinated compounds for dropwise condensation of CO2.

Structured surfaces already proven to yield superomniphobicity
are a good starting point for achieving dropwise condensation of CO2.
The design criteria by Wu and Suzuki [53] in Eq. (12) should be ful-
filled also for CO2, and used for designing a surface that promotes
CO2 droplets in the Cassie state.

A previous review on superomniphobic surfaces pointed out the
importance of a re-entrant structure for achieving superomniphobic-
ity [57]. One such surface has been fabricated and tested by Tuteja
et al. [58]. This surface has been tested for fluids with surface ten-
sion down to 15.7 mN m−1 (pentane), and is therefore a candidate
for the CO2 case. Liu et al. also pointed out the importance of re-
entrant surfaces [64]. For achieving droplets in the Cassie state for
liquids of very low surface tension, even for fluorinated compounds
(C6F14, c = 10 mN m−1), a doubly re-entrant structure is required.
However, Wu and Tuteja used fluorinated chemicals to achieve
lyophobicity, and the applicability of fluorine chemicals in a CO2

environment is unknown. In addition, the low temperature durabil-
ity of the surface is unknown, and therefore an important issue to
address. Also, neither of the surfaces by Wu and Suzuki, Tuteja et al.
or Liu et al. are tested with condensing vapor, so the direct applica-
bility to dropwise condensation of CO2 is unknown. The re-entrant
surfaces, both single and double, have no defence against inter-
nal condensation within the structures [64], and a Wenzel-to-Cassie
transition is not expected.

On the other hand, Rykaczewski et al. [11] determined the con-
densation mode for seven different low surface tension fluids and
water, on three different surfaces, in which one is a SLIPS [11]. Even
though the contact angle towards the tested organic oils were less
than 90◦ for all surfaces, the condensation occurred in the dropwise
mode for several of the liquids. Special attention should be given
to the condensation of pentane, which condensed in the dropwise
mode on two of the three tested surfaces, even though the surface
tension is only 15.7 mN m−1. It should also be noted that perflu-
orohexane with a surface tension of 12 mN m−1 condensed in the
filmwise mode for all surfaces, which indicates a limit as to how
low the surface tension can be to achieve dropwise condensation on
this kind of surfaces. In any case, the flat oleophobic surfaces and
the SLIPS surface fabricated in this work are candidates for dropwise
condensation of CO2.

For using SLIPS as a surface for condensation, the surface tension
of CO2 is again an issue, and the experiments have to be performed at
low temperatures. The requirement for low temperature introduces
yet another challenge: The ability of the surface and the infusion liq-
uid to endure extreme conditions. Thermal compression resulting in
material cracking and failure is only one example. Decomposition
and/or freezing of the lubricant is another. However, low tempera-
tures do not necessarily cause low mechanical robustness, as shown
by Wang et al. [65]. They tested three different liquids for SLIPSs
for anti-icing applications, and found that the superhydrophobicity
was maintained, but reduced, down to −20 ◦C for one of the lubri-
cants. The reduction in superhydrophobicity comes from increased
pinning of water droplets on the surface, which could also be the
case for CO2 droplets. The work by Lu et al. [66] resulted in a non-
wetting SLIPS against water and various liquids, such as coffee and
cooking oils, also after thermal tests with liquid nitrogen (−196◦C).
These results are promising for low temperature condensation of
CO2, but as for most of the results in the literature, this work is
also a test of non-wetting behaviour, not for promotion of drop-
wise condensation. Even though superomniphobicity is necessary for

dropwise condensation, it is not the only requirement, and tests with
condensing vapor must be conducted at different thermal conditions.

Generally, SLIPS are promising candidates for CO2 condensation.
However, care should be taken to choose the proper lubricant. As said
above, temperature stability is important. Even more crucial is the
immiscibility of the lubricant towards CO2. If CO2 is miscible with the
lubricant it would displace the lubricant, and flood the underlying
surface. Lubricants that are immiscible for low surface tension fluids
can be found by utilizing the model set forth by Preston et al. [45].
For CO2 it will not be easy to find a suitable lubricant. Liquid CO2

is a good solvent for several oily substances that are often used as
lubricants for SLIPS repelling water.

CO2 in its supercritical form is a superior solvent and even though
liquid and supercritical CO2 does not have equal behaviour, this
property will pose a challenge when condenser surfaces are coated
with chemicals. This is the case both for SLIPS and for surfaces where
fluorinated compounds are used for lowering the surface energy. This
challenge has not been addressed previously, and work has to be
done on the matter.

6. Summary and ideas for further work

Through this literature review it is shown that comprehensive
design criteria for superhydrophobic surfaces have been developed,
and that different sets of criteria by different research groups, are
consistent. Most of the work done is applicable to static water
droplets and the non-wetting behaviour of rough surfaces. Less work
is conducted on condensing water droplets, and even less on con-
densing low surface tension liquids. Nevertheless, the previous work
on superomniphobic surfaces indicate that re-entrant surfaces with
structures with at least two length scales (hierarchical structures)
that are coated with a low surface energy fluid such as a silane,
is likely to yield superomniphobicity, i.e. non-wetting behaviour
towards all liquids, including CO2. Examples of surface designs that
could be combined to give the above described surface are those by
Rykaczewski et al. [11], Wu and Suzuki [53], and Tuteja et al. [52],
with the basic design criteria of Sarkar and Kietzig [18] as a basis.

Even with the design criteria at hand, there are still important
parameters of liquid CO2 that is not known. One very important
parameter for using the design criteria is the equilibrium contact
angle of the liquid on the surface. This parameter is not known for
CO2 liquid in a CO2 vapor environment, and a necessary starting
point for future work is therefore to measure the contact angle of a
CO2 droplet on a flat surface. It is also necessary to test various low
surface energy chemicals, such as fluorines, for compatibility with
CO2. The low temperature behaviour and immiscibility of candidate
lubricants towards CO2 for fabrication of SLIPS are other parameters
to be tested.
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A B S T R A C T   

Understanding condensation of CO2is essential for e.g designing compact heat exchangers or processes involved 
in Carbon Capture and Storage. However, a consistent experimental campaign for condensation of CO2on 
common materials is lacking. In this work, we present an experimental method and an associated laboratory 
setup for measuring the heat transfer properties of CO2condensation on materials commonly used in heat ex
changers for the liquefaction of CO2. We have investigated the heat transfer during CO2condensation on copper, 
aluminum, stainless steel (316) to reveal the heat transfer dependency on surface properties. The experiments are 
conducted at three saturation pressures, 10, 15, and 20 bar and at substrate subcooling between 0 and 5k. The 
results show that the heat transfer coefficients decrease with increasing surface subcooling. It was also found that 
increasing the saturation pressure increases the heat transfer coefficient. The results indicate that surface 
roughness and surface energy affect the condensation heat transfer coefficient, and an increased roughness re
sults in reduced heat transfer coefficients. The highest heat transfer coefficient is found for condensation on 
copper, for which the lowest surface roughness has been measured.   

1. Introduction 

Condensation of CO2occurs in several stages of industrial processes. 
The need for eliminating fluorine based refrigerants due to their envi
ronmental impact has, for example, opened up for CO2as an alternative 
cooling fluid in heat exchangers. The global warming potential of CO2is 
about three orders of magnitude lower than for the traditional re
frigerants [1]. CO2has a high triple point pressure and low critical 
pressure, which makes it suitable for use in cooling systems. Another 
example is the use of CO2as a refrigerant in compact heat exchangers, 
such as in motor vehicle air-conditioning [2]. Heat exchangers with 
CO2as the refrigerant or designed for liquefaction of CO2are commonly 
made of e.g. copper (Cu), aluminum (Al) or stainless steel (steel) [2–4]. 

CO2condensation is also a pre-process for CO2transport during 
Carbon Capture and Storage (CCS). CO2 is emitted on a large scale, and 
in some industries, such as cement and aluminum production, CCS is the 
only solution for mitigating the emissions [5]. CO2is mainly transported 
via pipeline or ship. Cost assessments of CO2transportation show that for 
long distances and/or small amounts, ship transport is the preferred 

solution over pipeline. In this case, the CO2will be transported in the 
liquefied state at about -55 ◦C and 5-SI7 bar [6–10], but other options 
are being investigated. Reducing the energy demand of the liquefaction 
process will play a key role in reducing costs of ship transportation. As a 
result, a thorough understanding of every aspect regarding CO2con
densation is necessary for proper process design and ultimately for 
reducing energy needs and costs for CO2condensation. 

Previous studies on CO2condensation have focused on the flow 
condensation heat transfer coefficient (HTC) in various geometries, 
especially tubes and channels with varying diameter, from micro to 
macro scale [11–15]. The heat transfer properties are, in these cases, 
particularly affected by the flow pattern and the surface roughness 
internally in the channels. The well known and widely used Nusselt 
model for filmwise condensation on flat surfaces [16,17] is an idealized 
analytical model that does not include surfce roughness or other sub
strate specific properties. For dropwise condensation heat transfer a low 
thermal conductivity increases the constriction resistance, thereby 
reducing the HTC [18]. For filmwise condensation, such material spe
cific properties will not influence the condensation heat transfer 
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resistance. Surface properties, such as roughness and surface energy, 
will, however, influence the heat transfer. In response to the absent 
studies on CO2condensation heat transfer on various vertical surfaces, 
we here report a comparison of the heat transfer performance of Al, Cu, 
and steel under the condensation of CO2. 

As stated above, surface roughness may play an important role in the 
condensation process [19], and controversial results about the effect of 
roughness on heat transfer have been reported. For example both 
Soontarapiromsook et al. [20] and Nilpueng et al. [21] observed that 
condensation HTC increases with surface roughness, while Yun et al. 
[22] came to the opposite conclusion. For this reason, we have inves
tigated the influence of surface roughness on condensation. Modifica
tion of the surface caused by the condensation itself, may also affect the 
heat transfer. In particular, CO2adsorption on Cu has been studied in the 
literature, with focus on Cu as a catalyst in reactions involving CO2, e.g. 
methanol synthesis [23]. Muttaqien et al. [24] concluded that CO2in the 
gaseous state does not dissociate on clean Cu at low temperatures. CO2 in 
the liquid state has, however, not been studied, and the interaction be
tween liquid CO2and Cu is not understood. The formation of liquid 
CO2on Cu and the effect on the HTC will be briefly discussed in this 
work. 

Experimentally determining the HTC in CO2condensation is chal
lenging, and no previous study has reported the condensation HTC of 
CO2on flat surfaces. In this study, for the first time, an experimental 
method that can accurately measure the static condensation HTC of 
CO2 is developed. The experimental setup is built for a straightforward 
alternation between substrates, and systematic studies of the heat 
transfer on samples with a variety of surface properties and surface 
modifications can be performed. With the established method, the heat 
transfer during condensation of CO2on the aforementioned materials, 
Cu, Al, and steel, have been investigated. The condensation is studied at 
saturation pressures of 10 bar, 15 bar and 20 bar and surface subcooling 
between 0k and 5k. The surface subcooling is defined as the difference 
between the saturation temperature, Tsat , and the surface temperature, 
Tsurf . 

In the following, the experimental method developed especially for 
condensing CO2, including the detailed setup, an overview of the piping 
and instrumentation diagram (P&ID), the data acquisition and reduction 
rules adopted, is presented first. The theoretical principles governing the 
development of the experimental method are documented in the Sup
plementary Information. In Section 3 an overall description of the three 
investigated materials is reported. In Section 4, the experimental results, 
in particular, the surface roughness dependence of the measured HTC 
and the unique CO2adsorption behavior on Cu, are elaborated. Some 
concluding remarks as well as topics suggested for future research to 
improve the experimental method and understanding of the heat 
transfer in CO2condensation are presented in Section 5. 

2. Methodology 

The experimental method for determining the heat transfer proper
ties of various materials developed in this work, will be described in this 
section. The method is based on the theory of one-dimensional heat 
transfer through a Cu cylinder (Fourier theory) [25,26]. The method
ology is outlined through a description of the experimental setup and an 
explanation of the data acquisition and reduction through a presentation 
of the necessary equations. 

2.1. The experimental setup 

The specially designed parts of the experimental setup are the pres
sure chamber, the cooling element and a gas delivery system for both 
liquid CO2for cooling and clean gaseous CO2to be condensed. In addi
tion, the setup is equipped with a high speed camera (Phantom 9.1) for 
observing the point of condensation and to what extent the condensation 

has developed. The design of the setup, including all tubes, pipes, valves 
and larger components, is presented as a P&ID, shown in Fig. 1. The 
descriptions of the components in the following sections should be 
referred to the P&ID. 

2.1.1. The pressure chamber and gas delivery system 
Condensation of CO2will never occur in an atmospheric environ

ment. The thermodynamic triple point of CO2is at 5.2 bar and -56.6 ◦C, 
requiring a pressurized chamber in which the vapor will condense. The 
pressure level for ship transport of CO2will be in the same order of 
magnitude as the triple point [7], and the pressure chamber is therefore 
designed and fabricated for pressures up to 20 bar. The chamber is a 
stainless steel pipe (diameter  = 20cm, length  = 30cm ) with 10 sealed 
holes in the pipe wall. These are included for gas inlet and outlet, cooling 
fluid inlet and outlet, pressure sensors, thermal measurements and a 
custom made electrical cable feedthrough. Swagelok couplings are used 
for ensuring pressure-tight inlets and outlets. The electrical cable feed
through is a 16 mm OD tube in which wires for four T-type thermo
couples (TCs) and LED lights is embedded in two component epoxy. The 
epoxy was fed into the tube at elevated temperature in two steps. The 
feedthrough was tested at 25 bar helium for which no detectable leakage 
was present. If additional light sources or other electrical cables are 
needed, an alternate feedthrough could easily be replaced with the 
current version. The chamber and the high speed camera are shown in 
Fig. 2. 

The lid in the front, facing the camera, is a double flange with a sight 
glass embedded in the center. On the inside of the sight glass, a strip of 
LED light is attached around the circumference, see Fig. 3. As a result, 
the surface to be examined is lit from all sides during experiments. 

Condensation of humid air and ice formation onto the sight glass will 
disturb the imaging of the condensation process. Therefore, it is neces
sary to reduce the dew point below the experimental temperature. For 
this reason, the experiments are performed at a surrounding tempera
ture of around -10 ◦C and in a dry environment. The temperature is 
provided by lowering the pressure chamber and the camera into a 
freezer (Scandomestic SB 650). A hose with pressurized and dried air is 
inserted into the freezer through a drilled hole. The air will provide the 
necessary low humidity environment in the freezer. The air is dried with 
a Kaeser DC 4.2 air dryer. At -10 ◦C and 5% relative humidity, which are 
typical parameters of the setup, the dew point is -42 ◦C. The temperature 
inside the pressure chamber is set by the freezer temperature, so the 
temperature on the outside of the sight glass will be well above the dew 
point temperature, as required, and the see glass will be free of ice. 

During operation, the chamber is filled with pressurized, gaseous 
CO2. A gas delivery system consisting of a gas cylinder (Scientific CO2, 
6.0 purity, AGA) and a differential pressure controller (Alicat PCD) fills 
the chamber to the saturation pressure determined by the operator. 
According to previous reports, non-condensable gases and humidity will 
alter the heat transfer characteristics of the condensation [27–29]. The 
chamber is therefore vacuumised and flushed with CO2in three cycles 
before filling to the desired pressure. A vacuum pump is used to empty 
the chamber down to  < 0.1mbar, between each flushing of 1 bar CO2. 

2.1.2. The cooling element 
If condensation is to occur on the investigated surfaces, they must be 

cooled below the saturation temperature of the vapor. A stable tem
perature down to -55 ◦C is the target, for which condensation of CO2will 
occur if the pressure in the vapor is above 5.6 bar. In order to achieve the 
low temperatures, a small heat exchanger is designed and fabricated for 
cooling the investigated surfaces with a high degree of temperature 
stability, uniformity and control. The cooling element consists of a 
rectangular block of Cu where the bottom and the sides are insulated 
with a layer of insulation foam. Within the block there are narrow 
parallel channels, see Fig. 4, in which the refrigerant will flow. A CO2gas 
cylinder with a liquid riser is coupled to the cooling circuit. Initially, 
pressurized gaseous CO2flows in the circuit, followed by an increase in 
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pressure and mass flow until they are high enough to realize two-phase 
flow through the heat exchanger. The pressure is set to the saturation 
pressure corresponding to the desired temperature, and the mass flow is 
adjusted with a needle valve until two-phase is obtained. The saturation 
pressure is varied between 6 and 20 bar, in the current design. The 
pressure in the circuit is controlled by a back pressure regulator (Alicat 
PC3). We know that two-phase flow is obtained when a TC embedded in 
the flow upstream the cooling element (marked TC downstream the 
Needle valve in the P&ID, Fig. 1) suddenly drops to the desired cooling 
temperature. When two-phase flow is obtained in the entire circuit, the 
desired temperature is observed in the TC that is embedded in the tube 
downstream the cooling element. Two-phase CO2will flow and 
convective boiling will occur in the channels of the cooling element. By 
adjusting the volumetric flow of the liquid CO2entering the heat 
exchanger, and accurately controlling the pressure drop through the 
cooling element, it is possible to ensure that there is two-phase flow at 
the outlet of the heat exchanger, and hence, that the temperature across 
the cooling element surface is uniform. 

2.2. Data acquisition and reduction 

The pressure and temperature measurements are collected and 
visualized by a LabVIEWTM program. Through the LabVIEWTM program 
the user can set the correct temperature of the cooling block, the desired 
saturation pressure and record the output from the TCs, PT100s and 
pressure measurements. The measurement data are reduced according 
to the following calculations. 

Fig. 1. Piping and Instrumentation Diagram of the experimental setup. Pure CO2flows into the pressure chamber with the Alicat PCD as the pressure controller. 
Liquid CO2is fed to the cooling element with the Alicat PC3 as a back pressure regulator, accurately controlling the pressure which results in a uniform temperature in 
the cooling element. 

Fig. 2. The pressure chamber consists of a steel cylinder (20cm diameter) with 
two flanges as lids. 8 bolts keep the flanges together and two O-rings embedded 
in the flanges seal the chamber against leakage. A high-speed camera (Phantom 
9.1) is placed in front of the chamber to monitor condensation through the 
sight-glass. 

Fig. 3. View of the investigated surface through the sight glass in the lid. The 
red ring in the inset shows where the sight glass is located in the pressure 
chamber. A strip of LED light is fastened around the inner circumference of the 
glass and the surface is lit from all sides during experiments. 
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qtot = − k∇T (1)  

The total heat flux is calculated with the Fourier heat flux equation in 
Eq. (1). Here, ∇T is the temperature gradient through the Cu cylinder 
and k is the thermal conductivity of Cu. The temperature gradient is 
found by linear regression of the temperatures in the four TCs embedded 
in the center of the Cu cylinder. The thermocouples are of T-type and are 
”on site” calibrated in an icebath, i.e. the thermocouples were embedded 
in the Cu cylinder, and all other connections were as they were in an 
experiment, see Supplementary Information. Since the temperature 
profile is linear the gradient becomes ∇T = dT

dx. The linearity of the 
gradient is confirmed by the detailed calculations included in the Sup
plementary Information. 

The condensation heat flux is calculated by subtracting the heat flux 
for cooling the gas in the pressure chamber, qgas, and the heat that is lost 
through the Teflon insulation, qteflon, from the total heat flux in Eq. (1), 
resulting in Eq. (2). 

qcond = qtot − qgas − qteflon (2)  

qgas is calculated with Eq. (3). The gas temperature, Tgas, has been 
measured for the three investigated saturation pressures at all levels of 
subcooling, and an average value of qgas for each pressure is used in the 
calculation of qcond. Mm and cp are the molar mass and heat capacity of 
CO2at the gas temperature, while A is the surface area of the investi
gated sample. 

qgas = cpMm(Tgas − Tsat)
/

A (3)  

hc =
qcond

Tsat − Tsurf
(4)  

The condensation HTC, hc, is defined by Eq. (4). The temperature in the 
saturated vapor adjacent to the condensate, Tsat, is calculated with the 
Span–Wagner Equation of State [30] (calculated with the NIST Webbook 
[31]), at the set pressure in the chamber. The surface temperature, Tsurf , 
is calculated by the following procedure. First, the surface temperature 
of the Cu cylinder is extrapolated from the temperature measurement 
data. Second, using the constant heat flux, the Fourier equation (Eq. (1)) 
is used to calculate the gradient in the thermal interface material (TIM), 
which attaches the samples to the cylinder. As a result, the temperature 
at the interface between the TIM and the investigated material is found. 
Finally, the heat flux and Fourier equation is used to calculate the 
temperature gradient in the investigated material, with thermal con
ductivity, k, for the specific material. The surface temperature is 
calculated with the gradient in each investigated material. Fig. 5 shows 
an example of the temperature measurements, the linear regression and 
the resulting cylinder surface temperature. 

The experimental data confirm that the temperature gradient 

Fig. 4. (a) The interior of the cooling element, which consists of a Cu slab with narrow channels for accurate control of surface temperature. (b) The assembled 
cooling element with inlet and outlet for two phase flow. 

Fig. 5. Average temperatures in the four thermocouples embedded in the Cu 
cylinder, for one pressure and one subcooling. The linear fit provides the 
gradient of the temperatures, and hence the total heat flux through the cylinder. 
The fit also enables the calculation of the surface temperature by extrapolation, 
shown by the green star. 

Fig. 6. Experimental measurements of the temperature in the cylinder at the 
position of the four embedded thermocouples, with TC 1 closest to the cooling 
element. The difference between TC 1 and TC 4, and hence the temperature 
gradient, increases for increased subcooling. The average value of the four 
thermocouples are subtracted in each point in order to visualize the increase of 
the gradient. The vertical lines divide the measurements into one area for each 
level of subcooling. Each vertical line represent a small jump in time (time for 
stable temperatures after changing subcooling). 
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through the cylinder increases for increasing subcooling of the surface, 
shown in Fig. 6. The figure includes 300 measurement points per ther
mocouple per level of subcooling, and four levels of subcooling. The 
vertical lines marks the transition between two levels of subcooling, i.e. 
a new temperature setpoint in the cooling element. At each vertical lines 
there is a time step, with the time it takes for the temperatures to 
stabilize. 

Fig. 7 shows the scattering of the temperature measurements in the 
four TCs in the cylinder. The data are recorded at three different levels of 
subcooling (red, green and blue), and at a saturation pressure of 15 bar. 
The TCs are placed at approximately 3, 6, 12 and 15mm from the cyl
inder surface. The temperature of the fitted point for the TC at 3mm 
(denoted T(1) in the Figure) is subtracted from all points for a clearer 
comparison of the values. Each blob of red, green and blue consists of 
300 measurement points and their spread in the vertical direction equals 
the temperature scattering for each measurement. This experimental 
scattering is maximum 0.03k. 

2.3. Uncertainties 

Table 1 presents the values of uncertainty that have been used for 
estimating the errors in the presented data. An uncertainty analysis has 
been carried out based on Gaussian error propagation, and the formulas 
are included in the Supplementary Information. The uncertainty in the 
thermocouple measurements, TC1 − TC4, is estimated from the relative 
deviation of the icebath calibration (details in Supplementary Infor
mation) and the variation in the 300 measurement points taken for each 
measurement, as shown in Fig. 7. The uncertainty in Psat is given by the 
specifications of the Alicat PCD pressure sensor, and it is used to 
calculate the uncertainty in Tsat. For Tsurf , we have estimated the un
certainty based on the uncertainty in the thickness of the thermal 
interface material, tTIM, and the propagation of the errors in the 
extrapolation process. The estimated errors in heat flux, Eq, will prop
agate to the calculated values of HTC as well. However, as the definition 
of HTC includes Tsat − Tsurf in the denominator, the propagated errors 
will increase to infinity for small subcooling. The errorbars in HTC are 
therefore excluded in the results, Fig. 10. 

3. Materials 

Three materials commonly used in process equipment, especially 
where condensation occurs, have been investigated. These are Cu, Al, 
and steel. The substrates were circular discs, 2cm in diameter, which 
were cut from rolled plates. The thickness of Cu and steel were 0.5mm, 

while Al was 0.7mm. The surface roughness has been measured for all 
surfaces with a Veeco Dektak 150 Profilometer. Ten line scans, each 5μm 
in length, have been performed for each surface, and the results pre
sented in Table 2 are the average values of the ten scans. The Al surface 
has the highest roughness, while the Cu surface is least rough, in terms of 
arithmetic mean average (MA) roughness and root mean square (RMS) 
roughness. (see Table 3). 

The investigated substrates were cleaned with acetone, isopropanol 
and ethanol, and subsequently dried with pressurized dry air. The sub
strates were then attached to the Cu cylinder with a TIM (Aldrich 
Chemistry, Silver Conductive paste 735825). The TIM was applied in a 
thin uniform layer covering the entire cylinder end surface. The inves
tigated substrate was pressed onto the surface, resulting in that the TIM 
spread uniformly under the investigated substrate. The thickness of the 
TIM has been measured to be approximately 0.15mm with an estimated 
error of ±0.05mm. The thickness was measured with a caliper by 
applying a layer of TIM on a detached circular disc with the same 
application technique. The Cu cylinder was fabricated in a lathe. 

4. Results and discussion 

4.1. Verification of setup 

To ensure that no systematic error appears caused by the attachment 
of substrates to the Cu cylinder, we have conducted condensation ex
periments on the cylinder without any attached substrate. In Fig. 8 
condensation heat flux obtained on the bare Cu cylinder are plotted 
together with the heat flux data obtained on the attached Cu substrate. 
The condensation heat fluxes are well within the experimental un
certainties, and as a result we conclude that the procedure of attaching 
the samples to the cylinder surface does not affect the heat transfer 
behavior. In the figure, theoretical heat flux calculated with the Nusselt 
model is also plotted. We see that the experimental data lies within a 
15% deviation from the theoretical values. The deviation from the 
theoretical values is expected as the Nusselt model is idealized and does 
not consider surface properties of the material, vapor drag, or non- 
laminar flow. (see Fig. 9). 

Fig. 7. Three representative temperature measurements in the four thermo
couples embedded in the core of the Cu cylinder. The temperature in TC1 is 
subtracted from each measurement point and the positions of the thermocou
ples are given relative to the surface of the investigated material. The scattering 
of the measurements (width of the blobs) are 0.03k. 

Table 1 
Table with the estimated uncertainties used for calculating the overall un
certainties in heat flux and subcooling.  

Parameter Uncertainty name Uncertainty value 

TC1,TC2,TC3,TC4  ET  ±0.0337k  
Psat  n/a ±0.0875 bar  
Tsat  ETsat  ±0.2k  
tTIM  EtTIM  ±0.05mm  
kCu  EkCu  ±0.013% [32]  
kmat  Ekmat  ±5%  
x4 − x1 = d1− 4  Ed14  ±0.04mm  
x1  Ex1  Ed14 /2   

Table 2 
MA and RMS roughnesses of the investigated surfaces, along with typical values 
for the surface energies. The surface energy for the aluminum sample is given for 
Al2O3 as an Al surface in atmospheric environment will be oxidized.  

Material MA RMS Peak-to-valley Surface  

Roughness Roughness Roughness Energy  
(nm) (nm) (nm) (mJ/m2) 

Copper 73.3 93.4 250 1650 [33] 
Aluminum 513.1 722.6 2000 169 [34] 
Stainless steel (316) 243.5 312.3 1000 53 [35]  
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4.2. Condensation heat transfer on Cu, Al and steel surfaces 

The condensation heat flux of CO2on Cu, Al, and steel have been 
measured at 10, 15, and 20 bar while varying the subcooling between 
0 and 5k. The condensation heat flux increases for increasing subcooling 
and increased saturation pressure. The errors in heat flux and subcooling 
are results of the uncertainty analysis described above and in the Sup
plementary Information. The condensation HTCs for the three saturation 
pressures are shown in Fig. 10, together with the results of the Nusselt 
model for CO2condensation. For each material and pressure, the 
condensation HTCs approach a constant level for high subcooling. The 
constant level is reached for lower values of subcooling compared to the 
Nusselt model. Similar behavior has also been observed for filmwise 
steam condensation on modified titanium with high surface energy [36]. 
However, the mechanism of the phenomena is not yet described. 

The Nusselt model is an analytical model of filmwise condensation 
on a vertical wall [16]. The Nusselt model for calculating the HTC, hNu, is 

hNu =
4
3

(gρl(ρl − ρv)h′
fgk3

l

4μlL(Tsat − Tsurf )

)1/4

, (5)  

where g is the gravitational acceleration, h′
fg is the latent heat modified 

to compensate for thermal advection effects, following the procedure of 
Rohsenow [37,17], ρl and ρv are the liquid and vapor density, respec
tively, μl is the dynamic viscosity of the liquid, and L is the characteristic 
length of the surface, which in this case is the diameter of the Cu cyl
inder. Nusselt theory is derived for a rectangular surface, but previous 
work has shown that the deviation due to a circular surface is negligible 
[26]. The Nusselt model also gives a value for the condensate film 
thickness along the height of the surface, Eq. (6), where x is the distance 
from the top of the surface. The resulting CO2film thickness along the 
substrate is shown in Fig. 11. 

δ(x) =
(

4μlkl(Tsat − Tsurf )x
gρl(ρl − ρv)h′

fg

)1/4

(6)  

At the bottom of the surface, and at a saturation pressure of 10 bar and 
subcooling of 2k, the Nusselt model predicts that the film thickness of 
CO2is 34.1μm, see Fig. 11. In the figure a representation of the height of 
the roughness on Al (the roughest surface studied in this work) is shown, 
and it is clear that the predicted film thickness is thicker than the 
roughness of all three substrates. At low subcooling, the magnitudes of 
the film thickness and the roughness become close, and as a consequence 
it is expected that the experimental data will deviate from the Nusselt 
model. For very low subcooling, the film will become discontinuous 
across the surface, resulting in a non-uniform temperature distribution. 
The deviation between the Nusselt model and the experimental results 
increases significantly when the subcooling decreases to zero, which 
supports the claim that the roughness plays an increasingly important 
role in this case. In the Nusselt model the film thickness uniformly ap
proaches zero for zero subcooling, and the HTC therefore approaches 
infinity. This is of course unphysical, and in experiments, an infinite HTC 
will never be found. 

The experimental HTC values for subcooling above 1k and at satu
ration pressures 15 and 20 bar follow the same trend as the Nusselt 
model. The behavior of the HTC for low subcooling and for 10 bar 
subcooling is challenging to interpret at this moment and understanding 
the mechanism governing the condensation in these cases requires 
additional investigations. 

4.3. Pressure dependence of condensation heat transfer 

The condensation HTC is a pressure dependent quantity. According 
to the Nusselt model the HTC decreases with increasing pressure. The 
pressure dependence of the experimental HTC in this work is found 
opposite to that given by the Nusselt model, with increasing HTC for 
increasing pressure, shown in Fig. 13. One reason for this is the ques
tionable validity of the laminar-flow assumption in Nusselt theory. The 
Nusselt model is only valid for laminar flow, and experiments have 
shown that for a Reynolds number, Re, above 20, this laminar flow 
assumption will not hold [38], and the flow will become wavy. The 
theoretical turning point between laminar and wavy flow for CO2 at 20 
bar will occur at a subcooling of 3.5k, and Re will continue to increase 
with increasing subcooling. With a wavy flow, the condensation HTC 
will increase, and the occurrence of wavy flow is therefore assumed to be 
part of the reason why the condensation HTC increases with pressure, in 
contrast to what Nusselt theory predicts. Another contribution to the 
opposite dependence on pressure is that a small error in calculated 
viscosity or thermal conductivity easily would switch the pressure 

Table 3 
Relevant thermophysical properties of CO2at the two-phase line   

10 bar 15 bar 20 bar  

-40.1 ◦C -28.5 ◦C -19.5 ◦C 

Liquid density, ρl (kgm− 3)  1121.8 1074.2 1034.0 
Vapor density, ρv (kgm− 3)  26.2 39.2 52.8 
Density difference, ρl − ρv (kgm− 3)  1095.6 1035.0 981.2 
Viscosity, μl (mpa s)  2.0 1.7 1.4 
Latent heat, hfg (kJ kg− 1)  320.8 300.0 281.6 
Thermal conductivity, kl (mWm− 1K− 1)  159.8 145.4 134.3 
Surface tension, λ (mNm− 1)  13.15 10.47 8.48  

Fig. 8. Theoretical and experimental heat flux data for CO2condensation on the bare Cu cylinder and on the Cu substrate while attached to the cylinder with the TIM. 
All experimental data lies within the values of uncertainty, and within a 15% deviation from the Nusselt model. 
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dependency also of the Nusselt model. The individual effects of the 
separate condensate properties on the HTC as modeled by Nusselt is 
shown in Fig. 12. We have seen that the Nusselt model does not 
adequately represent the heat transfer during condensation of CO2 on 
the investigated samples and that the change in HTC due to pressure is 
smaller than the deviation between the modeled and the experimental 
data. The pressure dependence is not linear, and it is similar for the three 
substrates with a larger increase between 10 and 15 bar compared with 
15 and 20 bar. The increase in HTC with pressure indicates that the film 
thickness is reduced for higher pressures, since the film thickness is 
inversely proportional to HTC. The reduction in film thickness with 
increased pressure may be caused by a decreased viscosity and hence a 
larger downward flow of the liquid due to gravity. Experimental 
investigation of the actual film thickness is necessary to decipher the 
behavior and is suggested for further work. The evolution in HTC with 
pressure indicates that the effects of pressure and roughness are 
independent. 

4.4. Dependence of condenser surface properties 

From the results, we see a difference in the heat flux and HTC be
tween the three investigated samples. As stated above, the difference 
between steel and Al cannot be confirmed as it lies within the estimated 

uncertainty. However, the condensation heat transfer on both samples 
are lower than on the Cu surface. According to the defined boundary 
condition (uniform surface temperature) the HTC will not depend on the 
bulk properties of the material such as thermal conductivity. However, 
the HTC will depend on the surface properties of the investigated ma
terial: surface roughness and surface energy. 

Surface roughness has been shown to have an effect on the 
condensation HTC. According to Yun et al. [22], the roughness will 
cause an increase in the wall shear stress at the liquid-surface interface, 
which again results in a liquid retention on the surface and a thicker 
liquid film compared to on a smooth surface. A thicker film has a larger 
thermal resistance than a thinner film, and the HTC is therefore reduced. 

As stated previously, the CO2 film thickness may approach the same 
order of magnitude as the surface roughness when the subcooling is low. 
At a certain point, which is roughness and material dependent, the 
thermal resistance through the thin CO2 film and through the roughness 
peaks will become similar. A simple parametric study shows that this 
occurs at a CO2 thickness of 5.7μm for the steel surface and at 1.95μm 
for the Cu surface. Below these thicknesses, the temperature will no 
longer be uniform in the liquid–solid interface, and the values of HTC 
are undefined. This is reflected in the experimental data at low sub
cooling, where we see a large variation in the calculated HTCs. 

In Fig. 14 it is shown that the theoretical liquid film thickness is 

Fig. 9. Condensation heat flux for Cu, Al, and steel at 10 bar, 15 bar and 20 bar saturation pressure. The errorbars are calculated with the Gaussian error propagation 
shown in Supplementary Information with the uncertainty estimates in Table 1. 
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lower for CO2 than for water. Here, the Nusselt model is used to 
calculate the thickness. Assuming that the CO2 film is thinner than a 
water film at the same level of surface subcooling, the effect of rough
ness will be more pronounced for CO2 than for water, and we can expect 
larger deviations from the Nusselt model than reported for water. 

Surface energy of a solid surface directly relates to the wetting 
properties of a liquid on the surface. A high surface energy is linked to a 
fully wetting surface at which a liquid spreads, while on a low surface 
energy solid, the liquid will form discrete droplets [39]. A material with 
high surface energy will, hence, adhere more strongly to a liquid than a 
material with low surface energy. Even though no droplets are observed 
in this work, it is reasonable to assume that the difference in surface 
energy between the samples will influence the liquid adhesion, and 
therefore retention on the surface. The surface energy of the materials in 
this work, presented in Table 2, are in three different orders of magni
tude, with Cu highest and steel lowest. According to theory the Cu will 
adhere more to CO2 than Al and steel and a lower HTC is therefore 
expected on Cu, if surface energy was the only effect. The difference in 
heat transfer on the three samples is therefore attributed to a combi
nation of surface roughness and surface energy. A low surface roughness 

and a high surface energy, which is the case for the Cu sample, could 
according to the mentioned mechanisms, result in either a higher or 
lower HTC depending on the relative effect of the surface properties. A 
quantification of the relative effect will require additional experiments 
on a larger set of samples with different surface energies and rough
nesses to decipher. However, the results indicate that the roughness has 
the highest impact on the heat transfer and that a thicker liquid film due 
to roughness induced retention results in a lower HTC on the Al and steel 
samples. 

4.5. CO2adsorption on Cu 

When conducting the experiments on Cu, we observed that the 
experimental HTC gradually decreased for consecutive experiments at 
the same conditions. Fig. 15 shows the results from five repeated ex
periments on the same Cu sample, conducted at five different days. The 
difference between the highest and lowest results at subcooling of 3k is 
about 6kWm− 2. An investigation on CO2impact on Cu revealed that the 
Cu surface is altered by CO2due to adsorption on the surface. When 
creating products out of captured CO2, or when adsorbing CO2from a 

Fig. 10. Condensation HTC for Cu, Al, and steel at 10, 15 and 20 bar saturation pressure, respectively. The Nusselt models for the 15 bar and 20 bar saturation 
pressure are included for comparison, and a modified Nusselt model is presented. 
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gas, Cu is often used as a catalyst for CO2dissociation. Hence, adsorption 
of CO2on Cu is a known phenomena, and could therefore be the cause of 
the decrease in the heat flux results on Cu in the consecutive experi
ments. Previous studies have concluded that CO2adsorption does not 
occur on undisturbed flat Cu surfaces [40,41,24]. Those studies inves
tigated gaseous CO2at low temperatures, and liquid CO2adsorption is 
not mentioned. The results in the present work indicate a surface 
modification of the Cu after several repetitions of condensation, with the 
decrease of heat flux. The phenomenon must be investigated further in 
order to depict the mechanisms and determine the degree to which the 
HTC is reduced. A study of the chemical composition of the surface and 
the amount of adsorbed CO2would be especially interesting, e.g. by 
thermal desorption spectroscopy. 

5. Conclusion and outlook 

In this work, an experimental method to measure the heat transfer 
during condensation of CO2on various materials is developed and 
validated. The main features of the associated setup are a heat transfer 
Cu cylinder, a two-phase flow cooling element, providing temperatures 
down to − 55  ◦C, and a pressure chamber constructed for pressures 
between 1 and 20 bar. With the experimental method, we have 
measured the condensation heat transfer of CO2, and revealed an effect 
of the condenser surface properties. The condensation process has been 
investigated at three levels of saturation pressure: 10, 15, and 20 bar. 
The condensation heat flux and HTC increase with pressure, which is the 

Fig. 11. The film thickness as predicted by the Nusselt model is shown for 
saturation pressures of 10 bar, 15 bar and 20 bar, and for 0.1k and 2.0k sub
cooling. The magnitude of the roughness on Al (the most rough surface) is 
represented by a random line with amplitude as the Peak-to-valley roughness 
= 2μm. 

Fig. 12. The individual contributions of the change in condensate properties to 
the difference in hNu according to the Nusselt model. The total change in hNu 

when the saturation pressure is increased from 10 bar to 20 bar is the shown in 
solid black. 

Fig. 13. Condensation HTC as a function of saturation pressure for Cu, Al, and 
Stainless steel at 2.5k subcooling. 

Fig. 14. The film thickness of H2O and CO2 on a vertical surface calculated 
with Nusselt theory (Eq. (6)). The subcooling is 0.1k in both cases. The average 
difference between the film thicknesses. is 4.6μm. 

Fig. 15. Condensation heat flux for Cu at 15 bar saturation pressure, recorded 
at five different days, with equal settings. 
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opposite to the behavior of the Nusselt model. This could be caused by 
the properties of CO2and especially how the viscosity changes with 
pressure. The three commonly used process equipment materials, Cu, Al, 
and Stainless steel (316) have been investigated and the condensation 
HTC was presented. The results show that the heat flux and HTC are 
highest when condensing CO2 on Cu, and are lowest on Al and steel. We 
propose that the difference is caused by the variation in surface rough
ness and surface energy between the three materials. A high surface 
roughness leads to liquid retention and therefore a higher liquid film 
thickness on the surface. A high liquid thickness is related to high 
thermal resistance and hence a low heat transfer coefficient. The surface 
property dependency is, however, not fully understood and a further 
investigation is needed. We suggest, for instance, to do a parametric 
study of surface roughness and surface energy separately, e.g. by 
fabricating a number of Cu, Al and steel surfaces with a variety of 
roughnesses. In such a way a correlation of the surface properties and 
the condensation HTC can be developed. We also suggest to investigate 
further the condensation heat transfer at low subcooling (below 1k) and 
at low saturation pressures, as the deviation between experiments and 
models are particularly large for these parameters. In addition, the film 
thickness is an important parameter for the filmwise condensation heat 
transfer, and the actual film thickness of the condensate as a function of 
saturation pressure and subcooling should be investigated further 
through measurements and simulations. Finally, we suggest to conduct a 
study on liquid CO2adsorption on Cu, for example by thermal desorp
tion spectroscopy, as the results indicate that the Cu surface is altered by 
the CO2condensate. 
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Supplementary Information

One dimensional analysis of heat transfer cylinder
Two assumptions must be true for validating the governing equations for

data reduction used in this work: a) the temperature must be uniform in the
radial direction, and b) the temperature profile through the Cu cylinder must
be linear. Assumption a) is validated by calculating the Biot number of the
teflon/Cu cylinder system. The Biot number describes the relationship between
the heat transfer resistance of the body and the surface of a material, and
a small Biot number (� 1) is associated with a uniform temperature in the
radial direction [1]. The temperature profile in the axial direction is found by
performing a one-dimensional analysis of the heat transfer through the cylinder.
The results show that the temperature gradient is in fact linear along the entire
cylinder length, and therefore confirms assumption b). In this section, the
necessary calculations are presented.

In order to find the Biot number, one must first find the HTC of the teflon
insulation. The HTC is found by performing a heat balance of the Cu/insulation
network. The teflon insulation is a cylinder with a hollow core, with outer radius
ro and inner radius ri. The cross-section for calculating the Biot number is the
circular combination of the Cu and the teflon insulation. By applying Fourier’s
law we derive an expression for the HTC in the teflon. Q is here the heat flowing
in the radial direction in the Cu/insulation, and is given by

Q = −kinsAsurf
dT

dr
= −k2πrLdT

dr
, (1)

where kins is the thermal conductivity of the insulation, Asurf = 2πrL is the
circumferential surface area of the insulation, dTdr is the temperature gradient in
the radial direction, and L is the length of the Cu/insulation. By integrating,
we get

∫ ro

ri

Q
dr

r
= −2πkinsL

∫ To

Ti

dT (2)

Q = 2πkinsL(Ti − To)/ log(ro/ri). (3)

The heat in the insulation is given by the insulation HTC, hins, and the
temperature difference between the inner and outer wall, as

Q = hins2πriL(Ti − To). (4)

By balancing the heat, we combine Equations (3) and (4) to obtain an ex-
pression for the hins, which is required for calculating the Biot number. The
heat balance gives
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2πkinsL(Ti − To)/ log(ro/ri) = πhinsriL(Ti − To) (5)

⇒ hins =
2kins

ri log(ro/ri)
. (6)

In our case, the insulation is with kins = 0.25Wm−1 K−1, ri = 1 cm and ro =
3 cm. The calculated HTC of teflon is 45.51Wm−2 K−1.

The HTC of the outer wall of the Cu/insulation system is a series combina-
tion of the HTC of the condensation, hcond, and the insulation, hins. Here, we
assume a condensation HTC, hcond, of 10 000Wm−2 K−1, which is in the same
order of magnitude as the experimental data. The resulting wall HTC is

hwall =

(
1

hcond
+

1

hins

)−1

= 45.31Wm−2 K−1, (7)

giving the Biot number

Bi =
hwallro
kCu

= 0.0034� 1. (8)

Hence, we can assume a uniform temperature in the cross section of the cylinder,
and consequently, the cylinder can be modeled as a cylindrical fin with one-
dimensional heat transfer in the axial direction.

The temperature profile through the cylinder is derived by constructing a
control volume consisting of a thin slab of cross sectional area ACS = πr2

i

and width dx, see Figure 1. The heat entering the control volume is given
by Fourier’s law, Qin = Qx = −kCuACS dTdx , while the heat leaving the control
volume is the conductive heat plus the convective heat at the wall of the cylinder
caused by condensation, Qout = Qcond +Qconv. Here, Qcond = Qx+dx = Qx +
d
dx (Qx)dx, where

d
dx (Qx)dx = −kCuACS d

2T
dx2 dx, and Qconv = hwallAwall(T −

Tsat), where Awall = 2πridx is the area of the surface of the control volume and
Tsat is the saturated vapor temperature. Filling in the expressions in the heat
flux continuity equation, we get that

Qin = Qout (9)
Qx = Qcond +Qconv (10)

Qx = Qx +
d

dx
(Qx)dx+ hwallAwalldx(T − Tsat) (11)

0 = −kCuπr2
i

dT 2

d2x
dx+ hwall2πridx(T − Tsat) (12)

d2T

dx2
=

4hwall(T − Tsat)
kCu2ri

. (13)

With θ = T − Tsat and m2 = 4hwall

kCu2ri
, we get a one-dimensional second order

differential equation of the form d2θ
dx2 −m2θ = 0, which is the heat equation for
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Figure 1: Model system for the one-dimensional analysis of the Cu cylinder, without
insulation. The control volume is ACSdx and we assume pure conduction along the
x-axis.

a cylindrical fin at steady state. The general solution is θ(x) = C1 exp (mx) +
C2 exp (−mx). The boundary conditions are set up by the set temperature of
the cooling element, T (x = 0) = T0 and the fact that the heat flux at the
end of the cylinder is given by the condensation heat flux at the subcooling
θL = TL − Tsat:

θ(0) = θ0 = T0 − Tsat (14)

qcond = −kCu
dθ

dx
= hcondθL ⇒

dθ

dx
= −hcond

kCu
θL (15)

TL is the temperature at x = L, i.e. at the end of the cylinder.
The constants of the solution to the differential equation are

C1 = θ0 − C2, (16)

C2 =
θ0

2m cosh(mL)

(
2m cosh(mL)− hcondθL

kCuθ0
−m expmL

)
. (17)

The resulting temperature profile for the specific geometry and materials used in
this work (Cu and teflon) is shown in Figure 2. The temperature profile is linear
for the first 18 cm, shown as a vertical line in the figure. The deviation from
linearity is 0.5 ◦C, and increasing after 18 cm. Consequently, it is safe to assume
a linear temperature profile in the 4 cm long Cu cylinder in the experimental
setup. Variation of the thermal conductivity of Cu along the cylinder has been
neglected as the maximum deviation of heat flux caused by change in thermal
conductivity in these experiments is 0.3%. The result of these calculations is
that we can use Fourier’s law in its simplest form to find the heat flux of the
condensation experiments, which follows in the next section.
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Figure 2: Temperature profile through an insulated Cu cylinder surrounded by 2 cm
thick insulation, which has a thermal conductivity of 0.25Wm−1 K−1. The saturation
temperature is set to −20 ◦C and the temperature of the cooling element is −30 ◦C.
The temperature profile is linear for approximately the first 18 cm (cut-off shown as
vertical line), which means that the temperature profile through the 4 cm long Cu
cylinder used in this work can be assumed linear.

Icebath calibration of thermocouples
The output from thermocouples dependent strongly on the path from the

acquisition point to the voltage meter, and it is important to use similar junc-
tions and wires from the same batch in order to compare different thermocouple
measurements. It is also necessary to calibrate the thermocouples with the ex-
act connection and wire setup that will be used in the experiments in order to
gain the lowest possible uncertainty and scattering in the measurements. In our
case, the thermocouples were calibrated with an icebath after being embedded
into the Cu cylinder, and with all connections as they were in an experiment,
Figure 3. 300 consecutive datapoints were acquired for each thermocouple (2
points/second), and repeated 15 times. The average calibration value was 0.34K
with a relative standard deviation of 5.5%.

Uncertainty analysis
We have performed a uncertainty analysis based on the Gaussian propaga-

tion of errors. The total error in heat flux, Eq, is derived by starting with the
one-dimensional Fourier law, Equation (18), with k being the thermal conduc-
tivity of Cu and d1−4 being the distance between thermocouple 1, TC1, and
thermocouple 4, TC4, in the cylinder.

q = −kTC4 − TC1

d1−4
(18)
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Figure 3: The Cu cylinder with the embedded thermocouples were submerged in an
icebath for calibration.

The expression for the total error in heat flux, Eq, is found using the variance
formula which results in Equation (19).

Eq =

√(
TC4 − TC1

d1−4

)2

E2
k + 2

(
k

d1−4

)2

E2
T +

(
TC4 − TC1

d2
1−4

)2

E2
d (19)

Here, Ek is the estimated error in Cu thermal conductivity, ET is the error
in the temperature measurements, and Ed is the error in the distance between
the thermocouples. We have estimated the temperature dependent thermal
conductivity of Cu from the correlation presented by Abu-Eishah [2] which is
given with an absolute relative error of 0.013%.

The error in temperature measurements, ET , is estimated based on the ice-
bath calibration of the thermocouples, using the standard deviation of the esti-
mated calibration value as a constant error in the measurements. The placement
of the thermocouples inside the Cu cylinder has been measured with a caliper
and the error is therefore assumed to be within 0.02mm, relating to the smallest
measurable values with a caliper.

The error in subcooling is also derived with the Gaussian error distribution
and the resulting formula is

E∆T =
√
E2
Tsat

+ E2
Tsurf

(20)

Here, the error in the saturation temperature, ETsat
, is based on the given

uncertainty of the pressure controller used to control the pressure in the cham-
ber.

The error in the surface temperature, ETsurf
, is calculated through a series

of steps involving the extrapolation of the temperatures in the Cu cylinder and
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the thermal resistance through the thermal interface material. The uncertainty
in the estimated cylinder surface temperature, Tcyl, is derived as follows:

Tcyl =
x1

d1−4
(TC1 − TC4) + TC1 (21)

E2
Tcyl

=

(
TC1 − TC4

d1−4

)2
(
E2
x1

+

(
x1

d1−4

)2

E2
d1−4

)
+ E2

T

(
1 + 2

(
x1

d1−4

)2
)

(22)

Here, x1 and Ex1
are the placement of the outermost thermocouple in the

cylinder and the corresponding uncertainty, as measured with a caliper. The
error in the temperature at the interface between the TIM and the sample,
ETTIM

, is shown in Equation (24). Here we assumed the thermal conductivity
of the TIM to be certain.

TTIM =
kCutTIM
kTIMx1

(Tcyl − TC1) + Tcyl (23)

E2
TTIM

=

(
1

kTIMx1

)2 ((
t2TIME

2
kCu

+ k2
CuE

2
tTIM

)
(Tcyl − TC1)

2 +

(
kCu
x1

)2

E2
x1
(Tcyl − TC1)

2

+ k2
Cu

(
E2
Tcyl

+ E2
T

))
+ E2

Tcyl
(24)

The calculation of the uncertainty in Tsurf follows Equation (26).

Tsurf =
kTIM tmat
tTIMkmat

(
TTIM − TC1 −

x1

d1−4
(TC1 − TC4)

)
+ TTIM (25)

E2
Tsurf

=

(
kTIM tmat
tTIMkmat

)2
[((

EtTIM

tTIM

)2

+

(
Ekmat

kmat

)2
)(

TTIM − TC1 −
x1

d1−4(TC1 − TC4)

)2

+

(
E2
TTIM

+ E2
T

(
1 + 2

(
x1

d1−4

)2
))]

+ E2
TTIM

(26)
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a b s t r a c t 

Phase-change processes such as condensation are efficient means of heat transfer. However, condensation 

is also an energy-intensive process and extensive research is conducted to increase the heat transfer effi- 

ciency. Increasing the effective heat transfer area in terms of surface structures on macro or microscale is 

one such technique of heat transfer enhancement. In this work, we have studied micro- and nanostruc- 

tured surfaces for their potentials in increasing heat transfer during condensation of C O 2 . Three Cu-based 

surfaces on which CuO nanoneedles have been grown, have been investigated. We hypothesize three 

competing mechanisms govern the overall heat transfer on structured surfaces: (1) increased heat trans- 

fer area, (2) lower thermal conductivity of oxides, and (3) condensate flooding of the structures. Our study 

has shown that in some cases, the effect of these mechanisms can be neutralized. More importantly, the 

results show that superior heat transfer can be achieved by optimizing the surface structure. The best of 

the structured surfaces resulted in a heat transfer coefficient 66% higher than that of the unstructured 

surface. 

© 2021 Elsevier Ltd. All rights reserved. 

1. Introduction 

Condensation heat transfer performance influences several in- 

dustrial processes and is especially important for heat exchanger 

technology. C O 2 is identified as an alternative for reducing the 

usage of fluorine based refrigerants in heat exchangers and heat 

pumps due to their negative environmental impact [1–3] . C O 2 has 

a high triple point and low critical point, and has therefore the 

potential to be an efficient refrigerant [4] . Increased condensation 

heat transfer efficiency will reduce the energy consumption of the 

liquefaction process and reduce the costs of heat exchangers and 

heat pumps. Liquefaction of C O 2 is also a part of Carbon Cap- 

ture and Storage (CCS), especially as a preprocess for ship trans- 

port [5,6] . Increased liquefaction efficiency will reduce the energy 

consumption and the cost of the CCS systems, which is necessary 

to scale up the number of CCS projects worldwide [7] . 

In the literature, there are several examples of studies on the 

increase of heat transfer efficiency by the use of micro- and nanos- 

tructures on the surface [8,9] . Hendricks et al. [10] fabricated ZnO 

∗ Corresponding author. 

E-mail address: ingrid.snustad@ntnu.no (I. Snustad). 

flower-like nanostructures on Al and Cu and reported increased 

critical heat flux (CHF) for both surfaces. An increased CHF is re- 

lated to a higher possible operational limit, and therefore a bet- 

ter heat transfer performance. The same phenomenon is reported 

by Nam et al. [11] and by Saedi and Alemrajabi [12] . The first re- 

ported an increase in CHF at wicking structures of CuO nanostruc- 

tures on top of Cu microposts and the latter reported an increase 

in both CHF and heat transfer coefficient (HTC) on anodized Al sur- 

faces. In pool boiling, an increased number of nucleation sites on 

the structured surfaces has proven beneficial for heat transfer. For 

example Li et al. [13] studied nucleation boiling on Cu nanorods 

deposited on a Cu surface, and found that there were 30 times 

as many bubble nucleation sites on the structured surfaces. They 

also found that the nanorod surface exhibited a higher wettabil- 

ity towards water, which reduced the size of the bubble diame- 

ter and increases the release frequency of the bubbles. By these 

mechanisms the CHF, and hence the heat transfer efficiency, was 

increased. Chen et al. [14] reported an increased HTC for pool boil- 

ing on nanowires of both Cu and Si. The improved HTCs were 

caused by the increased number of bubble nucleation sites in the 

microscale cavities in between the nanowires. The boiling curves 

measured on both Cu and Si nanowires are similar to each other 

even though the thermal conductivity of the two materials are very 

https://doi.org/10.1016/j.ijheatmasstransfer.2021.121367 
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different. The above results indicate that the heat transfer is domi- 

nated by the nucleation and bubble dynamics, not by the heat con- 

duction, and the surface morphology is the determining factor. 

For condensation, the number of nucleation sites have also been 

shown to increase on nanostructured surfaces. In the work by 

Boreyko and Chen, a hierarchical surface of Si micropillars covered 

with carbon nanotubes was investigated and the nucleation sites 

increased significantly along with a decrease in wettability [15] . 

The fabrication of the micro- and nanostructures resulted in a su- 

perhydrophobic surface on which the condensation occurred in the 

dropwise mode. Dropwise condensation results in HTCs up to an 

order of magnitude higher than the conventional filmwise conden- 

sation. On the surface by Boreyko et al., the droplets spontaneously 

jumped off at a droplet size much smaller than for a hydrophobic 

surface where the droplets are removed by gravity. On the other 

hand, not all superhydrophobic surfaces promotes dropwise con- 

densation, but could actually cause a degradation of heat trans- 

fer [16] . The surface structures could in this case be flooded by 

the condensate, which is then strongly pinned to the surface even 

though the applied models predict that the surface is non-wetting. 

Dropwise condensation is a dynamic process and the droplets can 

nucleate and grow in between the structures, and consequently, be 

pinned to a superhydrophobic surface [8] . For this reason, superhy- 

drophobic surfaces do not necessarily promote dropwise condensa- 

tion. 

Both the above mentioned studies, and others examining 

micro- and nanostructures for enhanced condensation heat trans- 

fer [17,18] , have explored the beneficial performance of dropwise 

condensation. For low surface tension fluids, however, it is ex- 

tremely challenging to obtain dropwise condensation as most con- 

densates will flood the nanostructures. Aili et al. [19] studied the 

filmwise condensation heat transfer of a low surface tension fluid 

on microstructures on aluminium. They found that the heat trans- 

fer was unaffected by the microstructures. They also studied how 

nanostructures on a mini-fin Cu surface influenced the heat trans- 

fer performance. In this case, the heat transfer was reduced on the 

nanostructured surface due to solid-liquid friction, which results 

in a thicker condensate film on the surface. The heat transfer on 

a pure mini-fin Cu surface was, however, higher than on an un- 

structured surface, showing that increasing the effective condensa- 

tion area was beneficial. The increase in heat transfer due to aug- 

mented surfaces is well-established and models describing the ef- 

fect of different augmentation geometries have been developed by 

Ali [20] and Ali and Briggs [21] . The models include geometrical 

parameters in addition to the effect of the ratio between surface 

tension and gravity. The latter has a large impact on the flood- 

ing of the surface structures, revealing that a low surface tension 

fluid is less likely to flood the structures. For such fluids, a surface 

augmentation with small pitches between the structures would be 

more beneficial than for a high surface tension fluid, such as water. 

Even though there are examples of studies on dropwise con- 

densation of low surface tension fluids, no such studies exist for 

C O 2 . Even though the refrigerant R134-a has proven to have sim- 

ilar flow behavior to C O 2 [22] , the specific heat transfer behavior 

of filmwise C O 2 condensation is lacking. In previous work, using 

molecular dynamics simulations, we have investigated the conden- 

sation mechanism of C O 2 on Cu like surfaces [23,24] . Still, exper- 

imental studies have not yet been published for condensation of 

C O 2 on structured surfaces. To address this, we have in this work 

investigated C O 2 condensation on one untreated Cu surface and 

three micro- and nanostructured Cu based surfaces. The untreated 

surface serves as the baseline for the comparison of the heat trans- 

fer behavior of the modified surfaces. Of those, two are hierarchical 

in scale, with an underlying microstructure covered with nanos- 

tructures. The third substrate is purely nanostructured, with ran- 

domly oriented nanoneedles covering the entire surface. The heat 

transfer performance of the four substrates are evaluated and com- 

pared. The aim of the study is to determine if and how micro- and 

nanostructures influence the heat transfer during filmwise conden- 

sation of a low surface tension fluid. 

The main findings of the work is that the heat transfer is deter- 

mined by the competing effect of nanostructures and the reduced 

thermal conductivity of CuO. The nanostructures induces a wicking 

condensation mode, which increases the heat transfer compared to 

filmwise mode, but the reduced thermal conductivity of CuO re- 

duces the potential heat transfer increase and the heat transfer is 

therefore unaltered when the nanostructure density is high. 

This paper is organized as follows. First, we describe the ex- 

perimental method applied for measuring the condensation heat 

transfer followed by details on the fabrication of the three struc- 

tured surfaces. Second, the results are presented along with a dis- 

cussion of their meaning and significance. Finally, conclusions are 

drawn and some further work is stipulated. The results of a study 

of the mechanical durability of the nanostructures as a response to 

C O 2 condensation is included in the Supplementary Information. 

2. Method and materials 

The experimental method used for measuring heat flux and 

HTCs in this work is described in detail in our previous work [25] . 

A summary of the method and a description of the fabrication 

methods for the hierarchical and nanostructured surfaces are given 

in this section. 

2.1. Experimental method 

The experimental method relies on one dimensional heat trans- 

port through an insulated Cu cylinder, where a cooling element is 

attached to one end, and the investigated surface to the other. Four 

type K thermocouples (Omega Engineering) are embedded in the 

center of the cylinder to obtain the axial temperature gradient in 

the cylinder, which in turn is used to calculate the heat flux. The 

uncertainty of the thermocouples provided by the manufacturer is 

1 K. To reduce the uncertainty, the thermocouples are cold junc- 

tion compensated in a water cooling bath (Julabo) and calibrated 

on site in an ice bath. By this procedure the uncertainty is reduced 

and taken to be equal to the standard deviation of the measure- 

ments in the ice bath calibration, which was 0.02 K. 

The cooling element attached to the Cu cylinder is a Cu block 

with narrow channels. Within the channels, two phase C O 2 is 

flowed through and evaporated, with a back-pressure regulator en- 

suring that the pressure inside the cooling element is the satura- 

tion pressure for the desired temperature. In this way, the C O 2 is 

kept at the boiling curve and two phase flow is kept throughout 

the cooling element. The temperature on the surface of the cool- 

ing element is thus uniform and accurately controlled by a back 

pressure regulator (Alicat PC3). The available temperature range is 

55 to 20 ◦C , corresponding to a saturation pressure from 5.7 to 

19.7 bar. 

The investigated substrate is attached to the Cu cylinder with a 

thermal interface material (TIM (Aldrich Chemistry, Silver conduc- 

tive paste, 735825-25G)). Prior to attachment, the baseline Cu sur- 

face is cleaned with acetone, isopropanol and ethanol (VWR, 99% 

reagent grade), in that order. The structured surfaces were cleaned 

prior to structure fabrication and kept in closed compartments to 

avoid deterioration of the micro- and nanostructures prior to heat 

transfer experiments. 

The cooling element with the attached cylinder and substrates 

are placed in a pressure chamber consisting of a steel pipe closed 

off by flanges and bolts. A sight glass is embedded in one flange 

and a high speed camera (Phantom 9.1) is placed close to the glass 

for in situ observation of the condensation process. Specifically, the 

2 



I. Snustad, L. Hollund, ̊A. Ervik et al. International Journal of Heat and Mass Transfer 175 (2021) 121367 

Fig. 1. Photograph of the investigated substrate as seen through the glass in the 

end flange of the pressure chamber. The embedded thermocouples are also seen. 

The Cu cylinder is enclosed in the teflon insulation and is hidden behind the sub- 

strate. A LED strip enlightening the substrate is also shown. 

onset of the condensation is observed. The pressure chamber is 

built for pressures up to 20 bar and is filled by pure C O 2 (5.2, AGA 

Scientific Grade) during experiments. A pressure regulator (Alicat 

PCD) maintains a constant pressure in the chamber, also during 

condensation. The end flange with the see glass and the substrate 

within the chamber is shown in Fig. 1 . 

The temperature in the Cu cylinder is controlled, monitored and 

acquired with a LabView 

TM interface. In addition, the pressure in 

the chamber, the temperature of the gas and in the cooling ele- 

ment is controlled and monitored by the software. 

2.2. Material fabrication and surface description 

Four substrates have been investigated in this work: (a) an 

untreated Cu plate, (b) a nanostructured Cu surface, (c) and (d) 

micro- and nanostructured surfaces with variation in nanostruc- 

ture density. All substrates were initially 0.5 mm thick quadratic 

( 2 . 5 × 2 . 5 cm) Cu plates (99.9% purity, Sigma-Aldrich). The base- 

line Cu is untreated and has a low intrinsic roughness. The root 

mean square (RMS) roughness is measured in a Veelco Dektak 150 

profilometer to be 73 nm. 

The nanostructured surface is fabricated with an adaption of 

the solution immersion technique developed by He et al. [26,27] . 

The Cu substrate is cleaned with acetone and isopropanol, dried 

with nitrogen and immersed into a solution of 0.1 M ammonium 

persulfate and 2.5 M sodium hydroxide for 3 M. The surface is 

then dried at 120 ◦C to fully dehydrate the structures, resulting 

in a surface with stable CuO nanoneedles, see Fig. 2 . The width of 

the nanoneedles is on average 175 nm and the average length is 

3 μm. The nanoneedles initially grow at nucleation sites with high 

surface energy such as spikes and hills on the surface. Therefore, 

the underlying surface structure of the Cu surface is observed as 

lines with higher nanoneedle density. The nanostructured surface 

is henceforth named NS. Note here that the nanoneedles are made 

of the oxide corresponding to the substrate metal, i.e. CuO, a point 

which will prove to be important for the subsequent condensation 

heat transfer analysis. 

For fabricating the hierarchical structures, the first step is to 

etch micropillars into the Cu substrate by photolithography and 

chemical assisted ion beam etch (CAIBE). Photolithography is a 

process for transferring a pattern onto a surface by exposing the 

surface covered in a photoreactive material (photoresist) with a 

laser in a predefined pattern. The photoresist hardens and works 

as a mask for the following etching process. CAIBE is an etch- 

ing method for physical sputtering of unprotected material on a 

surface. In this work, photoresist micropillars with a diameter of 

10 μm were deposited onto the Cu surface. These micropillars 

protected the underlying Cu in the CAIBE process, and the mate- 

rial around the photoresist was etched. The resulting surface pat- 

tern after photolithgraphy and CAIBE are Cu micropillars, shown 

in Fig. 3 . The micropillars are on average 10 μm in diameter and 

1 μm in height. For the two hierarchical surfaces, the exposure 

doses in the photolithography process were the only fabrication 

difference. One surface, Fig. 3 (a), was exposed with a laser with 

1700 mJ c m 

−2 energy flux, and the other, Fig. 3 (b) was exposed 

with 1900 mJ cm 

−2 energy flux. This difference affect the resulting 

nanostructure density as described below. 

Following the micropillar fabrication, the nanostructures on top 

of the microstructures are fabricated in the solution immersion 

process described above, with an immersion time of 5 M. The re- 

sulting nanoneedles are approximately 10 μm long for both sur- 

faces. The morphology is different on the surface exposed with 

1700 mJ c m 

−2 and the one exposed with 1900 mJ c m 

−2 . Hence- 

forth the first is called S17 and the latter is called S19. The two 

surfaces are shown in Figs. 4 and 5 , respectively. It is observed that 

the nanoneedles grow more uniformly on the S19 surface com- 

pared to the S17 surface. On the S17 surface, there is a large varia- 

tion in the nanoneedle density across the surface and the nanonee- 

dles grow both on the sides and on top of the micropillars. How- 

ever, the nanoneedles grown on the top of the micropillars are 

shorter. Around the majority of the micropillars the nanoneedles 

have grown in the horizontal direction, normal to the micropillar 

circumference. At the rest of the micropillars the nanoneedles have 

grown in all directions causing dense clusters on the sides and top 

of the micropillars. On the S19 surface, the nanoneedles grow, to a 

large degree, only on the sides of the micropillars and with a more 

uniform and higher density than on S17. On the S17 surface clus- 

ters of nanoneedles are observed both on top of and in between 

some micropillars. The main difference in growth on S17 and S19 

is caused by the robustness of the photoresist that is present at the 

top of the micropillars, see Fig. 3 . We propose that the difference 

in robustness is caused by the difference in exposure dose in the 

photolithography step. At the S17 surface the nanoneedles occa- 

sionally grow from underneath the photoresist and the photoresist 

is lifted off the Cu micropillar. This can be seen in Fig. 4 (b). On the 

S19 this behavior is not observed, and as a result, the nanoneedles 

only grow from the sides of the micropillar. 

The topography and the appearance of the structured surfaces 

have been investigated with the use of a Scanning Electron Micro- 

scope (SEM, FEI Apreo). The secondary electrons were detected and 

a beam current of 0.2 nA and an acceleration voltage of 10 kV were 

applied (details on SEM theory can be found in Akhtar et al. [28] ). 

After preparation in a clean room, the three fabricated surfaces 

are carefully handled in closed boxes to ensure that the struc- 

tures are not damaged before the heat transfer experiments. When 

the substrates are attached to the Cu cylinder in the heat transfer 

setup, they are handled with gloves and only touched in two cor- 

ners. As the width of the substrates are higher than the diameter 

of the cylinder, the surface at which the condensation will occur is 

left untouched and the surface structures are the same under the 

heat transfer experiments as described in this section. To confirm 

the stability of the structures, SEM images were recorded both be- 

fore and after the condensation experiments. The results are pre- 

sented in the Supplementary Information. 

2.3. Data reduction 

The data acquired in the experiments are the temperatures in 

the four thermocouples embedded in the Cu cylinder. The heat flux 
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Fig. 2. Scanning Electron Microscope image of CuO nanoneedles on Cu substrate fabricated by solution immersion for 3 min. This surface is called NS. 

Fig. 3. Cu surface with micropillars after deposition of photoresist and 2 times 

etching by CAIBE. The exposure doses in the photolithography step are (a) 

1700 mJ c m 

−2 (S17) and (b) 1900 mJ c m 

−2 (S19). The micropillars’ height is ap- 

proximately 1 μm. The width of the base of micropillars in (a) is approx. 10 μm, 

and in (b) the base width is approx. 13 μm. The dark color of the surfaces of the 

micropillars is caused by photoresist residue. In (b) some redeposited Cu is visible 

between the micropillars. 

and the HTCs that are presented in this work are calculated with 

the equations in this section. 

The temperature measurements are fitted with a linear equa- 

tion relating the temperatures to the location of the thermocou- 

ples within the Cu cylinder. The regression gives the temperature 

gradient, ∇T , through the Cu cylinder and the surface temperature 

of the investigated substrate, T sur f , by extrapolation. ∇T is used to 

calculate the total heat flux q tot through the cylinder, according to 

Eq. (1) , where k is the thermal conductivity of Cu. 

q tot = −k ∇T (1) 

The condensation heat flux, which is the portion of the heat 

flux that we are interested in, is not equal to the total heat flux 

through the cylinder. Some heat is transported through the insula- 

tion, some goes to cooling the gas in the pressure chamber prior 

to condensation, and some heat is lost internally in the investi- 

gated substrate caused by the geometrical mismatch between the 

spherical Cu cylinder surface and the quadratic substrates. We as- 

sume that the heat loss is independent of the subcooling of the 

surface versus the saturation temperature. The condensation heat 

flux is therefore found by linearly extrapolating the heat flux data 

to zero subcooling, and subtracting the resulting constant value 

from each data series. In this way, the condensation heat flux is 

zero for zero subcooling, as required. Each experiment is repeated 

3-6 times. The exact number is determined by the deviation in the 

data from experiment to experiment. After 3 experiments we eval- 

uated the consistency in the results and determined if another se- 

ries was necessary. 

The condensation HTC, h cond , is defined by Eq. (2) , where T sat is 

the temperature at the given saturation pressure, T sur f is the sur- 

face temperature, giving the subcooling of the substrate T sat − T sur f . 

T sat is found by using the Span Wagner equation of state [29] with 

the pressure in the chamber as input. The NIST Webbook is used 

for the calculation [30] . 

h cond = 

q cond 

T sat − T sur f 

(2) 
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Fig. 4. SEM images of the hierarchical Cu/CuO structures for which the micro struc- 

tures are fabricated with photolithography with exposure dose of 1700 mJ c m 

−2 , 

named S17. In (a), an overview of the surface is shown with a 1200 times mag- 

nification. In (b), one of the Cu cylinders covered in CuO flakes and nanoneedles 

is shown. The nanoneedles grow primarily on the top and on the sides of the mi- 

crostructure, however the length of the nanoneedles are much shorter when grow- 

ing on the top of the cylinder and the microscale of the Cu cylinders is intact. 

Smaller nanostructures, as flakes and needles, are grown at the flat surfaces be- 

tween the micropillars. 

Table 1 

Table with the estimated uncertainties used for calculating the 

overall uncertainties in heat flux and subcooling. 

Parameter Uncertainty 

T C1 , T C2 , T C3 , T C4 ±0.0337 K 

P sat ±0.0875 bar 

T sat ±0.2 K 

t TIM ±0.05 mm 

T sur f ±0–0.35 K (depending on heat flux) 

k Cu ±0.013% [31] 

x 4 − x 1 ±0.04 mm 

2.4. Uncertainty analysis 

An uncertainty analysis based on the propagation of errors have 

been performed. The resulting expression for the total error in heat 

flux, E q , is presented in Eq. (3) , and the total error in subcooling 

is shown in Eq. (4) . The values used for calculating the errors are 

shown in Table 1 . 

E q = 

√ (
T 4 − T 1 

d 1 −4 

)2 

E 2 
k 

+ 2 

(
k 

d 1 −4 

)2 

E 2 
T 

+ 

(
T 4 − T 1 

d 2 
1 −4 

)2 

E 2 
d 

(3) 

E �T = 

√ 

E 2 
T sat 

+ E 2 
T sur f 

(4) 

Fig. 5. SEM images of the hierarchical Cu/CuO structures for which the microstruc- 

tures are fabricated with photolithography with exposure dose of 1900 mJ c m 

−2 , 

named S19. (a) shows an overview of the surface with 1200 times magnification, 

where the high density of nanoneedles is evident. (b) shows one of the micro- 

cylinders covered in nanoneedles, 6500 times magnification. The nanoneedles grow 

mainly on the sides of the cylinders and in all directions partly covering the Cu 

surface between the cylinders with horizontal nanoneedles. 

Here, E k is the estimated error in Cu thermal conductivity, E T is 

the error in the temperature measurements, and E d is the error in 

the distance between the thermocouples. 

The error in temperature measurements, E T , is estimated based 

on the icebath calibration of the thermocouples, using the stan- 

dard deviation of the estimated calibration value as a constant er- 

ror in the measurements. We have estimated the temperature de- 

pendent thermal conductivity of Cu from the correlation presented 

by Abu-Eishah [31] . The placement of the thermocouples inside 

the Cu cylinder has been measured with a caliper and the error 

is therefore assumed to be within 0.02 mm, relating to the small- 

est measurable values with a caliper. The error in the saturation 

temperature, E T sat 
, is based on the given uncertainty of the pres- 

sure controller used to control the pressure in the chamber. The 

error in the surface temperature, E T sur f 
, is calculated from the un- 

certainty in the thickness of the thermal interface material, t T IM 

. 

3. Results 

Fig. 6 shows the temperature measurements in the four ther- 

mocouples embedded in the Cu cylinder during condensation ex- 

periments on the flat Cu at 15 bar. T1 is situated closest to the 

cylinder surface and T4 is closest to the cooling element. The tem- 

perature gradient gradually increases with decreasing temperature 

in the cylinder. The jumps in time are the time it takes for a new 

stable temperature level to be reached. The stable temperatures are 
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Fig. 6. Temperature measurements in the cylinder during the condensation of CO 2 on flat Cu when varying the surface temperature at 15 bar. T1–T4 are the thermocouples 

embedded in the cylinder, with T1 closest to the cooling element and T4 closest to the investigated surface. The jumps in time are the time it takes for a new temperature 

level to stabilize. Each temperature is kept for 180s. 

recorded for 3 min for each level of subcooling, and the result- 

ing average temperature gradient is used to calculate the heat flux 

through the cylinder with Eq. (1) . 

The condensation heat flux of CO 2 on Cu, S17, S19, and NS 

as functions of subcooling are shown in Fig. 7 , with chamber 

pressures of 10, 15, and 20 bar. For all saturation pressures, the 

CO 2 condensation heat flux on the S17 substrate is significantly 

higher than on the three other substrates. The heat flux is within 

the error estimate for Cu, S19 and NS, and no significant difference 

between the heat transfer behavior on these surfaces is observed. 

For all surfaces and pressures the heat flux increases with increas- 

ing subcooling between surface and saturated gas, as expected. 

The condensation HTCs calculated from the heat flux data in 

Fig. 7 with Eq. (2) , are shown in Fig. 8 . For subcooling above 1K, 

the condensation HTC is nearly independent of subcooling on all 

substrates. There is a slight decrease in the condensation HTC on 

S17 for increasing subcooling at saturation pressures of 15 and 

20 bar, while for 10 bar the HTC is approximately constant for all 

levels of subcooling. The condensation HTC is significantly higher 

on S17 compared to the other surfaces. At maximum deviation, the 

HTC is 66% higher on S17 than the flat Cu, S19 and NS surfaces. 

This occurs for 20 bar saturation pressure and approximately 1 K 

subcooling. 

Along with the much higher values of condensation HTC on S17, 

the pressure dependence is also more pronounced for this surface, 

as shown in Fig. 9 . The increase in HTC is 30% when increasing the 

saturation pressure from 10 to 15 bar, while it is 10% for S19, the 

structure with the smallest pressure dependence. When increasing 

the pressure from 15 to 20 bar, the HTC on Cu, S17 and S19 in- 

creases with between 1.6 and 4.2%. The HTC on the NS substrate 

decreases with 2.2% between 15 and 20 bar. 

4. Discussion 

Condensation heat transfer is a complex process and the exact 

physical mechanisms of the condensation on nanostructured and 

hierarchical structures can not be proved at this moment. Never- 

theless, there are results from literature that can be looked at for 

an indication of the heat transfer behavior on the four substrates. 

As seen in the results, the HTC and the heat flux on the unstruc- 

Fig. 7. Condensation heat flux data for the four investigated substrates at 10, 15, 

and 20 bar. Each data point is the average of repeated experiments and the errors 

bars are the results of the uncertainty analysis. 

tured Cu, the S19 and the NS surfaces are within the uncertainty 

range of each other, and therefore considered equal. This is an in- 

triguing result, and we suggest that this is caused by three com- 

peting effects: (1) lower thermal conductivity of CuO compared 

with Cu, (2) increase in surface area due to the nanostructures 

and (3) flooding of the nanostructures. An oxidized metallic surface 
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Fig. 8. Condensation HTC for Cu, S17, S19 and NS at saturation pressure of 10 bar, 

15 bar, and 20 bar. Refer to Fig. 7 for uncertainty of experiments. 
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Fig. 9. The condensation HTC as a function of saturation pressure for the four in- 

vestigated materials: flat Cu, S17, S19 and NS. The subcooling is 1.7 K in all cases. 

generally has a lower thermal conductivity than the pure metal. 

This is indeed the case for Cu and CuO, for which the thermal 

conductivity decreases from typical values of 400 Wm 

−1 K 

−1 to 

33 W m 

−1 K 

−1 for the oxidized metal [32] . If the thermal conduc- 

tivity alone would have been the determining factor, as in Hoenig 

et al. [33] , the HTC should have been lower on the structured sur- 

faces. It is therefore apparent that the surface structures increase 

the heat transfer in such a way that they balance the decrease in 

thermal conductivity caused by the oxidation. An increase in heat 

transfer due to surface structures is attributed to the increased 

heat transfer area. This is well-known for augmented surfaces such 

as fins on tubes [34] and pin-fins on tubes [35] . However, if the 

spacing between the surface structures is small, the heat trans- 

Cu

CuO nanoneedles

CO2 condensate

CuCu

Cu microstructures

Fig. 10. Sketch of the flooding of the high density nanostructured surfaces, S17 and 

NS. 

fer increase due to augmented surface area can be counteracted 

by surface flooding. Ali et al. [36] showed that by lowering the 

spacing between the surface structures, the effect of increased heat 

transfer area is balanced by a heat transfer reduction caused by 

flooding. On both the S19 and the NS surfaces the nanoneedle den- 

sity is high and the entire structures on the surfaces are therefore 

likely completely flooded during condensation. The resulting HTCs 

are within the uncertainty range of each other and indistinguish- 

able from the HTCs on the unstructured Cu. The increase in heat 

transfer caused by the higher area on the surfaces are hence com- 

pletely balanced by flooding and the low thermal conductivity of 

the CuO nanoneedles. As a consequence, the heat transfer the S19, 

NS and untreated Cu resembles conventional filmwise condensa- 

tion on flat surfaces as elucidated in Fig. 10 . The film thickness on 

the S19 and NS surfaces are higher than on the bare Cu surface due 

to liquid retention in the flooded areas, but the increase in heat 

transfer area balances the increased thermal resistance through the 

film. 

The S17 surface clearly exhibits a different thermal behavior 

than the other surfaces. The heat flux and the HTC are significantly 

higher for this surface. The lower nanoneedle density increases the 

hierarchical nature of the surface, and reduces the likelihood of 

complete flooding. The surface area between the micropillars is 

not filled with nanoneedles, as on the S19 surface, and the flat 

area is beneficial for the heat transfer. The proposed condensa- 

tion mechanism is that the nucleation and spreading of the con- 

densate film occurs on the non-structured areas between the mi- 

cropillars and that the nanoneedles and the micropillars reduce the 

film thickness. The unstructured areas between the micropillars are 

not completely flat, and spikes and grooves are available nucleation 

sites. The reduced film thickness is a result of a more efficient 

drainage of the C O 2 liquid along the space between the micro- 

and nanostructures, compared to the pinned liquid on the S19 and 

NS surfaces. Efficient drainage will lead to a thinner C O 2 liquid 

film, which again increases the HTC. 

According to the model by Ali et al. [36] , flooding is less likely 

to occur on the S17 surface due to the larger spacing between the 

structures. Returning to the effect of the three competing factors 

1), 2) and 3) above, where the latter was related to flooding, the 

resulting the HTC is higher on S17 compared to S19 and NS. In 

contrast to the work by Aili et al. [19] , we here show that an op- 

timal combination of micro- and nanostructures is beneficial for 

heat transport in certain cases, and especially when the hierarchi- 

cal nature of the surface is pronounced, such as for S17. 
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The influence of pressure on the heat transfer is highest for 

the NS and the S17 surface, which both show a high increase in 

the HTC between 10 and 15 bar, see Fig. 9 . The S17 surface also 

exhibit a slight increase in HTC when reaching 20 bar saturation 

pressure, while the HTC on the NS structure decreases between 15 

and 20 bar saturation pressure. According to Preston et al. flood- 

ing of the nanostructures will occur in wicking condensation at 

high values of subcooling due to the high amount of condensate 

as the subcooling is increased [37] . When increasing the satura- 

tion pressure, on the other hand, the condensate film thickness de- 

creases and the HTC increases. Flooding is therefore not the likely 

explanation of the apparent saturation of the HTC. The plateau in 

the HTC is therefore explained by the fluid properties of CO 2 and 

how these are altered with pressure. Especially, the viscosity is de- 

creased with increasing pressure and the result could be a higher 

downward flow rate of the liquid. This would again lead to a thin- 

ner liquid film and an increased heat transfer. One could imagine 

that the liquid flow down the surface deteriorates the nanostruc- 

tures, and that this could influence the pressure dependence of 

the heat transfer. The nanoneedles could be bent or broken and 

flushed down along with the condensate. We have, however, inves- 

tigated the surfaces before and after condensation, and find that 

both the micropillars and nanoneedles are intact after repeated 

condensation experiments. Details can be found in Supplementary 

Information. 

5. Conclusions and outlook 

We have in this work experimentally investigated the heat 

transfer behavior of Cu based surfaces during the condensation of 

C O 2 . Three different micro- and nanostructured surfaces have been 

fabricated and compared in terms of heat flux and heat transfer 

coefficient during the condensation. The surfaces are (1) a purely 

nanostructured surface where CuO nanoneedles are grown on a 

Cu substrate, (2) a hierarchical surface with Cu micropillars under- 

neath CuO nanoneedles with high density, and (3) a surface simi- 

lar to the second, but where the nanoneedles are much less dense. 

We have shown that when the right balance between structured 

and unstructured surface area is found, the outcome is an increase 

in the condensation heat transfer. On surfaces with a high density 

of CuO nanoneedles, the reduced heat transfer due to lower ther- 

mal conductivity of the oxidized surface and increased heat trans- 

fer due to the higher effective surface area neutralize each other. 

The HTCs are therefore similar on the purely nanostructured sur- 

face, the micro- and nanostructured surface with high nanostruc- 

ture density, and the flat untreated surface. However, when the 

density of the nanostructures is lower, such that the true hierarchi- 

cal nature of the surface is more pronounced, the HTC is increased 

with maximum 66% compared to the untreated surface. The work 

show that surface structures have a potential of increasing conden- 

sation heat transfer of C O 2 if designed and fabricated properly. 

The optimal design criteria have yet to be developed, but the path 

of hierarchical surfaces is very promising and should be followed 

in future work. 
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Supplementary Information

Mechanical stability

We have conducted a small study to investigate the mechanical abrasion

of the nanostructures caused by the low temperature, the elevated pressures

or the condensation itself. The hypothesis was that the nanostructures could

withstand the pressure, the temperatures and the flow of liquid CO2. To inves-

tigate this we imaged the surfaces in a SEM before and after conducting the

condensation experiments. The images show that the nanostructures are intact

after condensation, and that no noticeable alteration of the surfaces could be

detected. SEM images recorded before and after the condensation experiments

are shown in Figure 1.

1



(a) (b)

(c) (d)

(e) (f)

Figure 1: SEM images of the three structured surfaces that have been fabricated and investi-

gated in this work. The left column ((a), (c), and (e)) are images recorded before condensation

and the right column ((b), (d) and (f)) are recorded after the condensation. (a) and (b) are

images of the NS surface, (c) and (d) of the S17 surface and (e) and (f) of the S19 surface. The

different appearance of the images in the right and left column is solely due to the difference

in contrast and brightness settings of the SEM.
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