
ISBN 978-82-326-6011-7 (printed ver.)
ISBN 978-82-326-5276-1 (electronic ver.)

ISSN 1503-8181 (printed ver.)
ISSN 2703-8084 (online ver.)

Doctoral theses at NTNU, 2021:168

Tina Bergh

Electron microscopy of
intermetallic phases in
aluminium-steel jointsD

oc
to

ra
l t

he
si

s

D
octoral theses at N

TN
U

, 2021:168
Tina Bergh

N
TN

U
N

or
w

eg
ia

n 
U

ni
ve

rs
ity

 o
f S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y
Th

es
is

 fo
r t

he
 D

eg
re

e 
of

Ph
ilo

so
ph

ia
e 

D
oc

to
r

Fa
cu

lty
 o

f N
at

ur
al

 S
ci

en
ce

s
D

ep
ar

tm
en

t o
f P

hy
si

cs





Thesis for the Degree of Philosophiae Doctor

Trondheim, May 2021

Norwegian University of Science and Technology 
Faculty of Natural Sciences
Department of Physics

Tina Bergh

Electron microscopy of
intermetallic phases in
aluminium-steel joints



NTNU
Norwegian University of Science and Technology

Thesis for the Degree of Philosophiae Doctor

Faculty of Natural Sciences
Department of Physics

© Tina Bergh

ISBN 978-82-326-6011-7 (printed ver.)
ISBN 978-82-326-5276-1 (electronic ver.)
ISSN 1503-8181 (printed ver.)
ISSN 2703-8084 (online ver.)

Doctoral theses at NTNU, 2021:168

Printed by NTNU Grafisk senter



Abstract

Joints that combine the light weight of aluminium (Al) alloys with the high strength of steels,
can be beneficial in structural components. For instance, in automobiles, Al-steel joints can
enable improvement of the strength-to-weight distribution and contribute to reduce the fuel
consumption and the greenhouse gas emission. However, Al-steelwelding poses several chal-
lenges, due to the large differences in the thermo-physical properties, such as the melting
point, between Al alloys and steels. In addition, Al alloys are sensitive to thermo-mechanical
treatment and typically develop a soft zone during welding. Moreover, the elevated temper-
atures reached during welding typically lead to formation and growth of intermetallic phases
along the bonded interface. These phases are hard and brittle, and they are typically detri-
mental to theproperties of the joint. The overall goal of thisworkwas to characterise the inter-
facemicrostructure in selectedAl-steel joints, to contribute tobetter understandingof theun-
derlying bondingmechanisms and the performance of the joints. Themain focus was placed
on the formed interfacial intermetallic phase layers. In sound joints, the interfacial layers typ-
ically have thicknesses on the nanometre or micrometre scale. Electronmicroscopy provides
the required spatial resolution to study such layers. The main tool in this work was transmis-
sion electron microscopy, which enables acquisition of a broad range of complementary sig-
nals that can be used to characterise the specimen both in terms of morphology, chemical
composition and crystal structure with a spatial resolution down to atomic scale.
In one of the studied joints, the interfacial layer was only a few tens of nanometres thick and
therefore posed extra challenges for characterisation. For this specimen, scanning electron
diffraction was used, which involves scanning a nanometre-sized probe across the specimen
andcollectingdiffractionpatterns at eachprobeposition. This yields a fourdimensional data-
set that, combined with data analysis, enables the local crystallography to be assessed. How-
ever, overlap of crystals is a recurring challenge with analysis of such data. Two methods to
segment the signals associated with individual crystals were explored in this thesis. The first
segmentation approach was based on virtual dark field imaging, where diffraction contrast
images are created by integrating the intensity within a region in the diffraction patterns, with
respect to probe position. The secondwas based on non-negativematrix factorisation, which
is a data matrix decomposition method that can be used to extract the individual parts con-
stituting a non-negative dataset. By applying the two approaches to a demonstration dataset
of partly overlapping magnesium oxide nanoparticles, it was found that both could be used
for nanocrystal segmentation if artefacts were considered carefully. The segmentation ap-
proaches were also applied to datasets from an Al-steel joint fabricated by hybrid metal ex-
trusion & bonding.
To overcome the challenges associated with Al-steel welding, methods that enable bonding
with lower heat input have been developed during the last decades, including the patented
solid state welding method hybrid metal extrusion & bonding. This method is based on con-
tinuous extrusion of an Al filler material that is squeezed in between the metals to be joined.
The addition of filler material is combined with large plastic deformation to yield a flexible
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low temperature method, which is suitable for Al-steel welding. A second generation Al-steel
joint was studied that showed tensile strengths comparable to that achieved with competing
joining methods. The underlying bonding mechanism was found to be a combination of mi-
croscale mechanical interlocking and formation of a discontinuous interfacial nanoscale Al-
iron-silicon (Al-Fe-Si) layer. Analysis of scanning electron diffraction data indicated that the
layer contained the cubic αc-Al-(Fe,Mn)-Si phase.
After the promising results for Al-steel joints, the possibility of using the hybrid metal extru-
sion&bondingmethod formulti-material joiningwasexplored. A four-metalAl-copper-steel-
titanium(Al-Cu-steel-Ti) demonstration jointwas characterised. Electronmicroscopy studies
again revealed microscale mechanical interlocking and formation of interfacial intermetallic
phase layers at the bonded interfaces. The Al-steel interface showed adequate bonding and
an interfacial Al-Fe-Si(-Cu) layer ∼0.1-1 µm thick. In bonded areas, the Al-Cu interface was
covered by a∼0.5 µm thick layermainly composed of the phases θ-Al2Cu and γ1-Al4Cu9. How-
ever, some Al-Cu regions suffered from lack of bonding and porosity, due to an insufficient
supply of filler material. The Al-Ti interface was covered by a∼50 nm thick Al-Ti-Si layer, and
the Al-Ti region showed excellent tensile properties with ductile fracture running through the
Al during testing. Overall, the hybrid metal extrusion & bonding method showed great pro-
spects formulti-metalweldingprimarily due to its flexibility and the lowprocess temperature.
The formation and growth of interfacial intermetallic phases were also studied in amore fun-
damental sense to gain insight into the influence of alloying elements. Joints between an Al-
magnesium-Si (Al-Mg-Si) alloy and a stainless steel containing chromium (Cr) andnickel (Ni),
were made by roll bonding, and the joints were heat treated to promote interdiffusion and
growth of intermetallic phases. The formed phases were characterised in terms of morpho-
logies, chemical compositions, crystal structures and mechanical properties. The alloying
elements Si, Mn, Cr and Ni led to a decrease in the growth rate of the total interfacial inter-
metallic phase layer. The phase layers were mainly identified to be composed of τ1-FeNiAl9,
αc-Al-(Fe,Cr,Mn)-Si, θ-Fe4Al13 and η-Fe2Al5, arranged from the Al to the steel side.
Joints made by the fusion welding method cold metal transfer, were also studied. The inter-
metallic phases αc-Al-(Fe,Mn)-Si, θ-Fe4Al13 and η-Fe2Al5were again identified and character-
ised in termsofmorphologies, compositionsandcrystal structures. Inaddition, the interfacial
intermetallic phase layerwas subjected tophase andorientationmappingby indexingof elec-
tron backscatter diffraction data. The findings agreed well with the results obtained from the
joints made with the other twomethods and with observations reported in literature.
There are still questions that remain to be answered, especially concerning the initial form-
ation and growth of interfacial intermetallic phase layers at the nanoscale. New insights can
possiblybeobtainedbycombining in-situheatingexperimentswithelectronmicroscopy tech-
niques. Some proof-of-concept in-situ heating experiments that were conducted in this work
are discussed, and specific challenges are highlighted that should be considered prior to per-
forming in-situ heating experiments aimed at studying phenomena related to interdiffusion.
Overall, this thesis advocates the importance of electron diffraction techniques in the study
of interfacial intermetallic phase layers in Al-steel joints. Scanning electron diffraction tech-
niques offer possibilities to characterise a wide range of materials, especially with the advent
of direct electron detectors, and these opportunities should be seized in future studies.
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Chapter 1

Introduction

1.1 Motivation
The overall motivation for this project is connected to challenges faced by the manufactur-
ing industry. Manufacturing companiesmust answer increasingdemands to improveproduct
performanceand functionality. In the lastdecades, greenhousegasemissionsandglobalwarm-
ing concerns have risen in line with increasing population and living standards. Manufactur-
ing industries therefore also face requirements of reducing the environmental impact. In an-
swering the ever-growing demands, products that are composed of only one single material
fall short. It is necessary to fabricate multi-materials or hybrid structures that are composed
of two ormore dissimilarmaterials joined together [1]. Withmulti-material structures, the in-
dividual properties of the parent materials can be jointly utilised, and thematerial properties
can be tailored for each independent structural component. Such structures enable improve-
ment of performance and functionality and/or reduction of weight and cost [2]. In particular,
usingmaterials with diverse properties increase the lightweighting potential significantly [3].
Lightweighting is especially important in vehicle manufacturing and transportation indus-
tries that continuously face stricter regulationson fuel efficiency. Onecommon lightweighting
strategy is to re-evaluate thematerial selectionand substitutehighdensitymaterialswithhigh
strength lower densitymaterials where possible. As an example, in automobile constructions,
steelshavedominated foraboutacentury, after takingover fromwoods [4]. Figure1.1presents
an Ashby diagram that shows strength versus density for common engineering materials [5].
As expected, it can be seen that woods lie at the bottom left of the diagram, whilemetal alloys
cover a broad range of properties and generally have high strengths and high densities. Table
1.1 lists key physical parameters for the common metals aluminium (Al), titanium (Ti), iron
(Fe) and copper (Cu), where it can be seen that the density of Al is about three times lower
than the density of Fe [6]. By value, Al is one of the top five largest export products of Norway.
In its pure state, Al is relatively soft, but by adding∼1wt.% of alloying elements and perform-
ing thermo-mechanical treatment, high strength and lightweight Al alloys can be fabricated.
In addition, Al alloys typically have good corrosion resistance and formability, and high elec-
trical and thermal conductivity. It has been stated that by using Al alloys in vehicles, a weight
reduction of up to 50% can be achieved without compromising safety [7, 8]. Due to themany
advantages of Al alloys, their use in automobiles has been rising recently. Already in 1994, Audi
developed the Audi A8 with a car body frame, named the ’spaceframe’, entirely made of Al al-
loys, which enabled a 40%weight reduction compared to a corresponding steel body [9, 10].
Apart fromusing lowerdensitymaterials, downsizing isanothercommon lightweightingstrategy.
Research is ongoing to develop advanced steels with higher specific strengths [12], which of-
fer an alternative to lightweighting by using Al alloys. It must also be mentioned that when it
comes to the total environmental footprint, there is a trade-off in the user phase for when the
use of Al alloys are more environmentally friendly than steels in vehicle bodies [13]. Existing
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Figure 1.1: Ashby chart showing strength versus density for common engineering materials. For metal
alloys the yield strength is shown. Adapted from Figure 6 in [5].

Table 1.1: Physical properties of pure Al, Ti, Fe and Cu. Note that the thermal conductivity is given for
temperatures in the rangeof 20−100°C, the thermal expansion for 0−100°C, and the electrical resistivity
at 20°C. Adapted from [6], but with crust compositions extracted from [11].

Property Unit Al Ti Fe Cu
Atomic number - 13 22 26 29
Relative mass u 26.98 47.90 55.85 63.55
Relative density g cm−3 2.70 4.51 7.87 8.96
Elastic modulus GPa 70 120 211 130
Specificmodulus GPa / g cm−3 26 26 27 14
Melting point °C 660 1678 1535 1083

Thermal conductivity W m−1 K−1 238 26 78 397
Thermal expansion 10−6K−1 23.5 8.9 12.1 17.0
Electrical resistivity µΩ cm 2.67 54 10.1 1.69
Crust composition wt.% or ppm* 8 4010* 4 25*

production lines and infrastructure favour continued use of steel, and Al alloys are in general
both more cost and energy expensive than steels. Fortunately, the electricity production is
mainly based on hydropower in Norway. Further, Al alloys can be produced by recycling of
scrap material, which only requires a fraction of the energy, typically 5% [14]. The competi-
tionbetween theuseof steels andAl alloyshas set the scene for amaterials lightweighting race,
which recently has intensified due to the growing demand for electric vehicles where weight
plays a crucial role. Thematerials race has been described by news articles in the last decade
with titles such as "For lightweight cars, amaterials race" [15], "Material wars - who’s going to
win the automotive metals race?" [16] and "The battle of the bodies: steel vs. aluminium in
automotive production" [17]. There are several indications that the future is multi-material
products. One example is the "Super Light Car" project where 35 car manufacturers together
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developed amulti-material body-in-white solution that consisted of 53% Al alloys, 36% steel,
7%magnesium (Mg) alloys and 4% plastics, and that allowed a 37%weight saving [18].
To realise the use ofmulti-material products, cost-effective, robust andflexible dissimilarma-
terial joining methods are needed, and such methods are key to innovative and sustainable
manufacturing. For instance, it was written in a manual of 2015 by the European Aluminium
Association that [19]: "With respect to the automotivemarket, themost important task is join-
ing aluminium to steel. Consequently, this problem is also the main driving force to develop
new, improved joining methods for dissimilar materials.” Traditionally, mechanical joining
methods, such as riveting, screwing and clinching, have been used to join dissimilar metals.
However, the strength of welded joints is often higher than what can be achieved with mech-
anical or adhesively bonded joints [20]. Unfortunately, dissimilar metal welding is in gen-
eral highly challenging due to the large differences in thermo-physical properties between the
metals to be welded. For Al alloys and steels, the large differences in melting point, thermal
conductivity and thermal expansion (Table 1.1), make Al-steel welding near impossible with
traditional fusionwelding techniqueswhere themetals aremelted. Also, Al alloys are sensitive
to thermo-mechanical treatment and develop soft heat affected zones (HAZs) during welding,
which can limit the mechanical properties of the joints. Moreover, Fe has low solid solubility
in Al [21], so that the twometals will not mix continuously when bonded. Rather, intermetal-
lic Al-Fe phases will grow at the bonded interface depending on the alloying elements present
and the thermo-mechanical treatment history [22]. These phases are inherently brittle and
limit the properties of the joints, especially if they form thick intermetallic phase (IMP) layers
along the Al-steel interfaces [23, 24].
To overcome the challenges associated with Al-steel welding, low temperature weldingmeth-
ods can be employed, including in particular solid-state welding methods. Solid-state weld-
ing methods comprise a versatile range of welding methods that typically gives high strength
joints [25]. An example of a traditional solid state welding method is roll bonding (RB). Fur-
ther, weldingmethods have been developed during the last decades that enablemetallurgical
bonding at lower temperatures than traditional fusion welding methods, such as the fusion
welding method cold metal transfer (CMT) [26] and the solid-state welding method friction
stir welding (FSW) [27]. FSW utilises high plastic deformation to join various metal alloys,
and it has been used successfully to join Al and steel. For instance, in 2012 the Honda Motor
Companyused friction stir welding to fabricate a car front subframeof Al and steel, whichwas
25% lighter compared to a conventional steel subframe [28]. Hybrid metal extrusion & bond-
ing (HYB) is another solid-state welding method that uses large plastic deformation to allow
bonding at low temperatures [29, 30]. HYB is based on continuous extrusion of an Al fillerma-
terial that is squeezed into the gap between themetals to be joined. The continuous extrusion
of Al filler material is a unique feature of HYB, which make this welding method more flex-
ible and versatile than other solid-state methods. The method was invented in Trondheim,
Norway, and the companyHyBondASwas founded based on theHYB technology and has the
vision of further developing and industrialising the HYB process [31].
To enable further development of Al-steel joining methods and fabrication of improved Al-
steel joints, characterisation of the joints is crucial. In Al-steel joints, the IMP layer that typ-
ically forms along the bonded interface can be detrimental, as mentioned previously. Thus,
it is crucial to characterise both the mechanical properties of the joints and their IMP layers
to explain the performance of the joints. In sound joints, the IMP layers typically have thick-
nesses in the range from themicrometre to the nanometre scale. Obtaining the required spa-
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tial resolution to study these layers is not possible with conventional visible light microscopy,
where the wavelength of the light used to formmagnified images is on the order of a few hun-
dreds of nanometres. However, fast electrons have a wavelength several magnitudes smaller,
and electron microscopes can be used to study materials with a spatial resolution down to
the atomic scale. In electronmicroscopy (EM), fast electrons are impinged onto the specimen,
and the various electron-matter interactions that subsequently take place give rise to a broad
range of complementary signals that can be recorded. The specimen can be characterised in
terms of for instancemorphology, chemical composition, and crystal structure [32, 33], which
is important in the characterisation of the IMP layers. Therefore, the main characterisation
technique used in this work was EM, and in particular transmission EM (TEM). Altogether,
the main motivation for this project was associated with the demand for characterisation of
Al-steel joints with focus on the IMP layers formed, and the use and development of EM tech-
niques that make such characterisation possible.

1.2 Objectives and scope
This PhD work is a part of the Norwegian research centre SFI Manufacturing, which has the
visionof showing that "sustainableandadvancedmanufacturing ispossible inhighcost coun-
tries, with the right products, technologies and humans involved" [34]. Within SFI Manufac-
turing, this PhD project lies under research area 1: "multi-material products and processes",
for which the overall objective is "to develop the ability to optimize material choice, multi-
materials geometry and processes simultaneously".
The main goal of this project has been to characterise the microstructure of the interface re-
gions in selected joints to gain better understanding of the underlying bonding mechanisms
and the performance of the joints, with the main focus placed on the formed IMP layers. To
reach theoverall goal, EMtechniqueswere tobeusedanddeveloped. Summarisedpoint-wise,
the objectives were to:

• assess the bondingmechanisms in selected joints,
• characterise the formed IMP layers in terms of morphology, crystal structure and com-
position,

• use and develop EMmethods central in the characterisation of the IMP layers,
• contribute to better understanding of how alloying elements and heat treatments affect
the interfacial IMP layers formed, and

• contribute tobetterunderstandingof themicrostructure-property relationship in joints.
The scope of this work was naturally limited, and the focus was placed on a few central top-
ics. Most importantly, the work concerned only microstructural characterisation of the inter-
face regions in selected Al-steel joints. The selected jointswere fabricated by collaborators us-
ing the three welding techniques: HYB, RB and CMT. Development of the joining techniques
was not a topic of this work. Further, the interface characterisation was done with TEM as
the main tool, and the focus was placed on the formed IMPs, while detailed characterisation
of the parent materials was not performed. The work was experimental in nature, and use
and/or development ofmodelling tools or theoretical frameworks were outside the scope. In-
sight gained from the interfacemicrostructural characterisation shouldultimately be connec-
ted to insight gained from characterisation of bulk specimens, which was done by collabor-
ators. There the focus was placed on mechanical properties, including hardness and tensile
strength, and characterisation of other properties, such as corrosion resistance and electrical
conductivity, was not included here.



Chapter 2

Materials — Aluminium-steel joints

This chapter provides the necessary background to understand the materials that were char-
acterised in this work. First, the fundamental metallurgy of Al and its alloys is in focus. A brief
general description of strengthening mechanisms of metal alloys is also given. The next sec-
tion aims to provide a short overview over steels, and related microstructures and strength-
ening mechanisms. After the background on Al alloys and steels, joining methods that can
be used to bond them together are described, with the focus placed on the welding methods
central in this work. Subsequently, an overview over known Al-Fe-silicon (Si) IMPs is presen-
ted, and solid state interdiffusion is explained in short. Finally, interfacial Al-Fe(-Si) IMP layers
that have been reported to grow in Al-steel joints are elaborated on briefly. The influence of
alloying elements on the formation and growth of IMP layers, and the mechanical properties
of the joints are discussed, based on findings reported in the literature.

2.1 Aluminium and its alloys
ThepropertiesofAl canbealteredsignificantlybyalloyingand thermo-mechanical treatment.
These property changes result from the introduction of various defects into the Al crystal lat-
tice and changes in the Al grain structure and texture. This section gives a brief introduction
into crystal defects and strengthening mechanisms in metal alloys in general, in addition to
describing key concepts of Al alloys. To begin with, classification of Al alloys is explained,
before main takeaways regarding thermo-mechanical processing routes and strengthening
mechanisms are described.

2.1.1 Classification
Al has a face-centred cubic (fcc) crystal structure. In nature, Al readily reactswith oxygen (O) to
form various types of Al oxides, and the Earth’s crust contains 15 wt.% Al2O3, compared to 62
wt.% SiO2 and 6 wt.% Fe2O3 [11]. The most economical natural source of Al is bauxite, a sedi-
mentary rock formed after millions of years of surface weathering of rocks in (semi-)tropical
regions [35]. Bauxite consists of several forms of hydrated Al oxides, typically amounting for
30−60%, together with Fe, Si and Ti oxides and various impurities. The first step in Al produc-
tion is toproduce alumina, Al2O3, frombauxite ore. Typically, this process also yields insoluble
waste residue consisting of Fe, Ti and Si oxides, denoted "redmud". The subsequent produc-
tion ofmetallic Al from alumina can be achieved by electrolytic reduction, which is extremely
energy expensive. Al alloys are thenpreparedbymelting andmixingAlmetal togetherwith the
alloying elements in a furnace before casting, which yieldsprimary alloys. Al alloys can also be
produced by recycling of scrap material, which gives Al alloys referred to as secondary alloys.
Production of secondary alloys demands only a fraction of the energy required for primary Al
production, typically 5% [14]. However, a challenge in recycling is to limit the amount of trace
elements that may significantly influence the properties, and to obtain the correct amount of
alloying elements.

7
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Al alloys are typically grouped into two main categories; cast and wrought alloys, often de-
noted AC and AW, respectively. Casting is a process where a liquified metal is allowed to con-
solidate in a mould. A cast alloy is produced directly into the finished shape during casting.
Production of awrought alloy however, includes a working process involving plastic deform-
ation, such as rolling, extrusion, drawing or forging. Wrought alloys amounts for 75 − 80% of
all Al alloy products, and a fewhundred types ofwrought alloys are available commercially [6].
These are denoted using a four digit system, where the first digit stands for the main alloying
element(s). Main alloying elements include Cu, Mg, manganese (Mn), Si and zinc (Zn) [36].
Typically, other elements are also added, such as chromium (Cr), lithium (Li), scandium (Sc),
silver (Ag) and Ti [14]. The second digit indicates possible modifications, and the two last di-
gits are either identifiers for a specific alloy or signifies the Al purity. Table 2.1 lists the eight
mainwrought Al alloy series, togetherwith their key characteristics. In addition, both cast and
wrought Al alloys are also categorised as heat-treatable or non-heat-treatable, depending on
whether they can be hardened by heat treatment or not.

Table 2.1: The eight main wrought Al alloy series according to the four digit classification system. The
main alloying elements and the heat-treatability are listed. Typicalultimate tensile strength (UTS) values
and typical characteristics are given, together with some example applications. The information has
been extracted from [14, 36, 37].

Series Main Heat- Typical UTS Typical characteristics Example applications
element(s) treatable [MPa]

1xxx None No 100− 200 Good conductivity, Electrical conductors,
exceptional formability, chemical equipment,
good weldability foil, architecture
and good corrosion resistance and cooking utensils

2xxx Cu Yes 200− 450 High strength, Aerospace
also at elevated temperatures

3xxx Mn No 100− 300 Good corrosion resistance Cans, utensils
and formability and heat exchangers

4xxx Si Yes and no 150− 400 Good weldability Filler wires
and forged pistons

5xxx Mg No 100− 350 Good corrosion resistance, Marine, military,
toughness and weldability construction and

automotive
6xxx Mg and Si Yes 100− 400 Excellent extrudability Structural and

automotive
7xxx Mg and Zn Yes 200− 700 High strength Military and aerospace
8xxx Miscellaneous Yes and no 100− 400 Miscellaneous Nuclear, automotive

and aerospace

2.1.2 Thermo-mechanical treatment
Thermo-mechanical treatment involves both heat and plastic deformation, and is crucial to
obtain the desired properties of most Al alloys. Each alloy is given a suffix letter that states
its treatment condition, where the letter T is given for heat treated alloys. For such alloys, a
subsequent digit is included that specifies the heat treatment, and these are shown in Table
2.2. As can be seen, processing of a specific Al alloy typically involves several stages. Here,
processing steps are explained in the formof a generic production route for a typical 6xxx (Al-
Mg-Si) extrusion alloy that is hotworked and thenheat treated to T6 condition. A sketch of the
temperature-time profile is depicted in Figure 2.1(a).
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Table 2.2: Temper designations for heat treated Al alloys. Adapted from [36].

Temper Treatment
T1 cooled after elevated temperature shaping and naturally aged
T2 cooled after elevated temperature shaping, cold worked and naturally aged
T3 solution heat treated, cold worked and naturally aged
T4 solution heat treated and naturally aged
T5 cooled after elevated temperature shaping and artificially aged
T6 solution heat treated and artificially aged
T7 solution heat treated and over-aged (stabilised)
T8 solution heat treated, cold worked and artificially aged
T9 solution heat treated, artificially aged and cold worked
T10 cooled after elevated temperature shaping, artificially aged and cold worked

First, the alloy is cast above the melting point. During solidification of the cast, constituent
particles form that are often referred to as constituent phases or primary particles or only as
IMPs. These are coarse foreignphaseparticles that solidify beforeAl via interdendritic decom-
position [14]. As theAldendrites solidify, solute is rejected into the liquidbetween thedendrite
arms, which leads to a gradient of composition that is referred to as microsegregation [37].
Homogenisation is the next step, and here the alloy is held at a high temperature right below
theeutectic. This enhancesdiffusion so that a largeamountof solute is dissolvedandmicrose-
gregation is eliminated [37]. During this process, dispersoids, also called secondary particles,
form by solid state precipitation of elements that diffuse slowly and have modest solubilities
[14]. Dispersoids are well distributed within the Al matrix, hence their name, and typically
have dimensions on the order of∼50− 500 nm. A sketch showing dispersoids and a constitu-
ent particle embedded within Al is shown in Figure 2.1(b).
After homogenisation, the example 6xxx alloy is pre-heated and hot worked by extrusion, as
can be seen in Figure 2.1(a). During extrusion, a billet is pressed through a die so that its cross-
sectional area is significantly reduced. In this process, the billet is subjected to high temperat-
ures and substantial plastic deformation. The extensive plastic deformation during working
typically introduces line defects known as dislocations that will be introduced in the next sec-
tion. However, due to the high temperature during hot working, recovery may happen. That
is annihilation and rearrangement of dislocations, which lower the elastic strain energy of the
material, without motion of high angle grain boundaries [38]. The recovery occurring during
hotworking is dynamic andprogresses as thematerial is deformed, as opposed to static recov-
ery that happens during annealing of a coldworkedmaterial. Recovery is amulti-step process
that eventually leads to subgrain formation and growth. Subgrains are crystalline regions di-
vided by low-angle grain boundaries. Further, recrystallisation can occur, which is formation
and growth of new grains with low dislocation densities [38]. More information on disloca-
tions will be given in the next section, while the reader is referred to [38] for more informa-
tion on recovery and recrystallisation. If the specimen is kept at elevated temperatures, grain
growthmay progress so that large grains with low strain energy grow at the expense of smaller
ones to reach a configurationwhich lowers the grain boundary energy [38]. To obtain a higher
strength alloy, it is most often advantageous to suppress recrystallisation and grain growth,
and this can be accomplished with the presence of dispersoids [14]. In total, the processes
taking place during working alter the dislocation density and grain structure, which both are
parameters that influence the strength, as will be discussed in the next section.



10 Materials— Aluminium-steel joints

After extrusion the alloy may be solution heat treated1 to dissolve solutes and create a nearly
homogeneous supersaturated solid solution (SSSS) [37]. This is followed by quenching, i.e.
rapid cooling, to maintain the SSSS and to quench in vacancies, i.e. empty lattice sites. The
vacancies aid solute diffusion and facilitate heterogeneous nucleation of precipitates during
subsequent heat treatment. Afterwards, the alloy isnaturally aged, i.e. stored at room temper-
ature and/orartificially aged at an elevated temperature. Duringnatural ageing, solutes in the
SSSS gather to form clusters, and during artificial ageing these grow into nanoscale particles
called precipitates. The precipitates typically evolve through various stages and transform
from metastable phases into stable phases after sufficient heat treatment time. This evolu-
tion depends strongly on the alloy composition [39, 40]. For Al-Mg-Si alloys, the precipitation
sequence has been found to be [41–43];

SSSS→ solute clusters→ Guinier-Preston zones→ β′′ → β′, U1, U2, B’→ β, Si. (2.1)

Guinier-Preston zones are ordered regions that formbefore precipitates. During ageing, these
zonesare replacedbya sequenceof semi-coherentmetastablephases, andcoherencywith the
Almatrix is gradually lost as theprecipitates evolve [39]. β′′, β′, U1, U2 andB’ are allmetastable
precipitates and the last β-Mg2Si phase is the final equilibrium precipitate. A simple schem-
atic drawing of example precipitates is shown in Figure 2.1(b). Precipitates grow along spe-
cific directions in the Al crystal lattice and reach dimensions typically on the order of∼1−100
nm. They give the main contribution to the strength of heat treatable Al alloys, and for a spe-
cific alloy there is a specific heat treatment schedule that leads to peak hardness, which lies
in between underaged and overaged conditions. An underaged alloy has not been aged suf-
ficiently to reach peak hardness, while an overaged alloy has been aged past peak hardness.
However, in general several strengtheningmechanisms contribute collectively.

2.1.3 Strengtheningmechanisms
Amaterial that is subjected toanappliedstressdeforms,meaning that it changes in sizeand/or
shape. For elastic deformation, the original shape and size are recovered after the external
stress has subsided. For plastic deformation, the induced shape and size changes still per-
sist after unloading. The yield strength of a material is its capacity to endure an applied load
without deforming plastically. This is most commonly measured by tensile testing, where
a specimen is stretched at a constant rate, and the applied uniaxial load and the specimen
elongation are recorded [45]. From the recorded data, a load versus displacement curve can
be presented, or converted to a stress-strain curve. Engineering strain is given by ε = ∆L/L0,
where∆L is the change in specimen length andL0 is the initial length [45]. Engineering stress
is given by σ = F/A0, where F is the applied load and A0 is the initial cross-sectional area
normal to the force direction [45]. Schematic engineering stress-strain curves are shown in
Figure 2.2 for both a ductile and a brittle material. During tensile testing, a specimen first un-
dergoes elastic deformation. In this regime, the stress is proportional to the strain, as given
by Hooke’s law: σ = Eε, where E is the Young’s modulus [45]. Elastic deformation contin-
ues up to a limit, after which plastic deformation occurs. The elastic-plastic transition is often
hard to pinpoint. By convention the yield stress, σy, is determined by the intersection of the
stress-strain curvewith a lineparallel to the elastic regionof the curve, where the line is given a
specified strain offset, often 0.2% [45]. From the yield point, the applied stress continues to in-
crease,mainly due towork hardening, until the ultimate tensile strength (UTS), σu, is reached.

1Note that solution heat treatment is not necessarily done after extrusion, since high temperatures are reached
during extrusion that may act similar to a solution heat treatment.
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Figure 2.1: Illustration of thermo-mechanical treatment for an age-hardenable 6xxx Al-Mg-Si extrusion
alloy. (a) Typical schematic temperature-time profile for an alloy that is homogenised, extruded and
age hardened. Adapted from [44]. Drawings showing foreign phase particles embedded within Al; (b)
a constituent particle and dispersoids, and (c) precipitates. The various colours indicate phases with
distinct chemical compositions.

The UTS is the maximum applied stress that the material can withstand before deformation
becomes localised. A brittle material undergoes limited plastic deformation and fractures al-
most immediately after reaching the UTS. A ductile material on the other hand, undergoes
extensive plastic deformation and necking before fracture, as shown in Figure 2.2. After the
onset of necking, the work hardening cannot compete with the reduction in cross-sectional
area, so that the applied stress decreases until fracture.
WhenAldeformsplastically, thedeformation isnot simplya resultofbreakingofatomicbonds.
In fact, if thatwas the case, the strengthwould be significantly higher. Instead, plastic deform-
ation happens as a result of propagation of line defects in the crystal lattice that are called dis-
locations2. Dislocations are divided into two main categories in the ideal extreme case; edge
and screw dislocations, although a general and curved dislocation has amixed character that
varies along its length. An edge dislocation in a simple cubicmaterial is illustrated to the bot-
tom left in Figure 2.3. Associated with the edge dislocation is a long-range stress field that is
compressive at the side of the inserted half plane and tensile at the opposite side. Any dislo-

2Note that plastic deformation occurs also by twinning in somematerials [46, 47]. SinceAl has a high stacking fault
energy, stacking faults and twins scarcely form [14]. Thus, only dislocationmotion is considered here.
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Figure 2.2: Schematic engineering
stress-strain curve for a brittle and
a ductile material. Adapted from
[45]. The elastic and plastic deform-
ation regimes are indicated, and the
yield stress, σy, and the UTS, σu, are
marked. The insets show elongation,
necking and fracture of a schematic
tensile specimen of a ductile material.
The area under the curve (coloured)
signifies the material toughness, i.e.
the energy absorbing ability.

cation can be described by the displacement vector known as the Burgers vector,~b, and by the
dislocation line vector,~t. The Burgers vector is the vector that joins the start and end position
of the constructed Burgers circuit, as shown in Figure 2.3, which for an ideal edge dislocation
is~b = 1

2 [110] in a fcc crystal [46]. An edge dislocation canmove by reorganisation of bonds so
that it glides along a plane known as the slip plane. The slip plane is the plane that contains
both the dislocation line vector and the Burgers vector, i.e. {111} in this case [46]. The stress
required to initiate slip in a specific metal is often approximated to a constant characteristic
value referred to as the critical resolved shear stress, τc [47]. The resolved shear stress is the
value of the shear stress resolved on the slip plane in the slip direction. The critical resolved
shear stress, τc, is connected to the yield stress by σy = τcM , whereM is the Taylor factor that
accounts for texture and load condition, typically around 3 [46]. An edge dislocation can also
move out of its slip plane by amechanism known as climb, and a screw dislocation canmove
toanother equivalent slipplanebycross-slip, but these topics arenot coveredhere. The reader
is referred to [46, 47] for further information on dislocations.
Since plastic deformation is a result of dislocationmovement inAl, strengthening canbe achi-
eved by introducing crystal defects that interact with and hinder propagation of dislocations.
In general, crystal defects are categorised into four main groups; point, line, planar and bulk
defects. Amongst the point defects, vacancies and solute atoms are the most important. A
solute atom is a foreignelement that is incorporated into the crystal lattice eitherbyoccupying
a lattice position at the expense of a host atom,which is known as a substitutional solute, or by
takingaposition inbetween latticepoints,which is knownasan interstitial solute. Thesepoint
defects are shown schematically in Figure 2.3. Around a solute atom there is a displacement
field mainly due to the mismatch in atomic radius between the solute atom and the matrix
atoms. This field may interact with the displacement field associated with a dislocation, so
that a higher stress must be applied for it to glide, resulting in solute strengthening [46]. The
increase in yield stress by solute strengthening, increases with the solute concentration [48].
When it comes to line defects, dislocations have already been introduced. Dislocations re-
pel each other if the compressive regions of their stress fields overlap. They attract each other
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Figure 2.3: Illustration of defects in a simple cubic crystal lattice. Inspired by [35]. Atom positions are
illustrated with grey circles. Compressive and tensile displacement fields are illustrated with blue and
red gradients, respectively. For the edge dislocation, the line vector, ~t, that goes into the paper plane,
and the Burgers vector, ~b, are shown. Also, the slip plane is marked by the black dashed line and the
Burgers circuit by the blue broken rectangle.

if the compressive part of the stress field of one of them overlaps with the tensile part of the
stress field of the other [46]. Simply put, a moving dislocation must overcome the force ex-
erted by an adjacent dislocation to bypass it, so that higher dislocation density gives yielding
at higher applied stress. Therefore, dislocations contribute to the yield stress by: σd ∝ √ρ,
where ρ is the total dislocation density [46]. There are twomain contributions to the disloca-
tion density. Geometrically necessary dislocations are those required to accommodate strain
gradient fields due to geometrical constraints of the crystal lattice, e.g. due to bending. Dur-
ing plastic deformation, an amount of the applied work can be stored in the material via cre-
ation of dislocations independent of any geometrical constraints, and these dislocations are
referred to as statistically stored dislocations. The increase in dislocation density obtained via
plastic deformation leads to an increase in strength and is referred to as work hardening or
strain hardening.
Grain boundaries are important planar defects in this context, since Al is generally polycrys-
talline. A grain boundary is a boundary separating regions with distinct crystallographic ori-
entation. Often there is a discontinuity of slip systems between grains [45]. This means that
dislocations cannot continuously glide between grains, but rather tend to pile up near the
grain boundary. These dislocations often exert repulsive forces on one another, which leads
to stress build-up. If the stress exceeds a threshold, dislocation sources in the adjacent grain
are stimulated, so that the yielding process propagates between grains [46]. The shear stress
at the front of a dislocation pile-up is proportional to the number of dislocations in the pile-
up [49]. Since less dislocations can pile-up inside a smaller grain, the yield stress is higher the
smaller the grain size [49]. Also, a fine grainedmaterial has a larger total area of grain bound-
aries that hinder dislocationmovement. Thus, grain refinement results in strengthening. The
relationship between yield stress and grain size can be described by the Hall-Petch equation
[49]:

σy = σ0 + kd−n, (2.2)

where k is amaterial constant,n≈1/2 is the exponent, d is the average grain diameter, andσ0 is
the frictional stress. The frictional stress can be thought of as the yield stress of a single crystal
with d = 0 [49]. For pure Al, σ0≈10MPa, and for Al alloys σ0 generally increases with the alloy-
ing element content [35]. From Equation 2.2, the grain boundary strengthening contribution
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to the yield stress is given by σg≈kd−
1
2 . In general, this relation holds both for grains and sub-

grains [48], but it does not correctly predict the strength for grains with dimensions.100 nm
[49]. In general, grain size hardening does not give a major strengthening contribution for Al
alloys, and k is typically low. However, grain size strengthening has amore prominent effect in
someAl alloys, e.g. in underaged and non-heat treatable Al alloys, and in someAl alloyswhere
subgrains have formed during hot working [35].
Thealloying elementsmaybe in solid solutionor form foreignphaseparticles that arebulkde-
fects in theAl crystal lattice. Adislocationwill pass by anembeddedparticle either by shearing
or looping, depending on which mechanism that requires the lowest stress. Shearing occurs
when a dislocation cuts directly through a particle, and the stress required for shearing is re-
lated to theparticle radius by; σps ∝

√
r [46]. Therefore, shearing typically dominates for small

and coherent precipitates. For a specific precipitate there is a critical radius, rc, for which a
transition occurs between shearing and looping [46]. Looping happens for larger or more in-
coherent particles. The most common looping process is the Orowan process, in which the
dislocation curves out around the obstacle, until it meets itself on the other side. The disloca-
tion combines with itself and leaves a circular dislocation segment known as anOrowan loop.
In thisway, thedislocation can continue to glidewithout shearing theparticle. The yield stress
contribution due to looping, is inversely proportional to themean spacing between particles,
Λ, by: σpl ∝ 1/Λ [46]. Naturally,Λ increases as particles grow larger due to solute expenditure.
Other more complex bypassing processes may also take place, but this is not discussed here.
Themechanismwhere impenetrable dispersed phases contribute to strengthening, is also re-
ferred to as dispersion strengthening [49]. For Al alloys, it is most common to refer to both
strengthening by shearing and looping of precipitates asprecipitation strengthening. Dispers-
oids may also contribute to strengthening in some cases, and this is especially prominent for
some non-heat treatable Al alloys [50].
In total, several strengtheningmechanisms contribute collectively. A Pythagorean superposi-
tion of contributions has been found adequate based on experiments [51], while a linear sum-
mation is a pragmatic and reasonable approximation that has beenused inmodelling [52, 53].
A linear sum of the strengtheningmechanisms covered here reads:

σy = σ0 + σss + σd + σg + σps + σpl. (2.3)

Here σ0 is the intrinsic strength of pure Al, while the other terms are strengthening contribu-
tions by: σss solutes, σd dislocations, σg grain boundaries, σps shearing of particles and σpl
looping of particles. It follows that the strength depends strongly on the type, size and num-
ber density of foreign phases, the grain sizes and the dislocation density. These parameters
can bemodified by alloying and thermo-mechanical treatment.

2.2 Iron and steels
Steels have an eminent position as engineering materials. Steels and cast Fe comprise over
80% of all metals in use [37]. The success of steels is a result of the low cost and the end-
less variation in microstructure and properties that can be achieved by alloying and thermo-
mechanical processing [49]. The topic of steels is extremely vast, and this section aims to
give only a brief introduction to key concepts. The section begins by giving an overview over
the binary Fe-carbon (C) system and important microstructures that result from common
heat treatments. Thereafter, strengtheningmechanisms important for steels are brieflymen-
tioned, and an overview of common steel types is presented.
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2.2.1 The Fe-C system
Fe is the primary constituent of the core of the Earth. In addition, Fe accounts for 4 wt.% of
the continental crust of the Earth and is the forth most abundant element after O, Si and Al
[11]. In the crust, Fe exists mainly in the form of Fe oxides, except for metallic Fe from met-
eorites [49]. Production of steel starts by reduction of the Fe oxide with C at high temperature
to yield molten Fe [37]. Pure Fe has several allotropes, including three that occur naturally in
bulk form [49]. These are the body centred cubic (bcc) form ferrite (α), the fcc form austenite
(γ), and the hexagonal close packed form hexaferrum (ε). At ambient pressures, pure Fe can
take the form of ferrite and austenite, while hexaferrum only exists at high pressures. There is
also a high temperature bcc variant that is referred to as δ, although δ and α signify the same
crystal structure. Untreated pure Fe is relatively soft and ductile. For instance the yield stress
of a polycrystalline sample lies below 50 MPa [49]. To alter specific properties, Fe is typically
alloyed, most often with C, and subsequently thermo-mechanically treated.
The Fe-rich part of the Fe-C phase diagram is shown in Figure 2.4. The intermediate phase
cementite, Fe3C, can be seen. Note that although the shown phase diagram is applicable in
practice for steels, cementite is metastable so that the shown diagram is not an equilibrium
phase diagram [45]. Awide range ofmechanical properties can be achieved in Fe-C alloys due
to the great variation inmicrostructures that canbe createdby thermo-mechanical treatment.
An example is shown in Figure 2.4 for pearlite formation in a hypoeutectoid alloy. As the alloy
is cooled from the γ phase field into the γ + α region, proeutectoid α precipitates in γ. Below
the eutectoid, the remaining γ is transformed into α + Fe3C. Since the composition of γ is
different from any of the product phases, the phase transformation γ → α + Fe3C requires
redistribution of C by diffusion. The smallest diffusion lengths give a thin lamellar structure
with alternating α and Fe3C layers, which is termed pearlite. Relatively thick layers, referred
to as coarse pearlite, form at high temperatures right below the eutectoid where diffusion is
fast, while fine pearlite forms at lower temperatures. Pearlite has intermediate mechanical
properties between the soft and ductile ferrite and the hard and brittle cementite.
Martensite is ametastable structure that results fromadiffusion-less transformation happen-
ing upon rapid cooling or quenching of austenite to relatively low temperature. When cooling
happens so quickly that C diffusion is hindered, all the C exists in a SSSS in austenite. This
causes the austenite crystal lattice to elongate along one direction so that it transforms into
a body centred tetragonal structure that is termed martensite. Martensite is extremely hard
and brittle and has negligible ductility [45]. It is common to temper martensite, that is heat
treatment at a temperature below the eutectoid, so that the martensite turns into ferrite and
cementite.
Bainite is a microstructure that consists of an array of needles or plates of ferrite arranged
within smaller regions called sheaves, togetherwithfineparticles of cementite. Uponquench-
ing to relatively high temperatures,∼400 − 550°C, ferrite grows as laths and rejects the C into
the untransformed austenite, so that cementite forms between the ferrite laths. The resulting
microstructure is known as upper bainite. Upon quenching to lower temperatures, ∼200 −
400°C, where C diffusion is less rapid, lower bainite forms. Here, the ferrite is supersaturated
withC, so that fine carbideneedles formbothbetween ferrite laths and in their interiors. Bain-
itic steels have a wide range of mechanical properties and are largely intermediate between
pearlite andmartensite in that regard.
Themicrostructure transformations occurring during heat treatment of a steel can be visual-
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Figure 2.4: The Fe-rich part of the Fe-C phase diagram including the metastable phase cementite Fe3C.
The diagram is adapted from [54]. The insets show an example microstructure evolution for a hypo-
eutectoid Fe-C alloy that is is cooled from the γ phase field (top inset). As the alloy enters the γ + α
region, proeutectoid α precipitates in γ (middle inset). Below the eutectoid, the remaining γ is trans-
formed into pearlite consisting of alternating layers ofα and Fe3C (bottom inset). The insets were drawn
based on [45].

isedby theaidofan isothermal transformationdiagram, commonlyknownasa time-temperature-
transformationdiagram. Such adiagram for a hypoeutectoid Fe-C alloy is shown inFigure 2.5.
It can be seen that pearlite, bainite andmartensite formwithin specific temperature regimes.
The treatment time determines the pearlite and bainite fractions, while the quenching tem-
perature determines the martensite fraction. These microstructures can also be formed by
continuous cooling. In general, pearlite forms for relatively slow continuous cooling rates,
bainite for moderate andmartensite for high.

2.2.2 Overview of steels
Ferrous alloys are alloys where Fe is the main constituent, and these are usually divided into
the three following main groups based on their C content: commercially pure Fe, steel, and
cast Fe (2.14 − 6.70 wt.% C) [45]. Alloys based on Fe that contain one or more alloying ele-
ment(s), with ≤2.14 wt.% C, are defined as steels [37]. Thousands of steel types are available
commercially, and the simplestwayof classifying them is by their chemical compositions [56],
as shown in Figure 2.6. The two main categories are low alloy and high alloy steels. Low alloy
steels comprise those that have a total content of alloying elements below 8 wt.% [56]. These
are further divided into low, medium and high C steels. In general, the strength and hardness
increase as the C content increases, while the ductility and toughness decrease [37]. Low C
steels typically have good weldability, while high C steels typically have higher risk of brittle
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Figure 2.5: Schematic isothermal transformation
diagram for a hypoeutectoid Fe-C alloy. Adapted
from [55]. The diagram illustrates themicrostruc-
tures that will form upon quenching from the γ or
the γ + α region, to the α region, followed by iso-
thermalheat treatment. For isothermalheat treat-
ment at high temperatures, coarse or fine pearl-
ite forms, while upper or lower bainite forms at
intermediate temperatures. The green, orange
and red lines indicate 0%, 50% and 100% trans-
formation of austenite to pearlite or bainite, re-
spectively. Martensite forms after quenching to
temperatures below the martensite start temper-
ature,MS . A fraction of 50%martensite results for
quenching to temperature M50% and a fraction of
90% forM90%.

martensite formation upon cooling afterwelding. A subcategory of each of the low alloy steels
is plain C steels, which can be defined as steels that primarily contain C and low amounts of
alloying elements. Another common term is structural steel, which is C steel used for con-
struction applications. Although specific types of both low, medium and high C steels can be
considered structural steels, the most used are low C steels. Low C structural steels are com-
monly referred to asmild steels. Such a steel was used in Papers II, IV, B and F, while a low C
steel designed for cold forming was used in Paper V. Another type of low C steel is interstitial
free (IF) steel, which contains≤0.002wt.%C and generally has excellent ductility and formab-
ility [4]. Characteristic for IF steels is that they contain no interstitial solutes. Instead, all the C
and nitrogen (N) that can be incorporated as interstitial solutes in Fe, are tied up in carbides
and nitrides [37]. An IF steel was utilised in Paper A.
Low alloy steels are susceptible to corrosion, which limits their applications. In environments
containing water and O, Fe oxidises continuously without forming any protective oxide layer,
which can severely degrade the properties of the steel. For rustproofing, steel can be coated
with Zn or Al, referred to as galvanising or aluminising, respectively [57]. Common meth-
ods include hot-dip galvanising and hot-dip aluminising, where a steel product is immersed
into a bath of molten Zn and molten Al, respectively. However, to obtain corrosion protec-
tion beyond the surface layer, steels must be heavily alloyed. High alloy steels that are highly
resistant to rusting are known as stainless steels, and these must contain ≥12 wt.% Cr to be
passive in aqueous solutions [37]. In general, a thin layer of Cr2O3 forms on the surface of a
Fe-Cr alloy, which prevents corrosion. Stainless steels often contain other alloying elements
in addition to Cr, such as nickel (Ni), molybdenum (Mo) andMn. Stainless steels have a wide
range of properties, and are divided into subcategories based on the predominant phase in
their microstructure. These include austenitic, ferritic, duplex, martensitic and precipitation
strengthening stainless steels [37]. Duplex stainless steels contain both ferrite and austenite.
Austenitic stainless steels constitute the largest andmost utilised group. If an austenitic stain-
less steel is heated above a specific temperature usually in the range of 450 − 870°C, C reacts
withCr to formCr carbides that precipitate on the austenite grain boundaries. This causes the
regions near the carbides to be depleted of Cr, so that intergranular corrosion can take place.
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This phenomenon is known as sensitisation. An effective way of reducing the sensitisation
susceptibility is to add Ti and/or Nb that form carbides [58]. Another way of limiting the sus-
ceptibility to sensitisation is to limit the C content. This is done in L-grades of stainless steel,
and such a steel was used in Paper IV.

Figure 2.6: Illustration showing the top level classification of steels by chemical composition. Adapted
from [37].

New types of steels are continuously being researched and developed. For automotive applic-
ations, the aim is often to createhigher strength steels so that lessmaterial canbeusedand the
total vehicle weight can be reduced [4]. Strengthening of steels arises from several mechan-
isms that generally contribute collectively [49]. Firstly, the microstructure has a major influ-
ence on the properties, as mentioned previously. Further, work hardening is crucial, and e.g.
plain C steel may reach UTS values exceeding 1500 MPa by work hardening [49]. Solid solu-
tion strengthening is also important, both by C and N giving interstitial solute strengthening,
and by substitutional solute strengthening by e.g. Mn, Cr, Mo and Ni. In addition, grain size
refinement can give a substantial increase in strength, following the Hall-Petch relationship
given in Equation 2.2. Some alloying elements, such as vanadium (V), forms fine and strong
carbides that hinder grain growth during austenitisation. Another strengtheningmechanism
that is important in steels is dispersion strengthening, since other phases often are dispersed
within thematrix in steels, suchas carbides, nitrides and IMPs. Theseembeddedphases typic-
ally give strengthening according to theOrowanmechanismas in Al alloys, which is explained
in Section 2.1.3. For overviewsof the alloying elements typically found in steels and their func-
tions, the reader is referred to [37, 56, 57]3.
An overview over the strength versus ductility for commonly used steels is presented in Figure
2.7. Such a plot is often called the "ductility ladder" or "banana chart", since the conventional
high strength steels (HSSs) follow a banana-shaped curve. Conventional HSSs include IF, bake
hardened, C-Mn and high strength low alloy steels, while martensitic steels are regarded as
ultra high strength steels. Relatively new types of HSSs have been developed that are referred
to as advanced HSSs (AHSSs). They include a wide range of steels that are characterised by
multi-phasemicrostructures [4]. Thefirst generationofAHSSs include for instancedualphase
(DP) steels, whichare amongst themost usedAHSS in automotive applications. Unlikeduplex
steels, DP steels contain martensite islands dispersed in a ferrite matrix. This microstructure
is typically created by intercritical annealing, where a cold deformed ferrite-pearlite or ferrite-
bainite microstructure is heated into the γ + α phase region, called the intercritical region, to
form a fraction of austenite, before the alloy is quenched to form martensite [55]. A DP steel

3In particular, Table 4 on page 395 in [57] and Table 20.1 on page 372 in [37].
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was used in Paper III. A second generation of AHSSs has been developed [4], and ongoing
research and development is devoted to create a third generation of AHSSs that is intended
to fill the gap between the first and second generations [12]. For more information on AHSSs,
the reader is referred to [4, 12, 37].

Figure2.7: Chart showing typical elongationversusUTSvalues for commonlyused steels: interstitial free
(IF) and low carbon (LC) steels; conventional high strength steel (HSS) including bake hardened (BH),
carbon-manganese (C-Mn) and high strength low alloy (HSLA) steels; first generation advanced HSS
(AHSS) including dual phase (DP), complex phase (CP), and transformation induced plasticity (TRIP)
steels; ultra HSS (UHSS) including martensite steel; second generation AHSS including twinning in-
duced plasticity (TWIP) steels and lightweight steels with induced plasticity (L-IP). Adapted from [4].

2.3 Joining
After the introduction into Al alloys and steels, the next topic that will be explored is joining of
thesematerials. This chapter begins by giving a brief overviewof the types of joiningmethods,
before diving deeper into the joining methods used in this work, with the main focus placed
on HYB.

2.3.1 Overview of joiningmethods
Joining is the process of bringing individual components together to form a common unit.
Dissimilar joining is joining to create hybrid joints or multi-material joints composed of two
or more dissimilar materials. The joints themselves are often classified by their geometries,
including for instance butt joints, where the basematerials (BMs) are joined edge-on, and lap
joints,where theBMsare joined inanoverlappedconfiguration. Thematerials tobe joinedare
oftenprepared to create single or double grooves, for instancewith V- or Y-shapes. Illustration
of a lap and two butt weld configurations are shown in Figures 2.8(a), (b) and (c), respectively.
Joint efficiency is a simple measure often used to compare the tensile properties of the joint
with that of the unaffected BM, and in some cases to compare the joint performance between
different joints. Joint efficiency is given by the ratio between the UTS of the joint and the UTS
of the softest BM [25].
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Figure 2.8: Schematic joint configurations. (a) Lap joint. Butt joints with double (b) V- and (c) Y-shaped
grooves.

A plethora of various joining methods exists, and there are several commonly used strategies
for classifying them. Broadly speaking, they can be classified into three groups; i) mechanical
joining, ii) adhesive bonding and iii) metallurgical bonding (welding), depending onwhether
they rely primarily on i) mechanical interlocking, ii) chemical reactions or iii) applied heat
and/or pressure [1, 59]. This largely describes the top level categorisation, although several
joining techniques in principle could be classified as hybrid processes that utilise a combina-
tion of these.
Mechanical joining methods rely on creating a mechanical interlock that locks the materials
into a commonunit. Such joiningmethods includemechanical fasteningmethods and integ-
ral mechanical attachment methods [59]. In mechanical fastening, an additional part, i.e. a
fastener, is utilised to achieve interlocking. Examples include nails, screws, bolts and rivets
[1, 59]. In self-pierce riveting for instance, a rivet is pushed into stacked sheets to lock them
together. Fasteners are often removable, which can be advantageous, but they also add ex-
tra weight, and often result in low joint efficiencies [25]. In integral mechanical attachment
methods, a mechanical interlock is created without integrating a fastener into the joint. For
instance, in clinching of Al and steel sheets, the sheets are joined by using a press machine to
drive a punch into the sheets and pushing them downwards into a die to create an interlock
[60]. Mechanical joining is usually thought of as working on the macroscopic scale. How-
ever, mechanical interlockingmay also happen at themicroscale [59]. When two surfaces are
brought into close contact during joining, surface asperities, i.e. bulges andbumpson thema-
terial surfaces, may lead tomaterial getting stuck in or flowing into protrusions on the oppos-
ing surface, so that microscale hook- or lock-like features are created, which may contribute
to bonding. This is important also in other joiningmethods, as will bementioned later.
Adhesivebonding is theprocess inwhich twomaterial surfacesarebeingheld together through
an adhesive, typically a resin, that acts as a bonding agent and sticks to both of the oppos-
ing surfaces [61]. Adhesion is a complex surface physico-chemical phenomena affected by
numerous factors. On the molecular scale, the bond strength depends mainly on the chem-
ical bonding, while on the microscale, surface roughness may reduce or enhance the bond
strength. Several adhesion mechanism models have been proposed that each explain cer-
tain phenomena related to adhesion, such as mechanical interlocking, adsorption, interdif-
fusion and chemical bonding [62]. Adhesive bonding has several advantages, including uni-
form stress distribution, as opposed to fasteners and spot-welds, and the possibility to join
otherwise incompatible materials [62]. On the other hand, adhesive bonding often requires
surface preparation and time consuming curing, and the adhesive can be susceptible to en-
vironmental degradation. Thus, if adhesive bonding is used in load-bearing structures, it is
most often used in combination withmechanical joining.
Metallurgical bonding orwelding is uniting parts, inmost casesmetal parts, by applying heat
and/orpressure tobring them into close enoughcontact so that they formbonds to eachother
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at the atomic level [59]. Thus, the fundamental principle behind welding is atomic bonding,
which requires that the opposing metal surfaces are borough into close enough contact for
inter-atomic forces tocome intoplay. Metal surfacesusuallyhave surface irregularities andas-
perities, surface oxide layers and adsorbed contaminants, which hinder close contact. These
must be removed or broken up for metallurgical bonding to occur, and there are largely two
ways of achieving this goal. Therefore, welding is divided into two broad categories: fusion
and solid state welding, which rely primarily on heat and pressure, respectively.
Fusion welding

Fusionweldingmethodseither joinmaterialsbyautogenousweldingwhere themeetingedges
of thework-pieces aremelted, or by theuseof afillermaterial (FM) that ismelted. Theheating
enhances interdiffusion and helps to break up or dissolve contaminants and oxide layers, be-
fore the liquified materials are allowed to fuse together upon cooling. Fusion welds typically
contain a fusion zone, surrounded by a HAZ, that is again surrounded by unaffected BM.
There existmany fusionweldingmethods, and there are several ways of classifying them. One
subclass is gaswelding methods that use combustion of a fuel gas as heat source [59]. Another
subclass is high energy beamwelding methods, where the high kinetic energy of fast particles
in an intense beamacts as heat source. Examples include laser beamandelectronbeamweld-
ing. Resistance welding methods on the other hand, rely on resistance heating. Arc welding
methods are commonly used in industry [61] and utilise an electric arc created between an
electrode and a work-piece to provide intense heat [59]. These methods typically use an in-
ert shielding gas to stabilise the arc and prevent oxidation of the metal [61]. The electrode is
either consumable and acts both as a FM and a conductor, or is non-consumable and acts
only as a conductor. In the latter case, a FM can be supplied separately if needed [61]. For ex-
ample, gas tungsten arc welding, commonly referred to as tungsten inert gas welding, uses a
non-consumable tungsten (W) electrode. On the other hand, gas metal arc welding (GMAW)
uses a consumablemetal electrode that acts as a FM. A subclass ismetal inert gas (MIG)weld-
ing, and CMT is a recently developedmodifiedMIGmethod [63] that has been used to create
soundAl-steel jointswith theuseof anAl FM. In that case,welding is said tooccurbetween the
Al BM and the Al FM, while brazing occurs between the steel BM and the Al FM. This method
was used in Paper V and is described further in Section 2.3.5. Brazing and soldering are both
subclasses of fusion welding. In these methods, a FM is melted in contact with the BMs to be
joined, before it wets and spreads over the BMs by capillary action. In brazing and soldering,
the liquidus temperature of the FM is above and below 450°C, respectively [59, 61].
Ingeneral, it is challenging towelddissimilarmaterialswithconventional fusionweldingmeth-
ods, since there often are large differences in their thermo-physical properties and since un-
wanted phases may form at the interfaces between them. Solid state welding are often more
suitable for dissimilar joining.
Solid state welding

Solid state welding comprise welding methods that operate below the melting temperatures
and do not rely on melting and subsequent solidification of the materials to be joined. Sub-
classes includediffusionbonding, coldpressureweldingand frictionwelding.Diffusionbond-
ing uses interdiffusion as the primary mechanism for bond formation. A load is usually ap-
plied to achieve close contact byplastically deforming surface asperities andbydecreasing in-
terfacial voids. The temperature is usually above 50%of themelting temperature, to enhance
diffusion [61]. Cold pressure welding (CPW)methods, often called cold weldingmethods, use
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high pressure to obtain a high degree of plastic deformation, so that intimate surface contact
is achieved and cleanmetal surfaces formmetallurgical bonds. One suchmethod is RB,which
is explained in Section2.3.2 and thatwasused inPapers IV, A andB.Frictionweldingmethods
rely on the frictional forces between materials moving relative to each other to produce local
frictional heating and plastic deformation that lead to coalescence of the materials [25]. Ex-
amples include ultrasonic welding and FSW. Although FSWwas not used in the present work,
thismethod is described further in Section 2.3.3 due to its similarities toHYB.HYBwasused in
Papers II, III and F and is explained in Section 2.3.4. For further details on solid-state welding
methods, the reader is referred to recent review articles [1, 20, 25, 64].

2.3.2 Roll bonding
RB is a CPWmethod where metal sheets are placed on top of each other and pushed through
a rollingmill. Figure 2.9(a) shows a simple illustration of a typical setup for RB. The sheets ex-
perience large thickness reduction and large surface expansion in the rolling direction, while
their widths remain constant. The thickness reduction is given by; x = (tf − ti)/ti, where
tf and ti are the final and initial thicknesses, respectively. The surface expansion is given by;
Y = (Af − Ai)/Ai, where Ai is the initial surface area, and Af the final area after rolling. The
metal sheets are often rolled at room temperature, referred to as cold RB, but theymay also be
pre-heated to facilitate bonding [65].
Thefilm theory offers an explanation to thebond formationmechanism inCPWmethods [66–
68]. Themetal surfaces tobebondedarepresumably coveredbyabrittle surface layer contain-
ing oxide films and adsorbed contaminants that inhibit bonding, referred to as a contaminant
film. Surface preparation by scratch brushing gives a work-hardened surface layer that covers
a fraction of the initial surface, referred to as a cover layer, which has been reported to be be-
neficial [66, 69]. To obtain bonding, a threshold surface expansion has to be reached, which
leads to fragmentation of the surface layer, i.e. the contaminant film and the cover layer, by
plastic deformation. This allows cleanmetal surfaces to be extruded through the cracks in the
surface layer. If and only if, freshmetal from the opposing surfacesmeet and are brought into
close enough contact to allow inter-atomic forces to have an effect, it is assumed that they
will bond. Several other theories have also been proposed to rationalise the bond formation
mechanism in CPW methods, such as the recrystallisation theory, the energy barrier theory
and the diffusion bonding theory [65].
Based on the film theory, Bay proposed a model that describes the bond strength in CPW
methods in the presence of awork hardened cover layer [68–71]. Asmentioned earlier, it is as-
sumed that bonding is achieved if a threshold surface expansion is reached that cracks the sur-
face layer, i.e. the contaminant film and the cover layer. In themodel, it was assumed that the
contaminant film is thin enough so that themetal surfaces immediately get into contact upon
film fracture. However, for a thick cover layer, a critical extrusionpressurehas tobe reached for
metal to be extruded down the cracks in the cover layer [71]. Since the work-hardened cover
layer was found to be several magnitudes thicker than the contaminant film, Bay proposed
that the normal pressure, i.e. the vertical component of the rolling pressure, had an effect. In
themodel, if thenormalpressureexceedsa thresholdpressure for extrusion, pe, the cover layer
fractures and fresh metal is extruded through the cracks. The pressure needed for extrusion
depends on the surface expansion, since a low and a large surface expansionwould give thick
and thin cover layers that would require high and low threshold extrusion pressures, respect-
ively. The bond strength thus escalates with increasing surface expansion until it approaches
the strength of the weakest startingmaterial. Figures 2.9(b)-(e) show illustrations of the steps
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of bond formation according toBay’s proposition. In Figure 2.9(c), the original cover layer and
contaminant film are shown. Figure 2.9(d) shows extrusion of material down the cover layer
cracks, together with thinning of the contaminant film. Figure 2.9(e) shows the resulting bon-
ded regions and remnants of cover layers and contaminant films. Bay’s model has later been
modified, and for instance amore elaboratemodel for Al-Al bonding has beendeveloped [72].

Figure 2.9: Illustrations of RB. (a) Schematic setup showing two plates that are being sent through a
rolling mill. This causes significant reduction in the thickness of the plates, from initial thickness ti
to final thickness tf . (b) Enlarged view of the illustration in (a) showing the material that is being sent
through the rolling mill. Bond formation according to the film theory is shown schematically in (c)-(e),
which are adapted from [69]. (c)Original material surfaces covered by a work hardened cover layer and
a thin contaminant film. (d) Extrusion of material through cracks in the cover layer and thinning of the
contaminant film. (e)Bonded areas between cover layer fragments and residual contaminant filmareas.

Since breaking the surface layer is a pre-requisite for bond formation, surface preparation has
an immense effect on the bond strength. Different preparation methods have been tested,
andseveral researchershave found thatdegreasingandscratch-brushingusinga rotating steel
brush lead to themost successful results [65, 66]. Scratch-brushing increases thesurface rough-
ness, whichmay facilitate local shear forces that may destroy the contaminant film [67]. Also,
mechanical interlocking between the bonded sheets likely contributes to the bond strength,
at least in shear [69]. Further, post-rolling heat treatment can be done to develop a stronger
metallurgical bond through interdiffusion, reduction of residual stresses and increasing the
joint toughness [73]. For more information on RB, the reader is referred to [65, 74].

2.3.3 Friction stir welding
FSW is a solid-state friction welding method that was invented and patented by The Welding
Institute in 1991 [27]. At the time, it was described as a radically new and revolutionary join-
ing process. FSW can be thought of as a constrained extrusion process that happens under
the action of a rotating tool [75]. After its emergence, the FSW technique gained momentum
rapidly. Numerous patents were filed, much research activity was initiated, and the method
was implemented in industry [75]. Several process and tool variants have been developed,
and several joint configurations have been demonstrated. Themain focuswas initially placed
on welding of Al alloys, but also other metal combinations have been welded successfully by
FSW [76], including Al-steel joints [77, 78].
A typical setup for FSW butt welding of a steel and an Al BM plate is shown in Figure 2.10(a).
TheBMplates are securely clampedonto thework table. Central in the process is the FSW tool
that is a non-consumable rotating tool made of a harder material than the BMs to be joined.
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This tool has a shoulder out from which a threaded pin, also referred to as probe, protrudes
[79]. At the start of the welding process, the pin rotates and is pushed downwards into the
seam between the BMs, until the shoulder is brought into contact with the upper edges of the
BMs. In its submerged position, the tool starts to move forward and traverses the weld seam.
The side where the local rotation direction of the tool is the same as its transverse movement
direction is referred to as the advancing side (AS), while the other side is referred to as the
retreating side (RS) [80]. For similarmetalwelding, the tool can be placed symmetrically in the
middle of the seam. For dissimilar metals on the other hand, it is custom to place the hardest
material on the AS and to place the pin with only a minimal offset into the hardest material,
so that the pin plunges mainly into the softest material [25, 78]. This is illustrated in Figure
2.10(b).

Figure 2.10: Illustrations of a typical setup used for FSW of Al and steel. (a) Schematic setup before FSW,
which shows the tool with its threaded pin and shoulder and the two BM plates. (b) Setup during FSW,
which shows the tool traversing the weld seam while it rotates and plastically deforms the materials.
Inspired by [81].

The pin continues to rotate as the tool moves forward, which generates high strains. This fa-
cilitates breaking of surface oxide layers and forces material to be swept around the pin and
subsequently deposited behind the tool, where it is allowed to coalesce. Also, the tool is sub-
jected to a high normal pressure so that the shoulder presses down onto the upper BM edges
and ensures that material cannot escape from the weld region [79]. In addition, the shoulder
provides additional frictional heating which facilitates the plastic deformation produced by
the rotating tool. The combined frictional heating from the shoulder and the pin creates a
thermally softened and plasticised region around the tool. The process is asymmetrical, and
most of the material is extruded past the RS [75]. Therefore, the pin tends to move away from
the RS towards the AS andmust be securely fixed to prevent sidewaysmovement [81]. In total,
the BM edges are subjected to high plastic deformation and frictional heating, which enables
joining in the solid state.
A FSW butt weld is illustrated in Figure 2.11(a). The weld is typically divided into three main
microstructural sections. The stir zone, also referred to as thenugget zone, covers thematerial
thathasbeenplasticisedanddisplacedunder theactionof thepin. ForFSWofage-hardenable
Al alloys, the microstructure in the stir zone typically consists of fine equiaxed recrystallised
grains [75, 82, 83]. Onion ring features can be seen in some cases, and these are circular or el-
liptical features resulting from thematerial flow following the stirring of the pin. Often in FSW
welds of dissimilarmaterials, special features can be seen in the stir zone near the bonded in-
terfaces. These aremechanically intermixed regionswhere the twomaterials have flowed into
each other due to the pin stirring, leading to intercalated layered structures and/or vortex- or
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swirl-like structures [84]. In the zone surrounding the stir zone, thematerial has been subjec-
ted to extensive heating and plastic deformation, despite not being directly stirred by the pin.
This region is thus referred to as the thermo-mechanically affected zone (TMAZ). The TMAZ
in FSWwelds of age-hardenable Al alloys mainly shows recovered grains that have bendt due
to the large deformation [75, 82]. Outside of the TMAZ there is a HAZ where the material has
only been subjected to heating, while unaffected BM surrounds the HAZ.

Figure 2.11: (a) Illustration of the cross-section of anAl-Al FSW joint of an age-hardenable Al alloy, where
the main microstructural zones are indicated; the stir zone, the TMAZ and the HAZ. Adapted from [75].
(b) Corresponding schematic hardness profile. Adapted from [85].

The microstructural evolution greatly affects the hardness profiles from FSW welds, and a
schematic profile for an age-hardenable Al alloy is included in Figure 2.11(b). There is a hard-
ness drop in the HAZ since an overaged state is reached due to coarsening and dissolution
of hardening precipitates, possibly accompanied by re-precipitation of non-hardening pre-
cipitates [82, 83, 86, 87]. From the minimum hardness value towards the TMAZ, there is an
increase in hardness which is coupled to increasing dissolution of non-hardening precipit-
ates. This leaves increasing amounts of solutes in solid solution, which gives strengthening
during natural ageing after consolidation of the weld [85, 86, 88]. Also, the large deformation
that occurs in the tool shoulder region, from the TMAZ towards the stir zone, contributes to
work hardening and opposes grain growth following frictional heating. Work hardening gives
a significant strengthening contribution, as explained in Section 2.1.3, and this contributes
to the hardness increase seen from the TMAZ towards the stir zone. The stir zone has exper-
ienced the highest amount of plastic deformation and work hardening, so that the hardness
typically reaches a plateau in this zone. For more information on FSW of Al alloys the reader
is referred to [75, 76, 89–91]. In the context of the research presented in this thesis, the FSW
process is interesting in particular due to its similarities to the HYBmethod that is explained
in the following section.

2.3.4 Hybridmetal extrusion & bonding
HYB is a hybrid solid-state welding method that combines addition of a FM and large plastic
deformation to achieve bondingbetweenmetals. Themethod is patented [29, 30] andwas de-
veloped by Ø. Grong [29], together with co-inventors T. Austigard andU.R Aakenes. Themain
objective of the developmentswas to create amethod that enabled Al weldingwith lower heat
input and that was more flexible than other available methods, such as conventional fusion
weldingmethodsandFSW.TheHYBmethodcombines favourable aspects of FSW,GMAWand
CPW [92], and is therefore closely related to FSW. Themain difference between FSW andHYB
is that addition of FM is a mandatory requirement in HYB, while not a possibility in conven-
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tional FSW [29]. Further, since the groove is filled by FM inHYB, the plates to be joined do not
need to fit each other closely, and HYB is therefore less dependent on geometric constraints.
TheHYBmethod utilises continuous addition of FM as in GMAW, but while GMAW is a fusion
weldingmethod, the FM addition in HYB happens exclusively in the solid state. Thismakes it
possible to performwelding at low temperature whilst exploiting FMaddition and is a unique
feature of the HYB method. Originally, the idea was to use HYB for joining of Al plates and
profiles [92–94].
The standard HYB setup consists of a HYB work bench onto which the BMs are fastened. For
butt joining of two BMs, the BMs are fastened on top of a steel backing, so that a groove forms
between them that is slightly narrower than the pin diameter, to ensure contact between the
pin and the BM sidewalls. For similar metal welding, the pin typically plunges into both BM
plates symmetrically, while for dissimilar metal joining, the pin is placed asymmetrically so
that it deforms only the softest metal. A possible setup for dissimilar BMs is illustrated in Fig-
ure 2.12(a). The sidewalls of the BMs may be pre-machined so that they form for instance V-
or Y-grooves. One of the BMs is placed on the AS,where the pin rotation direction is parallel to
the extruder tool travel direction. Theother is placedon theRS, using FSWnomenclature. The
extruder tool is clamped against the BMs in a submerged position so that it overlaps with the
groove and at least one BM. During HYB, the extruder tool travels along the weld groove at a
constant speed, while the FM is continuously extruded. This allows filling of the weld groove,
at the same time as the pin with its dies acts as a stirring tool that plastically deforms at least
one of the BMs. The process is sketched in Figure 2.12(b). The process parameters, in particu-
lar the wire feed rate, pin rotation rate and extruder travel speed, have to be adjusted with re-
spect to each other to achieve adequate filling of the groove. The pilot HYBmachine currently
installed at NTNU allows tuning and documentation of the relevant process parameters [95].
During HYB, the FM typically flows down along the sidewall of the BM on the AS, while the
edgeof theBMon theRS is forced toflowand is dragged alongwith thepin towards themiddle
of the weld groove [96]. However, there are variations in the material flow depending on the
material combination and joint configuration. As the extruder moves forward, the deformed
material is deposited behind the pin. The interfacial shear deformation at the groove walls is
presumably sufficient to disperse the surface oxide layers so they become mixed into the Al
[92], and so that clean metal can meet and metallurgical bonds form. A finished HYB joint is
typically divided into specificmicrostructure zones. The extrusion zone (EZ) lies in themiddle
of the weld groove and comprise the zone where FM has been deposited and where the ma-
terials have experienced extensive plastic deformation. Outside of the EZ, there is a HAZ that
has only been affected by heating but not by plastic deformation. This is illustrated in Figure
2.12(c). TheEZ typically consists of amixtureofFMandAlBM.Theheatingof theAlFMduring
extrusion and the frictional heating resulting from the plastic deformation in the groove are
the origins of the soft HAZ in Al. The temperature of the Al in the groove has not been meas-
ured. Recently, finite element modelling of the FM wire feeding in the extruder tool showed
that the FMbecomes heated as soon as it enters the chamber and reaches a peak temperature
of∼400°C close to the abutment [95].
InHYB, the principle behind the addition of FM is continuous extrusion [97], often referred to
as conform, short for continuous extrusion forming [98]. In this process, an extrusion tool is
used that consists of awheel that has a continuous groovewith rectangular cross-section. The
wheel is fastened on a shaft so that it can rotate. A shoe is fastened to one end of the wheel, so
that a passageway forms between the wheel and the shoe. During continuous extrusion, the
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Figure 2.12: Illustration of a HYB setup for butt joining of two dissimilar metals; a soft BM1 and a hard
BM2. Schematic of the setup during HYB, seen (a) from the side and (b) from the front. The BM1 and
BM2plates are placed on top of a steel backing and on the RS andAS, respectively. The FM is fed into the
extruder tool that traverses the weld groove at the same time as it rotates. This causes FM to be continu-
ously extruded through the extruder tool and into the weld groove. Simultaneously, the extruder tool
stirs the material in the weld groove. The frictional heating and plastic deformation results in bonding.
(c) Illustration of a finishedHYB joint, where the crown and root regions, and theHAZ and EZ, are indic-
ated.

wheel rotates, and thematerial is fed into the passageway and is moved by frictional drag. An
abutment is integrated into the end of the shoe that forms a narrow die opening. When the
materialmeets the abutment, it becomes extruded through the die, and continuous extrusion
occurs [97]. The process is illustrated in Figure 2.13(a).
The FM is continuously extruded through a specially designed extruder tool in HYB, which is
the core of the HYB invention. This tool mainly consists of a steel pin surrounded by a steel
housing. The pin is integrated with an extrusion head with extrusion dies in the bottom. It is
connected to a drive spindle that enables rapid pin rotation, while the housing remains sta-
tionary. In the lower end of the pin, there is a narrow passageway in between the stationary
steel housing and the rotatingpin. This opening serves as an extrusion chamber and is slightly
thinner than the wire used as FM. During HYB, the FM is fed into the extrusion chamber that
has threemoving pin walls and one stationary housing wall. As it enters the chamber, the FM
becomes dragged around due to the imposed friction grip [92]. Near the end of the extrusion
chamber, there is an abutment that blocks further entry into the chamber. When the FM hits
this abutment, pressure builds up, and the FM is forced to flow out of the die openings in the
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bottom of the rotating pin. In this way, continuous extrusion of FM is enabled.
The extruder tool and pin shape can be adapted to fit a specific joint geometry and material
configuration. With time, various prototypes have been developed [93]. One of the first suc-
cessful extruder tools was the HYB Spindle extruder [29, 92, 93] that had one stationary die
right in front of the stationary abutment. This tool is illustrated in Figure 2.13(b). The HYB
Spindle extruder enabled continuous extrusion of FM, but it was not customised to plastically
deform the BM. Later, the more advanced HYB PinPoint extruder tool was developed. Here,
the rotating steel pinwas integratedwith three ormoremoving extrusion dies in its lower end,
which in addition to extrusion of FM enabled stirring of the BM [96, 99, 100]. Figure 2.13(c)
shows an illustration of the PinPoint tool from top view,while Figure 2.14 shows the individual
components of the tool seen from the front. The pin is shown in 2.14(a), the spindle tip in (b)
and the assembled tool in (c). The PinPoint tool may optionally have a stationary outlet die
fixed in the rear end of the stationary housing, which allows FM to flow outwards in the radial
direction [96]. By adjusting the geometry of this die, the geometry of the weld reinforcement
can be adjusted, ranging from flat to fully reinforced weld faces [96]. The HYB PinPoint ex-
truder tool was used in the joining processes presented in Papers II-III and F.

Figure 2.13: Illustration of extruder tools used for continuous extrusion of FM. (a) Tool used in the ori-
ginal Conform process. Inspired by [97]. The FM is fed into a passageway between a rotating wheel and
a stationary shoe, and rotates with the wheel due to frictional drag, until it hits an abutment. In the
abutment there is a narrowdie, so that the FMbecomes continuously extruded through the die. (b)HYB
Spindle extruder tool seen from the top. Adapted from [92]. TheFM is fed into anarrow space inbetween
a rotatingpinanda stationary steel housing, and follows thepinmovementdue to the imposed frictional
grip. The FMmoves aroundwith the pin until it hits an abutment integrated into the stationary housing,
and is forced to flow out of a die placed right in front of the abutment. The cross indicates that the FM
moves into the paper direction as it moves out of the die. (c)HYB PinPoint extruder tool seen from the
top. Adapted from [101]. This tool is somewhat similar to that in (b), with one major exception being
that instead of having one stationary die in front of the abutment, the pin is integratedwith fourmoving
extrusion dies.

In principle, various ductile materials with sufficient extrudability may be utilised as FM in
HYB. At the time the HYB method was developed, no Al alloy had been designed to fit the
task as solid state FM, although several Al alloys previously had been developed to serve as
FMs in fusion welding methods. These FMs typically have other specifications than what is
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Figure 2.14: Illustration of the HYB PinPoint extruder tool. Adapted from [95]. (a) The rotating pin that
is integrated with extrusion dies in its bottom end. (b) The spindle tip that is fastened onto the pin. (c)
The assembled tool where the pin constitutes the two rotating sidewalls of the extrusion chamber, the
spindle tip acts as the rotating ceiling wall and the housing functions as the stationary sidewall.

sought after in a solid state FM, e.g. they are alloyed to reduce the risk of solidification crack-
ing [102]. Therefore, an Al alloy FM template was specifically designed to fit the task, and this
waspatented [102]. Thegoalwas toachieveanAl alloywithhighworkhardeningpotential that
could undergo work-hardening during HYB, so that it did not soften extensively and limited
the strength of the finished joint. Since fine dispersoids may prevent recrystallisation during
subsequentprocessing, the alloy should contain considerable amounts of dispersoid-forming
elements such as Mn, Cr and zirconium (Zr), in addition to other elements, depending on
which Al alloy series it was based on [102]. In principle it is possible to develop a FM specific-
ally to fit the Al BM to be joined. One 6082 Al alloy was specifically tailored to be HYB FM for
welding of Al alloy 6082-T6, and this alloy has been used in the HYB joining presented in re-
cent publications. For this 6082 Al FM, the manufacturing route started with direct chill cast
billets (∅ 95 mm) that were homogenised at 540°C for 2h 15 min, before they were cooled at
300°C/h. Afterwards, the billets were pre-heated to 500°C before they were extruded and wa-
ter quenched (∅ 2.7 mm). Next, individual as-extruded wires were joined by CPW, before the
wire was shaved to remove surface impurities and contaminants. The wire was subsequently
cold drawn (∅ 1.6 mm), and optionally shaved down to become even thinner (∅ 1.2 mm). In
this work, 6082 Al alloy FMwires with thicknesses of∅ 1.2mmand∅ 1.6mmwere used as FM
in Paper II and in Papers III and F, respectively.
The HYB method has been used to produce Al-steel joints. The first generation of HYB Al-
steel joints unfortunately suffered from lack of bonding along a large portion of the weld line
[103, 104]. Tensile specimens only reached UTS values in the range of 104 − 140 MPa [103,
104], which corresponded to joint efficiencies in the range of 34 − 46%. Improvements of
the setup, together with further developments of the pin geometry, enabled fabrication of
a second generation of HYB Al-steel joints that showed significantly improved mechanical
properties. Characterisation of a second generation joint is the topic of Paper II. Later, fur-
ther developments of the setup and pin geometry led to a third generation Al-steel HYB joints



30 Materials— Aluminium-steel joints

that showed even better properties, which is the topic of Paper F.
A great advantage of HYB is that minor modifications of the pin and housing geometries en-
able various configurations, which makes the method flexible [99]. HYB is in continuous de-
velopment, and there is an increasing research activity related toHYB. SoundAl-Alwelds have
been fabricated that show adequatemechanical properties comparable to or exceeding those
of jointsmadewith competingmethods, such as laser beamwelding and FSW, in terms of e.g.
fatigue properties [105], impact toughness and yield strengths [106]. Further, the flexibility
in the geometries of the pin and housing have allowed creation of sound joints with various
configurations, including butt, slot and fillet joints [99, 100]. The HYB method has also been
used in additivemanufacturing to create layered structures of Al [107, 108]. Last but not least,
the prospect of multi-material welding was recently explored, and it was found that HYB can
be used to join Al to Ti, Cu and steel [99, 100]. A unique demonstration Al-Cu-steel-Ti joint
fabricated in one pass is the topic of Paper III.

2.3.5 Coldmetal transfer
CMT is a modified MIG method that was developed by the company Fronius in 2004 [26, 63,
109, 110]. The method was designed to be automated and performed using a robot. Early re-
ports demonstrated sound Al-steel joints [26, 63, 111], and since, several metal combination
have been welded successfully with CMT [110]. An illustration of a typical setup for CMT lap
joiningof oneAlBMandone steelBM is shown inFigure 2.15(a). Theweldinggun is integrated
with awire feeder which continuously supplies a filler wire that acts as an electrode. The elec-
trode and the BMs are connected to a power supply, and an electrical arc is created between
them that melts the filler wire. The welding gun also has a gas nozzle through which an inert
gas is supplied that shields the arc and themolten weld pool [61].
During CMT, the welding gun is moved step-wise along the BM plate seams while depositing
molten FMdroplets, as illustrated in Figure 2.15(b). For each droplet deposition, the electrical
signal follows a cycle that can be divided into three stages [112, 113]. The first stage is the peak
current stagewhere the arc is ignitedbyahighpulse of current. This heats thefillerwire so that
it melts and a droplet is formed. The second stage is the background current stage where the
current is kept constant at a low level to avoid globular transfer, i.e. that the droplet falls down
after it has grown large enough, while the wire is moved towards the weld pool. In the third
and last stage, the liquid droplet is brought into contact with the weld pool. This extinguishes
the arc due to short-circuiting. Thepower supply is temporarily stopped, and a return signal is
sent to thewire feeder, so that thefillerwire is drawnbackwards. This aids droplet detachment
while the power supply is interrupted. The automated control of the process and the integra-
tion of thewiremotion into thewelding process are themain innovations in the CMTmethod
compared to conventional GMAWmethods that use short-circuiting transfer [63]. In this way,
minimal current can be used, and the heat input and the spatter can be reduced significantly
[109, 112, 114]. The method is denoted "cold" since the heat input is lower than in conven-
tional welding, although it is not a cold welding method. For CMT of Al-steel specimens, the
peak temperature lies above the melting point of the Al alloy and lower than that of steel. For
instance, the temperature has been measured to ∼800°C [115] and calculated to ∼1300°C in
another study [116].
The molten deposited Al FM wets the steel BM before the Al FM solidifies. Welding occurs
between the Al plate and the FM, while brazing happens between the steel and the FM. Even-
tually a consolidated weld is created, as illustrated in Figure 2.15(c). The weld contains a fu-
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Figure 2.15: Illustrations of the setup used for CMTwelding of an Al and a steel BM in lap configuration.
(a) Illustration of the setup before droplet detachment. A power supply is connected to the BMs and to
the Al FM, and the Al FM acts as an electrode. An arc is created between them and the lower end of the
FM ismelted and forms a droplet. Shielding gas is supplied through a nozzle in thewelding gun. The FM
ismoved towards theweld pool. (b) Illustration of the situationwhen themolten dropletmeets theweld
pool. The power supply is interrupted and the FM is drawn backwards so that the molten FM droplet
is detached. (c) Illustration of a CMT joint where the detached molten FM wets the steel BM, so that
brazing occurs between the steel and the Al FM, while welding occurs between the Al FM and Al BM.
In the finished joint there are HAZs both in the Al BM and the steel BM, while the Al FM constitutes the
fusion zone.

sion zone and a HAZ, as is common for fusion welding methods. To increase the wetting of
the molten Al FM on the steel, the steel is often coated by Zn [117]. During welding, Zn typ-
ically evaporates partly which can lead to presence of notable pores in the fusion zone [118],
and Zn-rich zones in the weld toe [119, 120]. Another important factor is the Al FM composi-
tion, which influences the IMPs formed and the strength of the joint [111, 117, 121], as will be
elaborated on in the next Section, in particular Sections 2.4.5 and 2.4.4.

2.4 Intermetallic phases
The previous section concerned joining methods and in particular a few selected solid state
welding methods. During welding, Al and steel have to be brought into close enough contact
for bonding to occur. To achieve this, large plastic deformation and/or heat must be applied.
This typically enhances diffusion, so that Al and Fe atoms mix into each other across the in-
terface, which is a phenomenon known as interdiffusion. Fe has low solid solubility in Al, and
therefore, a layer of IMPs typically forms inwelds at the Al-steel interface. This is amajor chal-
lenge in Al-steel joining, since excessive growth of IMPs is detrimental to the properties of
the joints. Therefore, it is crucial to have a fundamental understanding of IMP formation and
growth and of how this affects the joint properties. Both the chemical composition of the par-
ent alloys and their thermo-mechanical treatment history govern IMP formation and growth.
Numerous Al-Fe(-Si) phases have been described in literature, and several IMPs have been
identified at the Al-steel interface in joints.
This section gives an introduction into IMPs, starting with an overview of relevant Al-Fe(-Si)
phases. Thereafter, basic aspects of interdiffusion in general are explained. Next, typical char-
acteristics of interfacial IMP layers formed in Al-Fe joints are summarised and exemplified.
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Some alloying elements play a major role in the IMP formation and growth, and this topic is
also covered. Lastly, mechanical properties of individual IMPs are discussed, before their in-
fluenceon the joint properties are presentedbriefly. For completion, other factors influencing
the strength of finished Al-steel joints are alsomentioned.

2.4.1 Al-Fe(-Si) phases
The binary Al-Fe phase diagram is presented in Figure 2.16, which is adapted from [122] and
[21]. It can be seen that the solid solubility of Al in Fe exceeds that of Fe in Al, which is minus-
cule [21]. Several stable Al-Fe phases can be seen in the phase diagram, and crystallographic
information for the Al-rich Al-Fe phases is given in Table 2.3.

Figure 2.16: Al-Fe binary phase diagram. The Fe-rich region is adapted from [122] and the Al-rich from
[21].

Themost Al-rich phase in the Al-Fe phase diagram is the θ-Fe4Al13 phase. It has a monoclinic
unit cell, as shown in Figure 2.20(a), and is often faulted and twinned [130–132]. The Si con-
tent in the θ phase has beenmeasured to≤5.5 at.% at 550°C [133], and the θ phase is in some
cases referred to as Fe4(Al,Si)13 or FeAl3. The next phase richest in Al is the η-Fe2Al5 phase,
and its crystal structure is illustrated in Figure 2.17(b). It has an orthorhombic structure that
has a framework of fully occupied sites, together with a partially disordered distribution of Al
atoms in channels along the ~c-direction [124]. The Si content in the η phase has been meas-
ured to ≤2.5 at.% at 800°C [134]. Four low-temperature modifications of η have been identi-
fied recently, which are located below ca. 350°C in the Al-Fe phase diagram [135]. These are
η′-Fe3Al8 [125, 136], η′′ that is the Al-poorest [135], and η′′′ that is the Al-richest [135]. A forth
ordered structure, ηm, has also been identified, but not yet described [135]. The structure of
the η′-Fe3Al8 phase can be described as a superlattice based on the η phase, in which Al atoms
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Table 2.3: Crystallographic information for Al-rich Al-Fe phases. The bottom three are metastable
phases.

Phase Lattice parameters Crystal Space Ref.
a; b; c [Å] (α;β; γ [◦]) System Group (#)

ζ-FeAl2 a = 4.87; b = 6.45; c = 8.74 Triclinic P1 (1) [123]
α = 87.9;β = 74.4; γ = 83.1

η-Fe2Al5 a = 7.66; b = 6.42; c = 4.22 Orthorhombic Cmcm (63) [124]
η′-Fe3Al8 a = 11.32; b = 6.37; c = 8.64 Monoclinic C2/c (15) [125]

β = 104.4;

θ-Fe4Al13, FeAl3 a = 15.49; b = 8.08; c = 12.47 Monoclinic C2/m (12) [126]
β = 107.7

Fe2Al9 a = 6.24; b = 6.30; c = 8.60 Monoclinic P21/c (14) [127]
β = 95.1

FeAlm a = b = 8.84; c = 21.60 Tetragonal I4̄2m (121) [128]
FeAl6 a = 6.46; b = 7.44; c = 8.78; Orthorhombic Cmc21 (36) [129]

fully occupy 2/9 of the channel sites [125]. This phase is included in Table 2.3. Both η′′ and η′′′
can be described by incommensurate subsystems. These are not included in the table and the
interested reader is referred to [135].
There are also several metastable Al-Fe phases. Those for which the crystal structures have
been determined are listed in Table 2.3. Fe2Al9 has a monoclinic crystal structure [127, 137]
and is isomorphous with Ni2Al9 (a = 6.28, b = 6.34, c = 8.50, β = 92.4◦ [138]). The structure
is illustrated in Figure 2.17(c). Ni and Fe atoms may interchange in the crystal, and therefore
this phase is in somecases referred to as (Fe,Ni)2Al9. AlthoughNi2Al9 andFe2Al9both aremeta-
stable phases in thebinaryAl-Ni andAl-Fe systems, respectively, the τ1-FeNiAl9phase is stable
in the ternary Al-Fe-Ni system [114, 127] and in the quaternary Al-Fe-Ni-Si system [139]. The
content of Si in FeNiAl9has beenmeasured to 4 at.%at 500°C [139]. Thenextmetastable phase
listed in Table 2.3 is the FeAlm phase, which is common in rapidly solidified Al alloys [128]. It
is Al-rich withm∼4, is often faulted [131] and has been measured to incorporate≤2.1 at.% Si
[140]. Another metastable phase is the FeAl6 phase, which is isomorphous with MnAl6 [129]
(a = 6.50; b = 7.55; c = 8.87; Å [141]) and is in some cases referred to as (Fe,Mn)Al6 [142]. The
solubility of Si in FeAl6 is low, and it has beenmeasured to contain≤1.9 at.% Si [140].
Further, metastable Al-Fe phases have been identified for which the crystal structures have
not been fully determined. Such structures are listed in Table 2.4. AlxFewas identified in Al-Fe
alloys thatwere cooled at∼1−4K/s, and its compositionwas estimated tox∼5 [146]with≤1.9
at.% Si [140]. A monoclinic unit cell was proposed, although the structure has been reported
to be incommensurate and defective. The proposed unit cell corresponded well to recorded
electron diffraction data but not with X-ray diffraction data [147]. The AlpFe phase is body
centred cubicwith p∼4, andwas first observed in cast Al-Fe-Si alloys solidified at cooling rates
of∼10 K/s [148].
Numerous IMPs have been described in the ternary Al-Fe-Si system [133, 134, 149–152]. Fig-
ure 2.18 shows the liquidus projection of the ternary Al-Fe-Si phase diagram. The isothermal
projection at 550°C is shown in Figure 2.19. Crystallographic information for stable Al-Fe-Si
phases is presented in Table 2.5. The phase listed first is the αh (τ5) Al7.1Fe2Si phase that has
a hexagonal crystal lattice [153]. In some cases, the αc-Al15(Fe,M )3Si2 phase forms instead of
αh. The αc phase has a body centred cubic crystal structure in which certain transition ele-
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Figure 2.17: Crystal structures of three Al-Fe(-Ni) phases; (a) θ-Fe4Al13 based on the crystal structure re-
ported in [126, 143], (b) η-Fe2Al5 based on [124, 143], and (c) τ1-FeNiAl9 based on [127, 144]. Al atoms are
shown in teal while Fe/M atoms are shown in red, and partly filled circles indicate partial occupancy.
The figures were produced using the visualisation software VESTA [145].

Table 2.4: Crystallographic information for metastable Al-Fe phases for which the crystal structure has
not been fully determined.

Phase Lattice parameters Crystal Space Ref.
a; b; c [Å] (α;β; γ [◦]) System Group (#)

AlxFe a = 21.6; b = 9.3; c = 9.05;β = 94.0 Monoclinic - [146]
AlpFe a = b = c = 10.3 Cubic - [148]

ments,M , may substitute for Fe [154–158]. In general, αc is regarded as a metastable phase
in the Al-Fe-Si system, but it is a stable phase in several quaternary systems, in particular in
both the Al-Fe-Si-Mn [152, 159] and the Al-Cr-Fe-Si [160] system. It has been found that<0.3
wt.%M and/or&4 wt.% Cu is sufficient to cause formation of the αc phase in Al-Fe-Si alloys,
whereM is Mn, Cr, Mo, W or V [154, 155]. The αc phase has also been identified in rapidly
solidified Al-Fe-Si alloys without presence of stabilising transition elements [161]. However, it
has been reported that αc is not present in Al-Fe-Si alloys containing 0.5 wt.% of either Ti, Zr,
Co, Ni or Zn [154] or 2−3wt.%Mg [155]. In the Al-Mn-Si system, the phaseαsc-Al15(Fe,M )3Si2
is a stable phase, and this phase is highly similar to αc in terms of both composition and crys-
tal structure. The αsc phase has a simple cubic structure with space group Pm3̄ and lattice
parameter a = 12.68 Å [154]. Formation of αc versus αsc is governed by the composition, in
particular the Fe/M-ratio. The αc phase has a higher Fe/M-ratio, which has been measured
to e.g. ∼1 − 5 [157, 162], while that of the αsc phase has been measured to e.g. .1 [157, 162]
and .0.1 [163]. In Al alloys, the αc phase may form upon solidification as primary particles
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with various compositionsmeasured to be in the range of 8−12 at.% Si and 16−20 at.% Fe+M
[160]. In addition, the αc phase is also a common dispersoid in Al alloys [164].

Figure 2.18: Al-Fe-Si liquidus projection. Adapted from [151].

After theαh phase, the τ11-Al5Fe2Siphasehas lowestSi contentoutof thestableAl-Fe-Siphases.
Its Si content has been measured to be in the range of 9.2 − 11.8 at.% at 800°C [134]. German
et al. determined the crystal structure of the τ11 phase from an Al60Fe25Si15 alloy homogenised
at 600°C for 700 h and referred to the phase as Al4Fe1.7Si [166]. This crystal structure is shown
in Figure 2.20(b). Later, Bosselet et al. reported the existence of a similar phase close to τ11
in composition that had higher Si content and a different crystal structure, and named it τ10
[149, 173]. Note that until then, these two phases were often not differentiated, and the name
τ10 was often used for either of them in literature [149]. Further, Krendelsberger et al. iden-
tified the τ10 phase, that contained 15.5 at.% Si, in an Al60Fe25Si15 alloy equilibrated at 550°C
[133]. They only found the τ11 phase in as-cast alloys and assumed that the τ11 phase precip-
itated upon cooling from the liquid state but decomposed at a temperature in the range of
727 − 600°C. Thus, τ11 can be seen in the liquidus projection shown in Figure 2.18, while τ10
can be seen in the isothermal section at 550°C shown in Figure 2.19. The crystal structure of
τ10 has not yet been determined to the knowledge of the author.
The β-Al4.5FeSi (τ6) phase has a monoclinic crystal structure [167] that is similar to that of
the δ-Al3FeSi2 (τ4) phase [171]. They often appear in Al-Fe-Si alloys as plate-shaped particles.
In Paper C, it was shown that a few layers of δ is a typical defect in the β phase, and that β
and δ often intergrow severely within single Al-Fe-Si particles formed under non-equilibrium
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Figure 2.19: Isothermal section of the ternary Al-Fe-Si system at 550°C. Adapted from [150].

conditions. Also, the β phase has several polytypes that were described in the paper.
The next phase listed in Table 2.5 is the γ-Al3FeSi phase, which Si content has beenmeasured
to be in the range of 14.9 − 26.1 at.% [175, 176]. The crystal structure of the γ phase was first
describedbyMunson to beC-face-centredmonoclinic [154], as given inTable 2.5. Much later,
Sugiyama et. al determined the structure of a a rhombohedral phasewith a composition close
to that of γ, which they referred to as λ-AlFeSi [168]. Crystallographic information for this
phase is given in Table 2.5. Afterwards, Roger et al. determined the structures of two γ-Al3FeSi
phase crystals as trigonal with space group R3̄ (#148), and with lattice parameters a = b =
10.2223(2), c = 19.6781(4) [Å] for an Si-poor crystal and a = b = 10.1987(2), c = 19.5320(3)
[Å] for an Si-rich crystal [175]. Subsequently, Yu et al. determined the lattice parameters of
presumably the same phase and described it as a trigonal crystal with a = b = 10.34(5); c =
19.83(8) [Å] [177]. Thesecrystal structuredescriptionsarehighly similar, andonly thestructure
reported by Sugiyama et al. is given in Table 2.5. However, the structure proposed byMunson
has been confirmed recently [133], and so this one is also included in the table for completion.
Several metastable Al-Fe-Si phases have also been discovered. Crystallographic information
for some of these are given in Table 2.6. Note that the crystal structures have not been fully de-
termined. In homogenised commercially pureAl, Dons identified aphase similar to the Fe2Al9
phase and named itαv [178]. Theαv phase had higher Si content, measured to be in the range
of 4.5−10.5 at.%, and shorter~a- and~c-axis. Westengen reported amonoclinic β′ phase in rap-
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Table 2.5: Crystallographic information for Al-Fe-Si phases.

Phase Lattice parameters Crystal Space Ref.
a; b; c [Å] (α;β; γ [◦]) System Group (#)

αh, τ5, Al7.1Fe2Si a = b = 12.40; c = 26.23 Hexagonal P63/mmc (194) [153]
αc, α-AlFeSi, Al15(Fe,M )3Si2 a = b = c = 12.56 Cubic Im3̄ (204) [165]
τ11, Al5Fe2Si, Al4Fe1.7Si a = b = 7.51; c = 7.59 Hexagonal P63/mmc (194) [166]

τ10, Al4Fe1.7Si a = b = 15.518; c = 7.297 Hexagonal [133]
β, τ6, Al4.5FeSi a = 6.17; b = 6.17; Monoclinic A12/a1 (15) [167]

c = 20.81;β = 91.00

γ, τ2, Al3FeSi a = 17.78; b = 10.25; Monoclinic C-centred [154]
c = 8.90;β = 132.17°

λ, γ, τ2, Al3FeSi a = b = 10.22; c = 19.67; Trigonal R3̄ (148) [168]
alt.: a = 8.82;α = 70.8;

τ12, Al3Fe2Si a = b = c = 10.81 Cubic Fd3̄m (227) [134]
τ3 Al2FeSi a = 8.00; b = 15.16; Orthorhombic Cmma (67) [169]

c = 15.22;

τ1, τ9, Al2Fe3Si3 a = 4.65; b = 6.33 Triclinic P 1̄ (2) [170]
c = 7.50;α = 101.4
β = 105.9; γ = 101.2

δ, τ4, Al3FeSi2 a = b = 6.06; c = 9.53 Tetragonal I4/mcm (140) [171]
τ7, Al3Fe2Si3 a = 7.18; b = 8.35; Monoclinic P21/c (14) [172]

c = 14.46;β = 93.8

τ8, Al2Fe3Si4 a = 3.67; b = 12.39 Orthorhombic Cmcm (63) [170]
c = 10.15

Figure 2.20: Crystal structures of two Al-Fe-Si(-M ) phases; (a) αc-Al15(Fe,M )3Si2 based on the crystal
structure reported in [165], and (b) τ11-Al5Fe2Si based on [166, 174]. Al/Si atoms are shown in teal while
Fe/M atoms are shown in red, and partly filled circles indicate partial occupancy. The figures were pro-
duced using the visualisation software VESTA [145].
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idly solidified Al [156]. Two other phases were also discovered in rapidly solidified Al alloys,
q1 and q2, that contained ca. 15 at.% Fe and 4 at.% Si [131, 148, 156, 179]. The q1 phase trans-
formed into the q2 phase after annealing [148, 179]. Furthermore, several superstructures of
theαc phase have been identified, and these are also listed in Table 2.6. Bendersky et al. found
that an amorphousphase formed initially in rapidly solidifiedAl-Fe-Si alloys, and that it trans-
formed to theαc phase at∼380°C [180, 181]. Further, it was found that at∼430°C, theαc phase
transformed by ordering into the modified superstructures α’ and α” [181–183]. In addition,
an αc superstructure that contained 5.9 − 8.6 at.% Si was found and termed αT [157]. The αT
superstructure primarily formed after heat treatments of Al at temperatures in the range of
400 − 450°C [157]. As remarked in [147], it is unclear whether αT and α′ (αR) should be con-
sidered the same structure. These αc superstructures and metastable Al-Fe-Si phases are not
discussed further here, and the reader is referred to [150, 184] for well presented overviews.

Table 2.6: Crystallographic information for metastable Al-Fe-Si phases and superstructures of αc.

Phase Lattice parameters Crystal Space Ref.
a; b; c [Å] (α;β; γ [◦]) System Group (#)

αv a = 8.47; b = 6.35; c = 6.10 Monoclinic - [178]
β = 93.4;

β′ a = 8.9; b = 4.9; c = 41.6 Monoclinic - [156]
β = 92

q1, α′′ [131, 156] a = 12.7; b = 36.2; c = 12.7 Orthorhombic Cmmm (65) [179]
q2 a = 12.5; b = 12.3; c = 19.3 Monoclinic Pm (6) [179]

β = 109;

α′, αR [147] a = b = c = 20.82;α = 95.2 Trigonal R3̄ (148) [181–183]
alt: a = b = 30.76; c = 32.6 Hexagonal

α′′ a = b = 17.76; c = 10.88 Trigonal P 3̄ (147) [181, 182]
αT a = 27.950; b = 30.619; c = 20.729 Monoclinic C-centred [157]

β = 97.79;

2.4.2 Interdiffusion
In solid state welding of Al and steel, IMPs typically form at the Al-steel interface following in-
terdiffusion. Interdiffusion is the process in which dissimilar species diffuse into each other
across an interface. The phenomenon of diffusion is central in several fields, and in general
diffusionmeans spreading or transport of a specific property. Inmaterials science, diffusion is
used todescribe transport ofmatter thathappensas a result of stochasticmotionat theatomic
scale activatedby thermal energy [185]. At finite temperature, atoms in crystalline solids oscil-
late around their equilibrium lattice positions, and collective lattice vibrations are referred to
as phonons. If an atom gains sufficient energy, it may jump to an adjacent available position.
Diffusion results frommany individual jumps of the diffusing specie. In crystals, diffusion is
enabled by crystal defects, and there are two main diffusion mechanisms. Interstitial diffu-
sion describes atoms jumping from an interstitial site to another, and is important for C and
N interstitials in steels. Substitutional diffusion describes atoms jumping to adjacent vacant
lattice sites and is also known as the vacancy mechanism. The latter mechanism is dominant
for matrix atoms and substitutional solutes, and is the predominant mechanism in Al alloys.
In the absence of any driving forces, the probabilities of forward and backward jumps are
equal, and there will be no net transfer of matter. However, if there is a driving force, F , the
successful jump rate will be higher in specific directions, and there will be a net diffusive flux.
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The flux of specie j is the amount of j passing through a unit area per unit time, and is given
by Jj = cjvj , where cj is the concentration and vj is the flow velocity. Flow may arise from a
force,Fj = ζjvj , where ζj is a friction coefficient, ofwhich the inverse is often referred to as the
mobility 1/ζj = Bj . In general, systems tend towards their state of minimum free energy and
thus experience a driving force to decrease the free energy of the system. A force can be de-
scribedby the gradient of a potential energy surface. Thepartial free energy of a system, either
per mole or per number of molecules of specie j, is referred to as the chemical potential, µj
[186]. In a system at constant temperature and pressure and where the number of other spe-
cies is constant, the chemical potential is the partial molar Gibb’s free energy. That is the free
energy change occurringwhen a specific number of atoms ormolecules of type j are entering
or exiting the system. The chemical potential thus describes the tendency for free energy ex-
change via specie exchange, or the escaping tendency, since particles tend to escape regions
with high to regionswith low chemical potential. Thismeans that particlesmove tomaximise
their entropy, but also towards species for which they have chemical affinity. The chemical
potential gradient acts as a driving force for diffusion.
Consider a binary diffusion couple composed of metal A and metal B. The diffusive flux of A
in one dimension is given by:

JA = −cABA
∂µA
∂x

. (2.4)

The chemical potential is often expressed as µA = µoA +RT ln(γAcA/c), where µoA is the stand-
ard chemical potential, cA is the molar concentration, and c is the total molar concentration.
γA is the activity coefficient, which takes into account the interactions between the atoms. For
an ideal solution, the species are considered non-interacting so that γA = 1. In this case, the
diffusive flux is proportional to the concentration gradient by JA = −BART ∂cA

∂x . By introdu-
cing the intrinsic diffusivity of specie A, which is given byDA = BART , the well-known Fick’s
first law in one dimension appears:

JA = −DA
∂cA
∂x

. (2.5)

Thismeans that only for an ideal or dilute solution, the chemical potential gradient is propor-
tional to theconcentrationgradient [185]. Under suchconditions, components tend todiffuse
down the concentration gradient.
Thediffusivity ordiffusion coefficient,D, describes the rateofdiffusionandhasSIunitsm2 s−1.
In a solid, the diffusivity generally has an Arrhenius-type dependency on temperature, and is
given by:

D = D0e
−EA

RT . (2.6)
D0 is a temperature-independent pre-exponential factor, T temperature and R the gas con-
stant. EA is the activation energy of diffusion, which is in some cases switched with the ac-
tivation entalphy,4H . This means that from a plot of ln(D) versus 1/T , the slope is given by
−EA/R, and the activation energy can be estimated. The activation energy is associated with
the breaking of bonds and the elastic deformation that the jumping atommust impose on its
neighbours [187]. It follows that near defects such as interfaces, surfaces, dislocations and
grain boundaries, the activation energy is typically lower, so that such defectsmay act as high
diffusivity paths. In general, diffusion is fastest on free surfaces, followed by grain boundaries,
and the slowest is lattice, also called volume, diffusion [37]. Furthermore, for a given crystal
structure and bond type, the activation energy for self-diffusion is in general proportional to
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themelting temperature [188]. This implies that a solid with lowermelting temperature often
has a higher diffusivity.
The original interface between two components in a diffusion couple can be marked by in-
ert markers. The marked plane is referred to as the Kirkendall marker plane. In general, the
intrinsic diffusivities of A and B are not equal. This means that the flux cannot be explained
solely based on any of the intrinsic diffusivities. Rather, an interdiffusion coefficient, D̃, must
be defined that depends on each of the intrinsic diffusivities. This topic will not be covered
here, and the interested reader is referred to [185, 187]. During interdiffusion, themarkerplane
willmove, as a result ofDA 6=DB , and this phenomenon is knownas theKirkendall effect [187].
For example, ifDB > DA at the Kirkendall marker plane, this plane will move towards higher
concentration of B. This causes a net flux of atoms in one direction that must be balanced by
an equal flux of vacancies in the opposite direction. This may result in formation of Kirkend-
all voids by coalescence of vacancies at the side of the fastest diffusing specie. The Kirkendall
effect is illustrated in Figure 2.21, where (a) shows the original interface with inert markers.
Figure 2.21(b) shows that the Kirkendall marker plane moves towards higher concentration
of the fastest diffusing specie during interdiffusion, and that Kirkendall porosity eventually
forms. The Kirkendall effect was observed in particular in Paper B.

Figure 2.21: Simple illustration of the Kirkend-
all effect in a binary diffusion couple. (a) The
couple before interdiffusion. The original in-
terface is marked by inert markers. The flux of
A, JA, is smaller than that of B, JB , and the dif-
ferencemustbebalancedbyanet vacancyflux,
4Jv. (b) During interdiffusion, the Kirkendall
marker plane moves towards higher concen-
tration of B, and the net vacancy flux eventu-
ally leads to formation of Kirkendall porosity.

During interdiffusionmixing occurs, and if theA-Bphase diagramcontains IMPs, an IMPmay
form and grow. For predicting the phase sequence evolution in binary diffusion couples, Pre-
torius et al. [189–192] proposed the effective heat of formation rule. They assumed that the
driving force is the change in Gibb’s free energy. Since the entropy changemostly is small dur-
ing solid state formation of ordered phases, they neglected the entropy term and approxim-
ated Gibb’s free energy as the entalphy change, which is also known as the heat of formation.
This quantity is given by: 4H ′ = 4Hoce/cp, where 4Ho is the heat of formation, ce is the
effective concentration of the limiting element, i.e. that forwhich cp > ce, and cp is its concen-
tration in the phase to be formed [190]. By assuming absence of any activation or nucleation
barriers, the effective heat of formation could be used for prediction purposes. The highest
mobility was expected at a composition equal to the lowest eutectic or liquidus, and so this
was chosenas theeffective concentration. This leads to thegeneral rule that [191, 192] "Phases
will react with each other to form a phase, with a composition lying between that of the inter-
acting phases, whose effective heat of formation, calculated at the concentration closest to
that of the liquidusminimumwithin this composition range, is themost negative."
If a local equilibrium is reached during interdiffusion, all the relevant phases in the binary
phase diagram should eventually be present. However, the various phases often grow at dif-
ferent rates, so that some phase layers may dominate. For a phase layer growing during iso-
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thermal interdiffusion, the growth rate can be written as:

4x = ktn, (2.7)

where4x is the increase in layer thickness, k is the rate constant, n the rate exponent and t
is the isothermal annealing time. If a chemical reaction occurring at the interface is the rate
controlling mechanism, the layer grows linearly with time: n = 1 [191]. If the rate controlling
mechanism is lattice diffusion: n = 1/2. Therefore, for a diffusion-controlled process, a plot of
4x versus

√
t should follow a straight line. If several phases grow simultaneously in the layer,

andeachof thesegrowwithaparabolic timedependency, the total layer growthwill also follow
aparabolic dependency. The parabolic growth rate constant depends on the temperature and
can be expressed by an Arrhenius relation, given by

k = k0e
− Q

RT . (2.8)

k0 is thepre-exponential factor, andQ is the activation energy for layer growth. Thus, the slope
in a plot of ln(k) versus 1/T can be used as an estimate for the activation energy. In general,
the activation energy for growth depends on the composition of the endmembers. The inter-
diffusion process becomes more complicated for multicomponent systems. This will not be
considered here, and the interested reader is referred to [187, 193, 194].

2.4.3 Al-Fe phases in joints
It is generallyagreeduponthat in jointsof low-alloyedAlandFe, the θ-Fe4Al13andsubsequently
the η-Fe2Al5 phase form along the bonded Al-Fe interface [195–197]. With time at elevated
temperatures, the η phase dominates the IMP layer growth. The interface between Fe and η
typically develops an irregular appearancedescribed as tooth- or tongue-like, serrated, jagged
and spiked, while the η-Al interface ismuch flatter [195–201]. With increasing temperature or
time at elevated temperatures, the irregularity of the Fe-η interface typically becomes more
pronounced [200, 202]. It has been observed that the η phase grains first nucleate as fine
equiaxed grains with random texture [203]. As the layer grow, the grains start to develop a
texture, before they grow into preferentially oriented columnar grains. The η grains are typ-
ically preferentially oriented along the ~c-direction, so that the ~c-direction lies normal to the
Al-Fe interface [200, 201, 203–205]. This is thought to be a result of the open crystal structure
of η, shown in Figure 2.20(b), that has several partly occupied sites which may facilitate fast
diffusion along the ~c-direction [204].
A typical IMP layer formed at an Al-Fe interface is illustrated in Figure 2.22(a). The displayed
schematic is drawnbasedon the results presentedbyBouché et al. [197], where Fewasdipped
in molten commercially pure Al at 800°C and allowed to react for 15 min. The Fe-η interface
appeared highly irregular with columnar η grains sticking into Fe, as is typical. A much thin-
ner θ-Fe4Al13 layer formed towards Al. With time at elevated temperatures, the θ-Al interface
also became more irregular, with thin platelets and needles sticking into or being uniformly
dispersedwithin the Almatrix [197, 201]. This was believed to happen during solidification of
the Al melt containing some dissolved Fe [197, 201].
During interdiffusion, thickening of the Al-Fe IMP layer generally shows a parabolic time de-
pendence [197, 199], which is characteristic for diffusion-controlled growth, as introduced in
Section 2.4.2. Most often, diffusion of Fe into the IMP layer limits the IMP layer growth rate
[202]. Some researchers have noted that the layer growth becomes diffusion-controlled first
after an initial transient growth period, which most likely signifies that a chemical interface
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reaction dictates the growth to start with [197, 199]. Several authors have attempted to use
the parabolic rate law for the growth kinetics, Equation 2.7, to calculate the apparent activa-
tion energy, Equation 2.8. The results are scattered, and for growth of the η phase in couples
of essentially pure Al and Fe, activation energies of e.g. 74 kJ/mol [206] and 281 kJ/mol [207]
have been reported. By combining experimental data with a modelling approach, Xu et al.
found that both lattice and grain boundary diffusion are significant in Al-Fe IMP layer growth
[208]. A transition fromgrain boundary to lattice dominated diffusion occurred for increasing
temperature, which could explain the scatter in the reported activation energies [208].
Most studies have reported only the presence of the η and the θ phase, although the Al-Fe
phase diagram contains several other Al-Fe phases, as shown in Figure 2.16. It has been sug-
gested that the Fe-richer phases, FeAl and ζ-FeAl2, have amuch slower growth rate compared
to the Al-rich IMPs η and θ, and that they therefore cannot be observed [197]. In fact, a.1 µm
thick layer of FeAl has been observed around the rim of columnar η phase grains [22]. It has
also been pointed out that equilibrium conditions usually are not reached, at least not in hot-
dipping of Fe intomolten Al, where the dipping times typically are short [195]. Several studies
have found that Fe-richer Al-Fe IMPs form after longer times at elevated temperatures. For
instance, in hot-dip aluminising of C steel, FeAl and Fe3Al were identified after interdiffusion
at temperatures exceeding ∼1000°C [202]. Metastable phases have also been reported. For
instance, FeAlm formed after hot-dip aluminising of steel at 700°C [209].

2.4.4 Influence of alloying elements
Addition of alloying elements may significantly alter the formation and growth of IMPs at Al-
steel interfaces. Numerous studies have looked at the effect of Si additions to Al, and various
ternary Al-Fe-Si phases have been identified in Al-steel joints. The hexagonal αh-Al7.1Fe2Si
(τ5) phase has been reported to form first and grow on the Al side of the Al-steel interface in
several studies. Examples include jointswhere theAl alloywasmelted and contained 5wt.%Si
[22, 210–212], 7 wt.% Si [213], 10 wt.% Si [214–216] and 12 wt.% Si [211–213, 217]. However, in
some cases β (τ6) formed closest to Al. Formation of β was often accompanied by a layer of αh
towards the steel side. Theβ phasehas been identified in several Al-steel joints, e.g. formolten
Al with 7 wt.% Si [218] and 10 wt.% Si [215], and for Al with 5 wt.% Si heated to temperatures
in the range of 450− 600°C [22, 24]. Other Al-Fe-Si phases have also been identified at Al-steel
interfaces, including τ2 [22], τ3 [22], δ (τ4) [215], τ10 [22, 218] and τ11 [219]. For prolonged IMP
layer growth, the growth of the first formed ternary Al-Fe-Si phase(s) is generally followed by
growth of the θ phase and later the η phase at the interface towards steel. The θ and η phases
then typically containminor amounts of Si. Si enrichment at grain boundaries in the η phase
layer has been reported [220]. Also, the τ1 phasemay form as precipitates in the η phase layer
and/or along the η-θ phase boundary [22, 213, 214, 216].
Example IMP layers are illustrated in Figure 2.22. Figure 2.22(b) was drawn based on the res-
ults presented by Springer et al. [22] who performed interdiffusion between C steel and Al
containing 5 wt.% Si. After 2 hours at 600°C, the IMP layer contained the β phase closest to
Al, followed by an intermediate layer containing a mixture of the phases θ, τ3 and αh. A layer
of η containing some τ1 precipitates had formed closest to steel. The phase mixture in the in-
termediate layer changed to a mixture of θ, τ3, αh and τ2 after 4h, and to a mixture of τ3, τ2
and τ10 after 8h. Figure 2.22(c) was drawn based on the results presented by Cheng et al. [214]
whoperformedhot dipping ofmild steel inmolten Al containing 10wt.% Si at 700°C, followed
by heat treatment at 750°C. After annealing for 5 min, the IMP layer contained the phases β,
αh and η. However, after annealing for 15 min, the phase sequence was Al-αh-θ-η-Fe, where
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η contained some τ1 precipitates, and this situation is illustrated in Figure 2.22(c). These ex-
amples demonstrate that the first formed ternary Al-Fe-Si phases can be replaced by other
phases after prolonged heat treatment.
There is consensus that additionof Si generally leads to a significant reduction in the IMP layer
growth rate. This has been reported frequently both for processes where the Al alloy ismelted
[22, 196, 198, 211–213, 219, 221–223], and for processes relying on solid-state interdiffusion
[224, 225]. Several mechanisms explaining why Si decelerate the growth have been proposed.
Nicholls observed that the strong directional growth of the η phase was reduced with Si addi-
tions and suggested that Si might occupy the structural vacancies in the η phase and thereby
reduce its growth rate [226]. Later studies confirmed that Si affected the diffusion rate of the
η phase [223], and also that with Si additions, the η-steel interface became flatter as a result
of retarded diffusion [213]. However, no findings were presented to support that Si occupied
vacant sites, and it was observed that the Si content in the η phase did not increase as the IMP
layer growth rate was reduced [22, 216], which cast doubt on the vacancy-based explanation.
Kurakinproposed that thefirst formed ternaryAl-Fe-Si phase acted as adiffusionbarrier to Fe,
which altered the entire subsequent interdiffusion process and lowered the growth rate [225].
Lemmens et al. foundSi enrichment at grain andphaseboundaries of the η phase [220], which
could possibly act as a barrier to diffusion [216], perhaps together with the observed Al-Fe-Si
phases. Akdeniz et al. proposed that Si increases the chemical potential of Al in Fe, and that
this reduces the diffusivity of Al, so that the growth rate decreased [227]. Despite that there are
numerous publications on the topic, the IMP formation and growth in the presence of Si, and
themechanismof Si in reducing the growth rate of the IMP layer, are still not fully understood.
Furthermore, several studies have focused on the IMP layer formation and growth at Al-steel
interfaces when Si has been added to Al in conjunction with other elements. In particular,
some transitionelements suchasMnandCrmay influence the IMP layer growth togetherwith
Si. For example, Mn additions to Al did not notably alter the IMP layer [121, 213]. However,
with either Al containing 3 wt.% Si and 1 wt.% Mn or Al containing 5 wt.% Si, 0.15 wt.% Mn
and 0.3 wt.% Cu, the IMP layer was thinner and contained the αc phase in addition to the θ
and η phases [121]. Figure 2.22(d) shows an illustration of the IMP layer presented by Jacome
et al. for this case [121]. Large polyhedral αc phase grains grew into Al, followed by smaller
elongated θ grains and thereafter a thin layer of η closest to steel. As explained in Section 2.4.1,
the presence of transition elements that substitute for Fe in αc, typically leads to formation
of αc instead of αh. A similar result was reported by Kurakin [225] who performed CRB and
subsequent annealing of Armco iron and commercially pure Al with 1.2 wt.% Si added. After
annealing at temperatures≥350°C, a phase referred toasFe3SiAl12 (cubic, a = 12.548Å) started
to form [225], which is highly similar to the αc phase. The composition of the steel was not
given in the referenced paper, but in a previous work by Layner and Kurakin [224], the Armco
iron was reported to contain amongst other elements 0.24 wt.% Mn and 0.15 wt.% Cu. This
may explain why αc formed despite that the Al alloy was not reported to contain transition
elements. At higher temperatures (≥450°C), they also found the θ and η phases towards Fe,
and the η phase was reported to grow in a columnar fashion. These examples underline that
the formation and growth of the Al-Fe-Si IMPsmay be influenced by elements only present in
minor amounts.
Alloying elements typically found in steel may also influence the IMP layer formation and
growth notably. For steels containing Cr, Al-Cr IMPs have been found together with the η and
θ phases [228, 229]. Furthermore, theαc phase has also been observed in Al-steel joints where
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Figure 2.22: Illustrations of typical IMP layers. (a) A θ layer and a thicker irregular η layer sticking into
Fe, formed after immersion of Fe inmolten Al at 800°C for 15min. Drawn based on results presented by
Bouché et al. [197]. (b) IMP layer consisting of the β phase, a mixture of the phases θ, τ3 and αh, and a
layer of ηwith τ1 precipitates, formed after 2 hours of interdiffusion betweenC steel andAlwith 5wt.% Si
at 600°C. Drawnbased on the results by Springer et al. [22]. (c) IMP layer consisting ofαh, θ and ηwith τ1
precipitates, formed after hot dipping ofmild steel inmolten Al containing 10wt.% Si at 700°C, followed
by heat treatment at 750°C for 15 min. Drawn based on the results by Cheng et al. [214]. (d) IMP layer
of polyhedralαc grains, elongated θ grains and a thin layer of η, formed following CMT of steel and an Al
FM containing 3 wt.% Si and 1 wt.%Mn. Drawn based on the results by Jacome et al. [121].

the steel contained Cr [215], and it has been suggested that Cr might form precipitates in the
η phase layer [229]. In joints containing Ni, Al-Ni(-Fe) phases have been identified, such as
FeNiAl9 [230, 231]. Also, Ni-rich precipitates have been found in the η phase layer [232]. Cr
and/or Ni typically reduce the IMP growth rate and lead to a flatter η-steel interface [199, 215,
233], withNi being themost effective [199]. BothNi andCr have been found incorporated into
the θ and η phases [199, 217, 234]. Moreover, as for additions to Al, Si additions to steel reduce
the IMP layer growth rate [232]. Lastly, for steels containingC, a thin layer ofκ-AlCFe3hasbeen
observed at the interface to Al [22]. These findings underline the importance of studying the
combined effect of alloying elements contained within the Al alloy and the steel. This is the
main focus of Paper IV.

2.4.5 Mechanical properties
Al-rich IMPs are hard and brittle, and fracture has often been reported to propagate through
Al-rich IMP layers in various Al-steel joints. Several have reported that the fracture ranmainly
through the η phase layer [24, 211], while some reported that it passed mainly through the θ
[211, 217] or theαh phase layer [210, 211]. Theproperties of the IMP layersmaydeviate slightly
depending on their chemical compositions and grain sizes. Irrespectively, the η phase has of-
ten been reported to be amongst the hardest of the Al-Fe phases. For instance, its hardness
has been measured to .1400 HV0.01 [203], 1100 HV0.05 [235] and 1000 HV0.025 [202], where
x in HVx indicates the load in kg. With increasing η phase layer thickness, the hardness in-
creased while the fracture toughness decreased [203]. For the θ phase, hardness values have
been measured ranging from 835 HV for θ containing 7 wt.% Si [217] and to 645 HV when θ
contained ca. 4 wt.% Cu [217]. The hardness of the αh phase has been measured to 1025 HV
[217] and to ca. 950 HV [210]. Fe-richer IMPs are typically less hard and brittle than Al-rich
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IMPs. For instance, the hardnesses of FeAl and Fe3Al have been measured to 660 HV0.025 and
320HV0.025, respectively, and they were both reported to bemore fracture resistant than the η
phase [202]. Modelling approaches have also been used to calculate the mechanical proper-
ties of Al-Fe phases. In descending order of brittleness the phases can be arranged as η > θ > ζ
> FeAl > Fe3Al [236]. In Paper IV, nanoindentation and DFT is used to assess the mechanical
properties of the individual IMP layers formed in annealed Al-steel cold RB specimens.
Due to the brittleness of the IMPs, they have a major influence on the mechanical properties
of the joints. Mainly, it is the thickness of the IMP layers that govern the joint strength [23, 24,
237, 238]. Typically during tensile testing of Al-steel joints, there is a competition between the
softest zone in the Al and the brittle IMP layer. If the IMP layer is more fracture resistant than
the Al, final fracture typically propagates through the Al, which is the preferred fracturemode
in the view of structural integrity. This typically happens if the IMP layer thickness is under a
critical value. Thick IMP layers have detrimental effects and typically lead to fracture running
through the IMP layer and a substantial decrease in tensile strength and ductility. For this
reason, several researchers have examined the relation between IMP layer thickness and joint
strength. The trend for all joiningmethods is that the joint strength decreases as the IMP layer
thickness increases [23, 24, 203, 237, 238]. Tanaka et al. found that the joint strengthdecreased
exponentiallywith increasing IMP layer thickness [23]. Manyhave reportedacritical thickness
under which fracture through the IMP layer does not occur during tensile or shear testing,
which implies that a sufficiently thin IMP layer does not have a detrimental influence on the
joint strength. Naturally, values for critical thicknesses dependon the specific joining process,
the process parameters and the chemical compositions of the joined alloys. For example, in
one study it was concluded that IMP layers< 2 µm thick did not negatively affect the the joint
quality [239]. In another study, the tensile strength wasmeasured to&250MPa and.100MPa
for IMP layer thicknesses of .0.5 µm and &2 µm, respectively [238]. In a third study, the joint
strength decreased from 327 MPa to 205 MPa when the IMP layer thickness increased from
0.11 µm to 0.34 µm [23].
The morphology of the IMP layer grains may also have a notable effect on the mechanical
properties. As the IMP layer grows, grain growth typically happens concurrently, which often
is detrimental. Furuya et al. observed that thebond strengthdecreasedas thewidthof η grains
increased, where the width was measured parallel to the Al-steel interface [240]. They found
that Ni, Cr, Ti and Mn additions to Al all gave grain refinement of η and consequently higher
joint strength [240]. Further, more pronounced steel regions between the columnar η grains
havebeen found tobebeneficial, since these regions act as crack-interceptionpoints thatmay
hinder cracks from propagating along the interface [24, 203].
There are also other factors that may have an influence on the mechanical properties. Nat-
urally, presence of unbonded interface areas decreases the bond strength and may lead to
interfacial fracture along the Al-steel interface [241]. Also, Kirkendall porosity has been ob-
served at the Al side of the interface after extensive Al-Fe IMP layer growth, and such porosity
is detrimental irrespective of the IMP layer thickness [24]. Further, for FSW joints in particular,
steel fragments detached from the steel BMmay be stirred into Al during joining, and cracks
may propagate along such steel particles during tensile testing [242]. Another feature often
observed in FSW joints is mechanically intermixed layered or swirl-like areas, which origin-
ate from the stirring of the steel pin [84]. These areas may contribute to the bond strength by
microscalemechanical interlocking, but theymayalsopromotebrittle interfacial fracture, de-
pending primarily on their thicknesses and whether they comprise IMP layers [243]. Further,
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for RBof Al and steel, it has been reported that cracks readily formedbetween the hard surface
layer and the rest of the steel after scratchbrushing,which led todetached steel fragments that
reduced the bond strength [244].
To summarise, factors that may lead to brittle interfacial fracture through the IMP layer and a
decrease in strength include a thick IMP layer, wide IMP layer grains, Kirkendall porosity and
an IMP morphology with no ductile pockets in between IMP layer grains. These factors are
illustrated schematically in Figure 2.23(a). Another extreme is shown in Figure 2.23(b). Pres-
ence of unbonded areas, cracks in a hard steel surface layer and steel fragments in Al also lead
toa reduction in strengthandpossibly result inbrittle interfacial fracture runningalong theAl-
steel interface. Since bond formation in Al and steel welding generally rely on IMP formation,
high bond strength and fracture in the soft zone in Al can be achieved for a situation interme-
diate between Figure 2.23(a) and (b). A thin IMP layer consisting of fine grains creating awavy
interface with interlocks contribute to higher strength, and these factors are illustrated in Fig-
ure 2.23(c). Naturally, if significant softening occurs in Al through a decrease in the number
density of hardening precipitates, a reduction of dislocation density or notable grain growth,
fracture may happen in Al during tensile testing at the same time as the joint strength is re-
duced. Thus, several factorsmust in general be assessed to fully understand the performance
of Al-steel joints. In Paper II, III, IV and F, the tensile strengths of various Al-steel joints are
discussed in light of findings from microstructural characterisation of the interfaces, and in
particular from characterisation of the formed IMP layers.

Figure 2.23: Illustrations of Al-steel interface characteristics that typically influence the bond strength.
Factors contributing to lowbondstrengthandpossiblybrittle fracture runningnear theAl-steel interface
during tensile testing include; (a) a thick IMP layer, wide IMP layer grains and Kirkendall porosity, and
(b) unbonded areas, cracks in hard surface layers and steel fragments in Al. (c) A thin IMP layer and a
wavy interface with interlocking features typically contribute to high bond strength and possibly lead to
ductile fracture in the soft zone in Al during tensile testing.



Chapter 3

Methods— Electronmicroscopy

In this chapter, basic underlying principles of EM are introduced, with themain focus placed
on TEM. The chapter begins by giving a brief overview of EM, before explaining key concepts
of diffraction theory and selected electron diffraction techniques. Introductions into analysis
of scanning electron diffraction data, spectroscopy in EM and specimen preparation by FIB,
are also included. In total, this chapter gives anoverviewof the characterisationmethodsused
in this work, from specimen preparation to data analysis.

3.1 Overview of electronmicroscopy
The working principle in EM is to direct a beam of fast electrons towards a specimen, and to
record and analyse selected signals resulting from the electron-matter interactions. The elec-
tron is a subatomic particle that has a charge equal to the negative of one elemental charge,
e ≈ 1.602 · 10−19 C, and that has an extremely small mass;m0 = 9.11 · 10−31 kg [33]. An elec-
tron can be accelerated to high speed by an electrostatic potential, Va, whereby it obtains a
kinetic energy equal to: −eVa [245]. In EM, acceleration voltages in the range of 1 kV to 1 MV
are typically used, and for high voltages, relativistic effects must be considered. This can be
done by incorporating the relativistic mass:m = m0/

√
(1− v2/c2), wherem0 is the rest mass,

c is the speed of light and v is the speed of the electron. Furthermore, following the principle
of particle-wave duality, an electron has a wave character and a de Brogile wavelength, λ, that
is given by: λ = h/p, where h is Planck’s constant and p = mv is the momentum [246]. For
example, an electron accelerated through a 200 kV potential obtains a wavelength of 2.51 pm
and a speed of 2.086 · 108 m/s (0.7c). Correcting for relativistic effects, the electronwavelength
is given by [247]:

λ =
hc√

eVa(2m0c2 + eVa)
. (3.1)

Several eventsmay occur as a beam of fast electronsmeets a specimen, leading to generation
of various signals. Some of these signals are listed in Figure 3.1, for an electron transparent
specimen .100 nm thick. The part of the beam that remains parallel to the incoming beam
after passing through the specimen is termed the direct beam or the central beam. Incoming
electrons may interact with an atom in the specimen through electrostatic Couloumb forces
arising from both the nucleus and the electron cloud1, resulting in scattering. Scattering is a
broad term used for processes in which an incoming particle becomes deflected after inter-
acting with an obstacle [33]. In the field of EM, the terms inelastic and elastic scattering are
used depending onwhether there is or is not ameasurable loss of energy, respectively. Incom-
ing electrons may be inelastically scattered due to single electron excitations, leading to e.g.
emission of characteristic X-rays and bremssthralung X-rays, visible light, secondary electrons

1An incoming electron may also interact with a magnetic specimen through the Lorentz force, but this is not in-
cluded here.

47
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(SEs) or Auger electrons, as illustrated in Figure 3.1. They may also be inelastically scattered
following creation of plasmons or phonons [33, 248].

Figure 3.1: Simple illustration listing some of the signals that may be generated as an incident beam of
fast electronsmeets a thin specimen.100nm thick. Signals in red result from inelastic scattering, while
signals in green predominantly result from elastic scattering. Inspired by Figure 1.3 in [33].

Electron scattering can be described as a wave phenomenon. Coherent and incoherent scat-
tering are used if there is or is not a phase relationship between the incoming wave and the
scattered wave. Inelastic scattering is most often incoherent, while elastic scattering typically
becomesmore incoherent at higher scattering angles [33]. Wavesmay be deviated as they in-
teract with an object that has features with dimension(s) on the same order of magnitude as
the wavelength, resulting in diffraction. Diffraction is the interaction in which an incoming
wave becomes deviated by a specimen so that secondary waves are created and interference
effects come into play. It is one of several sub-classes of scattering, and concerns primarily
waves that are coherently and elastically scattered.
Further, scattering is typically divided into sub-classes depending on the resulting scattering
angle, 2θ, i.e. the angle between the incoming and scattered beam. Forward scattering is used
when 2θ<90°, while back-scattering is usedwhen 2θ>90° [33]. Lowangle elastic scattering typ-
ically results from electrons interacting with the electron cloud in the atoms in the specimen.
High angle elastic scattering happens if an incoming electron travels close to and becomes
strongly attracted to the positively charged nucleus, which is referred to as Rutherford scatter-
ing. Complete back-scattering; 2θ≈180°, may occur in some cases, which is often referred to
as reflection [32].
In total, several complimentary signals are generated that can be recorded and analysed. For
this reason, a broad range of characterisation techniques can be employed within a single
EM instrument. In spectroscopy techniques, the energy distribution of scattered electrons or
generated radiation is measured, while imaging techniques concern the spatial distribution
of these. Diffraction techniques focuses on the angular distribution of scattered electrons.
A combination of conventional imaging, X-ray spectroscopy and diffraction techniques has
been the backbone of the EM characterisation done in this work.
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3.1.1 Transmission electronmicroscopy
In a transmission electron microscope, electrons are emitted from an electron gun and ac-
celerated to high speeds through an anode. The electrons travel down the column, and their
paths are controlled via several electromagnetic lenses, deflection coils and apertures. These
can be divided into three groups: the illumination systemwhich controls the incoming beam,
the objective stage where an image of the specimen is created, and the imaging system that
magnifies the created image and projects it onto the detector [33]. In the illumination system,
a set of condenser lenses is used to control the size and brightness of the incoming beam, and
a condenser aperture is used to limit its angular extent. A converged or a largely parallel in-
coming beam can be formed, and the latter is used in conventional TEM imaging.
The incoming beammeets and interacts with the specimen which sits in the objective stage.
Here, an objective lens is used to control the resulting image of the specimen. Either a real
space image or a diffraction pattern can be viewed, depending on whether the image plane
or the back focal plane of the objective lens is set to coincide with the next lens that is the in-
termediate lens [33]. Also, the objective stage contains an objective aperture that sits in the
back focal plane of the objective lens. This aperture can be used to block selected electrons
depending on their scattering vectors. Conventional bright field (BF) or dark field (DF) TEM
images canbe formed if the incomingbeam is largely parallel and the objective aperture is po-
sitioned so that it only allows collection of electrons in the direct beamor in a diffracted beam,
respectively. Further, another aperture, the selected area aperture, sits in a conjugate image
plane of the objective lens. This aperture is used to select the specimen area fromwhich a dif-
fraction pattern is formed in selected area electron diffraction (SAED). Lastly, the transmitted
electrons pass through the imaging system. This system includes the intermediate lens and
the projector lens, and it magnifies and projects the image or the diffraction pattern onto the
detector.
In conventional BF- andDF-TEM images, the image contrast is dominated by amplitude con-
trast, which involves mass-thickness and diffraction contrast [33]. A thicker and/or denser
region appear darker in BF-TEM images, since the probability of scattering increases with the
atomic number, Z, and with the thickness of the specimen. Moreover, local variations in dif-
fraction conditions give diffraction contrast, so that regions that diffract more strongly also
appear darker in BF-TEM images. Conversely, in conventional DF-TEM images, only the dif-
fracted beam selectedwith the objective aperture is allowed to contribute to the image, which
means that regions diffractingmore strongly into the selected condition appear brighter. Fur-
ther, the interferencebetween several coherently scatteredbeams can contribute to the image
intensity and give rise to phase contrast. This results in for instance lattice fringes in high res-
olution (HR)-TEM images. In general, HRTEM images show complicated intensity variations
and cannot be interpreted directly in terms of the specimen structure [249]. Conventional
HR-TEM images are formed under coherent imaging conditions, with no or a large objective
aperture inserted, so that many beams contribute to the image intensity. In coherent ima-
ging, the intensity recorded is given by a convolution between the exit wave and a contrast
transfer function that explains the imaging characteristics of the microscope [250]. In short,
the wave that exits the specimen is blurred by the imaging system, especially by the spherical
aberrations [249]. The spatial resolution can be improved by integrating the image forming
optics with a spherical aberration corrector. For more information on conventional TEM and
HRTEM imaging, the reader is referred to [33, 250].
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3.1.2 Scanning transmission electronmicroscopy
In scanning transmissionelectronmicroscopy (STEM), thebeamis focused to formafineprobe
that is scanned in a raster pattern over a specimen region of interest (ROI). Designatedmicro-
scopes exist for STEM, butmost transmission electronmicroscopes are integrated with scan-
ning coils so that TEM and STEM can be performed with the same instrument. At each probe
position, the intensity of the scattered electrons is integrated over detectors situated in the
back focal plane. A BF detector covers the area including and surrounding the central beam,
corresponding to scattering angles in the range of 0 − .10 mrad [33]. Annular DF (ADF) de-
tectors, on the other hand, cover areas surrounding, but not including, the direct beam. ADF
signals are divided into subcategories that are loosely defined based on the inner scattering
angle of the detector, including for instance annular bright field (ABF) and high angle ADF
(HAADF). In HAADF-STEM, the inner scattering angle of the detector is &50 mrad [33]. In
somemicroscopes, the BF- and (HA)ADF-STEM signals can be acquired simultaneously, and
STEMcanbecombinedwith spectroscopy so that anenergy spectrumcanbe recordedat each
probe position.
HAADF-STEMimages areoften interpretedasZ-contrast images,whereZ refers to the atomic
number. High-angle scattering is dominated by Rutherford scattering and thermal diffuse
scattering, and the cross-section for Rutherford scattering is proportional to∼Z2 [251], which
will be further discussed in Section 3.2.1. At smaller scattering angles, the charge of the nuc-
leus is screened by the electron cloud, so that the Z-dependency is reduced. Further, at high
scattering angles the atoms can be considered as independent incoherent scattering sources
[252]. In incoherent imaging, the image intensity is blurred by the size of the probe, and the
spatial resolution is mainly controlled by the probe size [249]. If a small illumination aper-
ture is used, the probe size is broadened by diffraction through the aperture, while the probe
is broadened mainly due to aberrations if a larger illumination aperture is used. In that case,
a smaller and brighter probe can be formed if the probe forming optics are integrated with a
spherical aberration corrector. A probe with dimensions similar to those of an atom can be
obtained so that atomic resolution STEM imaging can be performed.

3.1.3 Scanning electronmicroscopy
In scanningEM (SEM), an incomingelectronbeamwithakinetic energy in the rangeof 0.1−30
keV, is focused to a fine probe and scanned in a raster pattern to form an image [253]. Themi-
croscope in short consists of an electron gun, a set of condenser lenses, a condenser aperture,
a set of scan coils and and an objective lens [254]. The instrumentation enables the incid-
ent beam to be focused to a small probe and to be shifted laterally. The working principle
is similar to that in STEM, except that reflected electrons are detected instead of transmitted
electrons. Consequently, the electron detectors are placed above the specimen instead of be-
low, and SEM specimens are not limited in terms of thickness, so that bulk specimens can be
studied.
There are two main types of scattered electrons that are detected in SEM; backscattered elec-
trons (BSEs) and SEs. BSEs are scattered to high angles with no or low detectable energy loss,
while SEs are low energy electrons that escape after being ejected from the specimen. Accord-
ingly, twomain types of electron detectors are used in SEM: Everhart-Thornley detectors that
are sensitive to both SEs and BSEs, and dedicated BSE detectors that are largely insensitive to
SEs [253]. The Everhart-Thornley detector is placed to the side and is typically operatedwith a
positive bias to attract the low energy SEs thatmainly give topographical contrast. In addition,
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the Everhart-Thornley detector collects BSEs directly emitted into the solid angle of the de-
tector, and the BSEs mainly give Z-contrast. In addition, weak crystallographic contrast can
be seen in some cases in BSE images, since the incoming beam undergoes channeling that
increases the beam penetration for certain orientations [253]. Further, BSEs that exit the spe-
cimenundergo diffraction, referred to as electron backscatter diffraction (EBSD). Somemicro-
scopes are equipped with a dedicated detector that can be inserted to record EBSD patterns,
which is typically donewith the specimen tilted to a high angle. Moreover, the X-ray spectrum
canbe recordedwithadedicatedEDSdetector, inorder tomeasure thechemical composition.
The lateral spatial resolution in SEM is limited by the probe size and the interaction volume.
The probe size can be reduced by increasing the incoming beam energy. The incoming elec-
trons undergo multiple scattering events in the specimen and loose energy due to inelastic
events, and the electron interaction volume is defined as the volume in which the incident
electrons have sufficient energy to interact with the specimen [32]. The interaction volume
increases with beam energy, and it decreases as the atomic number of the atoms in the spe-
cimen increases [254]. For instance, the depth of the interaction volume for incident beam
energies of 10 keV and 20 keV have been estimated to 1.3 µm and 4.2 µm for Al, and to 0.5 µm
and 1.6 µm for Fe [253]. However, SEs suffer rapid energy loss with travelled distance, so that
only SEs generated close to the surface escape and can be detected. Thus, the maximum es-
cape depth of the BSEs is much larger than that of the SEs.

3.2 Electron diffraction theory
Electron diffraction techniques concerns the recording of diffraction patterns that show the
angular intensity distribution of scattered electrons. Such patterns aremost often used to ob-
tain information on the arrangement of atoms in the specimen. In a diffraction experiment,
it is often complicated to explain the diffracted intensities, since a diffracted beam typically
becomes diffracted again and undergoes repeated diffraction, referred to as dynamical dif-
fraction. In most cases however, the position of most of the intensity maxima in the patterns
can be explained by kinematical diffraction theory, where only single scattering events are
considered. This section gives a brief introduction into kinematical electron diffraction the-
ory, which focuses on waves that are coherently and elastically scattered only once. It gives a
basic introduction to electron diffraction based mainly on [32, 248, 252]. For more elaborate
descriptions the reader is referred to [32, 33, 247, 248, 252, 255].

3.2.1 Kinematical electron diffraction theory
To describe an electron diffraction pattern, it is useful to start by describing the wave char-
acteristics of an electron. In quantum mechanics, the state of the electron can be described
by a wave function Ψ(~r, t) that depends on spatial position, ~r, and time, t. In a diffraction ex-
periment, the distribution of the scattered electrons is the measured quantity, which can be
described by a probability density. The probability density of finding a particle at a given time
and position is given by: I = |Ψ|2= Ψ∗ ·Ψ, whereΨ∗ is the complex conjugate ofΨ [32].
The wave function of the incoming electron is assumed to be a sinusoidal wave expressed by:
Ψ0(~r, t) = A0e

2πi~k·~r−iωt, where A0 is the complex amplitude, ~k is the wave vector with length
|~k|= 1/λ, λ is the wavelength, and ω is the angular frequency. For such a sinusoidal wave the
phase only changes in the direction in which the wave propagates, k̂, while it is constant in
the plane normal, and it is therefore referred to as a plane wave [32]. The wave function can
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be separated into two factors: Ψ(~r, t) = Ψ(~r)A0e
−iωt, where the first factor is position depend-

ent and the second time dependent. The incoming plane wave encounters a potential field,
V (~r), in the specimen. This scattering potential canbe assumed tobe time independent, since
the electron wave oscillates at a time period several orders of magnitudes shorter than the
time period of atomic vibrations, and since themeasurements occur over amuch longer time
period [32]. Thus it is sufficient here to only consider the position dependent term, and the
wave function can then by expressed by the time independent Schrödinger equation [246]:

− h2

8π2m
∇2Ψ(~r)− eV (~r)Ψ(~r) = EΨ(~r). (3.2)

In this equation,E is the total energy, while−eV (~r) is the potential energy and− h2

8π2m∇
2 rep-

resents the kinetic energy. The equation can be rewritten by introducing k2 = 2mE/h and
U(~r) = 2meV (~r)/h2 [32], which give:

(k2 +
1

4π2
∇2)Ψ(~r) = −U(~r)Ψ(~r). (3.3)

In thesearchofa solution, aGreen’s function,G(~r, ~r0), is applied, so that: (k2+ 1
4π2∇2)G(~r, ~r0) =

δ(~r0). In general, the Green’s function for a linear differential equation describes the response
of the wave function to a point scatterer represented by the Dirac delta function located at ~r0
[246]. The point scatterer produces a sphericalwave at location ~r0, which at the location of the
detector, ~r, is given by: G(~r, ~r0) = −πe2πik|~r−~r0||~r − ~r0|−1. This situation is illustrated in Fig-
ure 3.2. Since the wave equation is linear, a sum of solutions is also a solution, following the
principle of superposition [32]. Therefore, the total scattered wave can be expressed as a sum
of spherical wavelet amplitudes originating from point sources located all over the scattering
potential. This implies that here, the total scattered wave can be expressed as an integration
over the Green’s function: Ψs(~r) = −

∫
U(~r)Ψ(~r)G(~r, ~r0)d3 ~r0 [252].

Figure 3.2: Simple illustration of scattering of an in-
coming plane wave with wave vector ~k0 by a point
scatterer represented by the Dirac delta function:
δ(~r0), located at position ~r0. The point scatterer pro-
duces a spherical wave with wave vector ~k. The de-
tector is located at ~r, and the difference between the
wave vectors of the scattered and incidentwaves is the
scattering vector4~k = ~k − ~k0. Inspired by Figure 4.7
in [252].

The total wave function is the sum of the incident and the scattered wave: Ψ(~r) = Ψ0(~r) +
Ψs(~r). This allows writing the time-independent Schrödinger equation in integral form:

Ψ(~r) = Ψ0(~r) + π

∫
ei2πk|~r−~r0|

|~r − ~r0|
U(~r0)Ψ(~r0)d3 ~r0. (3.4)

To find a solution, it is supposed that the potential is located around ~r0 and that it falls off to
zero outside this region. It is also assumed that the wave function is calculated far from the
scattering centre, so that: |~r|�|~r0|, which allows the approximation [246]:

e2πik|~r−~r0|

|~r − ~r0|
∼=
e2πikr

r
e−2πi

~k ~r0 . (3.5)
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Further, thefirstBornapproximation is invoked,which implies kinematical scattering. Within
this approximation it is assumed that the incoming plane wave is not substantially altered by
the scattering potential, so that: Ψ(~r0) = e2πi

~k0·~r. With these assumptions and approxima-
tions, the integral form of Equation 3.4 becomes [32]:

Ψ(~r)≈Ψ0(~r) +
e2πikr

r

{
π

∫
e2πi(

~k− ~k0)·~r0U(~r0)d3 ~r0

}
= Aei

~k0·~r +
ei2πkr

r
f(4~k), (3.6)

where
f(4~k) = π

∫
e2πi4

~k·~r0U(~r0)d3 ~r0, (3.7)

and4~k = ~k − ~k0 is the scattering vector given by difference in the wave vectors of the incom-
ing and scatteredwaves. To summarise, the incoming electron beam experiences a scattering
potential, which causes generation of new spherical wavelets [248]. These interfere with each
other constructively or destructively depending by the path difference between the incident
and scattered waves: 4~k · ~r0, to give the total scattered wave with amplitude: f(4~k)/r [248].
The expression for f(4~k) is a Fourier transform, F , of the potential U(~r0). Thus, within the
kinematical approximation, the scattering amplitude is given by the Fourier transform of the
scattering potential [32]. This is a general principle that unifies kinematical electron, optical
and X-ray diffraction theory. The same result can be found by using the weak phase object
approximation, and for an explanation of that approach, the reader is referred to [32].
Atomic scattering factor

Consider scattering of an incoming electron by an individual atom with atomic number Z.
There are two contributions to the scattering potential seen by the incoming electrons, one
from the positive nucleus and one from the surrounding negative electron cloud. There is a
relationbetween theatomicpotential and thechargedensity that is givenby: [248];∇2V (~r0) =
−e(ρn(~r0)− ρe(~r0))/ε0, where ρn(~r0) is the charge density of the nucleus, and ρe(~r0) that of the
electron cloud [32]. Thenucleus chargedensity canbe approximated as apointwith chargeZ,
so that: ρn(~r0) = Zδ(~r0). Further,∇2

∫
V (~r0)e−2πi4

~k·~r0 = 0, whichyields:
∫
∇2V (~r0)e−2πi4

~k·~r0+∫
V (~r0)∇2e−2πi4

~k·~r0 = 0 [32],where the last right-hand termisequal to4π2|4~k|2
∫
V (~r0)e−2πi4

~k·~r0 .
Inserting into Equation 3.7 yields the atomic scattering factor [248]:

fa(4~k) = − me2

2πh2ε0|4~k|2

∫
e2πi4

~k·~r0(Zδ(~r0)−ρe(~r0))d3 ~r0 =
me2

2πh2ε0|4~k|2
(Z−fX(4~k)), (3.8)

where fX(4~k) =
∫
e2πi4

~k·~r0ρe(~r0)d3 ~r0 = F(ρe(~r0)) is the form factor for X-ray scattering, i.e.
the Fourier transform of the electron charge density. Note that the magnitude of fa(4~k) is
typically 1−10Å, which ismuch larger than fX(4~k)∼10−4 Å [248]. fX(4~k) is sharply forward
peaked, and at large scattering angles, fX(4~k) tends to zero, so that [248]:

fa(4~k)θ→90o =
2me2

h2ε04~k2
Z. (3.9)

This implies that the intensity is proportional to the atomic number squared: Is(4~k)θ→90o ∝
Z2 for large scattering angles. Scattering by the nucleus is referred to as Rutherford scattering,
as mentioned earlier. The atomic scattering factor describes the scattering amplitude from
only a single atom, and to describe the diffraction from a thin specimen, the arrangement of
the atoms in the specimenmust be considered.
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3.2.2 Kinematical electron diffraction by a perfect crystal
Aperfect crystal consists of a periodic arrangement of atoms and canbedescribed as a convo-
lution between a unit cell and a periodic arrangement of lattice points [32]. The convolution
theorem states that the Fourier transform of two convoluted functions is equal to the product
of the Fourier transforms of the individual functions;F(f(~r) ∗ g(~r)) = F (~k)G(~k) [245]. This al-
lows calculating independently the Fourier transformof the unit cell,F (4~k)u, and the Fourier
transform of the lattice, F (4~k)l. Thereafter, they can bemultiplied to find the total scattering
amplitude from a perfect crystal: F (4~k) = F (4~k)lF (4~k)u.
Reciprocal lattice

Consider first the lattice, which is a periodic array of lattice points, each described by: ~rn =

na~a+nb~b+nc~c, where~a,~b and~c are the lattice vectors and na, nb and nc are integers. Consider
a specimenwith the shape of a rectangular prismwith dimensionsNa,Nb andNc along the x-
y- and z-direction. The whole lattice can be described as an array of delta points each placed
at ~rn, so that the lattice is given by [32]:

V l(~r) =

Na−1∑
na=0

Nb−1∑
nb=0

Nc−1∑
nc=0

δ(~r − ~rn). (3.10)

The Fourier transform of the lattice is known as the reciprocal lattice and is given by [32, 252]:

F l(4~k) =

Na−1∑
na=0

e−2πi4
~k·~ana

Nb−1∑
nb=0

e−2πi4
~k·~bnb

Nc−1∑
nc=0

e−2πi4
~k·~cnc . (3.11)

The sums converge, so that the reciprocal lattice becomes [252]:

F l(4~k) = e−iφ
sin(πNa4~k · ~a)

sin(π4~k · ~a)

sin(πNb4~k ·~b)
sin(π4~k ·~b)

sin(πNc4~k · ~c)
sin(π4~k · ~c)

, (3.12)

where e−iφ is aphase factor: φ = π((Na−1)4~k·~a)+((Nb−1)4~k·~b)+((Nc−1)4~k·~c))2. The func-
tion inEquation3.12 is built upof three sin(Nix)/sin(x)-type functions that eachwill approach
maximaof valueNiwhen the nominator and the denominator approach zero. The conditions
formaxima can be written:4~k~a = h,4~k~b = k, and4~k~c = l, where h, k and l are integers. The
maxima are periodically arranged inwave vector space, and reciprocal vectors can be defined
to describe their locations. The principal reciprocal lattice vectors can be defined by~a∗ =

~b×~c
Vc
,

~b∗ = ~c×~a
Vc

and~c∗ = ~a×~b
Vc

, where Vc is the volume of the unit cell, so that~a ·~a∗ = ~b ·~b∗ = ~c ·~c∗ = 1.
Then any reciprocal lattice vector can be written as: ~ghkl = h~a∗ + k~b∗ + l~c∗ [33]. For a finite
crystal, the maxima sharpens as the crystal dimensions increase. This is illustrated in one di-
mension in Figure 3.3, where (a) shows the plot of the function sin(πNx)/sin(πx) forN = 4, 7
and 10, and (b) shows the plot of the square of this function, which corresponds to the intens-
ity.
If the crystal is large in all directions: Na, Nb, Nc → ∞, the reciprocal lattice can be described

2This phase factor arises due to the choice of limits on the sums and is not included for a choice of−(N − 1)/2 to
(N − 1)/2 for instance. Compare page 43 in [255] with page 52 in [256].
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Figure 3.3: (a) Plot of the function sin(πNx)/sin(πx) for N = 4, 7 and 10. (b) Plot of the square of the
function in (a), which corresponds to the intensity. Themaximawith valuesN2 sharpen asN increases.

by delta functions located at the reciprocal lattice points [255]:

F l(4~k) ≈ 1

Vc

∑
hkl

δ(4~k − ~ghkl). (3.13)

In this case, an intensity maximum can be found in the diffraction pattern where the scatter-
ing vector equals a reciprocal lattice vector: 4~k = ~ghkl. This condition is known as the Laue
condition. The Laue condition can be visualised by drawing a sphere with radius | ~k0|= 1/λ,
which is located so that the periphery of the sphere cuts through the origin of the reciprocal
lattice and the vector from the origin to the centre of the sphere equals the incident wave vec-
tor, ~k0. This sphere is knownas theEwald sphere and represents thepossible scattering vectors
allowed by elastic scattering. The reciprocal lattice points that the surface of the Ewald sphere
intersects fulfil the Laue condition and give rise to Bragg spots in the diffraction pattern. Fig-
ure 3.4(a) shows an illustration of an Ewald sphere, where the Laue condition is fulfilled for a
specific ~ghkl. For elastic scattering, the scattering vector,4~k, is related to the scattering angle
by:4~k = 2sin(θ)/λ [33]. The reciprocal lattice vector, ~ghkl, is perpendicular to the plane (hkl)

and has length: |~Ghkl|= 1/dhkl. From this the similarity between the Laue condition in recip-
rocal space and the well-known Bragg’s law in real space can be realised. Bragg’s law is given
by [33]:

2dhklsinθB = λ, (3.14)

where θB is theBragg angle. This equationwasfirst formulated for scattering at a glacing angle
where the beam exits the specimen at the same side as it enters, i.e. reflection of an incoming
beam bymirror-like atomic planes [33]. Figure 3.4(b) illustrates Bragg diffraction from lattice
planes with interplanar spacing dhkl.
Structure factor

Consider a unit cell in which the atom positions are described by fractional coordinates: ~rj =

xj~a+ yj~b+ zj~c. The unit cell potential can be expressed as the sumof the atomic potentials of
theN atoms it comprises: V u(~r) =

∑N
j=1 V

a
j (4~k) ∗ δ(~r− ~rj) [32]. The Fourier transform of the

unit cell potential,Fu(4~k), is known as the structure factor. Since the Fourier transformof the
crystal potential is given by amultiplication of the reciprocal lattice and the structure factor, it
is sufficient to evaluate the structure factor at the reciprocal lattice points only. The structure



56 Methods— Electronmicroscopy

Figure 3.4: Illustration of diffraction by an incoming wave with wave vector ~k0 from lattice planes with
interplanar spacing dhkl. The scattered wave has wave vector ~k, and θB is the Bragg angle. (a) Ewald
sphere (turquoise semi-circle) intersects a reciprocal lattice point, (hkl) (black dot), and the scattering
vector,4~k = ~k − ~k0 = ~ghkl, fulfils the Laue condition. (b) Bragg diffraction, where the path difference
(yellow line) between the incoming and the scattered wave is: 2dhklsinθB . In (a) the grey circles connec-
ted by black lines illustrate reciprocal lattice points, while in (b) they illustrate real space lattice points.

factor then becomes:

Fu(4~k) =

N∑
j=1

faj (4~k)e−2πi4
~k·~rj =

N∑
j=1

faj (4~k)e−2πi(hxj+kyj+lzj). (3.15)

For non-primitive unit cells, the structure factor is zero for certain scattering vectors 4~k =
~Ghkl, which implies that the scattered intensity is zero for these scattering vectors. Where

this happens, the corresponding reciprocal lattice vectors, ~Ghkl, are said to be extinct, and
so-called extinction rules, also referred to as selection rules, can be formulated to describe
these ~Ghkl. For instance, for fcc crystals such as Al and γ-Fe (austenite), reflections for which
h, k and l are all either even or odd correspond to non-zero structure factors, while reflections
withmixed indices are extinct.
Shape factor

The reciprocal lattice was derived above for a large three dimensional crystal, for which the
reciprocal lattice approaches a periodic arrangement of delta functions. For a finite crystal
however, the shapemust also be taken into account to adequately describe the distribution of
scattered intensity. A finite crystal can be described as the convolution of a unit cell with an
infinite lattice multiplied by a shape function that is unity within the crystal and zero outside
it. Themultiplication theorem: F(f(~r)g(~r)) = F (~k)∗G(~k) [245], states that amultiplication in
real space equals a convolution in reciprocal space. The Fourier transform of the potential of
a finite crystal can therefore be written as: F (4~k) = F (4~k)s ∗ F (4~k)lF (4~k)u, where F (4~k)l

is the reciprocal lattice of an infinite crystal given by Equation 3.13, and F (4~k)s is the shape
factor, i.e. the Fourier transformof the shape function. Thismeans that each reciprocal lattice
point is convoluted with a shape factor that allows scattered intensity outside the exact Laue
condition. A small reciprocal vector canbedefined that describes thedeviation from the exact
Laue condition, and this vector is knownas thedeviation vector, givenby~s = sa~a

∗+sb~b
∗+sc~c

∗.
The deviation vector is defined as positive when the nearest reciprocal lattice point is inside
the Ewald sphere and negative if it is outside [248]. Then the relaxed Laue condition can be
written:

4~k = ~g + ~s. (3.16)
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Consider again the reciprocal lattice of a crystal with the shape of a rectangular prism, as in
Equation 3.11. Inserting the relaxed Laue condition, Equation 3.16, into Equation 3.11 res-
ults in exponential terms of type: −2πi4~k · ~rn = −2πi(~g + ~sg) · ~rn. This gives for the ~a-term:
−2πi(h ~a∗ ·na~a+sa ~a∗ ·na~a) = −2πi(hna+sana), and similar for the two other directions. Since
e−2πihna = 1, the hna-type terms can be omitted, and the result only depends on the deviation
parameter, ~s. Further, the sums in Equation 3.11 can be approximated to an integral, which
gives [33]:

F l(4~k) =

∫ A

0

∫ B

0

∫ t

0

e−2πi(sax+sby+scz)

Vc
dxdydz =

e−iφ2

Vc

sin(πsaA)

πsa

sin(πsbB)

πsb

sin(πCsc)

πsc
,

(3.17)
where e−iφ2 = e−πi(saA+sbB+scC) is a phase factor. The intensity is proportional to F l(4~k)2,
and thus contains three terms of type ( sin(πsaA)

πsa
)2 = sinc2(πsaA). The specimenhas to be thin,

C.100 nm, to admit transmission of electrons, while the lateral dimensions, A and B, can
be larger. For large A and B, the sinc-type terms in A and B can be approximated to delta
functions, using ( sin(πsaA)

πsa
)2 ≈ Aδ(sa) for large A. The expression for the scattered intensity

then becomes, with the thickness inserted asC = t [248]:

Is = |Ψs(~r)|2=

(
ABFug
rVc

)2

sinc2(πsct)δ(sa)δ(sb). (3.18)

Thus, the intensity of the diffracted beam varies strongly with thickness, and this equation is
analogous to the Fraunhofer intensity diffracted by a single slit of width t [248]. The full width
at half maximum is close to 1/t, which means that the shape factor can be represented by
convolution of the reciprocal lattice with a line of length 1/t that lies along the z-direction. In
this case, reciprocal lattice points are known as reciprocal lattice rods, in short rel-rods. Using
theEwald sphere construction, theLaue condition is fulfilled if the surfaceof theEwald sphere
intersects a rel-rod.
Consider the case where Bragg planes lie normal to the crystal surface, so that the rel-rods
bisect the angle 2θB between the incident and diffracted beams. The diffracted beam flux, i.e.
the intensity of the scattered beam per unit area, can be obtained by integration of Equation
3.18, which is in this case becomes [248]:

Ig(t) =

(
π

ζg

)2
sin2(πtsc)

(πtsc)2
. (3.19)

In this equation, the extinction distance has been defined to ζg = πkVccos(θ)/Fug (2θB), which
has unit length [m] [248]. For instance, for Al and Fe at 100 kV, the excitation distances for
reflection (200) are 69 nm and 41 nm, respectively [33]. At thicknesses t = nζg, where n is
an integer, the intensity of the diffracted beam is zero. The total intensity is the sum of the
intensities of thediffractedand thedirect beam: Ig+I0 = 1. At the exactBragg condition, s = 0

andEquation3.19becomes Ig(t) =
(
πt
ζg

)2
. Since there is anupper limit for thediffractedbeam

intensity; Ig≤1, there is an upper limit for the thickness; t≤ζg
√
Ig/π, for which kinematical

diffraction theory canbeused todescribe thediffractedbeam intensity. Itwas earlier assumed
that the diffracted beam ismuch weaker than the direct beam, and taking for instance Ig≤0.1
as in [248], kinematical theory breaks down for t≥7 nm and t≥4 nm for the (200) reflection
for Al and Fe, respectively. Thus, in almost all practical cases, dynamical diffraction must be
considered to explain the diffracted beam intensities.
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One well-known way of formulating dynamical electron diffraction theory relays on starting
with theSchrödingerequationasgiven inEquation3.2andexpressing thewavefunctionwithin
the specimen as a linear superposition of waves, referred to as Bloch waves, and expanding
the crystal potential as a Fourier series. In this treatment, the crystal acts as an interferometer
which divides the incident wave into Blochwaves that propagate through the crystal and that
obtain phase differences which lead to interference [248]. It turns out that within the two-
beam approximation, the dynamical theory yields an expression similar to Equation 3.19, but
where sc is substituted by the effective excitation error given by: se =

√
s2c + ζ−2g . In this case,

thedirect anddiffractedbeamsact similar toacoupledharmonicoscillatorwith intensity con-
tinuously being transferred between them [33]. Only if sc is large so that the diffracted beam
is very weak: sc≈se, and otherwise dynamical theorymust be used [248]. Dynamical theory is
not explained here, and the interested reader is referred to [32, 247, 248].
Other factors

Thereareother important factors thatwasnot consideredabove in thedescriptionofkinemat-
ical diffraction from a crystal. Firstly, for a complete description, inelastic scattering should
also be considered. This is often done by adding an imaginary term to the potential, which
describes the absorption, i.e. the depletion, of the elastic wave, so that: V (~r)′ = V (~r) + iV i(~r)
[248]. Inelastic scattering is a prerequisite for spectroscopy techniques including EDS that is
the topic of Section 3.5.
Further, diffuse scattering was not considered, which is a broad term for scattering respons-
ible for intensity outside of Bragg peaks. The crystal was here assumed to be static, which
allowed diffraction to be treated independent of time. However, the atoms in crystals exper-
ience thermally activated lattice vibrations called phonons, in addition to zero-point fluctu-
ations due to the uncertainty principle [256]. Therefore, a displacement termmust be added
to the lattice positions at any time, t: ~rn′ = ~rn + ~un(t), where ~un(t) is the time dependent dis-
placement vector away from the lattice site [32]. This causes a decrease in the intensity of the
Bragg peaks, and the intensity is redistributed to appear as thermal diffuse scattering between
Bragg peaks. The smearing out of intensity can be accounted for by replacing the atomic scat-
tering factor, fa(4~k), in Equation 3.15 by: fa(4~k)e−M , where the exponential is known as the
Debye-Waller factor [256]. To account for the redistribution of intensity, a term describing the
correlation between the vibrating atomsmust also be included. Moreover, for imperfect crys-
tals, a similar but time independent displacement termmust be included,which causes redis-
tribution of intensity away from the Laue condition to elastic diffuse scattering [248]. Neither
inelastic scattering nor deviations from ideal lattice positions are treated further here, and the
interested reader is referred to [32, 248, 256].

3.3 Electron diffraction techniques
Several electron diffraction techniques can be performed within a transmission electron mi-
croscope. They can be divided into main categories based on the character of the incident
beam, depending on whether it is primarily parallel or convergent and whether the beam is
static or is being rocked and/or scanned. This section gives an overview of some conventional
diffraction techniques within TEM, with the focus on the character of the incident beam and
the implications on the diffraction patterns. Thereafter, key aspects of precession electron dif-
fraction (PED) and scanning (precession) electron diffraction (S(P)ED) are introduced.
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3.3.1 Conventional techniques
Selected area electron diffraction

In SAED, the incident beam is spread over a large specimen area, and an aperture is inserted
into a virtual image plane that is conjugate to the specimen plane, to block beams originat-
ing from outside of the selected region [32]. The incoming beam is largely parallel and has a
neglectable convergence angle. A SAED pattern from a crystalline specimen typically shows
sharpmaxima, referred to as spots or reflections. These spots correspond to reciprocal lattice
points described by indices hkl and to real space lattice planes with the same Miller indices
hkl. From the previous section it is known that the intersection between the relrods and the
Ewald sphere surface determines the spots seen.
The reciprocal lattice plane that the Ewald sphere cuts through and that contains the origin is
referred to as the zero order Laue zone (ZOLZ). The intersection of the Ewald sphere with this
plane defines the Laue circle. The curvature of the Ewald sphere causes it to also cut through
higher order planes parallel to the ZOLZ that are referred to as the first order, the second order
and higher order Laue zones (FOLZ, SOLZ and HOLZs), as shown schematically in Figure 3.5.
These Laue zones contain reciprocal lattice points that correspond to real lattice planes that
are not parallel to the incoming beam. The spots in the n-th Laue zone must lie in the plane
normal to the zoneaxis [uvw], so that: hu+kv+lw = n [33]. The zoneaxis is thedirectionof the
incoming beam with respect to the crystal. The projected radius of the n-th Laue circle, Rn,
depends on the spacing between the reciprocal lattice planes parallel to the incoming beam,
|[uvw]|= 1/duvw, and is given by: R2

n = 2n|~k|/duvw + (n/duvw)2≈2n|~k|/duvw.
The position of high intensity features seen in SAED patterns can in most cases be explained
based on kinematical electron diffraction theory as described previously, with important ex-
ceptions being double diffraction spots and Kikuchi lines. Parts of one Bragg diffracted beam
may be Bragg diffracted again, since the sum of scattering vectors that fulfil the Laue condi-
tion also fulfil this condition. Therefore, if two spots, h1k1l1 and h2k2l2, are excited, the sum:
(h1 + h2, k1 + k2, l1 + l2), is a possible double diffraction spot [248]. This means that spots
that are forbidden due to the structure factor (Equation 3.15)may be visible due to double dif-
fraction. Double diffraction is a consequence of dynamical diffraction and causes variations
in the intensities of the Bragg spots that cannot be explained by kinematical theory, although
the spot positions remain the same.
The incoming beam can be diffusively scattered in all directions, and parts of the diffusively
scatteredbeamscanbeBraggdiffracted if they travel towards a latticeplane at theBragg angle,
θB . To visualise the beams that may be Bragg diffracted from a specific plane, a Kossel cone
can be constructed so that all lines from the vertices of this cone subtend the Bragg angle to
the diffracting plane [252]. Neglecting energy loss, the Kossel cone has a tip to bottom edge
distance of 1/λ [32]. All the possible pairs of incident and scattered beams satisfying the Bragg
condition reside on the Kossel cone [32]. The projection of the Kossel cone onto the detector
plane, which is largely parallel to the ZOLZ, gives rise to a line in the SAED pattern [32]. This
line is referred to as a Kikuchi line and is perpendicular to the reciprocal lattice vector ~ghkl.
Bragg diffraction also happens from the other side of the same plane, so that twoKossel cones
can be constructed, which results in a hkl and a -h-k-l Kikuchi line pair that is referred to as
a Kikuchi band. The distance between the two Kikuchi lines is equal to |~ghkl|. The Kikuchi
line that resulted from diffusively scattered beams that were originally more forward peaked
is bright, since diffusive scattering is forward peaked, while the other is dark. These two are
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Figure 3.5: Illustration showing the Ewald sphere construction for SAED (top), as seen in cross-section,
and a simulated diffraction pattern from zone axis [uvw] (bottom). The relrods (black ovals) that are cut
by the Ewald sphere (turquoise semi-circle) fulfil the relaxed Laue condition (red ovals) and give rise to
spots in the diffraction pattern. The plane perpendicular to the incident beam that contains the origin
is referred to as the ZOLZ, while the planes parallel to the ZOLZ that lie above the origin are referred
to as the FOLZ, SOLZ and HOLZs. The intersection of the Ewald sphere with these planes give rise to
spots forming Laue circles in the pattern. The radius of the FOLZ,R1, and the radius of the SOLZ,R2, are
indicated. The pattern was simulated using Recipro [257].

therefore referred to as the excess and the deficient Kikuchi line, respectively.
A small tilt does not change the spot positions in the SAEDpattern. TheKossel cones however,
arefixedat subtending theBraggangle to the latticeplanes,whichmeans that theKikuchi lines
movewith the lattice planes andare sensitive to small tilts [33]. Thismakes themuseful for de-
termining the value of the excitation error, ~s, and for orienting the crystal. If a spot fulfils the
Bragg condition so that ~s = 0, the Kikuchi line cuts through the spot, while for a crystal ori-
ented to a zone axis, theKikuchi line bisects the vector~ghkl. An example is shown in Figure 3.6,
where (a) and (b) show zone axis SAED patterns from a thinner and a thicker part of the same
crystal, respectively. It can be seen that the Kikuchi lines are stronger for thicker specimens
in SAED, which happens since the diffuse background increases with specimen thickness as
long as electron transparency is not lost [252].
Convergent beam electron diffraction

In convergent beam electron diffraction (CBED), the incoming beam is focused to form a spot
on the specimen and has a relatively large convergence angle, 2α, typically on the order of
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Figure 3.6: SAED patterns from a Si crystal
oriented to zone axis [001]. (a) and (b) show
patterns from a thin and a thick part of the
crystal. In (a), high intensity spots can be
seen, while relatively strong Kikuchi lines
can be seen in addition to the spots in (b).
The 040, 04̄0, 220 and 2̄2̄0 spots are marked
by green, blue, red and orange circles, and
in (b) their corresponding Kikuchi lines are
marked by dashed lines.

∼5− 50mrad. A range of incoming wave vectors thereforemeet the specimen, and a range of
Ewald spheres can be constructed, so that the total Ewald sphere effectively has a thickness,
as illustrated in Figure 3.7. The cone of incoming beams gives a CBED pattern that consists of
Bragg disks instead of spots as seen in SAED. The disk diameter is given by: 2α|~k|, and Bragg
disks can bewell separated (α<θB), referred to as Kossel-Möllenstedt condition, slightly over-
lapping (α>θB) or strongly overlapping (α>>θB), referred to as Kossel condition.
Each point within a CBED disk corresponds to a beamdirection that sees a slightly differently
oriented specimen, whichmeans that the excitation error varies across each disk. There is an
elastic contribution to the Kikuchi lines where they pass through Bragg disks. In general, the
Kikuchi lines are sharper in CBED than SAED also since the diffusively scattered beams will
be forward peaked in a larger angular range, and since the illuminated area is much smaller
and oftenmore homogeneous [33]. In Kossel conditions, where the disks are completely over-
lapping, there is a continuous elastic contribution to the Kikuchi lines, which causes them
to appear much more prevalent. Such Kikuchi patterns can be used to determine the crystal
symmetry and provide navigation maps of reciprocal space [32]. Also, the elastic part of the
HOLZ Kikuchi lines, referred to simply as HOLZ lines, appear as lines within Bragg disks [33].
If a HOLZ reflection is excited, intensity is redistributed from the 000 disk to the HOLZ line,
which gives an excess hkl line at ~ghkl and a deficient hkl line in the 000 disk [33]. At a zone
axis, the HOLZ line segments form a HOLZ ring, as opposed to the weak HOLZ ring formed
by spots in SAED. An example can be seen in Figure 3.8, where (a) and (b) show a SAED and a
CBED pattern, respectively, from the same zone axis.

Figure 3.7: Illustration showing the Ewald sphere con-
struction for CBED. The incoming beam has a conver-
gence semi-angle α, and due to the beam convergence,
a range of Ewald spheres can be drawn so that the Ewald
sphere in practice has a thickness. The relrods (black
ovals) that are cut by the Ewald sphere (turquoise semi-
circle) fulfil the relaxed Laue condition (red ovals) and
give rise to disks in the diffraction pattern.

In total, a CBEDpattern typically contains awealth of information about e.g. the three dimen-
sional geometry of the crystal lattice, the specimen thickness and the acceleration voltage,
and can be used e.g. to determine the lattice parameters and the space group. However, if the
specimen is extremely thin so that dynamical diffraction is highly unlikely, each CBED disk
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Figure 3.8: (a) SAED and (b) CBED
pattern from a Si crystal oriented to
zone axis [11̄1]. The contrast has
been inverted, and in (b) the contrast
has been enhanced in the outer re-
gion compared to the inner region, to
make weak intensities more visible.

will contain an even distribution of intensity and not providemore information than a corres-
ponding SAED pattern from the same small area [33]. Various CBED techniques exist, such as
large angle CBED (LACBED) and position-averaged CBED (PACBED) [251]. Finally, it should
be noted that STEM is typically performed with overlapping CBED disks, and that EBSD pat-
terns are analogous to Kossel patterns.
Nanobeam electron diffraction

Nanobeam electron diffraction (NBD) is used when the combination of a largely parallel in-
cident beam and a small probe is needed. In NBD, a nanometre-sized probe is focused on
the specimen, and the convergence angle is typically much smaller than in CBED but larger
than in SAED, so that small and most often non-overlapping disks form in the NBD pattern
of a crystalline specimen. A small circular condenser aperture is typically used to yield a con-
vergence angle of ∼1 mrad, in which case the minimum size of the focused probe is diffrac-
tion limited. Under incoherent imaging conditions, the probe intensity distribution, IP , then
takes the form of the square modulus of the Fourier transform of the circular aperture func-
tion, which yields anAiry disk consisting of concentric circles of decreasing intensity. It is pro-
portional to the first order Bessel function, J1(x), by: IP ∝ ((J1(2πrsin(α)/λ))/(πrsin(α)/λ)2

[32], and (J1(x)/x)2 is plotted in Figure 3.9(a). Following the Rayleigh criterion typically used
in optics, the resolution is the distance between the global maximum (at x = 0), and the first
minimum of the Airy disk (at x ≈ 3.832) [32]. By using x = 3.832 = 2πrsin(α)/λ, the Rayleigh
criterion for resolution becomes:

r0 = 0.61λ/sin(α). (3.20)

Equation 3.20 states that the diffraction limited probe size, r0, decreases as the convergence
semi-angle, α, increases, so that improvements in angular resolution can only be done at the
expense of reduced spatial resolution, and vice versa. Figure 3.9(b) shows a plot of conver-
gence semi-angle versus diffraction-limited probe size, as given by Equation 3.20. For com-
parison, the Airy disk can also be approximated to aGaussianwith full width at halfmaximum
of 0.52λ/α [32]. It should be noted that the Rayleigh criterion holds for two incoherent point
sources. For coherent imaging, the scattering amplitude resulting from the two point sources
must be added before the sum is squared to get the intensity, so that the peaks broaden and
the resolution increases [251]. Thus in general, better resolution can be obtained for inco-
herent imaging than for coherent imaging. Diffraction was performed in NBD mode with a
convergence semi-angle of α = 1.0mrad in Papers I, IV and F and with α.0.5mrad in Paper
II.
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Figure 3.9: The Airy disk and the
Rayleigh criterion. (a) Plot illustrat-
ing the intensity distribution for an
Airy disk in one dimension given by:
(J1(x)/x)2, where J1 is the first order
Bessel function. The grey curve has an
offsets of x = 3.832, which corresponds
to the first minimum of the black curve.
(b) Plot of convergence semi-angle
versus diffraction limited probe size,
as given by the Rayleigh criterion, for
acceleration voltages of 100 kV, 200 kV
and 300 kV.

3.3.2 Precession electron diffraction
In PED, the incoming beam is rocked at a constant precession angle, φ, around the optical
axis during acquisition of the diffraction pattern [258]. The beam rocking produces a range
of incoming wave vectors. Integrated over one full rotation cycle, the incoming beam forms
a cone with inner angle φ − α and outer angle φ + α. The cone is thus hollow if φ>α, and
in this case precession is similar to hollow cone illumination with an annular illumination
aperture. This means that the diffraction pattern from a crystalline specimen acquired with
precession shows one annuli per spot seen in a corresponding SAED pattern. To recover the
conventional diffraction pattern geometry, the beam isde-rocked under the specimen in PED.
The PED technique is therefore in some cases referred to as the double-conical beam rocking
method. An example is shown in Figure 3.10, where (a) shows a PED pattern formed with a
small convergenceangleof ca. 1mrad, and (b) shows the resultingpatternwithoutde-rocking.

Figure 3.10: Diffraction patterns from Al
oriented tozoneaxis [11̄1]acquired inNBD
mode with a convergence semi-angle of 1
mrad. (a)PEDpattern acquiredwith apre-
cession angle of 17 mrad (1°). (b) Pattern
corresponding to that in (a) acquired with
beam rocking butwithout de-rocking. The
contrast has been inverted.

PED is typically performed in NBD mode with a precession angle of φ.3° (.50 mrad) and a
convergence semi-angle of φ∼1mrad. Figure 3.11 shows a simplified sketch of a typical setup.
A set of pre-specimendeflector coils are used to tilt the beamoff the optical axis by the preces-
sion angle, φ, while a set of post-specimen deflection coils counteracts the beam tilting [259].
During alignment, the beam pivot point is set to coincide with the specimen plane, and the
beam pivot point and the de-rocking, often referred to as descan, are iteratively adjusted in
diffractionmode to obtain stationary disks [260].
Duringprecession, theEwald sphere rotates around theoptical axis at theprecession angle, so
that its centre traces a circle with a radius given by φ. Consequently, the Ewald sphere sweeps
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Figure 3.11: Simplified schematic of a typ-
ical PED setup. Inspired by [258]. The
incoming beam has a convergence semi-
angle α. A set of beam deflector coils situ-
ated above the specimen is used to tilt the
beam an angle φ off the optical axis, while
a set of deflector coils below the specimen
counteracts the tilting. As a PED pattern is
acquired, the beam is rotated around the
optical axis so that it traces a circle with a
radius given by φ.

through and excites Bragg reflections temporarily, so that the Laue circles rotate around the
zone axis. Naturally, the rotating Ewald sphere gives a much larger total intersection volume
thana staticEwald sphere. APEDpattern therefore showsmore reflections thanacorrespond-
ing SAED pattern. Figure 3.12 illustrates the Ewald sphere construction corresponding to a
zone axis PEDpattern. In total, the intersection of the Ewald spherewith the ZOLZplane is ex-
panded froma single circle to a circular areawith outer radius given by: R0,+ = 2|~k|sinφ, while
the HOLZ rings are expanded to annuli with widths given by: |~k|sinφ. The outer and the inner
radius,Rn,+ andRn,−, of a n-th order HOLZ annulus are given byRn,± =

√
R2
n +R2

0,+ ±R0,+

[258]. For largeprecessionangles, a challenge is thatHOLZ reflections can start tooverlapwith
the ZOLZ, which is referred to as "HOLZ creep" [259].
APEDpattern is recordedwhile the incomingbeam is scannedover a rangeof incomingdirec-
tions. Therefore, a PED pattern is equivalent to the sum of a series of individual patterns each
recordedwith a tilted but static incomingbeam,where the incomingbeams together trace the
precession cone. Interestingly, a zone axis PED pattern is thus formed from a range of off-axis
incoming beams. This implies that at any time, less beams fulfil the Bragg condition and less
dynamical diffractionpaths are available [261]. Precession can therefore give "kinematic-like"
intensities approaching those predicted by kinematical theory [262]. However, this does not
necessarily happen in all cases, and for instance if the Laue annuli are wide enough, several
reflections can be excited simultaneously along a systematic row so that double diffraction
paths are allowed [259]. Further, since the incoming beam sees a slightly differently oriented
specimen at any time during the precession cycle, the positions of the orientation sensitive
Kikuchi lines will vary so that they become less pronounced in the final PED pattern.
The intensity recorded at a point in a PED pattern corresponds to an integration over the pre-
cession angle. For a specific reflection, this integration can be rewritten to an integration over
the excitation error. As a result, the disks seen in PED patterns typically show uniform intens-
ities. For the ZOLZ, reflections for which: |~ghkl|<2(φ − α)|~k|, pass through Bragg condition
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twice and are completely integrated during one precession cycle, while reflections at higher
scattering angles are incompletely integrated [258]. The integration can alsobe limited for low
order reflections due to the proximity to the rotation axis centre. This means that in order to
adequately compare the intensities of reflections measured in a PED pattern, they must be
corrected by a geometric factor taking into account the integration path [259]. For reflections
in the ZOLZ, a relation between the measured and the corrected intensity has been derived:
Ig ∝ [1− {|~ghkl|/(2R0,+)}2]Ipg [263].

Figure 3.12: Illustration of the Ewald sphere
construction for PED. A cross-section through
the reciprocal lattice is shown. The incoming
beam has a convergence semi-angle α, and a
precession angle φ. For clarity, the radius of
the Ewald sphere has been undersized, while
the precession and convergence angles have
beenoversized. Duringprecession, the incom-
ing beam rotates about the optical axis so that
the Ewald sphere sweeps through reciprocal
space. Over a full precession cycle, the Ewald
sphere centres (filled coloured circles) trace a
hollow illuminationcone (lightblue), theZOLZ
circle is expanded to a circular area and HOLZ
circles are expanded to annuli. The radius of
the ZOLZ, R0,+, and the inner radius of the
FOLZ, R1,−, are marked. Without de-rocking
of the beam, the diffracted beams appear as
annuli in the PED pattern.

To summarise, precession leads to more reflections being excited, integration of intensities,
and possiblymore kinematic intensities [259, 264]. Precession is beneficial for several applic-
ations, especially for structure refinement [265]. Further, the uniform disk intensity makes
disk identification and indexing easier, which can be exploited in e.g. orientation and strain
mapping. Several of the advantages of precession are evident in Figure 3.13, which shows a
comparison between patterns obtained by (a) SAED, (b) NBD, (c) PED and (d) kinematic sim-
ulation. PED patterns like the one shown in (c) were acquired for Papers IV and F.

3.3.3 Scanning (precession) electron diffraction
Several electron diffraction techniques can be combined with scanning of the beam over a
ROI, so that a single diffraction pattern can be recorded at each scan position. This yields a
four dimensional (4D) dataset with two scan, i.e. real space, dimensions and two pattern, i.e.
reciprocal space, dimensions. The umbrella term for such techniques is 4D STEM [266], but
the term 4D STEM is most often used where a larger convergence angle is employed. SED is
by convention used for the case where a nanometre-sized probe with relatively small conver-
gence angle is used, and this technique is also referred to as scanning electron nanodiffraction
[32]. Further, PED can be combinedwith scanning to give SPED [267]. S(P)ED combinedwith
(semi-)automatic data analysis strategies have several applications, themainbeingphase and
orientation [268, 269] and strain [270, 271] mapping.
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Figure 3.13: Patterns from an αc-Al-(Fe,Mn)-Si crystal oriented to zone axis [001] obtained by (a) SAED,
(b) NBD, (c) PED and (d) kinematical diffraction simulation using the software Recipro [257]. The con-
trast has been inverted.

In SPED, a precession angle of φ.1° is typically employed. For higher precession angles it be-
comes increasingly challenging to maintain a focused probe due to aberrations. The probe
size approaches d = 4Csφ

2α for high φ, where Cs is the spherical aberration coefficient of the
probe forming lens [258, 260]. Experiments have shown that for low precession angles, φ.1°,
noise in the scan systemmay limit the spatial resolution [260]. In addition, the inclination of
the beamcontributes to a conical blur depending on the specimen thickness. The acquisition
time at each probe position should be synchronised with the precession frequency, so that
each PED pattern is recorded over an integer number, n, of full precession cycles. The preces-
sion frequency is in practice often a set number, e.g. 100Hz, so that a set exposure time should
be employed, e.g. 10nms.
Thefirst commercial solution foraSPEDsetup includedanexternallymounted charge coupled
device (CCD) camera that imaged the fluorescent phosphor viewing screen of themicroscope
[267, 269]. This setup comes with inherent challenges. Since the camera views the screen at
an inclination, geometric distortions must be corrected. Also, the fluorescence emitted does
not decay instantaneously, which gives afterglow, that is residual intensity in each subsequent
pattern originating from the previous pattern. Recently, advances have beenmade in electron
detection [272]. Direct electron detectors have become available that eliminate the challenges
mentioned and that offer significant improvements of the dynamical range, acquisition speed
and sensitivity. In this work, SPED was performed in Paper I using a setup with a externally
mountedCCDcamera, while inPaper II, SEDdatawere acquired over a range of specimen tilt
conditions on a direct electron detector.

3.4 Scanning (precession) electron diffraction data analysis
S(P)ED datasets are in general large 4D datasets with two scan dimensions, x and y, and two
pattern dimensions, kx and ky. A typical dataset can contain for instance 512×512 scan pixels
that each are associated with a single diffraction pattern with size 256 × 256 pixels. Due to
the large dataset size, development of (semi-)automatic analysis routines is key to enable as-
sessment of local crystallography by for instance phase, orientation and strain mapping. In
S(P)EDdata acquired fromananocrystalline specimen, the data frequently include somepat-
terns that contain scattering frommultiple crystals sampled along the beam trajectory. Both
the high number of patterns and the overlap of crystals pose challenges to several analysis
routines aiming at phase and orientation mapping, which can be mediated by nanocrystal
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segmentation. The aim of nanocrystal segmentation is to isolate the signal from individual
crystals. Several strategies can be employed for nanocrystal segmentation in S(P)ED data, in-
cluding strategies basedondecomposition and virtual imaging,whichboth canbeperformed
without any prior knowledge on the crystal structures containedwithin the specimen. In gen-
eral, virtual imaging is an intuitive and simple method for visualisation of a S(P)ED dataset,
where diffraction contrast images of the scanned area are produced. Further, decomposition
can be advantageous in many cases, both to inspect the underlying patterns in the data and
to reduce the dimensionality or noise. These twomethods were used in Papers I and II.
This sectiongives an introduction tovisualisationanddecompositionmethods thatwereused
in this work, and the methods discussed are illustrated with the MgO SPED dataset used in
Paper I. The analysis and visualisation were mainly done using pyxem [273], an open-source
Python library for crystallographic electronmicroscopy, that builds on hyperspy [274], which
again builds on scientific Python packages, particularly scikit-image [275] and scikit-learn
[276].

3.4.1 Virtual imaging
Virtual imaging is performed using a 4D S(P)ED dataset by integrating the intensity within a
window, referred to as a virtual aperture, with respect to probe position, to form diffraction
contrast images of the scanned area. Virtual imaging offers a quick and intuitive way of visu-
alising a S(P)EDdataset, that is similar to conventional BF andDF imaging. However, in SPED
data, precession leads to averaging of thickness variations, small mistilts and bending, as op-
posed to in conventional imaging and virtual imaging in SED data. Since the virtual imaging
can be done after acquisition, full flexibility is retained. In principle, an integration window
of any size, shape and position can be used. Most often, virtual imaging is performed with a
circular or an annular virtual aperture covering the central beam or diffracted beams to form
virtual (A)BF (V(A)BF) or virtual (A)DF (V(A)DF) images, respectively.
Figure 3.14 shows a VBF image, a VADF image and two VDF images created from the SPED
dataset of partly overlappingMgOnanoparticles. Note that the direct beam is saturated in the
dataset, so that the contrast in the VBF image in (a) appears nearly inverted compared to a
standard VBF image. For comparison, a VADF image is shown in (b). In Figure 3.14(e), the cir-
cular integrationwindowsusedareplottedon topofapatternshowing themaximumintensity
fromthewhole scanareawith respect todetectorposition. Thepattern in (e)providesa simple
wayof visualising all the strong intensity spots. Figures 3.14(c) and (d) display twoVDF images
formed from two Bragg peaks corresponding to two individual MgO nanoparticles. Note that
afterglow is prominent in the fast scan direction that is from left to right in the images.
Before performing virtual imaging, it is crucial to ensure that the central beam is stationary
across all the recorded patterns, and applying a central beam alignment routine ismost often
a mandatory pre-processing step. As an optional pre-processing step, background subtrac-
tion can be done. After background subtraction, the diffraction spots are more prominent,
and sharper VDF images can be obtained. Moreover, VDF imaging can be used for nanocrys-
tal segmentation in S(P)ED data. This strategy was reported by Meng and Zuo in [277], and
involves creation of VDF images for each of the Bragg spots contained within the dataset. All
theVDF images are compared to eachother inorder to identify images showing the samecrys-
tal. TheVDF images corresponding to the samecrystal are then added to forma singlemerged
VDF image from that crystal, and a corresponding diffractionpattern ismade from the corres-
ponding Bragg spots used to create the VDF image. This strategy was adapted and tested on
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Figure 3.14: SPED of partly overlapping MgO nanoparticles. (a) VBF image, (b) VADF image, (c) and (d)
VDF images. (e)Maximum intensity from thewhole dataset per detector position, where the inner black
circle illustrates the virtual aperture used in (a), the annulus between the inner and outer black circles
illustrates that used in (b), and the blue and turquoise circles those used in (c) and (d), respectively. Note
that each image has its designated colour bar.

theMgO dataset in Paper I.

3.4.2 Decomposition
S(P)ED datasets are most often big datasets containing .500k individual patterns. However,
one dataset from a nanocrystalline specimen typically samples 10− 1k crystals and thus con-
tains a much lower number of unique patterns. Decomposition of the dataset into its unique
patterns can provide substantial dimensionality reduction, and it can also be used to unmix
signals and to perform denoising. There are several datamatrix decompositionmethods, also
called factorisationmethods, and this section focuses on a few central linear decomposition
methods applied in this work. The methods mentioned here can each be considered to be a
type of unsupervised machine learning, since they learn the underlying patterns in the data
without any prior knowledge.
Singular value decomposition

The first step in decomposition is to represent the 4D S(P)ED dataset as a n ×m data matrix
that takes the form: X = [~x1~x2...~xm], where each of them individual patterns are stored as a
n× 1 column vector, ~xi.
Singular value decomposition (SVD) is a uniquematrix decomposition given by:X = UΣV T

[278], where U and V are unitary matrices with dimensions n × n and m × m, respectively,
whileΣ is an×mdiagonalmatrix. The columns ofU andV are the eigenvectors ofXXT and
XTX, respectively [278], and they thus provide an orthonormal basis for the column and the
row space ofX. They are known as the left and right singular vectors ofX, respectively. The
diagonal elements inΣare referred toas the singularvalues, and theseareordered fromlargest
to smallest. The singular valuesare thepositive square rootsof theeigenvaluesofXTX, which
are correlated to the amount of variance in thedata that is accounted for by the corresponding
eigenvectors. The number of non-zero singular values gives the rank, r, ofX.
The SVD can be truncated after a chosen number of singular values to reduce the rank. This is
known as a truncated SVD and is given by: X̃ = ŨΣ̃Ṽ T [278]. Thematrices Ũ and Ṽ contain
thefirst r columnsofU andV , respectively. If the rank r is larger thanorequal to thenumberof
non-zero singular values, the truncatedSVD is exact, so that: X̃ = X. On theotherhand, if the
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rank is less than the number of non-zero singular values, the truncated SVD gives an optimal
compressed approximation to the data matrix: X̃≈X. The truncated SVD can be written as
a minimisation of ||X − X̃||F , where ||Z||F is the Frobenius norm:

√∑m
i=1

∑n
j=1|zij |2 [278].

The truncated SVD is an approximate factorisation of the datamatrix and can also bewritten:
X̃ = WH . In the Python repository hyperspy [274],W = ŨΣ̃ is referred to as the factor, and
H = Ṽ T is referred to as the loading matrix.
Determination of the rank to employ is a major concern in the use of the truncated SVD. In
making this decision, it is common to investigate a plot known as the scree plot, which shows
the fractionof total variance in thedataset that each component accounts for. One strategy for
determining the rank is touse thenumberwhich leads to captureof apre-determinedamount
of the variance, e.g. 90% [278]. Another strategy is to identify thepointwhere the variance cap-
tured is relatively low and starts to decay slowly, so that the plot takes the form of an elbow or
knee. Assuming that signals amount for the highest variance in the data while noise accounts
for low variance, the "elbow point" then defines the transition between the values that are
interpreted as signal and as noise. Often a clear transition can be found in for instance spec-
troscopy datasets, where typically a rank of ∼10 is sufficient according to this strategy [279].
However,many factors typically contribute to the intensity in the recorded patterns in S(P)ED
data, whichmeans that a high number of values oftenmust be used. If the data is not aligned,
the data redundancy cannot be exploited in the same way and a much higher rank must be
used to appropriately express the data [278]. For S(P)ED data, alignment is done by centring
the direct beam, which is a much used pre-processing step.
In electron microscopy and spectroscopy, counting type detectors are used in general, and
for these the noise is dominated by counting statistics which is Poissonian in nature [279].
This means that the uncertainty increases with the number of counts, and the noise is non-
uniform. It has been reported that for such data, the decomposition results can be improved
byweighting the data to normalise Poisson noise prior to decomposition [279]. For noise nor-
malised spectroscopy data, the decomposition results were reported to be more robust and
easier to interpret, and the selection of rank was more obvious [279]. In the implementation
in hyperspy it is possible to do this step before decomposition, and that was done in this work
for application of either of the decompositionmethods.
SVD of the SPED dataset of MgO nanoparticles is presented in Figure 3.15. This particular
dataset is relatively small and contains 109 × 114 scan pixels, each having a pattern of size
142× 142 pixels, in total∼250Mpixels. The scree plot is shown in (a), and the elbow point was
identified to be at index number 10, asmarked in the figure. Figures 3.15(a) and (b) display the
first five resulting factors and loadings, respectively. A circular area surrounding and including
the central beam was masked out prior to SVD, and this area appears white in Figure 3.15(b).
Themasking excluded the intensity variations occurringwithin this area from influencing the
SVD results, and this was done since the direct beam was saturated and not of interest here.
The zero index factor and loading strongly resemble the average of the dataset calculated over
the signal (pattern) and navigation (scan) axes, respectively. They represent the single singu-
lar vector pair that best describes the data. Further, it can be seen that the SVD factors and
loadings contain both positive and negative values. This is especially prominent for the factor
with index 1 and the loading with index 4. Thus, individual SVD factors and loadings cannot
be directly physically interpreted.
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Figure 3.15: SVD of the SPED dataset of partly overlapping MgO nanoparticles. (a) Scree plot showing
the fraction of total variance accounted for versus singular value index. The plot to the right shows the
scree plot over a smaller index interval, and the horizontal dashed line corresponds to index number 10
that was identified to represent the transition between signal and noise. This point is marked by arrows
in (a) and (b). The first five (b) factors and (c) their corresponding loadings.

Principal component analysis

Principal component analysis (PCA) uses the statistical distribution in the large datamatrix to
find a low dimensional coordinate system in which the data can be re-expressed [278]. The
dataset is interpreted statistically by assuming that the important features in the data are con-
tained in the directions with the largest variance. The goal in PCA is to find the basis which
re-expresses the data along the axes of highest variance and which is a linear combination of
the original basis [280]. These directions are known as the principal directions or principal
axes, and they are constrained to be orthogonal to each other. The datamatrix projected onto
a principal direction is a principal component. By finding these, the dominant patterns that
best describe the data can be found, and noise can be filtered out.
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PCA works by finding a normalised direction inm-dimensional space where the variance in
the data is maximised, and this direction becomes the first principal component [280]. Next,
a direction that is orthogonal to the first and thatmaximises the remaining variance is sought,
which becomes the second principal component, and so on. In practice, the principal com-
ponents can be found by calculating the eigen-decomposition of the covariancematrix, (X −
X̄)(X − X̄)T /(n− 1), where X̄ is the row-wise mean ofX. Then the principal directions are
the eigenvectors. Subtraction of the mean is often referred to asmean-centring of the data.
For S(P)ED data the mean corresponds to the average diffraction pattern. From the previous
section it is known that calculation of the SVD results in the eigenvectors and eigenvalues of
XXT . Thus, the principal components can be found by calculating the SVD of a mean sub-
tracted dataset, and PCA is one of the central uses of SVD [278].
Results from PCA of the SPED dataset of partly overlapping MgO nanoparticles are shown in
Figure 3.16. The screeplot is shown inFigure 3.16(a), which is highly similar to the screeplot in
the SVDcase, except that the elbowpoint occurs at index 9 instead of index 10 and that the last
component accounts for zero of the variance. The PCA factors and loadings are displayed in
Figures 3.16(a) and (b), respectively. The factorwith index zerono longer resemble the average
pattern but resemble themaximumpattern in Figure 3.14(e). As in the case of SVD, the factors
and loadings resulting fromPCA take both positive andnegative values and cannot be directly
physically interpreted.
Non-negativematrix factorisation

Non-negativematrix factorisation (NMF) is the approximation of a non-negative datamatrix,
X, as a product of two non-negative factors,W andH , for a selected rank r, so thatX≈WH
[281, 282]. HereW andH are matrices with dimensions n × r and r × m, respectively. The
method is similar to truncated SVD and PCA in that all threemethods construct lower dimen-
sion approximations to the original data matrix. The important difference is that NMF im-
poses non-negativity constraints, in contrast to the orthogonality constraints in PCA. In PCA
the data can in general be reconstructed by a linear superposition of both positive and negat-
ive components, while NMF only allows additive combinations. The constraint in NMF is in
line with the intuitive understanding that a whole is constructed by the addition of parts, and
NMF in general gives individual components that are more physically meaningful [281].
In practice, NMF is implemented as an iteration over the minimisation of the error made in
the approximation, where the error is typically calculated by the Frobenius norm. The con-
straints imposed by NMF are not sufficient to result in a unique solution for the matricesW
andH , and the iterative scheme used can in some cases converge slowly and end at a local
minimum. Due to the iterative nature, the initialisation is important [282]. Hyperspy uses
the implementation in scikit-learn, which relays on a non-negative double SVD initialisation.
This initialisationmethod has been shown to provide a rapid reduction of the approximation
error and does not depend on any randomisation [282]. Simply put, the method is based on
computing the SVD and extracting the positive values. In practice, SVD is often also used to
generate a scree plot that serves as a guide in the determination of the rank to use for NMF.
The rank, i.e. the number of components, that is chosen plays a huge role on the resulting
individual NMF components.
NMF of the SPED dataset of MgO nanoparticles is shown in Figure 3.17. Since only additive
combinations are allowed inNMF, the zero index loading and factor here resemble an average
background, in contrast to SVDwhere the first loading and factor resembled an average of the
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Figure3.16: PCAof theSPEDdataset ofpartly overlappingMgOcubes. (a)Screeplot showing the fraction
of total variance accounted for versus singular value index. The plot to the right shows the scree plot
over a smaller index interval, and the horizontal dashed line corresponds to index number 9 that was
identified to represent the elbow point. The first five (b) factors and (c) corresponding loadings.

wholedataset. "Pseudo-subtractive" intensities can thoughbe seen,which are intensities that
are apparently missing. The factor and loadings with index 1 and 3 resemble the diffraction
patterns and VDF images of the two nanoparticles imaged in Figures 3.14(c) and (d). This
demonstrates that NMF components are easier to interpret than SVD and PCA components,
and thatNMFcanbeused to segment the signals from individual crystals. NMFhaspreviously
been used for nanocrystal segmentation [283, 284], and it is applied and further discussed in
Papers I and II.

3.5 Spectroscopy in transmission electronmicroscopes
Spectroscopy techniques within EM concerns the measurement of intensity versus energy of
transmitted electrons or photons emitted following inelastic scattering of the incoming elec-
trons by the specimen. There are three main spectroscopy techniques that can be performed
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Figure 3.17: NMF of the SPED dataset of MgO with 11 components. The first five (b) factors and (c)
loadings.

in EM: electron energy loss spectroscopy (EELS)which concernsmeasuring the intensity versus
energy of the transmitted electrons,X-ray energy dispersive spectroscopy (EDS)which involves
measuring the emitted X-rays, and cathodoluminescence whichmeasures emitted light [33].
Such techniques can provide information on the chemical composition, electronic structure
and thickness of the specimen. The energy spectrum can be acquired from one spatial posi-
tion, or energy spectra can be recorded at each probe position as the beam is scanned over a
ROI, as is routinely done in STEM mode, which enables acquisition of maps with high spa-
tial resolution. For EELS, the energy spectrum can alternatively be recorded as a function
of scattering vector, which is commonly referred to as momentum-transfer or angle-resolved
EELS [33]. In many cases, spectroscopy techniques offer complimentary information to that
provided by imaging and diffraction techniques, and together they enable a complete char-
acterisation of the specimen at the nanometre scale. Primarily EDS was used in this work to
assess thechemical compositionof the specimens. The following section introduces this tech-
nique as usedwithin a transmission electronmicroscope anddescribes the data analysis used
in this work.

3.5.1 X-ray energy dispersive spectroscopy
In EM, two kinds of X-rays are produced as the incident beam hits the specimen: character-
istic X-rays and bremssthrahlung X-rays. An incident electron can decelerate if it enters the
charge field of the nucleus, so that it suffers energy loss and produces bremsstrahlung X-rays,
i.e. braking radiation [33]. In the X-ray spectrum, the bremsstrahlung X-rays can be seen as
a continuous background up to the incident energy. If an incident beam electron transfers
more than a critical amount of energy, referred to as the ionisation energy, to an inner shell
electron, the electron is ejected and the atom is left in an excited state. The atom tends to
revert to its ground state by filling the hole with an outer shell electron. In doing so, it emits
either a characteristic X-ray or an Auger electron with an energy given by the energy differ-
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ence between the excited and the ground state. There is a competition between emission of
characteristic X-rays and Auger electrons, and the probability ratio between them is referred
to as the fluorescence yield. The fluorescence yield decreases fast as the atomic number de-
creases, which means that low Z atoms favour the Auger process [33]. Characteristic X-rays
are labelled according to the electron shell of the hole being filled, for which K, L, M, ... are
used in ascending order from the innermost shell. Also, the difference in electron shell levels
between the hole and the electron that fills the hole is indicated by a Greek letter, α, β, γ... in
ascending order. For instance, a Kα X-ray line results from a K shell hole being filled by an
electron from theL shell. Optionally, bothK, L,M, ... andα, β, γ, ... can be given subscripts de-
noting their subshells. Each characteristic X-ray has an energy specific to the element and the
electron transition. The various X-ray lines from one element have different relative intens-
ities, referred to as weights, according to how probable the corresponding electron transition
is. The α lines are generally themost intense.
AnEDS spectrumpresents X-ray counts versus energy, and it canbe acquired either in TEMor
STEMmode. In STEM, EDS is routinely collected pixel-by-pixel together with STEM images,
and EELS can also be acquired simultaneously in some microscopes, which has several ad-
vantages. The X-rays are collected by a designated detector, usually made of Si, placed above
the specimen. The energy resolution of Si detectors generally increases, i.e. becomes poorer,
as the energy increases, and it is typically 140 eVmeasured for theMnKα line [33]. Since theX-
rays areemitted inall directions, thecollectionangleof thedetector is an importantparameter
that determines the amount of generated X-rays that can be detected. In some cases, parts of
the specimen or the holder can limit the effective collection angle by shadowing, and in that
case the count rate can be increased by tilting the specimen towards the detector. Further,
spurious X-rays, often referred to as stray radiation, from the specimen grid ormicroscope in-
strumentation can be visible in the spectrum. For instance, in this work the specimens were
most often fastened to half grids made from Cu, which resulted in Cu X-ray lines in the recor-
ded spectra. Moreover, if a Si detector is used, an incoming X-ray can loose energy by generat-
ing a Si Kα X-ray, with an energy of 1.74 keV, in the detector. Consequently, Si escape peaks can
be found atE − 1.74 keV, whereE is the energy of amajor X-ray line in the spectrum. Also, in-
coming photonsmay produce an internal fluorescence peak by generating Si Kα X-rays within
the detector. Another possible artefact is sum peaks, which result from two photons hitting
the detector at the same time, so that they are recorded as one count with an energy equal to
the sum of their energies. Sum peaks are not particularly common, and they are seen only for
themajor peaks in a spectrum, if the detector dead time and the count rate are high.
Themainuseof anX-ray spectrum is toquantify the chemical compositionof a specific region
in the specimen. By quantifying an EDS map spectrum-by-spectrum, maps of the scanned
area can be produced that show the relative composition with respect to probe position. In
the field of TEM, the well-known Cliff-Lorimer method has been used routinely for several
decades. The Cliff-Lorimer equation states [33, 285]:

CA
CB

= kAB
IA
IB
, (3.21)

whereCA andCB are theweightpercents of elementsAandB, and IA and IB are the integrated
intensities of their characteristic lines above the background, respectively. kAB is a sensitiv-
ity factor that depends on the specificmicroscope setup and analysis conditions, and it is not
a constant even though it in practice often is used as that. The k-factors can be determined
either by experiments or by theoretical calculations. Experimental determination is generally
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tedious and often requires several thin film standards with known compositions. Theoretical
calculation, on the other hand, is quick and simple, but can give significant systematic errors
(∼20 at.%) [285]. Further, the Cliff-Lorimermethod assumes that the specimen is thin enough
so that absorption and fluorescence can be neglected. If significant, absorption lowers the
X-ray counts of specific lines, which can compromise the quantification. Low energy X-rays
are much more likely to be absorbed than the higher energy ones. To limit absorption, the
specimen can be made thinner at the expense of lower count rate. Alternatively, absorption
correction can be done by incorporating an additional absorption term into the Cliff-Lorimer
equation, but that requires known specimen thickness anddensity [285]. The ζ-factormethod
offers a more sophisticated alternative to the Cliff-Lorimer method, as it incorporates addi-
tional parameters such as the probe current and dose [285]. This method has several advant-
ages, including built-in absorption correction, determination of the thickness, and that pure
standards can be used for calibration. Still, the Cliff-Lorimermethod has remained the stand-
ardmethod, mainly due to its simplicity and availability in commercial software.
Data analysis

To performquantification based on an X-ray spectrum it is necessary to extract the integrated
intensities of the individualX-ray lines above thebackground. Several approaches canbeused
for this purpose, including the use of integrationwindows andmodel fitting [33]. In this work,
EDSmaps weremainly acquired in STEMmode, and the data analysis performed was largely
the same for all maps. The analysis and visualisation was done in hyperspy [274], an open-
sourcePython repositorymentionedalso inSection3.4. Thedata analysis routine employed is
explained in the followingbyusingadataset fromPaper IIasexample. First, the sumspectrum
was inspected to determine the X-ray lines present, as shown in Figure 3.18.

Figure 3.18: A sum spectrum fromanEDSmap acquired in STEMmode fromanAl-steel interface region
in Paper II. The X-ray lines identified aremarked.

The dataset was binned in the spatial axes to achieve at least ∼1 − 2k total counts per indi-
vidual spectrum. Amodel was created that comprised one Gaussian per X-ray line identified,
and a polynomial of order six to model the X-ray background. Then, the dataset was model
fitted spectrum-by-spectrum with the amplitude of each Gaussian as a free parameter. Ex-
amples of individual spectra and their model fits are shown in Figure 3.19(a). The intensities
of the Kα-lines were extracted from the model fitted Gaussians and used for relative quan-
tification by the Cliff-Lorimer method, for which calculated k-factors were used. From the
quantification results, element maps showing the relative composition in at.% were created.
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To quantify single phase regions, masks were created by thresholding selected maps, option-
ally followedbyhole filling and removal of small disconnected segments. Figure 3.19(b) shows
one Al, Fe and Si map, and a mask created by thresholding of the Si map. The raw spectra in-
side the mask were summed, and the sum spectrum was model fitted and quantified, using
the same approach as explained above. It must be noted that in this work, phase overlap, use
of un-calibrated k-factors and lack of absorption correction, made it impossible to obtain an
accurate composition by themethod used. Therefore, the resulting compositions should only
be regarded as semi-quantitative estimates.

Figure 3.19: Model fitting and elementmaps based on an EDSmap acquired in STEMmode from an Al-
steel interface region in Paper II. (a) Three individual spectra with their model fit (darker colour), and a
HAADF-STEM image of the mapped area where the locations of the individual spectra are marked. For
clarity, the green and blue spectra were shifted upwards along the y-axis relative to the red curve. (b) Al,
Fe and Si element maps showing the relative composition in at.%, and a mask created by thresholding
of the Si map. Themaps weremade based on spectrum-by-spectrummodel fitting.

3.6 Focused ion beam
A focused ion beam (FIB) is a finely focused beam of ions, usually Ga+. The FIB is produced
froman ionsourcewithinaFIB instrument,which is equippedwithasetof electrostatic lenses,
apertures and coils to control the beam [286]. Several events can occur when energetic ions
hit a specimen, including: production of ion-induced secondary electrons that can be used for
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imaging, sputtering ormilling which is removal of atoms from the specimen, ion implanta-
tionwhich is ions being incorporated into the specimen, and changes in the specimen surface
structure such as amorphisation [253]. Further,material can be deposited in the area illumin-
atedby theFIB if a reactive precursor gas is injected locally. Parts of theprecursor gas becomes
fixed onto the specimenwhere it is struck by the FIB, which is commonly used to deposit ma-
terial such as platinum (Pt) and C. Consequently, the FIB itself has four main basic functions:
milling, deposition, implantation and imaging [286]. A FIB column is often combined with a
SEM column to yield a dual-beam FIB-SEM instrument, so that the FIB can be used for nano-
structuring at the same time as the electron beam can be used for damage-free imaging. In
addition, electron beam deposition can also be done with injection of a precursor gas. FIB-
SEM systems are versatile and have several applications such as destructive tomography by
"slice and view", and lamellae preparation. Standard FIB lift-out techniques have been de-
veloped for preparation of electron transparent lamellae for TEM. To enable straightforward
lamellapreparation, theFIB-SEMsystem is integratedwitha lift-outneedle that canbemoved
in three dimensions with a precision on the nanoscale. In this work, dual-beam FIB-SEM in-
strumentswereused forpreparationof site-specificcross-sections frominterface regions. The
following lists themain steps in the lamella preparation routine used here, which wasmainly
developed by P.E. Vullum.

3.6.1 Fabrication of electron transparent lamellae
The first step in preparation of a lamella was deposition of a protection layer (∼12× 2× 1 µm)
by electron beam and then by ion beam deposition. For most of the specimens prepared in
this work, C was deposited, but Pt can also be used. Subsequently, large trenches (∼22× 15×
12) were milled out on both of the long sides of the deposited protection layer, and a smaller
trench was created on one of the short sides, as shown in Figure 3.20(a). The next step was
undercutting of the cross-section so that it became free from the rest of the specimen, except
that it remained attached along one of the short sides. Afterwards, it was time to insert the
lift-out needle and tomove it so that it almost touched the free short side of the cross-section.
The needle was fastened to the cross-section by depositing C with the ion beam. The bridge
that secured the cross-section to the rest of the specimen could then be removed by milling.
This situation is shown in Figure 3.20(b). Subsequently, the specimen could be lifted out and
fastened to a half grid for TEM specimens, as shown in Figures 3.20(c) and (d). The lift-out
needlewas afterwards cut off bymilling. The final step consisted of thinning of the lamella, so
that it reached electron transparency. Coarse thinningwas done first at 30 kV, before final fine
polishing was performed at 5 kV and optionally at 2 kV. The final polishing was done to limit
the depth of ion beam surface damage, which typically results in an amorphous surface layer
with notable ion implantation. Lastly, the lift-out needle was cut off bymilling.
For the Al-steel specimens fabricated in this work, the best quality lamellae were achieved
when thinning was performed with the ion beam directed normal to the Al-steel interface. In
this way, thickness variations arising from the difference in milling rates in Al and steel could
be limited. This couldbedone if the lift-out needlewas fastened to the very edgeof the lamella
and then rotated 180°, before fastening it to the specimen grid and depositing new protection
layers on the side facing the ion beam. Figure 3.20(e) shows a lamella directly after standard
lift-out, while (f) shows the same lamella after rotating the lift-out needle 180°. For compar-
ison, two lamellae from Paper II that were thinned with the ion beam directed nearly parallel
to the interface and normal to the interface are shown in Figure 3.21.
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Figure 3.20: SE SEM images taken during FIB lift-out of a lamella from Paper V. (a) A rectangular C pro-
tection layerwasdeposited, trenchesweremilledout and the lift-outneedlewas inserted. (b)The lift-out
needle was fastened to the lamella by C deposition, and the lamella was cut free from the specimen via
an undercut and a sidecut. The image was taken at 7° tilt relative to (a). (c) The lift-out needle was used
to transfer the lamella to a TEM specimen half-grid. (d) The lamella was fastened to the grid by C depos-
ition. The lamella (e) directly after standard lift-out and (f ) after rotating the lift-out needle 180°.

Figure 3.21: Images of two TEM lamellae from Paper II: (a) and (c) SE SEM images and (b) and (d) BF-
STEM images. The lamella shown in (a) and (b)was thinned with the ion beam directed nearly parallel
to the Al-steel interface, while that in (c) and (b)was thinned normal to the interface.



PART II

RESEARCH

79





Chapter 4

Experimental

This chapter gives a brief overview over the Al alloys, steels and electronmicroscopes used in
this thesis. The first section lists the chemical compositions of the various Al alloys and steels,
while the second lists the electronmicroscopes used.

Material selection in this thesis
Five different 6082 Al alloys were used inPapers II, IV, A and F, and a 5754 Al alloy was used as
BM and a 4020 Al alloy as FM in Paper V. The nominal compositions of the Al alloys used are
given in Table 4.1. In addition, commercially pure Al 1080 (99.8 wt.% Al) was used in Papers
IV and B. In Paper II, a structural steel S355 was used as BM, and a second structural steel
S355 was used as BM in Paper F. A galvanised dual-phase steel HCT590 was used in Paper
III, but the galvanised surface layer on the steel BM was removed by machining to prevent
any influence of the Zn-layer. Stainless steel 316L was used in Paper IV. In Paper V, a hot dip
galvanised steelDX51DZ275was used, and the composition of the steel platewas determined
by optical emission spectroscopy. An IF steel was used inPaper A. The nominal compositions
of the steels used are given in Table 4.2.

Microscopes used in this thesis
In thiswork, TEMwasmainly performedusingmicroscopeswithin the TEMGemini Centre at
NTNU in Trondheim. Twomicroscopes, a JEOL JEM-2100F and a JEOL ARM200CF, were used
for TEM characterisation in most of the papers. The JEOL ARM200CF has a cold field emis-
sion electron gun and is fitted with CEOS spherical aberration correctors in both the probe
and image forming optics. EDS maps were collected in STEM mode using the ARM200CF,
which is equippedwith a 100 mm2 Centurio EDSdetector. The JEM-2100F has a field emission
electron gun and is equipped with a Nanomegas ASTAR system that enables SPED. This mi-
croscopewas used for acquiring SAEDpatterns in various papers, the PED patterns inPapers
IV and F, and the SPED dataset in Paper I. Using the JEM-2100F, the zone-axis SAED and PED
patternswere acquired on anUltrascanCCD camera fitted to themicroscope, while the SPED
data were collected using an externally mounted Stingray camera. In addition, for Paper II,
SED data were acquired using a JEOL ARM300F (Diamond Light Source, UK) fitted with JEOL
spherical aberration correctors in both the probe and image forming optics. The microscope
was equipped with a Merlin Medipix direct electron detector which was used to collect the
SED data. For fabrication of the TEM lamellae characterised in Papers II-V, A-B, and E-F, the
FIB-SEM instruments within NTNUNanoLab were used, including a FEI Helios G2 and a FEI
Helios G4. The Helios G4 is integrated with an EasyLift lift-out needle system. These instru-
mentswere also used to collect SEM images. In addition, several SE andBSESEM imageswere
capturedusing aZeissGeminiUltra 55 andaHitachi SU6600microscope. TheHitachi SU6600
was employed inPaperV to collect EBSDdatausing aNORDIFUF-1100EBSDdetector. These
scanning electronmicroscopes have field emission electron guns.
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Chapter 5

Results

This chapter gives a short summary of the results presented in each manuscript included in
this thesis. The idea behind the studies and the relation between them are also discussed. For
each manuscript the results are illustrated with 1 − 2 figures that convey the main findings
seen from the perspective of the objectives of this work. The full papers are included in Part
III.

Paper I
Nanocrystal segmentation in scanning precession electron diffraction data

Paper I is related to challenges in the assessmentof the crystal structures of overlappingnano-
crystals. It relates back to the main aim of characterising the IMP layers formed at Al-steel
interfaces during welding, since the IMP layers in sound joints often have thicknesses on the
nanoscale. In particular, the IMP layer characterised in Paper II posed extra challenges since
it was only a few tens of nanometres thick. Due to the small size of the individual crystals and
since there arenoorientation relationshipsbetween the small IMPcrystals in the formed layer
with either steel or Al, it is near impossible to acquire conventionalNBDpatterns by tilting the
specimenmanually to reach a zone axis. With S(P)ED it is possible to scan a nanometre-sized
probe across the interface region to collect numerous patterns from the IMP layer crystals in
various orientations, and then to index (some of) the patterns using more or less automatic
indexation routines. An issue that must be overcome with such an approach is that S(P)ED
data fromnanocrystallinematerials often contain some patterns where diffraction frommul-
tiple crystals is prominent. To solve this issue, nanocrystal segmentation can be performed so
that the location of each individual crystal within the scan region, and its diffraction signal,
can be isolated from the rest. This also reduces data dimensionality significantly.
Paper I presents two approaches to nanocrystal segmentation, the first based on VDF ima-
ging [277] (Section 3.4.1) and the second onNMF [281] (Section 3.4.2). The twomethodswere
applied to a SPED dataset of partly overlapping MgO nanoparticles, which was also used for
demonstration purposes in Section 3.4. Figure 5.1 shows a VADF image and average patterns
from each of the nine crystals sampled. It can be seen that the crystals named P3, P4, P6 and
P8, excited the same diffraction conditions, and this dataset therefore emphasised situations
where neither of the twomethods could distinguish all crystals. To overcome this issue, a wa-
tershed segmentation routine was included in both methods, which allowed segmentation
of crystals that had highly similar diffraction patterns but were sufficiently distinguishable in
diffraction contrast images.
The results from bothmethods are presented in Figure 5.2. Note that the NMF-basedmethod
also gave a result for the small particle P2 and additional segments corresponding to particle
P8. Thesewerehoweverneglected in thefigure shownhere, to allow for amore straightforward
comparison between the results from the two methods. From Figure 5.2, it can be seen that
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Figure 5.1: The demonstration SPED dataset of MgO nanoparticles. (a) VADF image showing nineMgO
particles (grey), labelledP1–P9, lyingon topofaholeyamorphouscarbonfilm(darkgrey)orover vacuum
(black). The outlines of the MgO particles are indicated by dashed rectangles. (b) Sum of PED patterns
within the yellow areas in (a). PΣ is the sum of P3, P4, P6 and P8.

it was possible using either of the two methods to segment most of the crystals and to create
representative diffraction patterns fromeach. However, it can be seen that particles P3 and P4
inFigure 5.1werenot separated fromeachother inFigure 5.2. This highlights a special case for
which the segmentationwas incomplete, since these two crystals shared the sameorientation
and also overlapped significantly in real space.
In Paper I the twomethods were compared, and eachmethod demonstrated advantages and
disadvantages. TheVDF imaging-basedsegmentationneglectedweakpeaksandcrystals yield-
ing a relatively small number of peaks, since the segmentation required that each crystal to be
segmented exhibited several detectable diffraction peaks. Moreover, incorrect segmentation
happened for some VDF images due to the watershed image segmentation approach used,
so that some diffraction vectors were lacking in the patterns from the VDF imaging-based
method. The NMF-based approach yielded patterns that included information regarding the
intensity distribution associated with individual diffraction vectors, which is information not
included in thepatterns fromtheothermethod. Also, theNMF-based segmentationapproach
requiredminimal pre-processing and wasmore sensitive in the sense that nomajor intensity
contribution was neglected and in that subtle intensity variations could be identified. Lastly,
the patterns from bothmethods (Figure 5.2) were compared to the sum patterns (Figure 5.1).
Notable intensity differences near diffraction peaks were seen for both of the explored meth-
ods, which indicated that neither could necessarily be used quantitatively.
Themainconclusionof Paper Iwas thateven though theyhave limitations, bothVDF imaging-
and NMF-based segmentation can be valuable tools for nanocrystal segmentation in SPED
data, as long as they are used with care and artefacts are considered critically. The workflows
associated with Paper I are available open-source, so that they can be used as a starting point
for further developments, and they were applied also in Paper II.
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Figure 5.2: Results from nanocrystal segmentation using a (a) VDF imaging-based and (b) NMF-based
approach. In both (a) and (b) the top rows show real space images of the individual crystals after seg-
mentation, and thebottom rows show their corresponding representative diffractionpatterns. Note that
to allow a clear comparison, some of the results from the NMF-based approach were excluded.

Paper II
Microstructural andmechanical characterisation of a second generation hybridmetal ex-
trusion & bonding aluminium-steel butt joint

The underlyingmotivation forPaper IIwas to assess the prospect of performing Al-steel join-
ing by the HYB method (Section 2.3.4). HYB had previously been used to produce Al-steel
joints, but the first generation joints suffered from lack of bonding and showed relatively low
UTS values (104 − 140 MPa) [103, 104]. Effort was made to improve the HYB joints, and after
improvements of the setup anddevelopment of the pin geometry, a second generation ofHYB
Al-steel joints could be produced that showed significantly improvedmechanical properties.
Paper II presents mechanical and microstructural characterisation of a second generation
HYB butt joint of Al alloy 6082 and structural steel S355 as BMs and Al alloy 6082 as FM. A
schematic drawing of the joint is shown in Figure 5.3(a). The mechanical characterisation
showed that a HAZ extended 13.5 mm into Al, while steel was unaffected. Tensile testing was
performed, and the UTSwasmeasured to be in the range of 184− 220MPa, which correspon-
ded to 60 − 72% joint efficiency. The strain development during tensile testing was analysed
using digital image correlation, which revealed that the fracture propagated from root cracks
and ran close to the Al-steel interface. The fracture surfaces were imaged by SEM, which re-
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vealed that the steel fracture surface was covered by a significant amount of residual Al. This
was seen especially in regions that experienced higher pressure during joining, i.e. near the
middle and around the bottom half of the Al-steel interface as seen in cross-section. SEM of
polishedcross-sections revealed signsofmicroscalemechanical interlockingandshowed that
the Al-steel interface was rough, again especially on the bottom half. Lamellae were made by
FIB from selected regions along the Al-steel interface, as shown in Figure 5.3(b). The lamel-
lae were characterised by TEM, and mainly three different interface appearances were seen;
straight, rough with some deformed and intermixed Al-steel regions, and slightly wavy, as
shown in Figure 5.3(c).

Figure 5.3: (a) Simplified illustration of the investigated Al-steel joint. The flow of FM during joining is
illustrated by a black curved arrow, and the Al-steel interface is coloured according to low (red) to high
(turquoise) relative bond strength. (b) BSE SEM image showing the locations fromwhere TEM lamellae
were lifted out by FIB. (c) BF-TEM images of three lamellae showing a straight, rough, and slightly wavy
interface appearance, from top to bottom.

The TEM characterisation further revealed an interfacial discontinuous 10− 50 nm thick IMP
layer. Quantification by EDS indicated that the layer was mainly composed of Al, Fe and Si
with a relative Si content of&9 at.%. Example Al, Fe and Si maps from an interface region are
shown in Figure 5.4(a). In addition, some regions showed∼5 nm thick interfacial oxide layers
mainly composed of Al, O and Mg with minor amounts of Si. At some locations an IMP layer
was seen to grow preferentially through gaps in the oxide layer. To assess the crystal struc-
tures of the Al-Fe-Si crystals, SED data were recorded in a tilt series to increase the probability
of recording data from some crystals oriented close to zone axes. This was done since it was
not possible to acquire conventional zone-axis patterns, as explained previously underPaper
I. The dataset acquired at zero tilt was subjected to VDF imaging-based segmentation, and
Figure 5.4(b) shows a VBF image ontowhich the resulting individual crystal images have been
superimposedwith various colours. Further, individual patternswere selectedmanually from
the SED data based on that they seemed to be close to zone axes, and these were subjected to
NMF-based segmentation to reduce intensity associated with background or overlap. Index-
ing of the selected patterns indicated that the IMP layer was polycrystalline with nanocrystals
of the cubicαc phase. An example pattern is shown in Figure 5.4(c). However, several patterns
were recorded that did not fitαc, and further investigations are needed to fully understand the
formedAl-Fe-Si layer. In total, the considerable bond strength of the investigatedAl-steelHYB
joint was attributed to a combination ofmicroscalemechanical interlocking and a nanoscale
interfacial Al-Fe-Si layer.
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Figure 5.4: TEMcharacterisationof the lamella lifted out from the regionmarkedbyblue in Figure 5.3(b).
(a)Elementmaps, showingat.%, basedonSTEM-EDS froman interface region. (b)VBF imagewithover-
layedcolouredVDF imagesegments fromsome individual crystals in the IMP layerandsomedispersoids
in the Al FM. (c) A pattern indexed with respect to the αc phase close to [113], from the locationmarked
by a four-armed star in (b).

Paper III
Microstructureandtensilepropertiesofamulti-material aluminium-copper-steel-titanium
butt joint made in one pass by hybridmetal extrusion & bonding

After the fabrication of the second generation of Al-steel HYB joints characterised in Paper
II, additional improvements were done concerning the geometry of the pin, which enabled
fabrication of a third generation. These showed tensile strengths surpassing the second gen-
eration, and one such joint was characterised in Paper F. The rising success of the Al-steel
joints sparked the ambition to fabricatemulti-metal HYB joints, and as hoped, it was possible
to fabricate also four-metal joints in one pass using HYB.
Paper III presents an Al-Cu-steel-Ti HYB butt joint that was made in one pass. The goal was
to explore the prospect of multi-material HYB joining through mechanical and microstruc-
tural characterisation of the four-metal joint. In this joint, Cu was placed on the RS and Ti on
the AS, while steel was placed below. All the three BMs were bonded to the Al FM, but not to
each other. An optical micrograph of the joint cross-section is shown in Figure 5.5(a). Each of
the three dissimilarmetal interface regions were characterised individually by SEM and TEM,
and by tensile testing ofminiature specimens (∅1mm). For the Al-Cu interface, TEM showed
a ∼0.5 µm thick IMP layer, and EDS and SAED showed that the layer consisted mainly of the
phases θ-Al2Cu and γ1-Al4Cu9, as shown in Figure 5.5(b). Although Al and Cu were bonded
in some areas, several regions suffered from lack of bonding and porosity, which caused the
Al-Cu specimens to fracture duringmachining of tensile specimens. When it comes to the Al-
Ti interface, TEM revealed a ∼50 nm thick Al-Ti-Si IMP layer, together with some intermixed
swirl-like regions a fewmicrons thick, as shown in Figure 5.5(c). Duringminiature tensile test-
ing, ductile fracture ran through Al, and the UTS was 306± 2MPa. The good quality achieved
for the Al-Ti bond was believed tomainly result from the low process temperature and the fa-
vourableplacementofTion theAS.At theAl-steel interface, an IMP layerwas seen that showed
local thickness variations, together with several microscale intermixed Al-steel regions. TEM
characterisation of the IMP layer in the middle of the joint showed a ∼0.1 − 1 µm thick Al-
Fe-Si(-Cu) layer, as shown in Figure 5.6. During miniature tensile testing, brittle fracture ran
near the interface, and the average UTS was 257 ± 35 MPa. Altogether, this work established,
through examination of an Al-Cu-steel-Ti demonstration joint, that the HYB method shows
great potential for dissimilar metal joining involving bonding of Al to Cu, steel and Ti.
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Figure5.5: (a)Opticalmicrographof a leachedcross-section,where theAlFMflowpattern is indicatedby
white lines. BF-STEM overview images and element maps, showing at.%, based on STEM-EDS from an
interface region from the (b) Al-Cu and (c) Al-Ti interface regions. In addition, (b) shows SAED patterns
indexed with respect to the phase θ-Al2Cu oriented to zone axis [001], and the phase γ1-Al4Cu9 oriented
to zone axis [110]. Note that for clarity, only the element maps of the major elements constituting the
IMP layers are shown.

Figure 5.6: (a) BF-STEM overview image of an Al-steel interface region in a lamella lifted out from the
middle of the weld. (b) and (c) element maps, showing at.%, based on STEM-EDS from the interface
region outlined in red and black in (a), respectively. Note that for clarity, only the element maps of the
major elements constituting the IMP layers are shown.
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Paper IV
Onintermetallicphases formedduring interdiffusionbetweenaluminiumalloysandstain-
less steel

Paper IV is more oriented towards fundamental research than the previous two papers on
HYB joints, and it adresses specifically the formation and growth of IMPs at Al-steel inter-
faces. The growth of brittle IMP layers is one of the biggest challenges in Al-steel joinining,
as has been repeated throughout this thesis, and it depends on both the thermo-mechanical
processing history and the presence of alloying elements. Althoughmuch literature exists on
the influence of alloying elements, especially Si, see Section 2.4.4, better understanding of the
combined effect of alloying elements found in widely used Al alloys and stainless steels is still
needed. Paper IV focuses on the IMP layers formed in roll bonded composites of Al alloy 6082
and stainless steel 316L after interdiffusion at temperatures in the range of 450− 550°C.
By SEM it was found that notable growth of the IMP layers happened first at temperatures
&500°C, and four distinct IMP layers (Layers 1 − 4) were identified. For heat treatments con-
ducted at 550°C, one layer (Layer 1) could be seen after 2min, two layers after 10min and four
layers after 60 min. Layer 1 formed first, was continuous and created an irregular interface to
Al (Figure 5.7(a)), before the discontinous Layer 2 formed at the Al-Layer 1 interface (Figure
5.7(b)). Subsequently, Layer 3 that consisted of elongated grains, and Layer 4 that consisted of
numerous small grains, formed along the steel-Layer 1 interface (Figure 5.7(c)).

Figure 5.7: BF-TEM images of 6082-
316L composites heat treated at (a)
500°C for 3h, 550°C for (b)10minand
(c) 60 min. Four IMP layers (Layers
1−4)were identified, and someof the
boundaries between them are indic-
ated with dashed white lines.

To identify the predominant phases that constituted the four IMP layers, their chemical com-
positionswere assessed by EDS and their crystal structures byNBDwith precession, as shown
in Figure 5.8. Figures 5.8(a) and (b) show a HAADF-STEM image and element maps, respect-
ively, of the 550°C 60min specimen, while Figure 5.8(c) shows a diffraction pattern from each
of the phases identified. Based on this it was reasoned that Layer 1 consisted mainly of αc-
Al15(Fe,Cr,Mn)3Si2, Layer 2 of τ1-FeNiAl9, Layer 3 of θ-Fe4Al13 and τ11-Al5Fe2Si, and Layer 4 of
η-Fe2Al5. Both Layers 3 and 4 contained notable amounts or Cr, Ni and Si, and Layer 4 con-
tained nanoscale precipitates rich in Cr and Si or Ni.
Based on nanoindentation, the layers could be arranged after ascending hardness as: Layer 2
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< Layer 3< Layer 1< Layer 4. According to density functional theory (DFT) calculations, the
identified IMPs could be arranged after increasing brittleness as: τ11 < η < αc-Al-(Fe,Cr)-Si<
θ < τ1. Miniature tensile testing confirmed that heat treatments leading to thicker IMP layers
containing brittle phases reduced the bond strength and caused brittle interfacial fracture.
The highest tensile strengths were obtained for the specimens containing only a thin αc layer
(Layer 1).
When it comes to the growth of the total IMP layer, the growth rate was drastically reduced
for the 6082-316L composites compared to a low alloyed 1080-S355 reference combination.
The reduction demonstrated the strong influence of alloying elements in both Al and steel,
and it wasmainly believed to result from slower Fe diffusion through the first formedαc phase
relative to the diffusion through the θ and η phases in the 1080-S355 joints.

Figure 5.8: TEM characterisation of heat treated 6082-316L composites. STEM-EDS results from the
region highlighted in Figure 5.7(c): (a) HAADF-STEM image and (b) element maps showing at.%. (c)
One diffraction pattern from each of the phases identifiedwithin the IMP layer: τ1-FeNiAl9 (Layer 2),αc-
Al15(Fe,Cr,Mn)3Si2 (Layer 1), θ-Fe4Al13 (Layer 3), τ11-Al5Fe2Si (Layer 3) and η-Fe2Al5 (Layer 4).
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Paper V
Oninterfacial intermetallicphase layers incoldmetal transferaluminium-steel jointsmade
with an Al-Si-Mn alloy as filler material

The three previous papers, Papers II-IV, all focused on the formation and growth of IMP lay-
ers in Al-steel joints made with solid state welding techniques. Paper V however, focused on
the IMP layers formed in Al-steel jointsmadewith theweldingmethodCMT,which is a fusion
weldingmethod, see Section 2.3.5. Note thatPaper V contains unpublishedwork and focuses
on reporting the methods used and the results obtained rather than giving an extensive dis-
cussion. The joints were made with a 4020 Al alloy containing notable amounts of Si and Mn
as FM.These alloying elementswere also containedwithin theAl FMused inPapers II and III,
so that the main differences between the joints are the welding method and the amounts of
alloying elements. TEM showed that the formed ∼2.5 µm thick IMP layer consisted of coarse
polyhedralαc-Al-(Fe,Mn)-Si, elongated θ-Fe4Al13 and equiaxed η-Fe2Al5 grains, arranged from
the Al to the steel side. The morphologies can be seen in Figure 5.9(a), while (b) and (c) show
elementmaps based on STEM-EDS and SAED patterns that were used in the identification of
the IMPs. By EBSD it was observed that the η phase grains showed a tendency to be prefer-
entially orientedwith the [001]-direction normal to the Al-steel interface. The results reported
agree with findings reported in literature [121].

Figure 5.9: TEM of the interfacial IMP layer in a CMT joint. (a) HAADF-STEM image of the interface
region. Parts of the phase boundaries between the η and the θ phase layers are highlighted with dashed
white lines. (b) Element maps based on STEM EDS that show the relative compositions in at.% of the
major constituents Al, Fe, Si and Mn. (c) SAED patterns of the three IMPs identified; αc-Al-(Fe,Mn)-Si,
θ-Fe4Al13, and η-Fe2Al5.



92 Results



Chapter 6

Discussion and outlook

This chapter gives an overall discussion of the interrelated findings reported in the individual
papers included in this thesis. Three main topics are discussed that are recurrent in several
of the papers. First, the main topic is a comparison of the HYB Al-steel joints that have been
characterised in this work, which concerns Papers II, III and F. Second, the IMP phase se-
quence identified in the various Al-steel joints that have been characterised, is reviewed and
examined in a more general sense by looking at the findings reported in Papers II, III, IV, V,
A and F as a whole. Third, the characterisation of nanoscale IMP layers with TEM techniques
will be discussed, in particular by considering future possibilities for characterisation by em-
ploying S(P)ED and in-situ heating, which relates primarily to Papers I and II. This section
also includes unpublished results from various in-situ heating studies conducted as a part of
this thesis.

6.1 Hybridmetal extrusion & bonding aluminium-steel joints
HYBwas one of themainwelding techniques employed for Al-steel joining in this work. Thus,
it is natural to compare the various Al-steel HYB joints that have been characterised in terms
of the underlying bonding mechanisms and bond strengths, which is the aim of this section.
Primarily this discussion concernsPapers II and III. To allow a complete discussion, the char-
acterisation of the first generation joints, which is reported by Abbatinali et al. in [103] and
Berto et al. in [104], and the characterisation of the third generation joints reported in Paper
F, are also included in the discussions.
The HYB method was originally developed for Al-Al welding, and it is therefore beneficial to
review the principles of Al-Al welding before Al-steel HYB welding is discussed (see also Sec-
tion 2.3.4). Typically during HYB Al-Al welding, the FM flows down along the BM on the AS,
while the BM on the RS is pushed towards the AS [96]. The sidewalls on the BMs are believed
to be deformed sufficiently so that their native surface oxide layers break up andmetallurgical
bonds form [92]. The flow of FM during an Al-Al HYB welding trial is drawn schematically in
Figure 6.1(a), based on the findings reported by Sandnes et al. in [96]. Naturally, there are vari-
ations in thematerial flow depending on thematerial combination and joint configuration.
The first generation

The first generation of HYB Al-steel joints showed that HYB held potential for Al-steel joining.
The first generation jointswere characterised in a proof-of-concept study [103, 104]. The joint
was examinedby SEM, but no IMP layerwas identified, and the specimenwas not studied fur-
ther byTEM.An illustrationof the joint andflowof theFM is shown inFigure 6.1(b), whichwas
drawn based on optical micrographs presented in [103, 104]. During tensile testing, fracture
ran along the approximate Al BM-FM interface in the bottom part and along the Al-steel in-
terface in the top part. This demonstrated the potential for Al-steel welding by HYB, but the
lack of bonding along the top part was detrimental. Consequently, the joint showed relatively
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Figure 6.1: Schematic drawings of various HYB joints. (a) Al-Al joint drawn based on micrographs
presented in [96]. (b) First generation Al-steel joint drawn based on the micrographs in [103, 104]. (c)
Second generation Al-steel joint drawn based on the micrographs in Paper II. (d) Third generation Al-
steel joint drawn based on the micrographs in Paper F. (d) Multi-material Al-Cu-steel-Ti joint drawn
based on themicrographs in Paper III. Al BMs are shown in light grey, Al FM in dark grey and steel BMs
in black. In (d), the Cu BM and Ti BM are shown in yellow and blue, respectively. The flow of Al FM and
Al BM are indicated schematically by arrows, and the outline of the steel pin is indicated with dashed
yellow lines.

low UTS values (104− 140MPa) [103, 104]. Referring back to thematerial flow typical in Al-Al
welding, the BM on the RS is supposed to be deformed by the pin and forced to flow towards
the centre of the weld groove. Hence, themost ductile material should be placed on the RS to
allowmaterial flow, as is also common practice in FSW [25, 78]. Further, the BMplaced on the
AS first comes into contact with freshly extruded Al FM and experiences higher pressure than
the BM on the RS, which was expected to give better Al-steel bonding.
The second generation—Paper II

After the lessons learnedwith the first generation, the setup and pin geometry were improved
and a second generation of Al-steelHYB jointswas created that showed improvedmechanical
properties. In the second generation, the steel BMwas placed on the AS and the steel sidewall
was machined to obtain a bevelled edge with half Y-form that fitted the geometry of the im-
proved pin. These changes led to a significant increase in UTS, and the second generation
had anUTSmeasured to 197± 15MPa, as reported in Paper II. A schematic of the joint cross-
section is shown in Figure 6.1(c), where the flow of the FM is highlighted. It can be seen that
therewas largerdownflowofAlFMalong the steelBMin the second than in thefirst generation
joint.
By SEM and TEM characterisation it was concluded that bonding was achieved by a combin-



6.1. Hybridmetal extrusion & bonding aluminium-steel joints 95

ation of microscale mechanical interlocking and formation of a discontinuous Al-Fe-Si layer.
SEM studies showed that a portion of the interface was rough with small hook-like features.
The increase in surface area achieved for a rough interface is typically beneficial for bond
strength. Also, features where one material has flowed into protrusions on the opposing ma-
terial surface, indicate microscale mechanical interlocking, that may contribute to the bond
strength [287]. TEM showed a discontinuous Al-Fe-Si IMP layer with thickness in the range
of 10 − 50 nm, which in the context of Al-steel welding is thin and can be expected to not de-
teriorate the bond strength significantly, as a thicker IMP layer would [23, 24, 237, 238]. TEM
lamellae extracted from the top region showed predominantly no or only limited signs of in-
terlocking and IMP layers, and less residual Al was found on the steel fracture surface in this
region. On the other hand, the bottom half showed a large amount of residual Al on the steel
fracture surface, and lamellae lifted out from this region showed more signs of interlocking
and nanoscale IMP layers. The characterisation indicated that stronger Al-steel bonding was
achieved for interface regions that displayed both a nanoscale IMP layer andmore interlock-
ing features. It was believed that the low HYB process temperature and the favourable Al FM
composition,made it possible to avoid excessive IMP growth and to achieve substantial bond
strength.
During tensile testing, root cracks formed which caused fracture close to the interface. Poor
bonding in the root region was connected to the shape of the steel groove, which created a
pit filled with FM underneath the steel plate, as can be seen in Figure 6.1(c). The shear forces
acting in this regionweremodest, resulting in poor bonding and formation of root cracks. The
fracture surfaces resulting from tensile testing showed a smaller portion of residual Al in the
top half, which indicated that the fracture ran close to the Al-steel interface in this region. In
the bottomhalf, a significant amount of residual Al was seen on the steel fracture surface, and
the residual Al showed a wavy pattern that resembled an impression of the extrusion dies in
the pin. This suggested that the weakest part in the bottom region was not the Al-steel inter-
face, but rather the bonding betweennewandpreviously deposited Al as the pin traversed the
weld groove. This indicated that sufficient Al-steel bonding was achieved in regions that ex-
perienced high pressure. It was believed that higher strength and fracture in the soft zone in
Al could be achieved if the issue with the limited bonding in the root region could be solved.
The third generation—Paper F

In the third generation of Al-steel HYB joints, the setup and pin geometries were subjected to
additional improvements. Both the groove and the pin were given an I-form, and they closely
fitted each other. A schematic drawing of the cross-section of a third generation joint is shown
in Figure 6.1(d), which indicates that the downflow of Al FM was even more vigorous in the
third generation joint than in the second generation joint. A couple of root flaws were seen,
as reported in Paper F, but these were not located near the Al-steel interface, and they were
not expected to be detrimental to the tensile properties, since theywere internal and oriented
parallel to the tensile force. Consequently, no root cracks formedduring tensile testing, ductile
fracture always occurred in the soft part of Al, and the UTS was higher: 238− 266MPa.
When it comes to the bondingmechanisms, SEM and TEM revealedmore prominent signs of
bothmechanical interlocking and IMP layers relative to the second generation joint. The IMP
layer reached thicknesses of up to∼1 µm, and could therefore be observed by SEM at several
locations, in contrast to the thin IMP layer in the second generation joint. TEM results are
shown in Figure 6.2, and it was found that the 0.2 µm thick Al-Fe-Si layer seen here contained
the αc phase, similar to the second generation joint. The increase in IMP layer thickness was
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mainly believed to result from an increase in temperature owing to the change in geometry
and the pinmachining the steel BM to a higher degree. Based on the thickness of the IMP lay-
ers alone, it would be expected that that the second generation joint would reach higher UTS
values than the third, since higher bond strengths are expected for thinner IMP layers [23, 24,
237, 238]. However, there were other factors that determined the bond strengths in this case.
The root flaws in the second generation joint were critical, and the thin IMP layer was dis-
continuous and did not cover the interface to the same extent as the IMP layer in the third
generation. The elimination of the detrimental root flaws and the larger pressure achieved by
the improved geometry, which presumably led to an increase in bonded interface area, were
therefore believed to be themain reasons for the increase in strength seen for the third gener-
ation joint.

Figure 6.2: TEM characterisation of an interface region in a third generation Al-steel HYB joint from Pa-
per F. (a) BF-TEM overview image and a NBD pattern acquired with precession that was indexed with
respect to theαc phase oriented to zone axis [111]. (b)HAADF-STEM image and elementmaps based on
STEM-EDS of the interface region outlined in (a).

Themulti-material Al-Cu-steel-Ti joint— Paper III

The results achieved following the improvements done for the third generation Al-steel joints
encouragedmulti-material joiningusinga setup similar to the third generation. Thegeometry
of the multi-material joint characterised in Paper III is shown schematically in Figure 6.1(e).
The steel BM was placed below the pin, so that it experienced a range of conditions from the
AS near the Ti BM to the RS near theCuBM. SEMof one cross-section indicated that both IMP
layers and intermixed regions were more widespread on the AS than the RS. Although such
features typically lead to brittle fracture and lower bond strength, they clearly demonstrate
bond formation. SinceAl-steel specimens fromtheAS reached slightly higherUTSvalues than
specimens from the RS, the SEM observations hinted to the possibility that there were some
unbondedareas and/ordefects on theRS, despite that no signsof suchwereobservedbySEM.
From the fracture surfaces it was seen that the fracture ran close to the interface, most likely
predominantly through IMP layer regions. Still, theHYBmethod again showedpromising res-
ults for Al-steel joining.
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6.2 Intermetallic phase layers in joints
Themain topic of this thesis is the IMP layers formed in Al-steel joints, in particular the phase
sequence that forms, and themorphologies, crystal structures and chemical compositions of
the IMPs. This section discusses the IMP layers characterised in the various papers in a more
general sense and focuses on the interrelated results reported inPapers II, III, IV andV. Since
thefindings inPapersA andF also arehighly relevant to this discussion, they are also included
here. First, the focus lies on the phases that form at the bond line between different Al alloys
and steels subjected to various thermo-mechanical treatments. After that, the formation of
the IMP layers at the nanoscale is elaborated on in the light of possible future studies.

6.2.1 Phase formation sequence and influence of alloying elements
The αc phase

Papers II, IV, V, A and F all have in common that the αc phase was identified as the first phase
to grow at the Al-steel interfaces. Electron diffraction techniques were used for phase identi-
fication by assessing the crystal structure of the formed IMP crystals. In all cases, the patterns
could be indexed with respect to the crystal structure reported by Cooper [165], with space
group Im3̄ and lattice parameter a = 12.56Å. It is well known that certain transition elements,
M , such as Mn, Cr and Cu, may substitute for Fe in αc-Al15(Fe,M )3Si2 [154–158] (see Section
2.4.4). Space group Im3̄ (204) is expected for high Fe/M-ratio, while Pm3̄ (200) is expected
for low Fe/M-ratio (.1 [157, 162, 163]). An overview of the estimated compositions based
on STEM EDS of the αc phase layers in the various Al-steel specimens characterised in this
work is shown in Table 6.1. The values should only be considered as semi-quantitative values,
since they were subjected to considerable systematic errors stemming from the use of calcu-
lated k-factors and from absorption of low energy X-rays. This, together with the variations in
specimen geometry, can explain some of the large variations in the estimated compositions.
Further, these factors explain partly why the estimated Al contents were below the expected
values of 70− 73 at.% Al [165, 288]. Similarly, the estimated Si contents lay on the Si-lean side
of previously reported values of 5.9− 11.1 at.% [157] and 7.7− 14.1 at.%[165, 288].
The Fe/M-ratio was> 3 for all specimens, which agrees with the space group identified to be
Im3̄. The amount of transition elementsM varied greatly, as can be seen from Table 6.1, and
it naturally depended on the content and availability of elementsM in the alloys used. In all
specimens, the totalM content was relatively low, except for the 6082-316L specimens where
αc contained 4 at.%Cr, which is explained by the stainless steel 316L containing 16.65wt.%Cr
(see Section 4). Further, thin αc layers in the 6082-316L specimens also showed a higher Mn-
content than the other specimens, presumably due to the total Mn content in the steel 316L
and the 6082Al alloy being higher than in the othermaterial combinations. However, as theαc
phase layer grew, theMncontentdecreased from2 to<1at.% (Table 6.1), due to limited supply
ofMn, and reached similar values asmeasured for the other specimens. Another abnormality
is the highMn content in the αc phase layer in the 4020-DX51D CMT specimen, where a 4020
Al alloy was used that had a higher Mn content than in the 6082 Al alloys.
Common for all the studied joints in which the αc phase was identified, is that the Al alloys
that were in contact with the steel BM contained a notable amount of Si (0.9−≤3.5wt.%, see
Section 4). As has been the focus of numerous studies, Si additions to the Al alloy significantly
influence the formation and growth of IMPs at Al-steel interfaces and typically lead to forma-
tion of Al-Fe-Si IMPs (see Section 2.4.4). Various Al-Fe-Si phases have been identified in joints,
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Table 6.1: Estimated compositions of theαc phase layer based on STEMEDS from various Al-steel joints
characterised in thiswork. The relative compositions of themajor constituting elements, Al, Fe, Cr, Ni, Si
andMn, are given in at.%. The primary phase identified in the layer, the paper the specimen is related to,
the alloy combination, the welding method, and the thicknesses of the phase layers, are also listed. The
joints made by RBwere subjected to post-rolling heat treatments, and for these specimens, the temper-
ature and times are also given. *Specimen 6082-IF was after heat treatment at 540°C also aged at 185°C
for 180min.

Paper Al-steel Method Temp. Time Thickness Al Fe Cr Ni Si Mn
°C [min] [µm] at.%

II 6082-S355 HYB 2. - - 0.01− 0.05 64 35 - - 9 < 1
2

F 6082-S355 HYB 3. - - 0.22 67 23 - - 9 0.5
[289] 6082-S355 RB 500 60 0.2 77 18 - - 5 0.3
A 6082-IF RB 540* 2* 0.2 67 28 - - 5 -
IV 6082-316L RB 500 180 0.1− 1 71 15 2 0.2 9 3
IV 6082-316L RB 550 2 0.13 63 21 4 0.9 9 2
IV 6082-316L RB 550 10 0.8 70 16 4 0.5 9 0.3
IV 6082-316L RB 550 60 1.7 74 14 4 0.4 8 0.5
V 4020-DX51D CMT - - .2 73 15 - - 7 5

and the αh-Al7.1Fe2Si (τ5) phase [22, 211, 214] or the β-Al4.5FeSi (τ6) phase [22, 24, 214] has
been reported to form first in several studies. However, these studies did not report that the
Al alloy contained notable amounts of other alloying elements than Si. As mentioned earlier,
transition elementsM , such asMn, Cr and Cu, may substitute for Fe in αc [154–158], and this
has been shown to lead to the formation of cubic αc-Al15(Fe,M )3Si2 instead of the hexagonal
αh-Al7.1Fe2Si phase that would be expected to form otherwise. In fact, the αc phase has been
reported to form in Al alloys with as little as 0.1 wt.% Mn [155], and all the Al alloys reported
in Table 6.1 contained at least 0.51 wt.%Mn. Moreover, the αc phase is themost Al-rich stable
phase reported in the Al-Fe-Si-Mn system that allows&9 at.% Si [152], and it is therefore nat-
ural that the αc phase was found here. The αc phase has also been identified at other Al-steel
interfaces in the presence of Mn and/or Cr [121, 215, 290]. Further, a phase highly similar to
αc, referred to as Fe3SiAl12 (cubic, a = 12.548 Å), was reported to form after solid-state inter-
diffusion of roll bonded Al-steel specimens where the Al alloy only contained 1.2 wt.% Si and
the steel presumably contained low amounts of Mn and Cu [225] (see Section 2.4.4).
The thicknesses of the αc phase layers and the morphologies of the αc grains varied between
the characterised joints. In joints fabricated by RBorHYB that had a nanoscaleαc phase layer,
the αc grains had a rounded, near equiaxed morphology, as can be seen in particular for the
second generation HYB joint in Figure 5.4 and the 6082-316L composite heat treated at 500°C
in Figure 5.7(a). In the 6082-316L specimens, as theαc phase layer grew to&1 µm in thickness,
theαc phasegrainsdeveloped intoelongatedgrainsorientednormal to the interface, as canbe
seen in Figures 5.7(b) and (c). However, this extended growth and morphology development
of the αc layer did not happen in heat treated RB joints of the same 6082 Al alloy where a low-
alloyed steel was used instead of the stainless steel 316L, in particular IF steel or S355. A 6082-
IF composite was characterised in Paper A. This specimen was fabricated by RB, and it was
solution heat treated at 540°C for 2 min and subsequently aged at 185°C for 180 min, after
rolling. The RB and heat treatments were conducted by S.M. Arbo [289]. Some TEM results
from this specimen are shown in Figure 6.3. It can be seen that a ∼0.8 µm thick θ phase layer
and a∼0.3 µm thick η phase layer had already formed even though the αc layer was only∼0.2
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µm thick. Similar results were obtained from a 6082-S355 composite heat treated at 500°C for
60 min, for which some TEM results are shown in Figure 6.4. This specimen was roll bonded
and heat treated by S.M. Arbo, and further details on this specimen can be found in the PhD
thesis of S.M. Arbo [289]. Both the second and the third generation HYB Al-steel joints were
also produced with a 6082 Al alloy and a S355 steel, so that results similar to these could be
expected if longer interdiffusion times or higher temperatures had occurred during HYB. The
αc phase layer in the CMT joint showed a different appearance with coarse polyhedral and
up to∼2 µm thickαc phase grains within the IMP layer and complex dendriticαc phase grains
within theAl FM,as canbe seen inFigure5.9. This jointwas theonly jointproducedbya fusion
welding method, which is the main reason for the differences in morphologies between the
CMT joint and the remaining joints. Morphologies similar to those seen in thisworkhavebeen
found previously forαc phase grains in Al alloys, and it has been explained that the polyhedral
crystals growasprimaryparticles,while themorphologychanges toaneutectic structureonce
the Al dendrites start to form [291]. Polyhedralmorphology developednear the Al surface also
in Paper D, while script morphology developed in the Al bulk.

Figure 6.3: TEM characterisation of a roll bonded 6082-IF composite that was after rolling solutionised
at 540°C for 2 min and aged at 185°C for 180 min. The results are from Paper A. (a) BF-TEM and (b)
HAADF-STEM overview images of an Al-steel region. In (a), phase boundaries are highlighted by white
dashed lines. (c) Three zone-axis SAED patterns, one from each of the IMPs identified; αc, θ and η. (d)
Element maps, showing at.%, based on STEM-EDS from the regionmarked in (b).

Other intermetallic phases

In joints where the total IMP layer grew larger than a few hundred nanometres, other phase
layers started to form after the αc phase layer. Table 6.2 gives an overview of the estimated
compositions based on STEM EDS of the phase layers identified in the various Al-steel speci-
mens. These values should only be regarded as semi-quantitative estimates, for reasons ex-
plained earlier. Inmost joints where a second IMP layer formed, this consisted of the θ phase.
However, in the 6082-316L specimens, the second phase to form was the τ1-FeNiAl9 phase,
which formed at the αc-Al interface. The Ni in the τ1 phase must have diffused from the steel
and through the first formedαc phase, to reach the Al side, presumably driven by the enthalpy
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Figure 6.4: TEMcharacterisationof a roll bonded 6082-S355 composite thatwas after rolling heat treated
at 500°C for 60 min. Results from this specimen are also shown in [289]. (a) Three zone-axis SAED pat-
terns, one from each of the IMPs identified: αc, θ and η. (b) HAADF-STEM image and element maps
based on STEM-EDS, showing at.%, of an Al-steel region. In the HAADF-STEM image, some phase
boundaries are highlighted by white dashed lines.

of mixing beingmore negative for Al-Ni than Fe-Ni [292]. Further, the τ1 phase is themost Al-
rich phase reported in the Al-Fe-Ni-Si system [293], and the Al content in τ1 was higher than
that inαc, so that the Al contentwas sufficiently high to promote growth of the τ1 phase first at
the Al-αc interface. The τ1-FeNiAl9 phase has only been reported to form at Al-Fe interfaces in
a few studies [230, 231]. However, the metastable η-Ni2Al9 [138] and Fe2Al9 [137] phases have
been reported at Al-Ni [294–296] and at Al-Fe interfaces [297], respectively. In this work, the
τ1 grains were frequently faceted towards Al, as can be seen in Figure 5.7(b). Themorphology
may suggest a possible crystallographic relationship, as has been found for Ni2Al9 in Al [298],
and this could be investigated further.
A layer of the θ phase formed at theαc-steel interface after prolonged IMP layer growth, which
was seen in all the RB specimens. Formation of a θ phase layer at Al-steel interfaces has been
reported previously numerous times [195, 197], and it has been reported that the θ phase layer
may incorporate several alloying elements, for instance Si [214], Cu [217], Ni andCr [199, 234].
From Table 6.2, it can be seen that the θ phase layers all contained minor amounts of Si. In
addition, the θ phase layer contained notable amounts of Ni and Cr in the 6082-316L speci-
mens. In one of the 6082-316L specimens, another phase, τ11-Al5Fe2Si, was identified in the
same layer as θ. The τ11 phase has only been reported in a few studies of Al-steel joints, either
as inclusions in the η phase layer [219], or in co-existence with the αh and η phases [299]. It
must be stressed that the τ11 phase is similar to the phase τ10 in both composition and lattice
parameters (see Section 2.4.1), and the τ10 phase has also been reported to form at Al-steel
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interfaces in relation to the θ phase layer [22, 173, 218]. In this work, the τ11 phase was iden-
tified in a specimen heat treated at 550°C, although only τ10 and not τ11 can be found in the
Al-Fe-Si phase diagram at 550°C [133, 151] (see Section 2.4.1). Local temperature variations
and the presence of alloying elements could have promoted the formation of τ11. Still, it must
be emphasised that τ11 was observed together with θ in one TEM lamella only, while solely θ
was found in another lamella. Further electron diffraction studies must be done to confirm
that only τ11 and not τ10 or both formed, and to clarify the interplay between θ and τ11 (and
τ10) at Al-steel interfaces when several alloying elements participate.
With prolonged interdiffusion, a layer of the η phase formed in the RB specimens following
growth of the θ phase. In all specimens, the η phase layer contained minor amounts of Si, as
can be seen in Table 6.2, consistent with other studies [134, 300]. In the 6082-316L specimens,
the η phase layer also contained Cr and Ni, which agrees with previous studies of aluminised
stainless steels [199, 234]. Since the estimated amounts of 3 at.% Ni and 5 at.% Cr exceeded
reported solubility limits of 1 at.%Niat 850°C [127] and3at.%Crat 700°C [301], Cr- andNi-rich
phases were expected to form within the η phase layer, which has been reported previously
[229, 232]. In fact, the η phase layer characterised in this study containednumerousnanoscale
precipitates rich in Cr and Si or Ni, both possibly also containing Al and/or Fe, and further
characterisation is needed to determine the type of precipitates formed.
Lastly, the estimated compositions of two IMP layers (Figure 5.6) that formed at the Al-steel
interface in the multi-material HYB joint from Paper III are also listed in Table 6.2, although
the phases constituting these layers have not yet been determined. The results stand out due
to the high Cu contents measured. It is important to note that most specimens were attached
to Cu TEM specimen grids, which meant that the Cu contents could not be determined to a
satisfactory degree, and Cu was therefore not included in the compositions reported for the
other specimens. However, from the elementmaps of the IMP layer in themulti-materialHYB
joint (Figures 5.6(b) and (c)), it could be seen that this layer contained Cu. Thus, the Cu con-
tent was included as measured, even though stray radiation caused overestimation of these
values. Since the steel BMand Al FMused in this joint did not contain notable amounts of Cu,
detached Cu BM fragments stirred into the Al FMwere believed to be themajor source of Cu.
It is interesting to note that Cu-rich fragments could be seen even on the opposite side of the
weld groove close to the Al-Ti interface (Figure 5.5(c)). Based on the compositions in Table 6.2
and the previous results discussed here, it can be hypothesised that the IMP layer may have
contained the αc phase and the θ phase. However, future electron diffraction studies are re-
quired to allow phase identification, and larger areas should preferably be studied since local
fluctuations in both the compositions and the thicknesses of the IMP layers are expected.

6.2.2 Formation of nanoscale phase layers
The first phase identified to form at the Al-steel interfaces was the αc phase, and the Si con-
tained within this phase was believed to primarily originate from the Al alloy and to diffuse
relatively fast to the Al-steel interface during heat treatment. This is plausible since the diffus-
ivity of Si in Al at 550°C is higher than that of the other main alloying elements present [302],
and since the enthalpy ofmixing ismore negative for Fe-Si thanAl-Si [292], which presumably
provided adriving force for Si segregation to theAl-steel interface. A similar argument has also
been presented for an Al-Ti interface where Si was believed to diffuse rapidly from the Al alloy
towardsTi during joining [303]. Further, inAl alloys containing Si, an amount of Si typically se-
gregates to the surface andbecomes incorporated in the surface oxide layer [304]. Initially, the
αc grains had a rounded equiaxed shapewith the curved side sticking intoAl, which suggested
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Table 6.2: Estimated compositions of various IMPphase layers basedonSTEMEDS fromvariousAl-steel
joints characterised in this work. The relative compositions of the major constituting elements, Al, Fe,
Cr, Ni, Si,MnandCu, are given in at.%. Theprimary phase identified in the layer, the paper the specimen
is related to, the alloy combination, theweldingmethod, and the thicknesses of the phase layers, are also
listed. The joints made by RB were subjected to post-rolling heat treatments, and for these specimens,
the temperatures and times, are also given. *Specimen 6082-IF was after heat treatment at 540°C also
aged at 185°C for 180min. **In Paper III, the IMPs were not determined.

Phase Paper Al-steel Temp. Time Thickness Al Fe Cr Ni Si Mn Cu
°C [min] [µm] at.%

τ1 IV 6082-316L 550 10 .0.5 77 11 <0.1 10 2 <0.1 -
τ1 IV 6082-316L 550 60 .0.7 80 8 <0.1 11 1 <0.1 -
θ A 6082-IF 540* 2* ∼0.8 62 36 - - 2 - -
θ [289] 6082-S355 500 60 1− 2 74 24 - - 1 - -

θ/τ11 IV 6082-316L 550 60 0.8 69 18 5 2 6 0.3 -
θ V 4020-DX51D - - .1 71 26 - - 3 ≤0.1 -
η A 6082-IF 540* 2* ∼0.3 53 42 - - 5 - -
η [289] 6082-S355 500 60 0.5 69 29 - - 2 0.3 -
η IV 6082-316L 550 60 0.3-1.5 69 21 5 3 2 0.3 -
η V 4020-DX51D - - .1 63 32 - - 5 0 -
1** III 6082-HCT590 - - 0.1 70 17 0.2 - 7 0.6 5
2** III 6082-HCT590 - - 0.1 69 22 0.1 - 3 0.6 4

that αc initially grew predominantly into the Al side, consistent with the solid solubility of Al
in Fe exceeding that of Fe in Al [21]. However, this understanding does not seem to explain the
full picture, as is discussed in the following.
In the 6082-316L CRB specimens, a ∼10 nm thick Si-rich layer was found at the αc-steel in-
terface at an early stage, and it is unclear whether this Si-rich layer was composed of other
phases richer in Si than αc. Moreover, in the second generation Al-steel HYB joint character-
ised in Paper II, SED data from an interface region were acquired, and selected patterns were
indexed considering all the Al-Fe(-Si) phases listed in Section 2.4.1. It was found that αc could
explain several patterns (Figure 5.4), but no single phase could explain all the patterns recor-
ded. This indicated that αc likely co-existed with one ormore Al-Fe(-Si) phases that could not
be identified. However, several of the Al-Fe(-Si) phases have superstructures and are often
faulted (see Section 2.4.1), which complicates such analyses. In general, electron diffraction
studies of interfacial nanoscale Al-Fe(-Si) layers in Al-steel joints are lacking. There are some
reports onHRTEM imaging of amorphous nanoscale IMP layers in Al-steel joints. Some stud-
ies have reported that under specific Al-steel welding conditionswhere high shear strain rates
are sustained, nanoscale amorphous layers can form instead of IMP layers [305, 306]. Such
amorphous layershavebeenassociatedwithhighbondstrengths, and they formbyamechan-
ical alloying process occurring during severe plastic deformation [307, 308]. It was suggested
that the amorphous phase likely was an intermediate stage before formation of IMPs [307].
Further, it has been reported that a glassy phase, termed q-glass, which is related to the αc
phase, forms in rapidly solidified Al-Fe-Si alloys [309, 310], and it has been reported that this
amorphous phase transforms to the the αc phase upon heat treatment [181]. More research
is needed to understand the initial nanoscale phase formation, especially for joints formed
under severe plastic deformation.
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Another interesting observation is that the number of small dispersoids seemed to be higher
close to theAl-steel interface in someHYB joints. This has also been reported in another study
on Al-steel joints [311]. In the second generation HYB Al-steel joint, some of the small Al-(Fe,
Mn, Cr)-Si dispersoids located close to the Al-steel interface (see Figure 5.4), fromwhich SED
data were acquired, were also identified as αc phases. Further, some dispersoids contained
increasing amounts of Fe towards their edges, consistent with previous work explaining this
based on Fe diffusingmore slowly into the dispersoids during prolonged growth [164]. Here it
was possible that Fe diffusion across the Al-steel interface duringHYBpromoted formation of
small dispersoids in parallel to growth of already formed dispersoids. An increase in the num-
ber density of small Ti-rich dispersoids was also seen in some areas near the Al-Ti interface in
themulti-material HYB joint (Figure 5.5(c)). To reach conclusions regarding this, future stud-
ies could focus on comparing the dispersoid number density close to the interface with the
density in the Al alloy before welding.
At some Al-steel interfaces, nanoscale oxide layers were seen. Several oxide particles were
seen at and near the Al-steel interface in the 6082-316L specimens in Paper IV. Further, in
the second generation HYB Al-steel joint (Paper II), some interface regions were found that
were covered by a ∼5 nm thick Al-O-Mg-Si layer, and it was observed that the Al-Fe-Si layer
may grow thicker into Al where there were gaps in the oxide layer. This observation was con-
sistent with the general belief that an interfacial oxide film acts as an interdiffusion barrier for
growth of Al-Fe phases [312, 313]. Note that the oxide layer itself may undergo changes in the
crystal structure above certain temperatures, whichmay affect the diffusivities [312]. SPED of
the oxide layer in the HYB specimen from Paper IIwas done (not shown), and no indications
were seen that the oxide layer was crystalline, implying that it most likely was an amorphous
layer. Similar findings have been made in studies of Al-Au [314], Al-Cu [315] and Al-Ti [303]
joints. In the latter study, inversely distributed Si-rich and O-Mg-rich nanoscale interfacial
layers were reported, and the O-Mg-rich layer was believed to act as an interdiffusion barrier
that originated from a broken native alumina surface layer [303]. The oxide layer observed in
this study bore a close resemblance to the native Al2O3 layer, thatmay also containMg and Si,
typically found on Al surfaces exposed to air [304, 316, 317]. It was believed that the original
oxide layer on theAl surfaces disintegrateddue to thehighdeformationduringHYB, similar to
that in FSW [318, 319], and that the nanoscale Al-O-Mg-Si layer formed as a result of air access
during the process. Oxide films have also been in focus in other studies of Al-steel joints, and
interfacial nanoscale oxide films have also been identified in FSW joints [320–322]. Such films
have been coupled to interfacial fracture [321], since theymay represent poorly bonded areas.
At the same time, the combination of thin interfacial IMP and oxide layers has been reported
to give high bond strengths [313, 322], and it has been reported that oxide films on the steel
and on the Al surfaces may mix to form other oxide layers [313, 321]. In this work, interfacial
Al-O-Mg-Si layers were also seen in regions where Al stuck to steel after tensile testing, which
suggested that limited interface regions covered by interfacial oxides formed during joining
not necessarily have detrimental effects on the overall bond strength. Further, there might
also be a connection between the Al-Fe-Si IMPs and the oxide layers, since the αc phase has
been reported to nucleate preferentially on Al2O3 oxide films [323, 324]. It is evident that fur-
ther studies are needed to fully understand the role of nanoscale interfacial oxide layers in
solid state Al-steel bonding.
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6.3 Characterisationmethods
Advanced TEM techniques are crucial to be able to study IMP layer formation and growth at
the nanoscale. For Al-steel joints, there are several candidate IMPs with similar compositions
thatmay form, and therefore it is important to assess the crystal structures of the formed IMPs
to reach conclusive phase identification. Conventional electron diffraction techniques where
zone axis patterns are acquired aftermanual tilting of the crystal are highly impractical in this
case, since the IMP crystals are only a few nanometre wide and grow at highly disordered in-
terfaces, as mentioned earlier. S(P)ED techniques offer the possibility to assess the crystal
structures of such phases and can in addition provide better statistics, at the expense ofmore
challenging data handling and analysis. Further, in-situ heating offers a great opportunity to
better understand the kinetics and the evolution of the IMP layers by studying the formation
and growth directly as they happen. S(P)ED and in-situ heating have not yet been exploited to
their full potential, and they are expected to be particularly powerful if exploited jointly. There
is still a great potential for improvement, and this section discusses some aspects that can
be considered in future S(P)ED studies of nanocrystalline specimens. Thereafter, this section
presents anddiscussesunpublished in-situheating results fromproof-of-concept studies that
were conducted as a part of this work. Specimen preparation routines, various in-situ heating
challenges that arose in this work, and possible future studies are mentioned.

6.3.1 Scanning (precession) electron diffraction
S(P)ED is a powerful technique that togetherwith (semi-)automatic data analysis routines en-
ables assessment of local crystallography on the nanometre scale (see Section 3.3.3). Nano-
crystal segmentation of SPED data is the topic of Paper I, and this was utilised in Paper II.
However, several analysis steps typically remain to be done after nanocrystal segmentation,
most importantly to index the patterns. In Paper II, selected patterns were analysed both
manually and semi-automatically using a code written for the purpose of indexing zone axis
patterns. In general, an algorithm that offers reliable automatic indexing of both zone axis
and off-axis patterns is required. A much used approach is template matching, where a bank
of simulated patterns covering all possible candidate orientations and phases is constructed
[269, 325]. Each experimental pattern is compared to the bank of simulated patterns, and a
metric, such as normalised cross-correlation, is employed to decide which template that best
fits the experimental pattern. There are some challenges with template matching, including
that it requires prior knowledge on the candidate crystal structures and determination of the
simulation parameters. For S(P)ED data of IMPs this is especially challenging due to the rel-
atively high number of candidate phases and the complexity of their crystal structures, which
is one of the reasons why such an approach was not used in this work. Due to the large po-
tential for applications, future improvements that make indexing more straightforward and
robust also for more complex problems should be developed. There are other strategies for
automatic indexing apart from template matching, including for instance vector pair match-
ing [326] and Groth’s triangle algorithm [327]. The latter has been shown to provide better
accuracy for off-axis NBD patterns [327]. Still, a challenge with all of the above is to assess
precision and accuracy. A previous study found that template matching of spot patterns can
give a precision in the orientation determination of 1.1°, with 95% confidence [328]. Ideally,
it should be possible to assess these parameters for the orientation mapping of each crystal.
One possibility is to record S(P)ED data over a range of specimen tilt conditions, as was done
in Paper II, and then to index the same crystals for the range of known specimen tilts and
compare the results to assess both precision and accuracy.
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New opportunities can emerge by collecting the data in other ways than two dimensional
S(P)ED scans. For instance, by recording S(P)ED data over a range of tilt conditions, tomo-
graphic reconstructions can be done both in real space and wave vector space, which allow
three dimensional crystallographic analysis of nanostructures [277, 283]. Further, rotation
electron diffraction (RED) combines discrete specimen tilts with small beam tilts to enable
collection of continuous RED data from which the diffraction from a crystal can be recon-
structed in three dimensions and used for structure refinement [329, 330]. Algorithms have
also been developed that enable automatic tracking and collection of diffraction patterns or
RED datasets from several single crystals in a specimen, referred to as serial (R)ED [331]. New
opportunities also arise currently following the recent revolution in electrondetectiondevices
with direct electron detectors becoming commercially available [272]. As mentioned in Sec-
tion 3.3.3, these detectors have a much improved sensitivity and dynamical range, and they
solve problems associated with afterglow, background noise and geometrical distortions due
to external mounting of the camera [332]. This allows for analysis of weak spots, for instance
from nanocrystals embedded in other phases, and to work under low dose conditions to en-
able studies of beam sensitive materials, even biological materials. Needless to say, electron
diffraction techniques combinedwith scanning, rotationand/orprecessionoffer awide range
of opportunities and potential applications, and it can be expected that developments in this
area give large impacts.

6.3.2 in-situ heating
In-situ heating TEM experiments offer the possibility of studying IMP layer formation and
growth directly. Publications on such studies are few, but some promising results have been
published for in-situ interdiffusion experiments of Al-Au [314] and Al-Cu [315] specimens,
where formation and growth of IMPs were observed. As a part of this work, three sets of in-
situ heating experiments were conducted with the aim of obtaining better understanding of
the formation and growth of various IMPs. The first set of experiments relates to Paper B, the
second to Papers II and Paper F, and the last relates to a study by Sunde et. al [333]. For these
experiments, various specimens were prepared by FIB lift-out, and heating chips and a heat-
ing holder supplied by DENS solutions were utilised.
Growth of interfacial Al-Ni phases

In Paper B, a Ni foil was used as interlayer in roll bonded Al-steel composites of Al alloy 1080
and structural steel S355. The Ni interlayer was introduced in order to avoid formation and
growth of the brittle Al-Fe IMPs. The composites were heat treated after RB for various times
at temperatures in the range of 400 − 550°C. In this study, RB, heat treatments and SEM ima-
ging were performed by S.M. Arbo [289]. An overview SEM image of a heat treated composite
is shown in Figure 6.5(a). Based on SEM and TEM of specimens heat treated ex-situ, it was
seen that a layer of Al3Ni formed first at the Al-Ni interface. With prolonged interdiffusion,
a layer containing fine equiaxed grains of Al3Ni2 formed at the Al3Ni–Ni interface, as can be
seen in Figure 6.5(b). The Al3Ni2 layer grew at the expense of the Al3Ni layer until it had fully
consumed the Al3Ni layer. As this happened, a duplex morphology developed in the Al3Ni2
layer, as shown in Figures 6.5(c) and (d). Eventually, Kirkendall voids formed at the Al side of
the Al3Ni layer. A BF-TEM image showing the duplex morphology and the pores in the Al3Ni2
layer is presented in Figure 6.5(e). Due to the characteristicmorphology development and the
extensive ex-situheatingexperiments thathadbeenconducted, itwasbelieved that these spe-
cimens were good candidates for in-situ heating. Previous studies on in-situ heating of Al-Ni
specimens have been published, but these looked at multi-layer Al-Ni structures using TEM
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imaging and SAED techniques [334, 335]. In this work, the plan was to study both the growth
of and the morphology development within the Al3Ni2 layer in detail by collecting SPED data
at various stages during in-situ heating.

Figure 6.5: SEM and TEM of roll bonded Al-Ni-steel composites subjected to ex-situ post-rolling heat
treatments. (a) An overview BSE SEM image and (b) an ADF-STEM image, of a specimen heat treated at
550°C for 1 h. (c) and (d) SE SEM images, and (e) BF-TEM image, of the interface region in specimens
heat treated at 550°C for 2 h. The SEM images shown in (c) and (d) are reprinted from the PhD thesis of
S.M. Arbo [289] with permission. In all the images, two IMP layers consisting of Al3Ni2 and Al3Ni can be
seen, except in (e)where the Al3Ni2 layer has fully consumed the Al3Ni, and a duplex morphology and a
porous structure have formed near the Al3Ni2-Al interface.

It was decided to start with a specimen where the two Al3Ni2 and Al3Ni layers had already
formed, but where development of the duplex morphology had not started. The specimen
preparation was performed by FIB, and it posed challenges first and foremost due to the di-
mensions of the system. Regarding in-situ interdiffusion experiments, it is important to note
that thin film diffusion couples can act differently than bulk couples. While all equilibrium
phases are expected to appear in bulk couples as long as they overcome nucleation barriers,
not all equilibrium phases appear in thin film systems [336]. In bulk, a second phase typic-
ally starts to grow after the first has exceeded a critical thickness, but in thin film systems, the
supply of one component can be restricted so that the second phase forms before the crit-
ical thickness is reached [336]. In this study, it was crucial that significant amounts of Al and
Ni were connected to Al3Ni and Al3Ni2, respectively, to provide sufficient supply of these ele-
ments and avoid thin film effects. This meant that a relatively long specimen had to be lifted
out by FIB. The first specimen, Specimen A, was prepared in collaboration with S. Wenner
who performed the FIB lift-out and FIB thinning. A long rectangular area was milled out in
plan-view geometry, and the lamella was transferred to and attached to a heating chip and
subsequently thinned and polished by ion milling. SEM images taken during specimen pre-
paration are shown in Figure 6.6, where (a) shows the interface area from which the lamella
was fabricated, (b) and (c) were taken during milling, and (d) shows the lamella attached to
the heating chip. During milling it is important to not damage the chip and to not thin the
specimen too much, as that could influence the diffusion phenomena. A second specimen,
SpecimenB,wasmade ina slightlydifferentway,where theplan-view lamellawasfirst thinned
while attached toa standardTEMCuspecimengrid, before itwas transferred toaheatingchip.
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In this specimen, some redeposition was seen near the edge of the specimen, but the ROI did
not show extensive damage.

Figure 6.6: FIB preparation of an Al-Ni specimen (Specimen A) for in-situ heating. The specimen had
beenheat treated at 550°C for 1 h ex-situ. (a)BSESEM image of the interface area fromwhich the lamella
was fabricated. (b) SE SEM image taken during milling. (c) SE SEM image showing the long plan-view
lamella after milling. (d) SE SEM image of the lamella after thinning, where the lamella was attached to
a heating chip and a C protection layer had been deposited to protect the chip.

ADF-STEM images of the two specimens prior to in-situ heating are shown in Figures 6.7(a)
and 6.8(a), for Specimen B and Specimen A, respectively. The specimens were subjected to
in-situ heating at temperatures in the range of 400− 550°C, similar to the ex-situ heating pro-
cedures. First, nuclei started to formand grew inside the Al3Ni layer, primarily at grain bound-
aries. This happened in both specimens, as can be seen in Figures 6.7(b) and (c) and Fig-
ure 6.8(b). The growth of the Al3Ni2 layer progressed much slower than the growth of the
particles within the Al3Ni layer. In Specimen B, large particles eventually formed within the
Al3Ni layer, while the Al3Ni–Al3Ni2 interface only showed a small movement, as can be seen in
Figure 6.7(d). This was unexpected based on the ex-situ experiments, where Al3Ni2 grew into
andconsumedAl3Ni. However, SpecimenA showedanevenmoreunexpectedbehaviour than
SpecimenB. In this specimen, the Al in contactwith Al3Ni became completely consumed, and
new phases started to grow from the Al3Ni layer and into the Al3Ni2 layer, which can be seen
in Figures 6.8(c) and (d). It was believed that the unexpected behaviour could, at least partly,
be explained based on the dimensions of the system with the thickness of the lamella being
severalmagnitudes smaller than the lateral lengths of the layers, which potentially opened up
for surface diffusion domination. Whatever the cause, it was believed that some of the issues
encountered could be solved by fabricating specimens where the IMP layers had thicknesses
much below the lamella thickness.

Figure 6.7: In-situ heating of anAl-Ni specimen (SpecimenB) that had been ex-situ heat treated at 550°C
for 1 h. (a) ADF-STEM image of the specimen before in-situ heating. ADF-STEM images after in-situ
heating at (additive) (b) 400°C for 30min, (c) 450°C for 15min and then 500°C for 15min, and (d) 550°C
for 30min. The shown images were acquired at 20°C.
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Figure 6.8: In-situ heating of an Al-Ni specimen (SpecimenA) that had been ex-situ heat treated at 550°C
for 1 h. (a) ADF-STEM image of the specimen before in-situ heating. ADF-STEM images after in-situ
heating at (additive) (b) 1 min at 400°C, 1 min at 450°C, 3 min at 500°C and 1 min at 550°C; (c) 550°C
for 12 min; and (d) 550°C for 10 min, 500°C for 1 min, 525°C for 2 min and 535°C for 2 min. Note that
during the in-situheatingperformedbetween (b)and (c), theAl incontactwithAl3Nibecamecompletely
consumed. The shown images were acquired at 20°C.

Formation and growth of intermetallic phases in aluminium-steel joints

ThesecondgenerationHYBAl-steel jointpresented inPaper II showedadiscontinuous10−50
nm thick interfacial Al-Fe-Si IMP layer. Due to the much reduced thickness, it was believed
that specimens from this joint would fit better for in-situ heating TEM studies than the Al-
Ni specimens. Specimens were prepared from the second generation HYB joint following the
same approach as described above for Al-Ni Specimen B. SEM images taken during specimen
preparation are shown in Figures 6.9(a)-(c), where (a) shows the thinned Al-steel lamella at-
tached to the lift-out needle after it had been separated from the Cu grid by milling. Figure
6.9(b) shows the lamella after it had been attached to the heating chip by ion beamdeposition
of C, and (c) shows the finished lamella after it had been detached from the needle. In some of
the specimens, redeposition of Cu appeared as small nanoparticles on the lamellae surfaces,
which could have been avoided if the lamellae were thinned while attached to a heating chip
instead of a Cu grid.
An Al-steel specimen from a second generation HYB Al-steel joint (Paper II) where no IMP
layer had formed ex-situwas studied first. No signs of Al-Fe interdiffusion or IMP layer forma-
tionwas seen even after heat treatments at temperatures approaching themelting point of Al.
Instead, some dispersoids dissolved, and a substance started growing from one of the edges
of the specimen. Figure 6.10(a) shows the lamella before heating, while (b) and (c) show the
lamella after growth of new phases, supposedly on the lamella surface, which according to
EDS results containedmajor amounts ofGa, Fe, Al and someSi. In this specimenan interfacial
surface oxide layer was present, which presumably hindered interdiffusion. New specimens
were fabricated from regionswhere a nanoscale IMP layer had already formed ex-situ, since it
was believed that IMP layer growth would occur more readily in such specimens.
Two specimens weremade in which IMP layers had formed ex-situ, one from a second gener-
ation (Paper II) and one from a third generation (Paper F) HYB Al-steel jont. In both of these
specimens, some limited growth of the IMP layers was observed initially during in-situ heat-
ing, but the growthwashaltedquickly. BF-STEM images of the specimen from the third gener-
ation joint is shown in Figure 6.11, where (a) and (b) show the IMP layer before and after heat-
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Figure 6.9: Specimenpreparation of an Al-steel specimen froma second generationHYB joint for in-situ
heatingTEMexperiments. (a) SESEM image showing theAl-steel lamella after it hadbeen thinnedwhile
attached to a Cu grid. The lamella had been fastened to the lift-out needle by ion beam deposition of C,
and had subsequently been detached from the Cu grid by milling. (b) and (c) SE SEM images showing
the lamella attached to the heating chip. In (b), the lamella is also attached to the lift-out needle, while
in (c) it has been separated from the needle bymilling.

Figure 6.10: In-situ heating TEM studies of an Al-steel specimen from a second generation HYB joint
where no IMP layer had formed prior to in-situ heating. BF-STEM images (a) before heating, and (b)
and (c) after in-situ heating at temperatures in the range of 300°C−600°C. Ga droplets formed in the C
protection layer at the top, and anunknownphase, highlightedbydashedwhite ellipses, started growing
from the C layer deposited to the right.

ing, respectively. Again, a substance started to grow from the edges of the lamellae where pro-
tection layers had been deposited using FIB, as can be seen in Figures 6.11(c) and (d). Clearly,
the proof-of-concept studies discussed so far did not show great prospects. One difference
between the experiments conducted here and the successful in-situ heating TEMexperiment
reported for an Al-Cu joint [315], is that Si shows an affinity for segregating to the surface ox-
ide layer on Al, while Cu remains within the Al bulk [304]. Preferential (surface) segregation
of some elements was possibly detrimental to Al-steel interdiffusion in this work. In any case,
better understanding of in-situ TEM heating experiments of Al-steel joints is needed.
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Figure 6.11: In-situ heatingTEMstudies of anAl-steel specimen froma third generationHYB jointwhere
a nanoscale IMP layer had formed prior to in-situ heating. BF-STEM images (a) and (c) before heating
and (b) and (d) after in-situ heating at temperatures in the range of 350°C−525°C. By comparing (a)
and (b), minor growth of the IMP layer and coarsening of dispersoids can be seen, while (d) shows an
unknown phase that started growing from the C layer deposited to the right.

Evolution of precipitates in aluminium alloy 6082

When it comes to the properties of Al-steel joints, the response of the used Al alloy to the heat-
ing occurring during welding also has a major influence, in addition to the IMP layer char-
acteristics. In most of the Al-steel joints studied in this work, the Al alloys used were of type
6082 [333]. Around the same time as the above experiments were conducted, J.K. Sunde et
al. performed a successful in-situ heating TEM study of a 6082 Al alloy. The alloy studied was
a 6082 Al-Mg-Si alloy that contained a small amount of Cu. The addition of Cu generally al-
ters the precipitation sequence substantially from that expected for Al-Mg-Si alloys as given
in Equation 2.1 [337]. In fact, this alloy showed a larger number density of L-type precipitates
that have better thermal stability than the β′′ phase typically found in age-hardened 6xxx al-
loys. The alloy was aged in-situ and the precipitate evolution was analysed from SPED data
acquired at various stages during the heat treatment. The results from this experiment was
published in [333], and they were compared to results from ex-situ heating reported in [338].
The experiment was deemed successful in that the precipitate evolution during in-situ heat-
ing was similar to the evolution as studied ex-situ. There were some discrepancies, however.
The region studied by SPED was measured to be∼90 nm thick, and this region was still in an
underaged state after in-situ heat treatments that gave peak hardness ex-situ. In the∼90 nm
thick region, the precipitates were only ∼30 nm long, while in a ∼130 nm thick region, they
were&100 nm long. This was believed to be connected to surface segregation of the main al-
loying elements Mg and Si, which reduced the amount of available solute. Even though these
thickness effects must be studied inmore detail, the results were extremely promising.
Due to the promising results and that 6082 Al alloys were used in most of the Al-steel joints
studied in this thesis, it was decided to work further on in-situ TEM heating of this 6082 Al
alloy as a part of this thesis and in collaboration with J.K. Sunde. Specimen preparation was
performed using a different approach from that used previously. In the study by Sunde et al.
[333], specimens were prepared by mechanical grinding and electropolishing, before EBSD
was performed to find a grain oriented close to [001] zone axis. The selected grain was milled
out using FIB and transferred to a heating chip where it was thinned by ion beam milling. If
ion beammilling is used, the specimen surface becomes damaged and implantedwith Ga. To
avoid these issues, specimens were prepared in this work without using ion beammilling for
thinning. After electropolishing, the specimenswere studiedbyTEMtofindcorrectlyoriented
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and adequately thick grains. Using FIB, a large region surrounding a selected grainwas cut out
in a way so that milling was performed at least&20 µm away from the ROI. The large and thin
Al flake was transferred to a heating chip to which it was attached by depositing C as far away
fromtheROIaspossible. Figures6.12(a)-(c) showSEMimages takenduringFIB -lift-outofone
such specimen. Since no FIB thinning was required, it was possible to limit the surface dam-
age and Ga implantation in the ROI. At best, lamellae with little to no visible damage could be
produced. In-situ heating proof-of-concept studies were performed that showed great prom-
ise, and several specimens were prepared from alloys heat treated to various conditions ex-
situ. Some TEM images acquired during an in-situ heating experiment are shown in Figure
6.13, where it can be seen that it was possible to follow precipitate formation, growth and dis-
solution in-situ. Unfortunately, the corona pandemic caused postponement of the planned
experiments, which were intended to be performed using a direct electron detector to collect
S(P)ED data. The combination of in-situ heating and S(P)ED data collection holds great po-
tential for characterisation of nanocrystalline materials, and this potential should absolutely
be investigated further in future studies.

Figure 6.12: FIB preparation of a specimen of Al alloy 6082 to be used for in-situ heating. The specimen
had prior to FIB preparation been electropolished and examined in TEM to located thin grains oriented
close to zone axis [001]. The ROI was identified using SEM, and it was cut out by performing milling at
least&20 µm away from the ROI. SE SEM images taken (a) after the lift-out needle had been attached
to the edge of the Al flake by ion beam deposition of C, (b) while the lift-out needle was being used to
transfer the specimen to the heating chip, and (c) after the Al flake had been attached to the heating chip
by ion beam deposition of C, so that the ROI laid over a hole in the chip.

Figure 6.13: BF-TEM images from a proof-of-concept in-situ heating experiment. The specimen was a
6082Al alloy that hadbeen solutionised andheat treated at 170°C for 3min ex-situ. BF-TEM images after
in-situ heating (additive): (a) for 2 h at 180°C and quenching to 20°C, and (b) after heating from 240°C to
280°C at a rate of 10°C/s and subsequently quenching to 20°C. BF-TEM images acquired during in-situ
heating from 280− 440°C at a rate of 10°C/s, recorded at a temperature of (c)∼290°C and (d)∼320°C. In
the images, the coloured arrow heads and ellipses indicate corresponding specimen locations.
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Chapter 7

Conclusions

This work focused on EM characterisation of the interfacial IMP layers that had formed in
Al-steel joints. Various Al-steel joints fabricated by the welding methods HYB, RB and CMT,
were studied. The HYBmethod showed great prospects for multi-metal welding, and the un-
derlying bonding mechanisms were identified to be microscale mechanical interlocking and
formation of nanoscale interfacial IMP layers.
A second generation HYB Al-steel joint showed an IMP layer that was only 10 − 50 nm thick,
and zone axis patterns could not be collected in a conventional manner from the IMP layer
crystals. Instead SEDwas employed. S(P)ED is a powerful technique that togetherwith (semi-
)automatic data analysis enables assessment of the local crystallography on the nanoscale. A
typical challenge in S(P)EDdata analysis is that diffraction from several crystals can appear in
a single diffraction pattern. To overcome this, two nanocrystal segmentation strategies were
explored, one based onVDF imaging and the other onNMF. The two approacheswere applied
to MgO SPED data, and it was found that both could be used for segmentation, as long as
artefacts were critically evaluated.
The formation and growth of the interfacial IMP layers strongly depend on the alloying ele-
ments in both the Al alloy and the steel, in addition to the thermo-mechanical processing his-
tory. The joints studied in this work weremade using Al alloys containing Si andMn, amongst
other elements, and the interfacial IMP layers in these joints had in common that they con-
tained the αc-Al-(Fe,Mn)-Si phase. With prolonged interdiffusion, the θ-Fe4Al13 and η-Fe2Al5
phases also formed. Moreover, the alloying elements Si, Mn, Cr and Ni led to a reduction in
the growth rate of the total IMP layer. The morphologies, chemical compositions and crys-
tal structures of the IMPswere assessed using EM techniques, mainly by combining EDSwith
imaging and diffraction techniques.
Lastly, someunpublishedproof-of-concept studieswerediscussed thathighlightedchallenges
with in-situ heating TEM experiments where interdiffusion phenomena are investigated. In
general, combining in-situ heating with spectroscopy and S(P)ED data collection holds great
potential, which should be further explored in future work. Especially with the emergence of
direct electron detectors, S(P)ED techniques offer a broad range of opportunities, including
the possibility of studying weak diffraction signals and beam sensitivematerials. Overall, this
work demonstrates the importance of TEM diffraction techniques in the characterisation of
the interface regions in Al-steel joints, and the methods used can be applied to a wide range
of materials.
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Abstract
Scanning precession electron diffraction (SPED) enables the local crystallography of materials
to be probed on the nanoscale by recording a two-dimensional PED pattern at every probe po-
sition as a dynamically rocking electron beam is scanned across the specimen. SPED data from
nanocrystalline materials commonly contain some PED patterns in which diffraction is mea-
sured from multiple crystals. To analyse such data, it is important to perform nanocrystal seg-
mentation to isolate both the locationof each crystal and a corresponding representative diffrac-
tionsignal. Thisalso reducesdatadimensionality significantly. Here, twoapproaches tonanocrys-
tal segmentation are presented, the first based on virtual dark-field imaging and the second on
non-negative matrix factorisation. Relative merits and limitations are compared in application
toSPEDdataobtained frompartlyoverlappingnanoparticles, andparticular challengesarehigh-
lighted associated with crystals exciting the same diffraction conditions. It is demonstrated that
both strategies can be used for nanocrystal segmentationwithout prior knowledge of the crystal
structures present, but also that segmentation artefacts can arise and must be considered care-
fully. The analysis workflows associated with this work are provided open-source.
Keywords: scanning precession electron diffraction, nanoparticles, virtual dark-field imaging,
watershed segmentation, non-negative matrix factorisation, open-source

1. Introduction

Scanning electron diffraction (SED) is a scanning transmission electron microscopy tech-
nique in which a two-dimensional electron diffraction pattern is acquired at each probe posi-
tion as a nanometre sized electron probe is scanned across a region of interest. Double-conical
rocking of the electron probe may also be incorporated to record a precession electron diffrac-
tion (PED) pattern [1] at each probe position (SPED) [2]. Analysis of SED and SPED data is typ-
ically similar, enabling assessment of local crystallography on the nanoscale by, for instance,
crystal phase [3], orientation [4] and strainmapping [5, 6]. S(P)EDdata obtained fromnanocrys-
tallinematerials typically comprise a relatively large number of (P)ED patterns, ca. 100− 500000,

∗Corresponding author
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recorded from a significantly smaller number of crystals, ca. 10 − 1000. Such data frequently
include some (P)ED patterns that contain scattering from multiple crystals sampled along the
beam trajectory. To isolate the diffraction signals from individual crystals that may overlap in
projection, nanocrystal segmentation can be performed.

Nanocrystal segmentation of S(P)ED data aims to isolate the real space location of each indi-
vidual crystal in the scan region, as well as a corresponding representative diffraction pattern for
each crystal. This is a necessary step in analysing the diffraction from each crystal in a polycrys-
talline sample and leads to substantial dimensionality reduction. Such segmentation therefore
provides a route to overcome limitations associated with two-dimensional phase and orienta-
tion mapping in samples where crystal overlap is prominent [7]. Nanocrystal segmentation is
also a crucial step in reconstructing the morphology and diffraction pattern of each crystal in a
polycrystalline specimen in three dimensions by scanning electron diffraction tomography [8,
9].

Strategies for nanocrystal segmentation based on iterative indexation [10], data matrix fac-
torisation [8, 11], virtual dark-field (VDF) imaging [9] and data clustering [11–13] have been re-
ported for S(P)ED data. Indexation requires knowledge of crystal structures present in the spec-
imen, while clustering typically requires iterative determination of the number of categories. In
contrast, VDF imaging anddatamatrix factorisation approaches canbe performedwithout such
a priori knowledge, whichmakes themwell suited to the study of unknown phases, and they are
therefore the focus of this work. It has also been demonstrated that SPED data is typically more
amenable to successful nanocrystal segmentation than SEDdata [11]. This owes primarily to the
integration through crystal bending and the reduction of dynamical oscillations in diffracted in-
tensity as a function of thickness afforded by precession [11]. Hence, the analysis of SPEDdata is
central in the present work.

TheVDF imagingapproach [9] isbasedon formingVDF images fornumerousdifferentdiffrac-
tion conditions by plotting the integrated intensity of selected reflections as a function of probe
position. TheVDF imagesare comparedagainst eachother to identify images that showthe same
crystal, and such images are merged to yield one real space diffraction contrast image of each
crystal. Simultaneously, the information on the associated diffraction conditions used to form
each image in amerged set is combined to yield a representative diffraction pattern for that crys-
tal.

The data matrix factorisation approach is a form of unsupervised machine learning where
all the (P)ED patterns are stacked as vectors in a data matrix, M, that is factorised into a factor
matrix CP and a loading matrix CL. Non-negative matrix factorisation (NMF) [14] is one such
method that has been applied to S(P)ED data and found to yield factors that resemble (P)ED
patterns, so-called component patterns, and loading maps that resemble diffraction contrast
images highlighting the associated crystal in the scan region [8, 11].

In thiswork, VDF imaging andNMFare compared asmethods for nanocrystal segmentation.
Both approaches are applied to SPED data obtained from a model system composed of partly
overlappingmagnesiumoxide (MgO)nanoparticles,where somecrystals excite the samediffrac-
tion conditions. This systemhighlights particular challenges that arise when individual VDF im-
ages and individual loadingmapsare related tomultiple crystals, which render the segmentation
incomplete. To allow for a more complete nanocrystal segmentation, workflows incorporating
image segmentation applied to VDF images or loadingmaps are developed. Relativemerits and
limitations of both strategies are discussed, and the associated SPEDdata [15] anddemonstrated
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workflows are available open-source [16] for further application and development.

2. Methods

2.1. Specimen preparation
MgO was produced by burning a piece of Mg in air using a gas torch to obtain a smoke con-

taining MgO nanoparticles. TEM grids coated by holey carbon were held in the smoke for ca. 2
s, so that MgO nanoparticles were deposited on the grids.

2.2. Scanning precession electron diffraction
SPED was performed using a JEOL JEM-2100F fitted with a Nanomegas ASTAR system. PED

patterns were acquired using an externally mounted Stingray optical camera that imaged the
phosphor viewing screen of themicroscope. Themicroscopewas operated at 200 kVwith a con-
vergence semi-angle of 1.0 mrad and a precession angle of 16 mrad. The precession frequency
was 100 Hz and the exposure time at each probe position was 10ms.

2.3. Data processing and analysis
SPEDdatawereanalysedusingpyXem[17], anopen-sourcePython library forcrystallographic

electronmicroscopy, that builds on scientific Pythonpackages, particularly hyperspy [18], scikit-
image [19] and scikit-learn [20]. A notebook including the workflows developed and parameters
used [16] and a copy of the associated SPED data [15] have been made available open-source.
The raw four-dimensional SPED dataset DR had dimensions (2X, 2Y |KX ,KY), where X and Y refer
to the navigation dimensions, i.e. the dimensions of the scanned area, and KX and KY refer to
the signal dimensions, i.e. the dimensions of the PED patterns, following the notation used in
hyperspy.

2.3.1. Virtual dark-field imaging-based segmentation
The workflow for VDF imaging-based segmentation developed here was an adaption of the

VDF imaging-basedmethodproposed in [9]. Themaindifferencewasanadditional step inwhich
watershed image segmentation [21] was applied to each of the VDF images, so that the method
couldbeused in caseswhere individual VDF images showedmultiple crystals. It shouldbenoted
that image segmentation could be achieved using awide range of established strategies, and ap-
plication of another strategy may further improve the approach. The complete data processing
workflow is illustrated in Fig. 1.

Pre-processing (Fig. 1(a)) includedbinningDR innavigation space,which gaveD (X,Y |KX ,KY)
that was aligned by shifting the centre of the direct beam to the same coordinates in all PED pat-
terns. The background was removed by performing a difference of Gaussians background sub-
traction,whichgaveDB (X,Y |KX ,KY), before all diffractionpeaks, P(X,Y), weredetected in all PED
patterns, using a Laplacian of Gaussian blob finder. A clustering routine was employed to iden-
tify groups of peaks similar enough in positional coordinates to be considered to belong to the
same unique diffraction vector. The unique vectors were filtered by magnitude to exclude the
direct beam and diffraction peaks located at the edge of the detector, which resulted in N unique
diffraction vectors, PU(N |2). VDF images were calculated by integrating the intensities within a
disk centred at each of the unique peak positions in all PED patterns, which gave N VDF images
V(N |X,Y).
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Figure 1: Virtual dark-field (VDF) imaging-based segmentationworkflow. (a)Pre-processing the rawdata (DR) by bin-
ning and alignment (D), before the background is removed (DB), all peaks are found (P), unique peaks are determined
(PU) and VDF images (V) are formed for all unique peaks. (b)Watershed segmentation is performed on each VDF im-
age to yieldVDF image segments (VS )with correspondingpeaks (PUS ). For eachVDF image, amask is formed,markers
aredetermined, andwatershed segmentation is performedon the elevation image, leading to labelled regions that are
used to define segments. (c) Correlation of the VDF image segments, where segments with a correlation exceeding a
threshold are summedwithin amask, leading to summed VDF image segments (VS S ) and corresponding peaks (PS S ).
Virtual diffraction patterns (PD) are created to visualise the diffraction spots of each summed segment.

Each VDF image was segmented by the watershed method as depicted in Fig. 1(b). For this,
a mask was created by thresholding the VDF image automatically, the distance transform of the
maskwas calculated, and itsmaximawere used in determination ofmarkers for watershed. Fur-
ther, an elevation image was calculated by applying the Sobel filter to the VDF image. The ele-
vation image was segmented by watershed, which resulted in labelled regions. Labelled regions
smaller than a user-definedminimum size were discarded, before a segment image was created
for each labelled region based on the VDF image. Accordingly, applying the watershed segmen-
tation routine to the VDF images yielded a stack of VDF image segments, VS (M|X,Y), and a cor-
responding list of unique vectors, PUS (M|2), where M ≥ N.

Cross-correlationwas thenperformedbetweensegments to identify those segments that cor-
responded to the same crystal, as illustrated in Fig. 1(c). For the case demonstrated here, itera-
tive comparisons of the correlation scores of one segment with the remaining segments were
sufficient, although the full correlationmatrixmaybe considered for improved accuracy in other
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cases. Segmentswithanormalisedcross-correlationexceedingauser-specified correlation thresh-
old were considered. If the number of these segments, which corresponded to the number of as-
sociated diffraction vectors, was below a user-specified vector threshold, the segments were dis-
carded. Otherwise, a segmentmask, defining the regionwheremore segments than a user speci-
fied segment threshold had intensities above zero, was created, and the corresponding segments
were summedwithin thesegmentmask. Thesegment sumwasassociatedwith its corresponding
list of unique vectors, and each vectorwas assigned an intensity thatwas the total intensity of the
corresponding single segment image within the segment mask. The correlation step resulted in
a stack of summed segments, VS S (L|X,Y), and a list of diffraction vectors and intensities, PS S (L),
where L ≤ M. The final stepwas done for visualisation purposes and consisted of reconstructing
virtual diffraction patterns, PD (L|KX ,KY), for the summed segments, whereGaussianswere used
tomodel the diffraction spots.

2.3.2. Non-negative matrix factorisation-based segmentation
The workflow for NMF-based segmentation is illustrated in Fig. 2. The raw dataset, DR, was

binned and aligned to yield D, as for VDF imaging-based segmentation. D was decomposed by
NMF following Poisson noise normalisation [22], as illustrated in Fig. 2(a). The region in the
centre of each PED pattern, including the direct beam, was masked prior to performing NMF.
This masking improved NMF results by avoiding issues associated with the direct beam saturat-
ing the detector and by removing the influence of high intensity variations in the direct beam,
which rank highly in the minimised error metrics computed during NMF without being related
to themost crystallographically significant features in the data. To estimate the number of com-
ponents, E, to use for NMF, a scree plot was inspected. The scree plot showed the fraction of
total variance explained by each component obtained by singular value decomposition (SVD),
after mean-centering of the PED patterns. The NMF decomposition into E components then
produced a stack of component patterns, CP (E|KX ,KY), and a corresponding stack of loadings,
CL (E|X,Y).

Cross-correlationofboth thecomponentpatternsand loadingmapswasperformed tomerge
components that originated from the same crystal, since NMF can result in splitting of signal
from one crystal into several components. The correlation step is depicted in Fig. 2(b). If the
normalised cross-correlation of both the component patterns and loadings exceeded a user-
specifiedpattern correlation threshold andauser-specified loading correlation threshold, respec-
tively, component patterns and loadings were summed. This correlation step resulted in com-
ponent patterns, CCP (F|KX ,KY), and loadings, CCL (F|X,Y), where F ≤ E. After correlation, the
loadings were segmented bywatershed, as portrayed in Fig. 2(c), using the same approach as for
theVDF imagesdescribedabove. Segmentswerediscarded if theirmaximumintensitieswerebe-
low a user-definedminimum intensity threshold or their total sizes were below a user-specified
minimum size. Each resulting loading segment was associated with its corresponding compo-
nent pattern, which resulted in component patterns CS P (G|KX ,KY), and loading segments, CS L

(E|X,Y), whereG ≥ F.
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Figure 2: Non-negative matrix factorisation (NMF)-based segmentation workflow. (a) Pre-processing where the raw
dataset (DR) is binned and aligned (D). NMF performed on D yields component patterns (CP) and loadings (CL). (b)
Correlation of the component patterns and loadings, where components are summed if the correlations of both pat-
terns and factors exceed threshold values, leading to correlated patterns (CCP) and loadings (CCL). (c)Watershed seg-
mentation isperformedoneachcorrelated loading to yield loading segments (CS L)with correspondingpatterns (CS P).
For each loading, a mask is formed, markers are determined, and watershed segmentation is performed on the ele-
vation image, leading to labelled regions that are used to define segments.

3. Results and Discussion

3.1. Scanning precession electron diffraction data inspection
An annular VDF image formed using the demonstration SPEDdatasetD is shown in Fig. 3(a),

where the outline of each of the nine cubic particles, labelled P1-P9, are indicated. Fig. 3(b)
shows the sum of PED patterns within a region without overlap for each particle, except for P2
that overlapped significantly with P1. The detected diffraction vectors of P2 are indicated in (b).
P3, P4, P6 and P8 had similar orientations, as seen by the morphological similarities in (a) and
the similar PED patterns in (b). The sum of the PED patterns of these particles, labelled PΣ, is
also shown in (b).

3.2. Virtual dark-field imaging-based segmentation
The results of VDF imaging-based segmentation are shown in Fig. 4. Fig. 4(a) shows summed

VDF image segments (VS S ), and (b) shows the corresponding virtual diffraction patterns (PD).
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Figure 3: (a) Annular virtual dark-field (VDF) image showing nine magnesium oxide (MgO) particles (grey), labelled
P1-P9, lying on top of a holey amorphous carbon film (dark grey) or over vacuum (black). The outlines of the MgO
particles are indicated by dashed rectangles. (b) Sum of PED patterns within the yellow areas in (a). The detected
diffraction vectors of P2 aremarked by black arrows. PΣ is the sum of P3, P4, P6 and P8.

P1 and P4-P9 were segmented and labelled V1 and V4-V9, respectively. P2 was not included in
the segmentation results, since only a few diffraction vectors were detected for this particle (Fig.
3(b)), so that it was excluded by the vector threshold criteria. This criteria was incorporated to
allow exclusion of segments resulting fromnoise or fromparticles not being separated correctly.
P3 was not segmented and was included in V4 together with P4 (Fig. 4(a)), since P3 and P4 did
not display sufficient differences in their VDF images. These two particles shared the same ori-
entation and had only common diffraction vectors (Fig. 3(b)), which meant that they appeared
exclusively in the same VDF images where they always overlapped. Most often, only onemarker
was defined for both particles (e.g. Fig. 1(b)), which lead to both being included in the same
segment after watershed segmentation. Thus, regions were only segmented if they displayed a
minimum number of detectable diffraction peaks, and if they displayed sufficient distinctness
in the VDF images to allow marker detection and to give clear edges in the elevation images for
watershed segmentation.

Fig. 4(c) shows pre-processed PED patterns from regions without overlap where the diffrac-
tion vectors found in the virtual diffraction patterns are marked. Fig. 4(d) shows the difference
between normalised pre-processed PED patterns and normalised virtual diffraction patterns.
Some diffraction vectors were missing in the reconstructed virtual diffraction patterns, and the
difference patterns, especially P4-V4, P8-V8 and P9-V9, displayed large residuals where strong
peaks were not included fully in the virtual diffraction patterns. Some vectors were left out be-
cause of incorrect segmentation in the corresponding VDF images. Incorrect segmentation re-
sulted from inhomogeneous intensity distributions or noise in the VDF images that lead to an
inappropriate choice ofmarkers and/or elevation images that did not reflect the particle shapes.
In aworst-case scenario, an incorrectly shaped segment could give a sufficiently high correlation
score with a correctly shaped segment, giving a false positive result. Furthermore, two diffrac-
tion peaks were included in the virtual diffraction patterns at some positions where only one
peak was observed in the reference PED pattern, as marked in Fig. 4(c). For these peaks, the
virtual apertures overlapped, whichmeant that intensity from one peak contributed to two VDF
images. Another consequence of using a virtual aperturewas that the virtual diffraction patterns
did not contain any information on the intensity distribution associatedwith the diffraction vec-
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Figure 4: Virtual dark-field (VDF) imaging-based segmentation results. (a) Summed VDF image segments (VS S ), la-
belled V1 and V4-V9 according to the particle numbering in Fig. 3, and (b) corresponding virtual diffraction patterns
(PD). (c) Sumof pre-processedprecession electrondiffraction (PED) patternswithin the regions indicated in Fig. 3(a).
The diffraction vectors found in the virtual diffraction patterns ((b)) are encircled in green, and the black arrows indi-
cate positions where the virtual apertures of two vectors overlapped. (d)Difference between the pre-processed sum
PED patterns ((c)) and the corresponding virtual diffraction patterns ((b)), after normalisation.

tors. This resulted in prominent residuals in the difference patterns near diffraction vectors, e.g.
asymmetric annuli in P9-V9.

3.3. Non-negative matrix factorisation-based segmentation
The results obtained by NMF are shown in Fig. 5. For NMF, the number of components, E,

was a required parameter. By inspection, eight source signals could be identified in the dataset,
i.e. six distinct MgO crystal orientations, amorphous carbon and vacuum (Fig. 3). However, the
appropriate number of components for the decomposition could be higher, due to thickness or
background intensity variations, strain, bending or crystal defects. In general, the scree plot pro-
duced by SVD can be used as a guide to estimate the number of components [11]. Assuming that
components describing signals account for the largest fractions of variance in the data, the num-
ber of components at which the amount of variance is relatively low and starts to decay slowly is
typically considered an appropriate choice, as the components after that point should describe
noise. In that case, the scree plot would show an ’elbow’ or ’knee’ shape. The scree plot associ-
ated with SVD of the SPED data is shown in Fig. 5(a), and a notable gap in fraction of variance
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can be discerned after 11 components, which was the number of components chosen for NMF.
The component patterns (CP) and loadings (CL) obtained byNMF, labelled #0-#10, are shown

in Fig. 5(b). Components #1-#3 and #5-#10were all related toMgOparticles, while #0was related
tobackgroundandglare from the recording system, and#4was related to the carbonfilm. There-
fore, components #0 and #4 were discarded prior to the correlation step, which was performed
tomerge components related to the same crystals. The component patterns and loadings result-
ing from correlation (CCP and CCL) were labelled C1-C2, C5-C9 and CΣ according to the particle
labelling. CΣ resulted from addition of components #2, #6 and #10, which were all related to
particles that shared the same orientation; P3, P4, P6 and P8. None of the other components
weremerged during the correlation step, since they represented individual particles of different
orientations and therefore gave low correlation values to the other components. P8 was partly
accounted for both by components C8 and CΣ, which indicated that P8 comprised PEDpatterns
that could be groupedmainly into two different diffraction conditions.

After correlation, the loading maps were segmented by watershed, and the resulting loading
segments (CS L), labelled CS1-CS7, CS8i-CS8iii and CS9, are shown in Fig. 6(a). CS1, CS5-CS7,
CS8iii and CS9 corresponded to the individual particles P1, P5-P7, P8 and P9, respectively. CS2
corresponded toP2, but also includedweaker intensities fromsurrounding regions thatwerenot
sufficiently removedby automatic thresholding, but that could have been removedby additional

Figure 5: Non-negativematrix factorisation (NMF) results. (a)Singular valuedecomposition (SVD) screeplot showing
the fraction of total variance that each component accounted for. The dashed horizontal line indicates that a number
of 11 components was used for NMF. (b) Component patterns (top) and corresponding loading maps (bottom) ob-
tained byNMF, labelled #0-#10. The component patterns and loadings after correlation are labelledC1-C9, according
to the particle labelling in Fig. 3, and CΣ is the sum of components #2, #6 and #10.
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Figure 6: Non-negative matrix factorisation (NMF)-based segmentation results. (a) Loading map segments, labelled
CS1-CS7, CS8i-CS8iii and CS9 according to the particle labelling (Fig. 3), resulting from watershed segmentation of
the correlated component loading maps (Fig. 5(b)). (b) Difference between precession electron diffraction (PED)
patterns (Fig. 3(b)) and the corresponding component patterns (Fig. 5(b)), after normalisation.

manual thresholding. CS4 contained signals both related to P3 and P4 for the same reason as
explained previously for V4. P8 were split into three segments, CS8i-CS8iii, where the first two
resulted fromC8 and the last fromCΣ, since this particle gave rise tomore than one unique PED
pattern, as mentioned earlier.

Fig. 6(b) shows the difference between the PED patterns (Fig. 3(b)) and the corresponding
component patterns (Fig. 5(b)), after normalisation. Pseudo-subtractive intensities, i.e. regions
where intensitywas apparentlymissing, couldbeobserved in somecomponentpatterns, e.g. #7-
#9, similar to observations in [11], which gave positive residuals in the difference patterns, e.g.
P2-C2, P8-C8 and P9-C9. Also, the difference patterns showed positive background intensities,
since the backgroundwas accounted for largely by component #0. Moreover, there were notable
residuals related to diffraction vector intensities, even for cases where the PED pattern and the
component pattern corresponded to highly similar areas in real space, e.g. negative values.0.06
could be seen in P1-C1.

3.4. Comparison of the two nanocrystal segmentationmethods
Comparing the results from the VDF imaging- and the NMF-based segmentation methods

(Fig. 4, Fig. 5 and Fig. 6), it is apparent that both approaches resulted in segmentation of par-
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ticles P1, P5-P7 and P9. However, P2 was segmented in the NMF-based method and discarded
in the VDF imaging-based method (Fig. 4(a) and Fig. 6(a)). This was because the VDF imaging-
based method required that each segment displayed a sufficient number of detectable diffrac-
tionpeaks, whileNMFwas less restrictive in that all distinct intensities accounting for significant
variation in the data could give rise to individual components. That could be advantageous in
nanocrystal segmentation as all crystals should be accounted for, given a large enough number
of components. On the other hand, it could give complications in physical interpretations, since
it is not necessarily diffraction from crystals of distinct orientations that give rise to individual
components. Intensities related to individual crystals could be split into several components,
which was countered partly in this work by inclusion of a correlation step that enabled summa-
tion of similar components. The correlation step lead to summation of components #2, #6 and
#10 and subsequent segmentation of P4 and P6. Contrarily, C8, that was related to parts of P8,
did not correlate sufficientlywith other components, so that contribution fromP8were split into
several segments, C8i-C8iii (Fig. 6(a)). Consequently, both segmentation approaches should be
used with caution so as to avoid disregarding or oversegmenting crystals.

Amajor difference between the virtual diffraction patterns and the component patterns (Fig.
4(b) and Fig. 5(b)), was that the component patterns included allmajor diffraction vectors, while
the virtual diffractionpatternsweremissing some. For VDF imaging-based segmentation, incor-
rect segmentation happened for some vectors, asmentioned earlier. Moreover, peak findingwas
done for each pre-processed PEDpattern individually, and so relatively weak peakswould either
not have been detected or could have resulted in noisy VDF images which could have given in-
correct segmentation. NMFwasmore sensitive in thatdata redundancywas exploited topickout
evenweak, recurring intensities, given a large enoughnumber of components. Furthermore, the
virtual diffraction patterns contained no information about the intensity distribution associated
with individual diffraction vectors, as opposed to the component patterns. Thus, the need for
and the way of creating virtual diffraction patterns should be critically evaluated. Nonetheless,
the difference patterns (4(d) and Fig. 6(b)) showed notable residuals near diffraction vector po-
sitions for bothmethods, which indicated that neither the intensities in the component patterns
nor the intensities in the virtual diffraction patterns could necessarily be used quantitatively.

The same watershed segmentation procedure was used for both VDF imaging-based and
NMF-based segmentation, and it didnot enable distinctionof P3 fromP4,which lead toP3being
included in the segment of P4 for both methods. One way to resolve such issues could be to in-
cludemorphological prior knowledge as demonstrated in [23], here the fact that the crystals are
cubes in projection. An alternativemay be to apply contour fitting as a part of the segmentation
step, similar to the approach demonstrated in [24]. Such approaches could allow attribution of
overlap areas to more than one segment and possibly give segments better reflecting the crystal
morphologies.

4. Conclusions

Twomethods fornanocrystal segmentation, basedonVDF imagingandonNMFrespectively,
were applied to SPED data obtained from a model system of partly overlapping MgO nanopar-
ticles. This model system contained crystals that excited the same diffraction conditions and
emphasised situationswhere neither of themethods distinguished all crystals. To overcome this
issue, a watershed segmentation routinewas included in bothmethods, which allowed segmen-
tation of crystals that had highly similar diffraction patterns. However, the segmentation was
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incomplete for a particularly challenging case where crystals that shared the same orientation
also overlapped significantly in real space.

The VDF imaging-based segmentation required that each crystal to be segmented exhibited
several detectable diffraction peaks, and thus neglected weak peaks and crystals yielding a rel-
atively small number of peaks. Incorrect segmentation happened for some VDF images, so that
some diffraction vectors were lacking in the virtual diffraction patterns. Contrary to the virtual
diffraction patterns, the component patterns included information on the intensity distribution
associated with individual diffraction vectors. Also, the NMF-based segmentation approach re-
quiredminimal pre-processing andwasmore sensitive in the sense that nomajor intensity con-
tributionwasneglectedand in that subtle intensity variationscouldbe identified. Whencompar-
ing the original PED patterns with the corresponding component patterns and with the virtual
diffractionpatterns, notable intensity differencesnear diffractionpeakswere seen for bothof the
exploredmethods, which indicated that neither could necessarily be used quantitatively.

Given that theyareusedwithcareand thatartefactsareconsideredcritically, bothVDF imaging-
andNMF-based segmentation can be valuable tools for nanocrystal segmentation in SPED data
subject to limitations. The workflows developed are available open-source and can be used for
analysis of SPED data and as a platform for further developments.
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Abstract
Hybrid metal extrusion & bonding (HYB) is a joining method that enables solid-state bonding
by combining addition of aluminiumfillermaterial through continuous extrusionwith pressure
exerted by a rotating steel tool. This work presents mechanical and microstructural characteri-
sation of a second generation HYB butt joint of aluminium alloy 6082 and structural steel S355.
The ultimate tensile strength was measured to be in the range of 184 − 220 MPa, which corre-
sponds to 60 − 72% joint efficiency. Digital image correlation analysis of the strain development
during tensile testing revealed that root cracks formed, before the final fracture ran close to the
aluminium-steel interface. A significant amount of residual aluminium was found on the steel
fracture surface, especially in regions that experienced higher pressure during joining. Scanning
and transmission electron microscopy revealed that the bond strength could be attributed to
a combination of microscale mechanical interlocking and a discontinuous nanoscale interfa-
cial Al-Fe-Si intermetallic phase layer. Analysis of scanning electron diffraction data acquired in
a tilt series, indicated that the polycrystalline intermetallic phase layer contained the cubic αc

phase. The results give insight into the bondingmechanisms of aluminium-steel joints and into
the performance of HYB joints, which may be used to better understand and further develop
aluminium-steel joining processes.
Keywords:
aluminium-steel joining, hybridmetal extrusion & bonding, Al-Fe-Si intermetallic phases,
transmission electronmicroscopy, scanning electron diffraction

1. Introduction

Joints between aluminium (Al) alloys and steels have a wide range of applications, especially
in the automotive industry, due to the favourable combination of the high strength of steels and
the lowweight of Al alloys. However, obtaining sound Al-steel joints is challenging by traditional
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welding processes, due to the large differences in thermo-physical properties. In addition, heat
applied or generated during joining may lead to a soft zone on the Al side of the joint, and the
formation of brittle interfacial Al-Fe(-Si) intermetallic phases (IMPs) along the bonded interface,
that can limit themechanical properties of the joint [1–4]. Despite these challenges, several join-
ing processes have been adopted to produce sound Al-steel joints [5], e.g. friction stir welding
(FSW) [6] and laser welding-brazing [7]. Various innovative hybrid joining techniques that com-
binevaluableaspectsofotherexisting techniqueshaveevolved, includinge.g. laser-assistedFSW
[8] and the recently developed hybridmetal extrusion & bonding (HYB) process [9].

HYB is a solid state joiningmethod originally developed for butt joining of Al alloy plates [9–
11] that has developed into a versatile method for joining of a range of metallic alloys in various
configurations [12–14]. The basis of the HYBmethod is continuous extrusion of a filler material
(FM) that is dragged by a rotating steel tool through a non-rotating extruder housing and sub-
sequently squeezed into the weld groove. The addition of FM and the pressure exerted by the
rotating tool enable joining at low temperature, which is an advantage for Al-steel joining. By
considering the low process temperature and utilising an analytical framework for modelling of
Al-Fe interdiffusion, it was found that an IMP layer on the nanoscale was expected for HYB Al-
steel joints, whichwas supportedby transmission electronmicroscopy (TEM) [15]. Thefirst gen-
eration ofHYBAl-steel joints producedhadultimate tensile strength (UTS) values in the range of
104−140MPa [16]. These joints suffered from a lack of bonding along a significant portion of the
bond line. Still, the HYB process holds great potential for Al-steel joining, and more research is
needed to optimise the process, explain the underlying bonding mechanisms, and characterise
the observed nanoscale IMP layer.

Thiswork presents characterisation of a second generationHYBAl-steel butt joint, produced
following improvements of the setup used for the first generation HYB Al-steel joints. By com-
bining mechanical andmicrostructural characterisation, this study aims to contribute to better
understanding of the performance of Al-steel HYB joints and of the underlying bondingmecha-
nisms. This work also provides fundamental insight into solid state Al-steel bonding in general.

2. Materials andmethods
2.1. Materials

The FM was a wire of Al alloy 6082 (Ø 1.2 mm), that was manufactured starting with ho-
mogenised direct chill cast billets that were hot extruded, quenched and naturally aged, before
they were cold drawn and cold shaved. The base materials (BMs) were a plate of rolled Al alloy
6082-T6anda rolled structural steel S355 (EN10025-2)plate, bothwith the followingdimensions;
length 240 mm, width 120 mm and thickness 4 mm. The nominal alloy compositions are given
in Tables 1 and 2. Prior to joining, the edge of the steel plate was machined to obtain a bevelled
edge that fitted the shape of the rotating pin. The Al and steel plates were subsequently cleaned
with acetone.

Table 1: Nominal compositions of the 6082 Al alloys used as FM and BM in wt.%.
Si Mg Mn Fe Cr Cu Ti Zr Zn B Other

Al FM 1.11 0.61 0.51 0.2 0.14 0.002 0.043 0.13 - 0.006 0.029
Al BM 0.9 0.8 0.42 0.45 0.02 0.06 0.02 - 0.05 - 0.02

2.2. Hybrid metal extrusion & bonding
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Table 2: Nominal composition of the structural steel S355 BM in wt.%.
Mn C Cr Ni Al Cu Si Nb P Mo V S N Ti B
0.69 0.067 0.05 0.05 0.040 0.028 0.02 0.014 0.010 0.009 0.008 0.005 0.005 0.001 0.0001

Figure 1: Illustration (not to scale) of (a) before, (b) dur-
ing and (c) after Al-steel HYB butt joining. Before joining,
Al and steel BM plates are clamped onto a steel backing,
Al on the retreating side (RS) and steel on the advancing
side (AS). During joining, the HYB PinPoint extruder trav-
els along the joint line as the Al FM wire is continuously
extruded through extrusion dies in the rotating pin, after
meeting an abutment inside the extrusion chamber. The
Al FM fills the groove, and a finished joint is produced.

Schematic illustrations of the HYB pro-
cess are shown in Figure 1. Prior to join-
ing, the BMs were placed on top of a steel
backing and fastened so that a 2 mm root
opening formed between them, as shown
in Figure 1(a). A HYB PinPoint extruder
tool [17] was positioned so that it did not
touch the steel plate but was in direct con-
tact with the edge of the Al BM plate. The
extruder tool consisted of a steel housing
that surrounded a rotating pin equipped
with a set of extrusion dies in the bottom
end. The steel BM was placed on the ad-
vancing side (AS), where the pin rotation
was in the same direction as its movement
along the weld groove, and oppositely, the
Al BM was placed on the retreating side
(RS), following the nomenclature used in
FSW [18]. During HYB, the extruder trav-
elled along the groove, as illustrated in Fig-
ure 1(b), and heavily deformed the edge of
the Al BM by digging into and dragging the
Al BM around. Simultaneously, the Al FM
wirewas continuously fed into the extruder
where it was dragged around due to the
frictional forces acting on it inside the ex-
trusion chamber, i.e. the space in between
the rotating pin and the non-rotating steel
housing. After meeting an abutment in-
side the extrusion chamber, the FM was
extruded through moving helicoid-shaped
dies at the bottom end of the rotating pin.
The Al FM was dragged along with the pin
before it became deposited in the groove
behind the pin. The flow of Al in the groove
resulted in bonding and eventually a con-
solidated joint, as illustrated in Figure 1(c).
Further descriptions of the HYB process
can be found elsewhere [11, 19, 20].

The joining parameters used were; pin
rotation: 400 RPM, welding speed: 6 mm/s
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andwire feed rate: 142mm/s. During joining, theFM inlet in the extruderwas cooledby spraying
with dry ice supplied at a rate of 160 g/min. The gross heat input during welding was estimated
to ∼0.27 kJ/mm.

2.3. Hardness measurements
The Vickers hardness of polished cross-sections of the FMwire wasmeasured before joining

using an Innovatest Nova 360 instrument and an applied load of 0.5 kg. The hardnesses of the
Al and steel BMs were measured before joining on polished specimens using a Mitutoyo micro
Vickers hardness testingmachine and an applied load of 1.0 kg. The transverse hardness profiles
of polished cross-sections of the joint were measured following the same procedure as for the
BMs.

2.4. Tensile testing
For tensile testing of the joint, four specimens were prepared with dimensions according to

ASTM standard E8/E8M[21], except that the parallel lengths were extended to 36mm to capture
the entire soft zone on the Al side. Two of the specimens, R1 and R2, were tested as-joined with
the reinforcement intact. Two other specimens, F1 and F2, were flush-machined prior to testing,
in order to remove the excess material at the top (crown) and bottom (root) of the joint. Tensile
testing was performed using an Instron 5985 hydraulic testmachine equippedwith a load cell of
250 kN. During all tensile tests the cross-head speed was set to 1.5mm/min, which corresponds
to a nominal strain rate of ∼7e-4 s−1.

Two-dimensional DIC analysis were performed to quantify the strain evolution occurring
during tensile testing. Before testing, the specimenswereeachpaintedwithafinegrainedspeckle
pattern that was monitored during tensile testing with a high-resolution camera recording at
∼10 Hz. The images were analysed using the software developed by Fagerholt et al.[22, 23], that
is based on calculating the displacements of finite elements in the speckle pattern by cross-
correlation. This was done by first adding a mesh onto a reference image of the speckle pat-
tern on the specimen taken before tensile testing, before projecting the mesh onto each image
taken during testing. For each element in the mesh, the translation of the speckle pattern was
calculated by cross-correlationwith respect to the correspondingmesh element in the reference
image. The displacement of the speckle pattern was then used to calculate the in-plane princi-
pal true strains that were in turn used to calculate the effective strain. The effective strains were
finally visualised as two-dimensional strain-fieldmaps.

2.5. Optical microscopy
Themacrostructure of Al was imaged inmechanically polished cross-sections that had been

leached in a solution of 100 ml H2O and 1 g NaOH for 3 − 4 min, using an Alicona infinite focus
confocal microscope. In order to reveal the Al microstructure, polished cross-sections were an-
odised by immersion in a solution containing H2O and 5% HBF4 (Barker’s reagent [24]) for 90 s
using a current of 1.0 A and a voltage of 20 V. A Leica MEF4M optical microscope was used to
examine themicrostructure in polarised light.

2.6. Scanning electronmicroscopy
Scanningelectronmicroscopy (SEM)studieswereconductedonmechanicallypolishedcross-

sections of the joint and on original fracture surfaces resulting from tensile testing. The SEM
imaging was performed using a FEI Helios G4 dual-beam focused ion beam (FIB)-SEM instru-
ment at acceleration voltages in the range of 3 − 15 kV.

4



2.7. Transmission electronmicroscopy
TEM lamellae were prepared from joint cross-sections and fracture surfaces by FIB lift-out.

TEM lamellae of improved quality were obtained by rotating each cross-section so that the FIB
thinning was performed normal to the Al-steel interface, in order to limit thickness variations
due to the difference inmilling rates between Al and steel.

TEM, scanningTEM(STEM), andX-rayenergydispersive spectroscopy (EDS)wereperformed
using a JEOL ARM200CF fitted with CEOS spherical aberration correctors in both the probe and
image forming optics. Themicroscopewas operated at 200 kV andwas equippedwith a 100 mm2

Centurio EDS detector. EDSmaps were analysed and visualised using the python library hyper-
spy [25] to bin and fit the data and to estimate the composition using the Cliff-Lorimer method,
as described in detail in Supplementary Information (SI) S1.

Scanning electron diffraction (SED) data were acquired using a JEOL ARM300F (Diamond
Light Source, UK) fitted with JEOL spherical aberration correctors in both the probe and image
formingoptics. The instrumentwasoperated at 200 kVandaligned in anuncorrectednanobeam
configuration with a convergence semi-angle of <1mrad and a diffraction limited probe diame-
ter of ∼5 nm. Diffraction patterns were acquired using aMerlinMedipix direct electron detector
with an exposure time of 1 ms at each probe position. SED maps were obtained from the same
specimen region at a series of specimen tilt conditions covering a range of 30° in steps of 1°.

The SEDdatawere analysed using the python library pyxem [26]. Diffraction contrast images
of crystals in themapped area were produced using virtual dark field (VDF) imaging-based seg-
mentation [27]. VDF images were formed by plotting the intensity within integration windows,
positioned to capturemeasured Bragg diffraction disks, as a function of probe position. Individ-
ual crystals in each VDF image were isolated by watershed image segmentation. Further, since
several diffraction spotswere typically detected for each crystal, VDF image segments associated
with the same crystal were identified via cross-correlation and summed.

The crystal structure of observed IMPs was assessed based on diffraction patterns recorded
near zone-axis orientations that were selected manually from the SED data. Non-negative ma-
trix factorisation based segmentation [27, 28] was performed using the SED data from a small
region of interest including each IMP particle, in order to reduce diffuse scattering and overlap-
pingcrystal contributions. Braggdiskpositionswere then foundand thedistancesbetweenspots
in selected rows were calculated. For each selected row, all measured distances between spots
(|∆ ~G|) were used to compute an average d-spacing (|∆ ~G|

−1
) and standard deviation. Indexation

of the Bragg peaks was then attempted with respect to numerous candidate Al-Fe(-Si) phases,
as detailed in SI S2. For this, the two shortest average diffraction spot distances for two non-
parallel rows and the angle between these, were considered for each pattern. The phase(s) that
best matched with as many patterns as possible was identified. More information on the SED
data acquisition and analysis can be found in SI S2.

3. Results

3.1. Mechanical characterisation
To investigate the influence of the joining process on the startingmaterials, Vickers hardness

profiles weremeasured across joint cross-sections and compared to the hardness of themateri-
als as-received. In the as-received condition, the hardness of the steel BM, Al BMandAl FMwere
measured to 162.7 ± 4.5 HV1.0 (average and standard deviation of 21 measurements), 107.2 ± 1.7
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HV1.0 (14) and 124.5 ± 2.2 HV0.5 (15), respectively. Figure 2(a) presents horizontal and vertical
hardness profilesmeasured across joint cross-sections. Figure 2(b) shows a corresponding opti-
cal microscopy image where the location of the hardness profile indents are indicated. By com-
paring the horizontal profile in Figure 2(a) with themicrograph in (b), it is apparent that the steel
showed no decrease in hardness after joining, while Al showed significant softening both inside
and outside of the extrusion zone (EZ). The horizontal profile shows a heat affected zone (HAZ)
extending 13.5 mm into the Al BM, and the minimum hardness (73.1 HV1.0) was found near the
EZ-HAZ boarder, 5.5 mm from the weld centre. The vertical profile shows that the hardness de-
creased from the weld crown at the top towards the weld root region at the bottom.

Figure 2: Hardness profiles of joint cross-
sections. (a) Average horizontal and vertical
profiles displayed in blue and green, based on
six and five measured profiles, respectively. The
error bars show pluas and minus one standard
deviation. The horizontal grey lines show the
hardness of the steel BM, Al FM and Al BM
before joining. The vertical lines at -13.5 mm
and -5.5 mm indicate the extent of the soft zone
in Al and the minimum value in the horizontal
profile, respectively. (b)Optical micrograph with
coloured lines that mark the positions of the
hardness indents. The locations of the root and
crown regions, the heat affected zone (HAZ) and
the extrusion zone (EZ) are indicated.

The engineering stress-strain curve obtained via tensile testing is shown in Figure 3(a) for
specimen R2, while the curves for the other specimens are shown in SI S3. The average UTS was
197±15MPa, and the average fracture strainwas 2.5±0.7%. Considering that theUTSof theAlBM
before joiningwas 307MPaand that the fracture strainwas∼20% [29], the average joint efficiency
was 64± 5%, and the fracture strain was low. Specimen F1 had the highest UTS of 220MPa (72%)
and R1 and R2 the lowest of 184MPa (60%). Strain hardening can be observed in Figure 3(a), and
the final fracture was brittle with limited necking occurring.

DIC analyses were performed to study the crack initiation and propagation path, as well as
the local deformations occurring during tensile testing. Figures 3(b) and (c) show images and
strain maps of specimen R2 at different stages (I-IV) during tensile testing. From (b) it can be
seen that a crack developed near the interface between steel and Al in the root region (I). With
increasing stress, the root crack propagated (II and III), and also a smaller crack became visible
in the weld crown region (III). The final fracture occurred close to the Al-steel interface (IV). Fig-
ure 3(c) shows strain maps displaying the effective strain. First, strain developed in the soft Al
zone and in the vicinity of the root crack (I). As the applied load increased, the deformation in-
creased in both of these regions (II), before the strain became significant also along the Al-steel
interface (III). Results from theDICanalysis of specimensR1, F1 andF2are shown inSI S3. For all
tested specimens, the fracture propagated from root flaws and subsequently along the Al-steel
interface.

To better understand the fracture path, the fracture surfaces from tensile testing were im-
aged by SEM. Figures 4(a) and (b) show an optical micrograph together with back-scatter elec-
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Figure 3: Tensile testing of specimen R2. (a) Engineering stress-strain curve where selected points (I-III) are marked.
(b) Images used for digital image correlation (DIC) analysis at stages I-III and immediately after fracture (IV). The
speckle pattern used in the DIC analysis, consisting of black dots painted on top of a light background, can be seen.
The insets highlight crack formation. (c) Strain maps, resulting from the DIC analysis, showing the effective strain at
stages I-III.

tron (BSE) and secondary electron (SE) SEM images of the steel fracture surface of specimen R2.
The surface showed twodistinct characteristics; i) a flat appearance in the top towards the crown
(left side of the blue lines in Figures 4(a) and (b)) and ii) a wavy appearance in the bottom part
towards the root region (right side). The flat upper part showed residual Al that had stuck to the
steel surface forming thin, elongated chunks. The wavy pattern in the lower region consisted of
thick chunks of Al attached to the steel with large bumps and protrusions. The corresponding
Al fracture surface showed a wavy pattern with bumps and dimples matching those on the steel
surface, as shown in SI S4. The shape of this pattern indicated that it resulted froman impression
of the extrusion dies in Al as the rotating pin traversed the weld groove. From both the steel and
the Al fracture surfaces, it could be seen that the fracture ran mainly along the Al-steel interface
for the upper part, although therewas a noticeable amount of residualmaterial. The fracture ran
mostly in Al for the lower part, except for the bottom of the root, where the fracture ran close to
the Al-steel interface.

3.2. Microstructural characterisation

Amicrograph of the joint cross-section is shown in Figure 5(a) (enlarged view of Figure 2(b)),
where theAlBMappearsbrighter than theAlFM.Thecontrastdifferencearoseafter leachingand
stemmed fromthedifferences in chemical compositions,which resulted inadifference inoverall
leachingbehaviour for theBMandFM.The topweld region including thecrownand theAl region
adjacent to steel were predominantly composed of Al FM, while the Al BM was pushed into the
centreof theweldgrooveand into the root region. Figure5(b)displays thegrain structure in theAl
region imaged in polarised light after anodisation. Most of the grains in the EZwere smaller than
those in the HAZ. Themiddle region of the EZ comprised fine equiaxed grains, while the bottom
region showed larger grains reflecting the Al flowpattern. Series of elliptical features, resembling
an onion ring pattern, can be seen in the top weld crown. Figures 5(a) and (b) both indicate that
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Figure 4: The steel fracture surface resulting from tensile testing of specimen R2. (a)Opticalmicrograph. The bottom
inset illustrates the viewing direction, and the blue lines indicate the boarder between the top and the bottom part of
the fracture surface. (b) BSE SEM image where steel appears light grey and Al dark grey. The inset outlined in green
displays a SE SEM image of residual Al found on the upper part of the steel, while that in red shows a SE SEM image
of a dent in the residual Al.

the FM flowwas directed downward along the steel side of the weld groove and towards the root
region, where the FMmet the Al BM.

3.2.1. The aluminium-steel interface region
The Al-steel interface region was studied by SEM, as shown in Figure 6. An overview of the

weld cross-section is shown in Figure 6(a), where steel fragments of various sizes can be seen in
the root region. These steel fragments resulted from the rotating pin coming into contact with
the steel surfacewith enough force todetach steel fragments thatwere stirred into theEZ. Figures
6(b), (c) and (d) display higher magnification BSE SEM images of the Al-steel interface showing
the rough appearance of the interface, which was more pronounced towards the bottom half
of the joint. A steel protrusion with dimensions ∼20 µm can be seen in Figure 6(c). (d) reveals
an interfacial crack in the root region near where crack propagation was observed to initiate in

Figure 5: Optical microscopy of joint cross-
sections. (a)Micrograph where the steel BM ap-
pears dark grey, the FM medium grey and the Al
BM light grey. The location of the Al BMplate be-
fore joining is marked by a black line, the flow of
FMduring joining is illustrated by awhite curved
arrow, and the rotating pin during joining is out-
lined in red. (b)Polarised lightmicrograph show-
ing the Al grain structure. The locations of the
root and crown regions, the heat affected zone
(HAZ) and the extrusion zone (EZ) are indicated.
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Figure 6: BSE SEM images of the joint cross-section. (a) Overview of the weld region where the inset shows steel
fragments in the extrusion zone. (b), (c) and (d) show highermagnification images of the green, red and blue regions
marked in (a), respectively. (c) highlights a steel protrusion, while (d) emphasises a root crack.

tensile tests (Figure 3).
More detailed characterisation was performed using (S)TEM of lamellae lifted out using FIB

from eight locations along the Al-steel interface, as indicated in Figure 7(a). Three characteristic
interface appearances were identified; i) straight (e.g. Figure 7(b)), ii) rough (e.g. Figure 7(c))
and iii) wavy (e.g. Figure 7(d)) interfaces. Straight interfaces were observed in lamellae from the
top part of the joint (Lamellae 5− 8), and these interfaces showed either no signs of an IMP layer
(Lamellae 6 and 7) or an IMP layer in only limitedparts of the interface (Lamellae 5 and 8). Rough
andwavy interfaceswere observed in lamellae from thebottomregion (Lamellae 1−4), and these
interfaces were covered by IMP layers that were discontinuous (Lamellae 1 and 2) or continuous
(Lamellae 3 and 4). (S)TEM results from all lamellae are shown in SI S5.

Figures 7(b)-(d) show Lamellae 3, 4 and 8 that displayed the three different interface appear-
ances. Figure 7(b) shows an overview bright-field (BF)-TEM image of Lamella 8 that displayed a
straight interface. Lamella 8 was lifted out from the steel fracture surface of specimen R2 from a
regionwhere a thin anddimpledAl layer covered steel, which explains the top serratedAl surface
seen in Figure 7(b). A restricted IMP layer was found covering only a ∼0.9 µmwide portion of the
Al-steel interface, which is shown in the inset. Figure 7(c) shows an overview BF-TEM image of
Lamella 4 where a rough interface with deformed regions of intermixed Al and steel were seen.
A ∼40 nm thick IMP layer was observed over the whole interface, and the IMP layer grew around
the deformed steel fragments near the interface, which can be seen in the insets in (c). In Figure
7(d) an overview BF-TEM image of Lamella 3 is shown, where a slightly wavy Al-steel interface
canbe seen. The interfacewas continuously coveredby a∼30nmthick interfacial IMP layer. Fur-
ther, the number density of dispersoids was observed by visual inspection to be higher close to
the steel interface, relative to the number density&1 µm away from the interface.

3.2.2. The interfacial intermetallic phase layer
The chemical composition of the interfacial IMP layer was investigated by STEM EDS. The

∼0.9 µm wide IMP layer in Lamella 8 is shown in Figure 8, and the element maps in (c) reveal
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Figure 7: TEM characterisation of the Al-steel interface region. (a) BSE SEM image showing the locations fromwhere
TEMlamellaewere liftedoutbyFIB. (b)BF-TEMimageofLamella 8 showinga straight interface. The inset showsaBF-
STEM image of a ∼0.9 µm wide IMP layer segment. (c) BF-TEM image of Lamella 4 showing a rough interface region.
The left-hand inset shows a BF-STEM image of intermixed Al and steel, while the right-hand inset shows an IMP layer
growing around deformed steel fragments. (d) BF-TEM image of Lamella 3 showing a slightly wavy interface. The
BF-STEM image inset shows a relatively large number of small dispersoids close to a continuous IMP layer.

that the major constituents were Al, Fe and Si. In addition, the element maps show a discon-
tinuous interfacial oxide layer, and it can be seen that the Al-Fe-Si layer grew into the Al side
and was thicker near the gaps in the oxide layer. Also, some Mn-rich inclusions can be seen in
steel, togetherwith someN- andC-rich regions near the steel interface. Apart from the IMP layer
segment shown in Figure 8, Lamella 8 showed no signs of any interfacial Al-Fe(-Si) layer, and an
interfacial oxide layer covered the remainingpart of the interface. This interfacial oxide layerwas
∼5 nm thick and containedmainly Al, O, Mg andminor amounts of Si, as shown in SI S5.

Lamella 3 that had a continuous IMP layer was also investigated by STEM EDS, as shown in
Figure 9. It can be seen that dispersoids located close to the interface were primarily composed
of Al-Mg-Si, Al-(Fe, Mn, Cr)-Si or Al-Si-Zr, whereas the IMP layer was composed of Al-Fe-Si-rich
phases, as for Lamella 8. In addition, Al-O(-Mg)(-Si) oxide particleswere seen near the IMP layer.
The interfacial layers in the other lamella were also investigated by STEMEDS, as shown in SI S5.
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All showed indications of an interfacial Al-Fe-Si layer and/or of an interfacial Al-O-Mg-Si layer.

Figure 8: STEMof the restricted IMP layer in Lamella 8. (a)
BF-STEM overview image. (b) HAADF-STEM image and
(c) element maps (showing at.%) based on STEM EDS of
the region highlighted in (a). Note that two Fe maps are
shown, and that thebottomonedisplaysonly lowamounts
of Fe (0 − 20 at.%).

The IMP layer composition was esti-
mated using STEM EDS data from Lamel-
lae 3, 4 and 8, by summing spectra in-
side masked regions corresponding to the
IMP layers, and performing model fitting
and quantification of the sum spectra, as
shown in SI S5. The resulting average rel-
ative composition and standard deviation
for the major constituents was 59 ± 6 at.%
Al, 32 ± 6 at.% Fe and 9 ± 1 at.% Si. These
values were subject to considerable errors
due to overlap of the IMP layer with both
steel and Al to different extent. In addition,
absorption of low energy X-rays, i.e. Al-Kα
and Si-Kα, caused the proportion of these
elements to be systematically underesti-
mated. Nevertheless, this roughestimation
suggested that the IMP layerwascomposed
primarily of Al-Fe(-Si) IMP(s) with &9 at.%
Si.

The distribution and morphology of
IMP crystals, and the crystalline phases
present in the IMP layer, were assessed us-
ing SED data from an interface region in
Lamella 3. Figure 10(a) shows a virtual
bright-field (VBF) grayscale image, with
overlayed coloured VDF image segments
showing the morphologies of some indi-
vidual interfacial IMP crystals and some
dispersoids embedded in Al. Figure 10(b)
shows coloured diffraction spots corresponding to the coloured VDF segments in (a), and these
areplottedon topof a grayscale pattern that shows themaximum intensitywith respect to detec-
tor position based on all patterns from the region shown in (a). From Figures 10(a) and (b) it can
be seen that the IMP layer was polycrystalline and consisted of crystals with elliptical shapes,
some nearly semi-elliptical with the straight side touching steel. The interfacial IMP crystals
within thearea shown inFigure 10(a) hadaveragedimensionsof∼20nm, including somecrystals
shorter than ∼10 nm and some up to ∼40 nm long.

Toassess the crystal structureof the IMPcrystals, diffractionpatterns from individual crystals
were extracted from the SEDdata and compared against expected diffraction from candidate Al-
Fe(-Si) crystal structures reported in literature[30–33]. Diffraction patterns recorded near major
zoneaxeswouldbemostuseful for suchphasecategorisation, but in this case the small sizeof the
IMP crystals made orienting individual crystals to such orientations infeasible. SED data were
therefore recorded in a tilt series to increase the probability of recording data from some crys-
tals oriented close to zone axes. Inter-vector distances were measured between recorded Bragg
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Figure 9: STEM of the interfacial IMP layer in Lamella 3. (a) BF-STEM overview image. (b)HAADF-STEM image and
(c) element maps (showing at.%) based on STEM EDS of the region highlighted in (a). Note that two Fe maps are
shown, and that the bottom one displays only low amounts of Fe (0 − 15 at.%). All displayed maps comprise results
from three datasets acquired individually.

peaks and converted to average d-spacings, which were then compared to calculated values for
all candidate Al-Fe(-Si) phases. Crystallographic information for all candidates is given in SI S6.
In Figure 10(c), d-spacings are plotted for a subset of the candidate phases, including only Al-
rich candidate Al-Fe(-Si) phases reported on Al-steel interfaces [34–36]; θ-Fe4Al13 (also referred
to as FeAl3 or Fe(Al,Si)3) [37], cubic αc-Al-Fe-Si (Al15(Fe,Mn)3Si2) [38], hexagonal αh-Al7.1Fe2Si (τ5)
[39], and β-Al4.5FeSi (τ6) [40]. Plots that include all candidates and that cover larger ranges of d-
spacings are shown in SI S7. The most commonly measured larger d-spacings were ∼8.8 Å and
∼6.2Å,whichfit several candidates, including inparticular theαc phase (d110 = 8.9Åandd200 = 6.3
Å). Based on themeasured d-spacings alone, it was not possible to determine the IMP(s) present.

Finally, selected patterns recorded near major crystallographic zone axes were indexed with
respect to the candidate Al-Fe(-Si) phases. For each selected pattern, the two longest average
d-spacings corresponding to non-parallel rows of spots, together with the angle between them,
were considered, and all candidates were checked for possible zone axis giving spots matching
these. Several individual patterns could be indexed with respect to the αc phase, as shown in
Figures 10(d)-(f), as could some diffraction patterns from dispersoids embedded in the Al FM.
This suggested that the αc phase was the most probable IMP candidate in the interfacial layer.
However, some d-spacings (e.g. 10.8 Å and 7.8 Å), and several individual patterns could not be
indexed with respect to this phase, which suggested that additional phase(s) were present. SI S7
shows the considered selected patterns.
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Figure 10: Scanning electron diffraction of an interface region in Lamella 3 (the same as Figure 9). (a) Virtual bright
field image with overlayed coloured virtual dark field image segments from some individual crystals in the IMP layer
and some dispersoids in the Al FM. (b) Coloured diffraction spots corresponding to the coloured segments in (a), su-
perimposed on a greyscale pattern that shows the maximum intensity with respect to detector position based on all
patterns from the region in (a). (c)Measured average d-spacings from selected patterns in the IMP layer plotted in
partly transparent turquoise with a line width equal to one standard deviation. On the vertical axis, d-spacings of the
phases θ, αc, αh and β are shown. Black crosses correspond to kinematically allowed spots, while red crosses corre-
spond to spots possibly seen due to double diffraction. Patterns indexed with respect to the αc phase from crystals
oriented close to (d) [001], (e) [113] and (f ) [335] zone axis, located at the positionsmarked in (a).

4. Discussion

4.1. Joint strength
TheUTS of the second generationHYBAl-steel butt joint presented here (184−220MPa) sur-

passed the UTS of the first generation (104 − 140 MPa [16]). The relatively large spread in these
valuesmay be explained by local fluctuations in the FM supply and placement of the pin during
joining, which may lead to local variations in bonding conditions. The strength increase may
be understood by considering the differences between the setups used for the first and second
generation HYB joining, which are illustrated in Figures 11(a) and (b). There are two main dif-
ferences. Firstly, the shape of the steel groove was different, with the first generation having a
half V-form and the second a half Y-form. Secondly, the steel was placed on the RS in the first
generation, while on the AS in the second. This change is consistent with the standard practice
of placing the hardest material on the AS for FSW butt joints [5, 6]. Thematerial on the AS expe-
riences larger shear forces, which was expected to give better Al-steel bonding.

TheAlBMandFMwerebothnotably affectedby the joiningprocess. Thehorizontal hardness
profile (Figure 2(a)) showed a typicalHAZwith a continuous hardness decrease towards theweld
centre. SuchaHAZwasexpected since theAlBMwasartificially agedbefore joining to reachpeak
hardness condition that is characterised by a high number density of nanoscale hardening pre-
cipitates. Upon heating to&200°C during joining, coarsening and dissolution of hardening pre-
cipitates, possibly accompanied by re-precipitation of non-hardening phases, were expected to
leave theAlBMinanoveragedstatewith lowerhardness, inaccordancewith studiesofFSWjoints
of aged 6xxx Al alloys [41–43]. The hardness decrease continued until a minimum was reached
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near the EZ-HAZboarder, which coincidedwith the strain development in the Al BMduring ten-
sile testing (Figure 3(c)). After this point, the horizontal hardness profile showed increasing val-
ues towards the weld centre (Figure 2(a)). Such an increase has also been seen in FSW joints,
where it was coupled to increasing dissolution of non-hardening precipitates leaving increasing
amounts of solutes in solid solution, which in turn gave increasing hardness during natural age-
ing after cooling [41, 44]. However, a hardness decrease was seen in the vertical profile (Figure
2(a)) moving from the weld crown, that was primarily composed of the harder FM, towards the
root region, where mixing of the Al BM and FM occurred (Figure 5(a)). The FM was richer in
dispersoid forming elements (Mn, Cr and Zr) and was before joining thermo-mechanically pro-
cessed to promote work hardening and formation of fine dispersoids. During joining, both the
FM and the Al BM in the EZ were subjected to extensive deformation and heating, resulting in a
complexmicrostructure (Figure 5(b)). Small equiaxed grains were seen in the central region and
onion-ring structures were seen at the top, both of which are common in FSW joining [18, 43].
However, larger grains reflecting the Al flow were seen towards the root region, which indicated
higher heat inputs. Studies focused on the Al region are required for further insight into the pre-
cipitation phenomena and microstructural features responsible for the hardness variations in
the Al region.

Figure 11: Illustration of the setup used for the
production of (a) first and (b) second genera-
tion (this work) HYB Al-steel joints, where the
steel BM is placed on the retreating side (RS) or
the advancing side (AS), respectively. The out-
line of the rotating pin during joining is indi-
catedwith a red dashed line, and itsmovement
is indicated with red arrows.

Despite the softening on the Al side, cracks in the root region lead to final fracture along the
Al-steel interface for all specimens. Poor bonding in the root region was connected to the shape
of the steel groove. The very bottom of the bevelled steel edge created a pit filled with FMunder-
neath the steel plate. Considering the Al flow during joining (Figure 5), the forces acting in this
region were modest, resulting in poor bonding and formation of root cracks. The forces were
also modest for the top part of the steel plate, where the FM flowed outward over the steel plate
without meeting any obstacle, giving lack of bonding. However, the fracture surfaces indicated
that the Al-steel bonding in the bottom half of the joint was sufficiently strong, except for in the
root region. The wavy pattern in the Al on the fracture surfaces (Figure 4), that resembled an im-
pression of the extrusion dies in the pin, suggested that the weakest part in the bottom region
was not the Al-steel interface, but rather the bonding between new and previously deposited Al
as the pin traversed theweld groove. This indicated that sufficient Al-steel bondingwas achieved
in regions that experiencedhighpressure. For development of future generations ofHYBAl-steel
butt joints, modifying the pin and steel groove shape to increase the pressure in the root region,
should be investigated.

The HYB joint performed comparably, in terms of UTS, to sound Al-steel butt joints made
with the similar Al alloy 6061 as BM using other joining techniques. For instance, FSW joints
have reached ca. 250MPa [45] and ca. 240MPa [35], while laser-assistedFSW joints havedemon-
strated UTS values of ca. 196 MPa [46] and laser welding-brazing joints have demonstrated ca.
208 MPa [47]. Investigations into the bonding mechanisms were crucial to explain the origin of
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the considerable bond strength.

4.2. Bondingmechanisms
The Al-steel interface was investigated by SEM and (S)TEM in order to explain the bonding

mechanisms induced byHYB. Signs of bondingwere seen on both themicro- and nanoscale. On
themicroscale, SEMstudies of the joint cross-section (Figure 6) showed that a significant portion
of the interface was rough with small hook-like features. The larger surface area associated with
a rough interface is typically beneficial for bond strength. Further, features where one material
has flowed into protrusions on the opposing material surface, indicate mechanical interlock-
ing. These micro-interlock features were similar to those observed in FSW Al-steel joints, which
were suggested to enhance the bond strength [48]. On the nanoscale, (S)TEM studies uncovered
layered intermixed Al-steel regions (Figure 7(c)). These regionswere similar to swirl-like interca-
lated layers reported in FSW joints, that were attributed to the large plastic deformation induced
by the stirring of the tool [49].

An interfacialAl-Fe-Si IMP layer (Figures9and10) thatwasdiscontinuousand10−50nmthick
was revealed by (S)TEM investigations. IMP layers may govern the tensile strength of Al-steel
joints based primarily on the layer thickness [1–4]. A thicker layer may lead to fracture along the
Al-steel interface and a decrease in tensile strength, due to the inherent brittleness of the IMPs
and/or due to porosity formed during IMP growth [3]. For instance, one study found that the
FSW joint strength decreased exponentially with increasing IMP layer thickness, e.g. the joint
strength decreased from 327MPa to 205MPa when the IMP layer thickness increased from 0.11
µm to 0.34 µm [2]. In another study on FSW joints, fracture occurred in Al and the tensile strength
was &250 MPa when the IMP layer thickness was below ∼0.5 µm, while fracture occurred in the
IMP layer yielding a strength of .100 MPa when the IMP layer thickness exceeded ∼2 µm [4]. In
this context, the 10 − 50 nm thick layer observed here was considered thin. Similar nanoscale
IMP layers have been reported in a few other studies. For instance, a 30 nm thick discontinuous
IMP layer was found in a FSW joint after post-joining heat treatment at 400°C for 9 min [3], and
a polycrystalline non-uniform 40 − 70 nm thick IMP layer with ∼5 at.% Si was found in a fric-
tion stir dovetail joint [50], which highly resembled the IMP layer found here. Generally, thinner
IMP layers formwith decreasing heat input, since growth of IMP layers typically is diffusion con-
trolled [51]. The joint temperature during HYB joining has been assumed to reach a maximum
of ∼400°C, and considering the resulting thermal profile, a nanoscale IMP layer can be expected
for HYB joints [15]. Furthermore, the Al FM contained Si, which can be beneficial as it may lead
to a reduction of the IMP layer growth rate [34, 36, 52–54]. Thus, it was believed that the lowHYB
process temperature and favourable Al FMcomposition,made it possible to avoid excessive IMP
growth and to achieve substantial bond strength.

Analysis of SEDdata indicated that thepolycrystalline IMP layer contained the cubicαc phase
(Figure 10). Based on literature, Al-rich IMPs were expected to form first on Al-Fe interfaces,
specifically θ-Fe4Al13 for low Si contents, and αh-Al7.1Fe2Si and β-Al4.5FeSi for higher Si contents
[34, 55]. However, the cubic αc phase generally forms at the expense of the hexagonal αh phase in
the presence of small amounts of certain transition elements, e.g. Mn and Cr [56–58], and these
were contained in the FM used here. The roughly estimated Si content of&9 at.% (Figure 9) was
consistent with Si contents in the range of 6 − 11 at.% previously reported for αc-Al-(Fe,Mn)-Si
crystals [59]. The αc phase has also been found on Al-steel interfaces in other studies [36, 60],
and in an early study a cubic Fe3SiAl12 phase highly similar to αc was reported to form at&350°C
[53], which further supported the presence ofαc. Al-(Fe,Mn, Cr)-Si dispersoids in the Al FMwere
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also identified asαc phases (SI S7). Some regions showed indications of a higher dispersoidnum-
ber density near the Al-steel interface (Figure 9), which was also reported in another study [50].
Some dispersoids contained increasing amounts of Fe towards their edges (Figure 9), consistent
with previouswork explaining this based on Fe diffusingmore slowly into the dispersoids during
prolonged growth [61]. Here it was possible that Fe diffusion across the Al-steel interface dur-
ing HYB promoted formation of small dispersoids in parallel to growth of already formed dis-
persoids. However, dispersoid statistics was outside the scope of this study, and future studies
of large areas would have to be done to reach valid conclusions. In any case, αc could not ex-
plain all the diffraction recorded from the IMP layer, which indicated that αc likely co-existed
with (an)other Al-Fe(-Si) phase(s) that could not be identified. Further investigations are neces-
sary to fully understand the IMP formation and growth on Al-steel interfaces at nanoscale.

Regionswith an interfacial Al-Fe-Si layer demonstrated bonding via interdiffusion. However,
some regions showed a ∼5 nm thick Al-O-Mg-Si layer (Figure 8 and SI S5). This layer resembled
the Al2O3 layer, that may also contain Mg and Si, typically found on Al surfaces exposed to air
[62–64]. In Al joining, it is generally believed that breaking up the native oxide layer and allowing
freshmetal tomeet, promotesmetallurgical bond formation [65]. Here, Al was heavily deformed
and the native surface layer presumably disintegrated and was dragged into the EZ during HYB,
similar to in FSWwhere oxide layer remnants can be found as dispersed particles in the stir zone
[66, 67]. The nanoscale Al-O-Mg-Si layer seen on the Al-steel interface supposedly formed as a
result of air access during the Al FMextrusion inHYB.Nanoscale Al-O(-Mg)(-Si) oxide films have
also been found on extruded Al profiles [68] and at Al-steel interfaces in FSW joints [69–71]. Fur-
ther, it was seen that the Al-Fe-Si layermay grow thicker into Al where there are gaps in the oxide
layer (Figure 8), consistent with the general belief that an oxide filmmay act as an interdiffusion
barrier [72, 73]. Previous studies of Al-steel joints have reported both interfacial oxide layers that
were coupled to interfacial fracture [70] or conversely, to high bond strength [69, 71, 73]. Here,
interfacial Al-O-Mg-Si layers were also seen in regions where Al stuck to steel after tensile test-
ing, which suggested that limited interface regions covered by interfacial oxides formed during
joining not necessarily have detrimental effects on the overall bond strength. Further studies are
needed to determine the role of nanoscale interfacial oxides in Al-steel joints made in the solid
state.

By combining the findings from themicroscopy investigations with those from themechan-
ical testing, regions with low and high relative bond strength could be identified, as illustrated
in Figure 12. The lamellae that showed flat interface appearances with no or only a restricted
IMP layer, were predominantly from the top half of the joint. The steel fracture surface (Figure
4) showed less residual Al in this region, which indicated limited bonding. On the other hand,
a large amount of residual Al was found on the bottom half of the steel fracture surface, which
hinted to stronger Al-steel bonding. Also, the bottom half showed a rougher interface withmore
interlocking signs, and the TEM lamellae that showed clear signs of a nanoscale IMP layer were
also from the same region. Thus, in total the presented characterisation indicated that stronger
Al-steel bonding was achieved for interface regions that displayed both a nanoscale IMP layer
andmore interlocking features. This is supported by another study, where the isolated and com-
bined effects of a largemechanical interlock and a thin IMP layer were investigated, andwhere it
was found that the highest bond strength was achieved when both of these were present simul-
taneously [50].
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Figure12: Simplifiedqualitative illustrationof thebond
strength in the investigated joint. The Al-steel interface
is coloured according to low (red) to high (turquoise)
relative bond strength. The position of the Al BM plate
before joining is marked by a medium grey rectangle,
the flow of FM during joining is illustrated by a black
curved arrow, and the rotating pin during joining is in-
dicated by a red line.

5. Summary and conclusions

AsecondgenerationAl-steelHYBbutt jointwas subjected tomicrostructural andmechanical
characterisation, fromwhich themain findings can be summarised as follows.

i Transverse hardness profiles showed a heat affected zone that extended 13.5 mm into Al,
while steel was unaffected.

ii The ultimate tensile strength (UTS) wasmeasured to be in the range of 184 − 220MPa, corre-
sponding to 60 − 72% joint efficiency.

iii Digital imagecorrelation (DIC)analysisof the straindevelopmentduring tensile testingshowed
that although straindeveloped in the soft zone inAl, cracks in the root regionwere severe. The
final fracture propagated from root cracks and ran close to the Al-steel interface.

iv Scanning electronmicroscopy (SEM) of the fracture surfaces revealed significant portions of
residual Al on the steel fracture surface, which indicated sufficient Al-steel bond strength,
especially on the bottom half of the steel that experienced larger pressure during joining.

v SEMandtransmissionelectronmicroscopy (TEM) investigations revealedsignsofmicroscale
mechanical interlocking, showed that the Al-steel interface was rough, especially on the bot-
tom half of the steel, and showed some intermixed Al-steel regions.

vi TEM characterisation showed an interfacial discontinuous 10 − 50 nm thick intermetallic
phase (IMP) layer. Quantification by X-ray energy dispersive spectroscopy (EDS) indicated
that the layer was mainly composed of Al, Fe and Si with a relative Si content roughly esti-
mated to &9 at.%. Some regions showed ∼5 nm thick interfacial oxide layers mainly com-
posed of Al, O andMgwithminor amounts of Si.

vii Analysis of scanning electron diffraction (SED) data acquired in a tilt series indicated that the
IMP layer was polycrystalline with nanocrystals of the cubic αc phase. The αc phase could
not explain all the diffraction patterns from the Al-Fe-Si layer, and further investigations are
needed to fully understand the Al-Fe(-Si) phase formation at the nanoscale in Al-steel joints.

In short, the Al-steel HYB butt joint showed considerable bond strength that was attributed to a
combination of microscale mechanical interlocking and a nanoscale interfacial Al-Fe-Si layer.
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Abstract
Hybrid metal extrusion & bonding (HYB) is a joining method that enables solid-state bonding
by combining addition of aluminiumfillermaterial through continuous extrusionwith pressure
exerted by a rotating steel tool. This work presents mechanical and microstructural characteri-
sation of a second generation HYB butt joint of aluminium alloy 6082 and structural steel S355.
The ultimate tensile strength was measured to be in the range of 184 − 220 MPa, which corre-
sponds to 60 − 72% joint efficiency. Digital image correlation analysis of the strain development
during tensile testing revealed that root cracks formed, before the final fracture ran close to the
aluminium-steel interface. A significant amount of residual aluminium was found on the steel
fracture surface, especially in regions that experienced higher pressure during joining. Scanning
and transmission electron microscopy revealed that the bond strength could be attributed to
a combination of microscale mechanical interlocking and a discontinuous nanoscale interfa-
cial Al-Fe-Si intermetallic phase layer. Analysis of scanning electron diffraction data acquired in
a tilt series, indicated that the polycrystalline intermetallic phase layer contained the cubic αc

phase. The results give insight into the bondingmechanisms of aluminium-steel joints and into
the performance of HYB joints, which may be used to better understand and further develop
aluminium-steel joining processes.
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S1. X-ray energy dispersive spectroscopy data analysis

TheX-rayenergydispersive spectroscopy (EDS)dataanalysiswasperformedusing thepython
library hyperspy[1]. Each dataset was analysed using the same workflow. The dataset was first
binned in the spatial axes, if needed, to achieve at least∼2k total counts per individual spectrum.
Further, a model was created that comprised a polynomial of order six to model the continuous
X-ray background, and one Gaussian per X-ray line. The sum spectrum was inspected to deter-
mine the X-ray lines present. Most often, lines fromAl, C, Cr, Cu, Fe, Ga,Mg,Mn, O and Si, could
be seen, and in some scans lines from Zr, N, Cl and/or Mo could also be seen. The dataset was
model fitted with the amplitude of each Gaussian as a free parameter, and the X-ray line intensi-
ties were extracted from themodel fittedGaussians. The intensities of the Kα-lineswere used for
relative quantification by the Cliff-Lorimermethod. The k-factors usedwere calculated k-factors
extracted from the JEOL EDS software Analysis Station version 3.8.0.34. The quantification re-
sults were used to create element maps showing the relative composition in at.%. Note that the
lamellae were thinned by focused ion beam (FIB), which resulted in a notable Ga content in Al,
especially near grain boundaries. Further, most lamellae were fastened on Cu grids (Lamellae 1,
3, 5, 7 and 8), which resulted in notable Cu stray radiation, while two lamellae were fastened on
Si-based grids (Lamellae 2 and 6), and one on aMo grid (Lamella 4).

For selecteddatasets acquired from interface regions including intermetallicphase (IMP) lay-
ers, masks were created that comprised the IMP layers. Each mask was created by thresholding
the Si map, typically to >5 at.%, optionally followed by hole filling and removal of small discon-
nected segments. The raw spectra inside the mask were summed, and the sum spectrum was
model fitted and quantified, using the same approach as explained previously. Overlap of the
IMP layerwith bothAl and steel to different extent, the use of un-calibrated k-factors and the lack
of absorption correction, made it impossible to obtain an accurate composition by the method
used. The performed quantificationwas therefore only intended to give a rough estimate for the
IMP layer composition.

Figure S1 illustrates the data analysis workflow for one selected dataset. Figure 9 shows el-
ement maps from Lamella 3, and the displayed maps comprise 3 datasets that were acquired
individually, which was necessary to ensure that each mapped region was in focus due to slight
specimenbending. Figure S1 displays the dataset acquired from the region located in themiddle
of the maps shown in Figure 9. Figure S1(a) shows the sum spectrum, and (b) shows a high an-
gle annular dark field scanning TEM (HAADF-STEM) image of the mapped region. Figure S1(c)
shows three individual spectra; 1 from Al, 2 from the IMP layer and 3 from steel. The spectra
were binned 2 × 2 in the spatial axes, so that each spectrum was the sum of four raw spectra. A
model was created comprising a polynomial background component and Gaussians for each of
the X-ray lines from the elements Al, C, Cr, Cu, Ga,Mg,Mn, O, Si and Zr. Themodel fitting results
are shown in Figure S1(c) for the three selected spectra. The intensities of the Kα-lines obtained
by themodel fitting were used for Cliff-Lorimer quantification, in order to create elementmaps.
Maps for Al, Fe and Si are shown in Figure S1(d), and the other maps can be seen in Figure S11.
Amask for the IMP layer is shown in Figure S1(e), and Figure S1(f) shows the sum spectrum and
themodel fitting result. Quantification yielded for this region a relative composition of: Al: 49, O:
6, Cu: 5, Si: 6, Ga: 1, C: 1, Fe: 31, Mg: <1, Mn: <1, Cr<0.1 and Zr: <0.1 at.%. Considering themajor
elements only, the relative composition was 57 at.% Al, 36 at.% Fe and 7 at.% Si.
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Figure S1: Data analysis of one EDSmap of an interface region in Lamella 3. (a) Sum spectrum, where X-ray lines are
marked. (b)HAADF-STEM image of themapped region. Three locations are marked; 1 in Al, 2 in the IMP layer and 3
in steel. (c) Individual spectra and model fitting results from the three locations marked in (b). (d) Element maps of
Al, Fe and Si showing the relative composition in at%. (e)Mask comprising the IMP layer,made by thresholding the Si
map to >5 at.% following hole filling and removal of small segments. (f ) Sum spectrumof the spectra within themask
in (e) and themodel fitting result.
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S2. Scanning electron diffraction data acquisition, visualisation and analysis

S2.1. Acquisition

Scanning electron diffraction (SED) data were acquired using a JEOL ARM300F (Diamond
Light Source, UK) fitted with a cold field emission gun, a high-resolution pole piece and JEOL
spherical aberration correctors in both the probe and image forming optics. The instrumentwas
operated at 200 kV and aligned in an uncorrected nanobeam configuration using a 10 µm con-
denser aperture to obtain a convergence semi-angle of <1 mrad and a diffraction limited probe
diameter of ∼5 nm. SED data were acquired with a scan step size of 5.1 nm and a camera length
of 12 cm. A Merlin Medipix direct electron detector was used to record diffraction patterns of
dimensions 256×256 pixels. The exposure timewas 1ms at each probe position. SEDmapswere
obtained from the same region at a series of specimen tilt conditions over a range of 30° in steps
of 1°.

The SEDdatawere analysedusing thepython library pyxem[2]. The real and reciprocal scales
were calibrated based on SED data from a polycrystalline gold cross grating specimen acquired
during the same session using the same experimental conditions.

S2.2. Visualisation

In order to visualise themorphologies of individual crystals comprising the IMP layer, virtual
dark field (VDF) imaging-based segmentation[3] was applied to the dataset acquired at zero tilt.
This approachaimedat overcomingcrystal overlapandcreatingone isolatedVDF image for each
individual crystal. Figure S2(a) shows a virtual bright field (VBF) image of the interface region in
this dataset.

First, centering of the direct beam was performed. A Difference of Gaussians peak finding
methodwas employed to detect diffraction spots in all diffraction patterns in the dataset, before
the unique spot positionswere foundusing a clustering routine. Figure S2(b) shows the detected
unique peaks. For each unique spot identified, a VDF imagewas created by integrating and plot-
ting the intensity within a circular region centred on the spot, i.e. a virtual aperture, with respect
to probe position. Since visualisation was aimed at disclosing crystals in the IMP layer and dis-
persoids in Al, a mask was created that included the Al and the IMP layer regions, but excluded
steel. Themaskwas applied to the VDF images, so that they had zero intensity in the steel region.
Themask is shown in Figure S2(c), and one example VDF image is shown in Figure S2(d).

Since one VDF image could contain intensity associated with more than one crystal, each of
the VDF images were segmented by watershed segmentation to isolate the contributions from
different crystals. The result from watershed segmentation on the VDF image shown in Figure
S2(d) is shown in Figure S2(e). Further, since each crystal was associated with several diffrac-
tion spots, each crystal gave rise to several VDF image segments. Segments originating from the
same crystal were identified, by considering the normalised cross-correlation (NCC) between
segments, and subsequently summed. A clustering routine was employed to reveal the segment
membership, that considered the correlation distances between the segments, given by NCC−1.
In contrast to the citedwork[3], where an iterative list comparison of theNCC scores was used to
determine the segment groups, the fullNCCmatrix betweenall segmentswas consideredat once
in this work. This was done to eliminate the possibility that the previous summation of VDF seg-
ments during the iterative comparison could influence the subsequent summation, which could
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be important when considering numerous similar crystals. Lastly, diffraction spots were recre-
ated for each sum segment by letting Gaussians model each of the diffraction spots associated
with the segment sum.

Figure S2: Visualisation of the IMP crystals in the scanning electron diffraction dataset acquired at zero tilt, by virtual
dark field (VDF) imaging-based segmentation. (a) Vritual bright field image. (b) Peak finding to detect the unique
diffraction spots in the region shown in (a). Unique spot positions are marked by black crosses, and coloured circles
show positions of detected peaks, with one colour signifying one cluster. The underlying image shows a diffraction
pattern where themaximum intensity with respect to detector position is plotted, based on all the individual diffrac-
tion patterns in the region shown in (a). (c)Mask for the IMP layer and Al region applied to the VDF images. (d) and
(e) one VDF image and the corresponding watershed segmentation result showing individual VDF image segments
plotted in different colours, respectively.

S2.3. Analysis
For assessment of the crystal structure(s) of the IMP(s), diffraction patterns showing sys-

tematic rows were selected by visual inspection from data acquired at different tilt conditions.
Since the IMP crystals were small compared to the lamella thickness, they often overlappedwith
other crystals. Figures S3(a) and (b) show single diffraction patterns fromone selected IMP crys-
tal, where partial overlap with another crystal is particularly prominent in (b). In order to re-
duce or remove contributions fromother partly overlapping crystals and background intensities
from the selected patterns, non-negative matrix factorisation (NMF)-based segmentation[3, 4]
was used. The segmentation was performed individually for each selected crystal, considering a
cropped dataset only comprising the selected crystal and adjacent crystals. Figure S3(c) shows
such a cropped dataset comprising one selected crystal. For each selected crystal, NMFwas per-
formed on the cropped dataset, following centering of the direct beam if needed. The region in-
cluding and surrounding the central beamwasmasked out andnot considered forNMF, in order
to avoid components associated with variations in the high intensity direct beam. The singular
value decomposition scree plot, which showed the fraction of total variance that each compo-
nent accounted for, was investigated to determine the number of components. NMF resulted
in factor components resembling average diffraction patterns and loading components resem-
bling diffraction contrast images of the probed area. The component patternmost similar to the
diffractionpattern recorded fromthe selected crystalwas identifiedmanually. If therewereother
components similar to the selected component, theNCC scores of both the factors and loadings
were considered in order to identify components associated with the same crystal, and these
components were summed. This was done since NMF could result in splitting of the signal from
one crystal into several components. Figures S3(d) and (e) show the loadingmap and factor pat-
tern resulting fromNMF-based segmentation of the example selected crystal. The loading map
associated with the selected component pattern was thresholded to create a real spacemask for
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the selected crystal, and the rawdiffractionpatternswithin thismaskwere summed. Figure S3(f)
shows the pattern sumwithin the loadingmap shown in Figure S3(d). This enabled a qualitative
comparison of theNMF-based segmentation result to the summed rawdata. The selected factor
pattern (optionally a sumof similar factorpatterns) that resembleda summeddiffractionpattern
was considered in the subsequent analysis.

For each selectedpattern, all diffraction spotswere foundbyLaplacianofGaussianpeakfind-
ing, and the spotpositionswere refinedbya localGaussianmethod. FigureS3(g) shows the factor
pattern of the example selected crystal and the detected peaks. Systematic rows in the patterns
were selected for further analysis. For each selected row, all measured distances between spots
(|∆ ~G|), i.e. 1

2 N(N −1) lengths for N peaks, were used to compute an average d-spacing (|∆ ~G|
−1
) and

standard deviation. Figure S3(h) shows detected spots along selected rows and the correspond-
ingmeasured average d-spacings and standard deviations.

Figure S3: Analysis of the diffraction recorded from one selected crystal in the IMP layer, acquired at a specific speci-
men tilt condition. (a) and (b) single diffraction patterns of the selected crystal from the locationsmarked by red and
green in (c). (c) Virtual bright field image of a cropped dataset comprising the selected crystal and adjacent crystals,
where steel appear dark grey, aluminium light grey and IMP crystals light to medium grey. (d) and (e) thresholded
loading map and factor pattern resulting from NMF-based segmentation of the cropped dataset. (f ) Sum pattern of
all the raw diffraction patterns from the region within the loading map in (d). (g) The pattern in (e) with crosses that
mark the position of identified diffraction spots. (g)The pattern in (e) where the calculated average inverse inter-spot
distances and standard deviations are given in Å for selected rows.

Lastly, individual selected patternswere indexed. None of the selected crystals were oriented
exactly to zone axis, which made the indexation more challenging. The indexation was per-
formed not to obtain the correct orientation of the shown patterns, but to determine close low-
index zone axes. For each of the selected patterns, the two shortest non-parallel reciprocal vec-
tors, corresponding to the two longest average d-spacings, and the angle between them, were
considered. Each candidate phase was checked for potential zone axes with visible spots that
matched the magnitudes and angle found experimentally. For this purpose, a code was written
that was partly based on pyxem[2] and that enabled a systematic check of the magnitudes and
angles between all reciprocal lattice points in all candidate phases. Simulated electron diffrac-
tionpatterns corresponding to the identified zoneaxeswereproducedusingReciPro[5], employ-
ing a kinematical diffraction model with a parallel incident beam, to allow for visual qualitative
comparisons.
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S3. Tensile testing

Figures S4, S5 and S6 show engineering stress-strain curves, images and strainmaps of spec-
imens R1, F1 and F2 at different stages during tensile testing, respectively. Note that for both R1
and F1, an extensometer was placed on the Al side of the joint, which compromised the strain
analysis in the soft zone in Al.

Figure S4: Tensile testing of specimen R1. (a) Engineering stress-strain curve. (b) Images used for digital image cor-
relation analysis at different stages (I-III) during tensile testing, where III is immediately after final fracture. Cracks in
the root region are pinpointed by arrows in the insets in I and II. (c) Strain maps showing the effective strain at stage
I and II during tensile testing. Note that an extensometer placed on the Al side of the joint compromised the strain
analysis in the soft zone in Al.

Figure S5: Tensile testing of specimen F1. (a) Engineering stress-strain curve. (b) Images used for digital image corre-
lation analysis at different stages (I-IV) during tensile testing, where IV is immediately after final fracture. In I-III the
insets show cracks in the root region, pinpointed by arrows. (c) Strainmaps showing the effective strain at stages I-III
during tensile testing. Note that an extensometer placed on the Al side of the joint compromised the strain analysis
in the soft zone in Al.
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Figure S6: Tensile testing of specimen F2. (a) Engineering stress-strain curve. (b) Images used for digital image corre-
lation analysis at different stages (I-IV) during tensile testing, where IV is immediately after final fracture. In I-III the
insets show cracks in the root region, pinpointed by arrows. (c) Strainmaps showing the effective strain at stages I-III
during tensile testing.

S4. Fracture surfaces

Figure S7 shows optical microscopy and SEM images of the steel and Al fracture surfaces of
specimen R2. Figure S7(a) and (b) show the same images of the steel fracture surface as Figure
4, while Figure S7(c) and (d) show the corresponding Al fracture surface of specimen R2. On the
Al fracture surface, a wavy pattern with bumps and dimples matching those on the steel surface
could be seen. Figure S7(d) shows a back-scatter electron (BSE) SEM image of the Al fracture
surface, where residual steel pieces in the form of elongated flakes could be seen on the flat part
(left side of the blue lines in Figures S7(c) and (d)). For the wavy part of the surface (right side),
some steel flakes with flat appearance were attached to the Al fracture surface. Such a steel flake
that stuck out of the Al surface is highlightedwith the inset framed in red that shows a secondary
electron (SE) SEM image corresponding to that shown in the red inset in Figure S7(b). At the
locations where steel flakes were attached to the Al fracture surface, the steel fracture surface
showed corresponding flat steel regions with no residual Al.
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Figure S7: The Al and steel fracture surfaces resulting from tensile testing of specimenR2. Opticalmicroscopy images
of (a) the steel and (c) the Al fracture surface. The bottom insets illustrate the viewing directions. The dashed blue
lines indicate the boarder between the top and bottom part of the fracture surfaces. (b) BSE SEM image of the steel
fracture surface. The inset outlined in green displays a higher magnification image of the residual Al found on the
upper part of the steel. (d) BSE SEM image of the Al fracture surface, where the inset outlined in blue shows residual
steel fragments. In both (b) and (d), the insets outlined in red show SE SEM images of a dimple in the residual Al on
the steel fracture surface and correspondingly a bulge covered by steel sticking out on the Al fracture surface. In all
images, the coloured icons indicate corresponding locations on the two fracture surfaces.
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S5. Overview of the aluminium-steel interface region

In this section, (S)TEM images and element maps based on STEM EDS are presented from
each of the 8 lamellae investigated from the Al-steel interface region. Table S1 summarises the
interface characteristics identified for each lamella.

Table S1: Characteristics of the interface regions in the investigated lamellae numbered 1 − 8 as in Figure 7(a). The
interface appearance was straight, slightly wavy or roughwith deformed steel grains. In some lamellae, no interfacial
IMP layer was observed, while in other lamella interfacial IMP layers were observed that were either continuous over
theAl-steel interface in the lamella, discontinuousor restricted, i.e. coveredonly anarrowpart of theAl-steel interface
in the lamella.

Lamella 1 2 3 4 5 6 7 8
Interface appearance
straight x x x x
slightly wavy x x
rough x x
Interfacial IMP layer
not observed x x
restricted x x
discontinuous x x
continuous x x

S5.1. Lamella 1
Figure S8 shows STEM images and element maps of Lamella 1 that had a slightly wavy inter-

face and a discontinuous IMP layer. The location of where Lamella 1was lifted out from the joint
is shown in Figure S8(a). Figures S8(b)-(d) show BF-STEM images of the interface region. A high
number of steel fragments and dispersoids were seen on the Al side of the interface, and more
so closer to the interface. Figures S8(e) shows element maps based on STEM EDS of the inter-
face region. A thin discontinuous Al-Fe-Si layer could be seen, together with a high number of
dispersoids close to the interface.
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Figure S8: TEM characterisation of Lamella 1 that had a slightly wavy interface and a discontinuous IMP layer. (a)
BSE SEM image of the Al-steel interface, where the blue cross indicates the location of where the lamella was lifted
out. (b) BF-STEM overview image. (c) and (d) BF-STEM images of the interface regions marked by blue and red in
(b), respectively. (e)HAADF-STEM image from the regionmarked by green in (d), and elementmaps based on STEM
EDS showing the relative composition in at%.
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S5.2. Lamella 2
Figure S9 shows (S)TEM images and element maps of Lamella 2 that had a rough interface

with deformed steel grains and a discontinuous IMP layer. The location of where Lamella 2 was
lifted out from the joint is shown inFigure S9(a), while (b) shows aBF-TEM image of the interface
region, and (c) shows element maps. A discontinuous interfacial Al-Fe-Si IMP layer could be
seen, and the interface was irregular with deformed steel regions. Note that the lamella was first
thinnedwhile fastened to aCugrid, before itwas transferred and fastened to a gridpartly covered
by amorphous silicon nitride, so that stray Si signal was expected in the elementmaps. Also, the
transfer resulted in some Cu redeposition, which could be seen in themaps.

Figure S9: TEMcharacterisationof Lamella 2 had a rough interface and adiscontinuous IMP layer. (a)BSESEM image
of the Al-steel interface, where the blue cross indicates the location of where the lamella was lifted out. (b) BF-TEM
overview image of the interface region. (c)HAADF-STEM image from the interface regionmarked by blue in (b), and
element maps based on STEM EDS showing the relative composition in at%.
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S5.3. Lamella 3
Figures S10-S12 show (S)TEM images and element maps of Lamella 3 that had a continuous

IMP layer and a slightly wavy interface. The location of where Lamella 3 was lifted out from the
joint is shown in Figure S10(a), while (b) shows a BF-TEM image of the interface region, and (c)
shows element maps based on STEM EDS of the IMP layer. Figure S10(d) shows the sum spec-
trumwithin themask in (c), andmodel fitting and quantification of this spectrumyielded for the
major constituents a relative composition of 59 at.% Al, 30 at.% Fe and 11 at.% Si.

Figure S10: TEM characterisation of Lamella 3 that had a slightly wavy interface and a continuous interfacial Al-Fe-Si
IMP layer. (a)BSESEM image of theAl-steel interface, where the blue cross indicates the location ofwhere the lamella
was lifted out. (b) BF-TEM overview image of the interface region. (c)HAADF-STEM image from the interface region
marked by green in (b), elementmaps showing the relative composition in at%, and amask for the Al-Fe-Si IMP layer.
(d) Sum spectrum from the region within themask and themodel fitting result.

Figure S11 shows STEM EDS results of another interface region in Lamella 3. Figure S11 (a)
shows element maps, together with a HAADF-STEM image and a mask of the IMP layer. Figure
S11(b) shows the sum spectrum within the mask in (a), and model fitting and quantification of
this spectrum yielded a relative composition of 54 at.% Al, 38 at.% Fe and 8 at.% Si.
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Figure S11: TEM characterisation of Lamella 3 that had a slightly wavy interface and a continuous interfacial Al-Fe-Si
IMP layer. (a)HAADF-STEM image from the interface regionmarked by blue in Figure S10(b), elementmaps showing
the relative composition in at%, and a mask for the Al-Fe-Si IMP layer. (b) Sum spectrum from the region within the
mask and themodel fitting result.

Figure S12 shows the same images as Figure 9 in addition to further TEM images and STEM
EDS results. Figure S12(a) and (b) show a BF-STEM and a HAADF-STEM image of the interface
region, respectively, while (c) shows amask of the IMP region. Figure S12(c) shows elementmaps
based on STEM EDS, while (d) shows the total sum spectrum. Note that the shown maps are
composed of three individually acquiredmaps, whichwas necessary to ensure correct specimen
height over themappedarea, asmentioned earlier. Figure S12(f) shows the sumspectrumwithin
the mask in (c), together with the model fitting result, which gave for the major constituents a
relative composition of 55 at.% Al, 37 at.% Fe and 8 at.% Si.
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Figure S12: TEM characterisation of Lamella 3 that had a slightly wavy interface and a continuous interfacial Al-Fe-Si
IMP layer. (a) BF-STEM image showing an overview of the interface region. (b) HAADF-STEM image of the region
marked by blue in (a). (c)Mask for the IMP layer created from the Si map in (d). (d) Element maps based on STEM
EDS showing the relative composition in at%. (e) Total sum spectrum. (f ) Sum spectrum from the region within the
mask in (c) and themodel fitting result.
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S5.4. Lamella 4
Figures S13 and S14 show (S)TEM images and element maps of Lamella 4 that had a contin-

uous IMP layer and a rough interface with deformed steel grains. The location of where Lamella
4 was lifted out from the joint is shown in Figure S13(a), while (b) and (c) show a BF-TEM image
and a BF-STEM image of the interface region, respectively. Figure S13(c) shows element maps
of an intermixed Al-steel interface region, where an Al-Fe-Si IMP layer can be seen at the Al-Fe
interface adjacent to the Al side of the interface.

Figure S13: TEM characterisation of Lamella 4 that had a rough interface and a continuous interfacial Al-Fe-Si IMP
layer. (a)BSE SEM image of the Al-steel interface, where the blue cross indicates the location ofwhere the lamellawas
lifted out. (b)BF-TEM image showing an overview of the interface region. (b)BF-STEM image of the interface region.
(d) Element maps based on STEM EDS of the intermixed Al-Fe interface region marked by blue in (c), showing the
relative composition in at%.

Figure S14(a) shows a HAADF-STEM image and element maps of another interface region,
where anAl-Fe-Si IMP layer enclosed steel fragments near the interface. Amask for the IMP layer
is also shown, and Figure S14(b) shows the sum spectrum within the mask in (a). Model fitting
and quantification of this spectrum yielded a relative composition for the major constituents of
61 at.% Al, 31 at.% Fe and 8 at.% Si.
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Figure S14: TEM characterisation of Lamella 4 that had a rough interface and a continuous interfacial Al-Fe-Si IMP
layer. (a)HAADF-STEM image of the regionmarked by red in Figure S13(c), elementmaps showing the relative com-
position in at%, and a mask for the IMP layer created from the Si map. (b) Sum spectrum from the region within the
mask in (a) and themodel fitting result.
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S5.5. Lamella 5
Figure S15 shows (S)TEM images and elementmaps of Lamella 5 that had a straight interface

and a restricted IMP layer. The location of where Lamella 5 was lifted out from the joint is shown
inFigure S15(a). Figure S15(b) showsaBF-STEMoverview imageof the interface region,while (c)
shows aBF-STEM image of the restricted IMP layer that only covered one∼0.9 µm long portion of
the interface. Figure S15(d) shows elementmaps based on STEMEDSof the restricted IMP layer,
where oxides could also be seen close to the interface.

Figure S15: TEM characterisation of Lamella 5 that had a straight interface and a restricted interfacial Al-Fe-Si IMP
layer. (a) BSE SEM image of the Al-steel interface, where the blue cross indicates the location of where the lamella
was lifted out. (b) BF-STEM image showing an overview of the interface region. (b) BF-STEM image of the interface
region with a restricted IMP layer that covered one ∼0.9 µmwide portion of the interface. (d) Elementmaps based on
STEM EDS of the interface regionmarked by blue in (c), showing the relative composition in at%.
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S5.6. Lamella 6
Figure S16 shows TEM images and EDS maps of Lamella 6 that had a straight interface with

no observed IMP layer. The location of where Lamella 6 was lifted out from the joint is shown
in Figure S16(a). Lamella 6 was lifted out from the steel fracture surface of tensile specimen R2,
froma regionwhere a thinAl layer covered the steel. Figures S16(b) and (c) showBSESEMimages
of the location where Lamella 6 was lifted out. Figures S16(d) shows a SE SEM image taken after
initial FIB milling of the cross-section that was to become Lamella 6, which was subsequently
lifted-out, thinned on a Cu grid and fastened on a Si-based grid. Figure S16(e) shows a BF-TEM
overview image of the interface region, while (f) shows a HAADF-STEM image of an interface
region. Figure S16(e) shows element maps based on STEM EDS of the region in (f). Note that
this lamella had a poorer surface quality with considerable content of C, O andGa. No IMP layer
could be observed.

Figure S16: TEM characterisation of Lamella 6 that had a straight interface with no observed IMP layer. (a) BSE SEM
image of the Al-steel interface, where the blue cross indicates the location of where the lamella was lifted out. (b) and
(c)BSE SEM images of the locationwhere the lamellawas lifted out from the steel fracture surface of tensile specimen
R2. (d) SE SEM image after initial FIBmilling of the cross-sectional specimen, where the C protection layer (C PL) and
milled trenches can be seen. (e)BF-TEM image showing an overview of the interface region. (f )HAADF-STEM image
of an interface region. (g)Elementmaps based on STEMEDSof the interface region shown in (f), showing the relative
composition in at%.

S19



S5.7. Lamella 7
Figure S17 shows TEM images and element maps of Lamella 7 that had a straight interface

withnoobserved IMP layer. The locationofwhereLamella 7was liftedout fromthe joint is shown
in Figure S17(a). Figure S17(b) shows a BF-STEM overview image of the interface region, while
(c) showsaHAADF-STEMimageof an interface region. Figure S17(d) showselementmapsbased
on STEM EDS where no IMP layer, but instead an interfacial oxide layer could be observed. The
oxide layer was composedmainly of Al, O andMg, withminor amounts of Si.

Figure S17: TEM characterisation of Lamella 7 that had a straight interface with no observed IMP layer. (a) BSE SEM
image of the Al-steel interface, where the blue cross indicates the location of where the lamella was lifted out. (b) BF-
STEM image showing an overview of the interface region. (c)HAADF-STEM image of an interface region. (d)Element
maps based on STEM EDS of the interface regionmarked by blue in (c), showing the relative composition in at%.
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S5.8. Lamella 8
Lamella 8 was lifted out from the steel fracture surface of tensile specimen R2 from a region

where a thin Al layer covered steel. Figures S18(a)-(d) shows SEM images taken during the FIB
preparation of the lamella.

Figure S18: FIB preparation of Lamella 8. (a) and (b) BSE SEM images of the location where the lamella was lifted out
from the steel fracture surface of tensile specimen R2. (c) SE SEM image after initial FIBmilling of the cross-sectional
specimen, where the C protection layer (C PL) and milled trenches can be seen. (c) SE SEM image of the lamella
fastened to a Cu grid, prior to final thinning.

Figure S19 shows TEM images and element maps of Lamella 8 that had a straight interface
with a restricted IMP layer. The location ofwhere Lamella 8was lifted out from the joint is shown
in Figure S19(a). Figure S19(b) shows a BF-STEM overview image of the interface region. Figure
S19(c) shows aHAADF-STEM image and elementmaps of the interface regionwith the restricted
IMP layer that covered one ∼1.3 µmwide portion of the interface. Amask for the IMP layer is also
shown, and Figure S19(d) shows the sum spectrum within the mask in (c). Model fitting and
quantification of this spectrum yielded for the major constituents a relative composition of 72
at.% Al, 19 at.% Fe and 9 at.% Si. Figure S19(e) shows EDS maps of an interface region without
IMP layer, where instead an interfacial oxide layer ∼5 nm thick could be seen that was mainly
composed of Al, O and Mg with minor amounts of Si. Note that the Al region shown in (e) was
thinner than other regions shown here (relative thickness t

λ = 0.2 − 0.4 measured by electron
energy loss spectroscopy, where t is the thickness and λ is the inelastic mean free path), which
resulted in a relatively large amount of Cu stray signal.

S6. Crystallography of intermetallic Al-Fe(-Si) phases

Crystallographic information for known Al-Fe(-Si) IMPs considered as candidate phases in
thiswork is listed inTable S2. Although theAl-richAl-Fe(-Si) systemhas been investigated exten-
sively[6–8], severalmetastablephases and superstructuremodificationshavebeendiscovered[9,
10] and several crystal structures have not been determined fully. Crystallographic information
for Al-Fe(-Si) intermetallic phases that were considered as candidate phases in this work, but for
which the structure has not been fully determined, is listed in Table S3. Several superstructures
of the αc phase have been proposed, including αT , α′ and α′′, which are also included in Table S3.
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Figure S19: TEM characterisation of Lamella 8 that had a straight interface and a restricted interfacial Al-Fe-Si IMP
layer. (a) BSE SEM image of the Al-steel interface, where the blue cross indicates the location of where the lamella
was lifted out. (b)BF-STEM image showing an overview of the interface region. (c)HAADF-STEM image and element
maps of the interface region marked by red in (c) with the restricted IMP layer, showing the relative composition in
at%. A mask for the IMP layer created from the Si map is also shown. (d) Sum spectrum from the region within the
mask in (c) and the model fitting result. (e) HAADF-STEM image and element maps of the interface region marked
by blue in (c), showing the relative composition in at%.
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S7. Scanning electron diffraction of intermetallic phases
FiguresS22-S24showmeasuredaveragespotdistancesconverted toaveraged-spacings

based on selected patterns from the IMP layer, and these show an enlarged version of
Figure 10(c). Figure S22 show an overview image of all measured d-spacings and cal-
culated values for all phases in the interval of 4.8 − 18.5 Å. Measured and calculated d-
spacings in the range of 4.8 − 11.5 Å are shown in Figures S23 and S24 for the candidate
Al-Fe-Si phases listed in Tables S2 and S3, respectively.

Figure S20 shows a VBF image where the locations of selected IMP crystals, num-
bered 1 − 34, are indicated. These crystals gave diffraction patterns with at least two
non-parallel systematic rows at specific tilt settings and were selected for further inves-
tigations. Note that some of these numbersmight indicate the same crystal, since it was
not determinedwhichpatternswere recorded from the same crystal at different tilt con-
ditions.

Figure S20: Virtual bright field image of the interfacial region mapped by SED, where the locations of se-
lected interfacial Al-Fe-Si crystals are indicated by white, green, red, yellow and blue crosses numbered
1 − 34.

Figures S25-S27 showselecteddiffractionpatterns, andboth the summeddiffraction
patternsandpatterns resulting fromNMF-based segmentationare shown. For eachpat-
tern, spotdistancesweremeasured, and the two longest averaged-spacings correspond-
ing to non-parallel rows of spots, together with the angle between them, were used as a
basis for indexation. Average measurements are given in the figures. For each pattern,
all candidate phases were investigated for possible zone axes with spotsmatching these
measurements. In total, the phase that fit best with most of the experimental patterns
was αc. In Figures S25-S27, patterns that fit with αc are framed in black and are indexed
with respect to this phase. Figure S28 shows simulated kinematic patterns of αc corre-
sponding to the zone axes found from the patterns in Figures S25-S27. However, there
were also patterns that could not be indexed with respect to αc, and such patterns are
framed in dark blue in Figures S25-S27. Some of these contained spots at distances cor-
responding to average d-spacings of e.g. 16± 1 Å, 10.8± 0.5 Å and 7.8± 0.3 Å, which could
not be described by αc.

Some selected patterns fromdispersoids embedded in the Almatrix were also inves-
tigated. Several of these patterns were consistent with αc, and Figures S21(a)-(c) show
three such patterns.

Figure S21: Selected summed diffraction patterns (left) and patterns resulting from NMF-based segmen-
tation (right) from dispersoids embedded in the Al matrix indexed with respect to αc for the zone axis (a)
[001], (b) [1̄11], and (c) [1̄2̄3̄]. The insets illustrate average measured inverse spot distances in Å and mea-
sured angles in degrees.
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Figure S25: Selected patterns from interfacial Al-Fe-Si crystals from the locations marked by 1 − 12 in Figure S20. For
each crystal, the top pattern shows summed diffraction patterns, while the bottompattern resulted fromNMF-based
segmentation. Patterns outlined inblack are indexedwith respect toαc, while patterns outlined indark blue couldnot
be indexed with respect to this phase. The patterns outlined in light blue and green are also shown in Figures 10(d)
and (e), respectively. The bottom insets, marked by A− F, illustrate averagemeasured inverse spot distances in Å and
measured angles in degrees.
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Figure S26: Selected patterns from interfacial Al-Fe-Si crystals from the locationsmarked by 13− 26 in Figure S20. For
each crystal, the top pattern shows summed diffraction patterns, while the bottompattern resulted fromNMF-based
segmentation. Patterns outlined in black are indexed with respect to αc, while patterns outlined in dark blue could
not be indexedwith respect to this phase. The pattern outlined in red is also shown in Figure 10(f). The bottom insets,
marked byG − P, illustrate average measured inverse spot distances in Å and measured angles in degrees. Note that
the two patterns marked by 19 were recorded from the same crystal at two different tilt conditions differing only by
1°.
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Figure S27: Selected patterns from interfacial Al-Fe-Si crystals from the locationsmarked by 27− 34 in Figure S20. For
each crystal, the top pattern shows summed diffraction patterns, while the bottompattern resulted fromNMF-based
segmentation. Patterns outlined in black are indexed with respect to αc, while patterns outlined in dark blue could
not be indexed with respect to this phase. The bottom insets, marked by Q − X, illustrate average measured inverse
spot distances in Å andmeasured angles in degrees. Note that the two patternsmarked by 29 were recorded from the
same crystal at two different tilt conditions differing only by 1°.
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Figure S28: Simulated kinematic zone axis patterns for αc, produced using ReciPro, where the hkl indices and d-
spacings [Å] are given. The patterns are marked by zone axis and a letter denoting the corresponding experimental
patterns in Figures S25-S27.
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