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Abstract

The dissertation presents the findings from laboratory experiments conducted to study
the pressurised flushing phenomena using lightweight materials as model sediment.
The study resulted in four research papers, which are summarized in this thesis and

the results are discussed in detail.

To speed up the recording of bed levels in the experiments and to produce better
quality 3D models of the recorded bed levels, Structure from Motion (SfM) technique
was applied. Before adopting to the experiments, different SfM tools available were
compared and the suitable one was selected. Then, the applicability of StM technique

with the selected SfM tool was tested in three scale model studies of different scales.

Five sets of scaled model experiments on pressurised flushing of non-cohesive
sediment deposit through bottom outlet were carried out. Natural sand and
lightweight materials satisfying the scaling criteria were selected to be used as model
sediments. The experiments were focused on predicting the dimensions and volume
of flushing cones, so two empirical equations were proposed from regression analysis

of the experimental data to predict the length and volume of flushing cones.

The prediction made by new proposed empirical equations were also compared with
the empirical equations proposed by previous laboratory experiments conducted with
sand as model sediment. Since the experiments in this study were conducted for
variations in different parameters governing the flushing process, the proposed
equations performed pretty well for both sand and lightweight materials as model

sediment when compared to empirical equations from previous studies.
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Introduction

Around the world, there are more than 50,000 large dams which are higher than 15 m
and/or having storage capacity bigger than 3 million m?3. The total reservoir storage
capacity of dams around the world is estimated at about 7,000 km?® (UNESCO, 2009).
Undoubtedly, damming a naturally flowing river was one of the biggest human
achievement in harvesting natural water resources. Initially, dams were built to
attenuate flood intensity, supply water for household uses and irrigating crops. In
course of time, the purpose of dams distended to navigation, energy production, fish

farming, recreation and many more.

Besides storing precious water, the dams also accumulate sediment fluxes into the
reservoir. Sedimentation in reservoirs has many environmental, ecological and
engineering effects including continuous loss of reservoir capacity itself. Globally, the
annual loss rates relative to installed storage capacity are generally estimated to range
between 0.5 and 1% (Atkinson, 1996; Mahmood, 1987; Schleiss et al., 2016; White,
2001). To cope with increasing population and decreasing reservoir capacity, new
dams have to be built. But most of the feasible sites for dam construction have already
been exploited and the environmental regulations regarding construction of dams
have become very demanding. Hence, sustaining the storage capacity of a reservoir by
reducing the sedimentation or restoring the reservoir storage lost due to sedimentation
could be more feasible option than building a new reservoir. Regarding this, various
reservoir sediment management strategies like reducing sediment yield in the river by
watershed management or trapping sediment before entering the reservoir; routing
the inflow sediment to downstream bypassing or through the reservoir; and
evacuating deposited sediment mechanically or hydraulically have been practised to

prolong the reservoir’s life and to restore the lost storage capacity (Annandale et al.,



2016; Basson et al., 1997; Brandt, 2000; Morris & Fan, 2010; Schleiss et al., 2016; Wen
Shen, 1999).

Hydraulic flushing is one of the strategies commonly used across the globe for
evacuating deposited sediments from reservoirs (Lai & Shen, 1996), usually by
releasing flow through low-level outlets at the dam (White, 1990). It is most often
preferred in long and narrow valleys with ample water inflow as the river water itself
is used to flush the deposited sediment from reservoirs and to pass incoming
sediments through the reservoir to downstream. Paul & Dhillon (1988) analysed
reservoir flushing data from the field and model studies in six countries and reported
that the hydraulic flushing is effective in removing deposited sediments from small
reservoirs (storage capacity less than 10® m®) as well as from large reservoirs (storage
capacity up to 10'° m?). For hydraulic flushing to be significantly effective, the reservoir
shall be drawn down to the extent of natural river flow condition existing before the
dam was built (Atkinson, 1996; Scheuerlein et al., 2004; White, 1990). Such type of
flushing with complete drawdown of reservoir is called ‘free flow flushing’. Free flow
flushing is not feasible for large reservoirs in water scarce regions since reservoirs shall
be emptied for flushing sediment deposits. It requires curtailing of reservoir’s function
(e.g., power production, water supply etc.) during the flushing period, which makes it
not suitable for reservoirs built to provide steady water supply e.g., for municipal or
industrial users. In such cases, pressurized flushing, in which deposited sediments are
evacuated through bottom outlets while maintaining the minimum reservoir

operation level, can be a viable option.

Pressurized flushing is a type of hydraulic flushing in which sediment deposits are
evacuated through bottom outlets while the reservoir water level is maintained not to
be lower than the minimum operating level. Unlike free flow flushing in which
reservoir is drawn down completely, pressurized flushing is less efficient and only
scours sediment deposits locally in the vicinity of bottom outlet creating a funnel
shaped crater commonly designated as flushing cone or flushing half-cone (Samad
Emamgholizadeh et al., 2006; Mahmood, 1987; Meshkati et al., 2010; Sloff, 1991; Wen
Shen, 1999). A simplified sketch of a flushing cone and its associated parameters are

shown in Figure 1.



a = height of bottom outlet

a, = height of bottom sill above bed level _Lmax_|
b = width of bottom outlet

B = width of the reservoir (flume)

H, = sediment height above bed level

b, = sediment height above outlet” sill a) Longitudinal Section

H,, = netsediment height above centre of outlet

opening
H,  =flow depth above bed level ‘b »
max
hw = flow depth above outlet’s sill !
H,_,. =netflow depth above centre of outlet 1
opening
L, . =length of flushing cone b) Plan
[e] = discharge where,
: hy =H, —a,

Vs = volume of flushing cone _

. . snet hs —a’2
W, = width of flushing cone h, =Hu-a,
Z, .. = depthof flushing cone H,,6 =h,—-a?2

Figure 1. Sketch of a flushing cone and its associated parameters

As soon as the gate of the bottom outlet is opened for pressurized flushing, a scour is
initiated due to excess shear stress (Powell & Khan, 2012) and large amounts of
sediment are released in the beginning (Fang & Cao, 1996). After the formation of the
scour cone, vortices with vertical axes occur randomly which further scour the
sediment deposit by entraining sediment particles into the flow and hence discharging
through the outlet (Powell & Khan, 2012). These random vortices ultimately govern
the equilibrium size of the flushing cone (Powell, 2007; Powell & Khan, 2012). With
progressing time, the scour cone becomes fairly stable in shape and size with no

further sediment removal from the cone (Di Silvio, 1990).

Despite the pressurized flushing can clear deposited sediment up to a limited extent
only, it is crucial especially for hydropower reservoirs, when sediment deposition
levels near intakes have to be controlled to prevent passage of sand through the
turbines while the hydropower plant is in operation (Basson & Rooseboom, 2008; Fang
& Cao, 1996). Moreover, it can be the only feasible option for reservoirs in water scarce
regions, which cannot afford emptying of the reservoir for free-flow flushing (Kondolf
et al., 2014). Therefore, it is essential to predict the spatial extent and the volume of
sediment that can be cleared for design of the outlets and to establish operational

regime for efficient pressurized flushing. But the formation of a flushing cone during
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pressurized flushing is a complex three-dimensional phenomenon involving
numerous parameters, verification of which is problematic (Scheuerlein et al., 2004).
Because of that, the theoretical treatment of pressurized flushing phenomenon is very
difficult. Most of the flushing and sluicing practices are based more on experience than
on understanding of the physical processes (Sloff, 1991). Hence, various empirical
regression-based relationships have been proposed to predict the dimensions and the
volume of a flushing cone within a dimensionless framework as described in Section
2.1. Almost all of the empirical relations available in literature to predict the
dimensions and volume of a flushing cone were derived via flume experiments and
scaled model studies except the one by Scheuerlein (1993) in which he proposed a
simplified analytical approach. Most of such flume experiments and scaled model
studies used sand as model sediment whereas some preferred lightweight materials,
having density lower than natural sand but denser than water, as substitute for natural
sand. But they did not clearly explain about scaling relation between different

parameters associated to the model sediment and the prototype sediment.

In a reservoir project, the sediments depositing near the intake are mostly fine
sediment since the coarse sediment carried by the inflowing river starts settling nearby
the mouth of the reservoir due to very low flow velocity in the reservoir. Therefore,
physical models replicating pressurized flushing in general have to properly represent
fine prototype sediment. The common practice to model such scenario is to scale down
the parameters of prototype into model scale based on Froude model law. Froude
model law is applicable for open channel flows, in which gravitational force is the
dominant hydrodynamic force. Hence, similarity in Froude number F between model
and prototype is considered as the basic similarity criterion. Such models are also
designated as Froude-scaled models or Froudian-scale models. Undistorted Froude
scaled models with fixed beds produce satisfactory results with reasonably
understood scale effects (Heller, 2011). However, the degree of complexity increases
by many folds for mobile bed physical models in which similarity in sediment

transport needs to be considered.

Undistorted Froude scale models with natural sand as model sediment, the particle
size of which is scaled down by model scale factor L- (where the subscript ‘" defines
the ratio of prototype and model properties), provide satisfactory results with
minimized scale effects. However, if such models are used to represent prototypes

with fine sand which, when downscaled to model scale, may require sediment size in
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cohesive range, they are prone to scale effects. Moreover, the scaling may also change
the sediment transport phenomena from bed load in the prototype to suspended load
in the model (Kamphuis, 1974). To avoid scale effects due to cohesion and changes in
flow-grain interaction characteristics, the particle size of sand in models, dsn, should be
greater than 0.22 mm (Zarn, 1992) [ds>0.5 mm by Bretschneider (in Kobus, 1980),
ds»>0.8 mm by Oliveto & Hager (2005), ds»>1 mm by Schmocker & Hager (2009)].
However, the prototype sediment size for a reservoir project is likely to dwell within
that size range. To avoid downscaling fine prototype sand to model sediment size
likely to be in cohesive range, lightweight materials can be used as model sediment to
overcome the limitation in particle size of sand in model and to avoid cohesion in

model sediment.

In the past, lightweight sediment models were designed based on trial and error using
various materials available and selecting the one that calibrated well with the
prototype data. Those models were most often intended to get qualitative results.
Based on experiments on incipient motion of sediment by Shields (1936), various
scaling laws were developed for quantitatively interpreting the model predictions.
Since then, different laboratories around the world have been using lightweight
materials as model sediment, and the scaling criteria and study methodologies were
based on their experiences with such models and adjusted to the peculiarities of the
problems at hand (Henry et al., 2018). But the details about the scaling laws and model
techniques, especially about the failed attempts, were never published (Vollmers,
1990).

Therefore, a research project was initiated as a part of SediPASS program by
Norwegian Hydropower Center (NVKS), Norway and Norwegian Institute of Science
and Technology (NTNU), Norway in collaboration with Hydro Lab, Nepal in 2017 to
fill the gap between physical hydraulic modelling of pressurized flushing of a
reservoir and the methodogical scaling of the sediment parameters by using
lightweight sediments. Under the broad objective of SediPASS program to develop
knowledge towards improved design and operation of sustainable hydropower
exposed to high sediment yield, this study was focused on simulation of pressurized
flushing in physical hydraulic models using lightweight sediment to predict the extent
of resulting flushing cones. The study was funded by The Research Council of



Norway, Hydro Lab Nepal, Statkraft and the Norwegian Hydro Power Center
(NVKS).

1.1 Scope and Aim

Narrowing down the broad objective of SediPASS program, the present PhD research
specifically concentrates on conducting physical hydraulic modelling of pressurized
flushing of non-cohesive sediment deposits from reservoir through bottom outlets by
using properly scaled lightweight sediments to represent fine prototype sediment. The
objectives of the research are to review the literature on pressurised flushing as well
as on scaling laws for mobile bed models, to select suitable scaling laws for using
lightweight sediments in scale models to represent non-cohesive sediment in
prototype, to design physical models based on selected scaling laws and available
lightweight sediment and to conduct physical modelling of pressurized flushing of
sediment deposits through bottom outlets to validate the applicability of the model
technique. The research is also intended to develop empirical relations for quantitative
prediction of flushing scour cone geometry. Additionally, this study also aimed in
adoption of Structure from Motion (SfM) technique to physical scale modelling for

acquiring accurate data in high temporal and spatial resolution.

1.2 Thesis outline

This thesis is composed of five main chapters. The present chapter introduces the topic
and describes the need and objective of the study. Chapter 2 presents theoretical
background via literature review on pressurized flushing experiments and similarity
criteria for mobile bed scale models using lightweight sediments. Chapter 3 describes
the research methodology and acquaints an overview of the experimental setup,
adopted modelling techniques and experimental procedure. In addition, one section
in Chapter 3 is dedicated to describe application of Structure from Motion (SfM)
technique in data acquisition during the model experiments. Chapter 4 summarises
and discusses the results from the experiments including comparison of empirical
relations available in the literature. Chapter 4 also covers multi-variate nonlinear
regression analyses of experimental data to propose new empirical relations for
prediction of dimensions and volume of a pressurized flushing cone. Chapter 5
summarizes the findings of this study and outlines potentials for further research. The
thesis also contains manuscripts of the selected research articles in Annex-A. The

dimensional analysis to derive dimensionless functional relationships for length and
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volume of flushing cones; and the regression analysis of experimental data to derive
empirical relations predicting length and volume of flushing cones are presented in
Annex-B. The statement from co-authors are included in Annex-C at the end of the

thesis.






Literature Review

2.1 Predicting geometry of a pressurized flushing cone

Various studies available in literature on pressurized flushing of non-cohesive
sediment deposit through bottom outlet presented different empirical relations to
predict dimensions and size of a pressurized flushing cone except Scheuerlein (1993),
who presented a simplified analytical approach to identify the parameters governing
flushing efficiency and to develop criteria for evaluation of the flushing efficiency. He
suggested that the flushing efficiency will be maximum for a certain water level above

the sediment deposit, which was designated as effective flushing water level (EFWL).

Emamgholizadeh et al. (2006) showed in their experiments with non-cohesive
sediments that the maximum flushing efficiency can be achieved by lowering the
reservoir water level during the flushing while the outlets are fully opened. They

proposed an empirical relation for estimating the flushing cone volume:

v

& 0.6139 u 0.0062 005 h_ .\ 0:0036
— . sne sne ]
Hsnet (\/g Hwnet) ( ds ) (Hwnet) ( )

where, Vi = equilibrium volume of the flushing cone, Hsut = net sediment height above

the centre of the outlet opening, u = flow velocity at the entrance of the outlet and Huwne

= net flow depth above the centre of the outlet opening.

The experimental investigations of Powell (2007) and Powell & Khan (2012) showed
that the flushing cone geometry is similar for different net heads and sediment sizes if
itis described in a dimensionless framework. They concluded that the maximum scour
depth Zua increases with increasing net head Huwnr and it decreases with increasing

sediment size ds. Powell (2007) also provided explicit relationships for maximum depth



of flushing cone Zmwx, maximum width of flushing cone Wi, maximum length of

flushing cone Luax and volume of flushing cone Vs at equilibrium as follows:

185767 W1t 33773

VA = — Db
max ﬁ( ds )0.1
u

2.1

Hwnet

Hwnet
Winax _ 55789T+144557

2 M( 4 >0A1
H \Hynet

2.2)

L 72017%%5656 23
max — M( ds )01 ( . )

# \Hynet

Wmax
V = 0.673 Linay 2% Zynqs 24)

Shahmirzadi et al. (2010) showed that the length and volume of the flushing cone
increases with increase in area of outlet opening under constant reservoir level. They
proposed the following empirical relations for predicting the length and volume of

flushing cones:

ve 0.042 ( u )0.14—9 (Hsnet)3.082 ( A )0.174— (3 1)
H\fmet ' V9 Hwnet Hywnet H\fmet ’
Linax _ 0,031 ( u )0.104 (Hsnet)0.733( 2A )0.146 (32)
Hynet V39 Hwnet Hynet Hiynet

where, A = cross sectional area of the outlet opening.

Conducting similar experiments, Meshkati et al. (2010) concluded that the flushing
cone dimensions for a constant outlet discharge can be increased by regulating the
discharge under lower reservoir level. They also showed that the flushing cone volume
can be increased by increasing the outlet discharge for a constant reservoir water level.
They finally proposed empirical relations for the estimation of the flushing cone

volume and length:

B _ag ( " )0.21 (Hsnet)z_z( b )0.89 (D)
H\fmet ' V3(Gs—1)ds Hwnet Hwnet ’
0.1 0.75 0.34

Lmax u Hsnet D
Zmax — 0,02 ( ) (=) 4.2
Hywnet \/g(Gs—l)dS (Hwnet) Hynet ( )
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where D is diameter of the circular bottom outlet. Only a single sand sample of a
constant thickness was used in their experiments i.e. the experiments were carried out

for constant values for Gs, dsand Hsuet.

Fathi-Moghadam et al. (2010) carried out experiments with three different sand sizes
and showed that the size of the flushing cone increases with decreasing sediment size
ds. They proposed the following empirical relations to predict the flushing cone’s

volume and length:

Vsl/3 _ u 01 Hynet —0.046
=28 (Jg(as—l)as> (Hsnet) (5.1)
0.1 -0.033
LT".J = u HWnEt
p oD (Jg(cs—l)as> (Hsnet) (5.2)

Atmodjo & Suripin (2012) performed physical model tests of pressurized flushing of
Wonogiri Reservoir in Indonesia and concluded that the effective flushing water level
(EFWL), under which the flushing is most effective as defined by Scheuerlein (1993),
depends on the thickness of sediment deposit Hs as derived in the equation
EFWL=10.58Hs12. Emamgholizadeh et al. (2013) used data from Emamgholizadeh et
al. (2006), Meshkati et al. (2010) and Fathi-Moghadam et al. (2010) to train and test an
Artificial Neural Network (ANN) and an Adaptive Neuro-Fuzzy Inference System
(ANFIS), and concluded that both artificial intelligence (AI) based models predicted
the flushing cone volume and length more accurately than the empirical regression-
based relations according to Eqn. 1 and Eqn.s 3-5. They performed sensitivity analyses
and listed the most significant parameters regarding the flushing cone dimension and
volume in descending order of their significance as: net sediment height above the
centreline of outlet opening Hsur, characteristic sediment size ds, diameter of outlet
opening D, average velocity at the outlet # and net flow depth above the centerline of
outlet opening Hunet. It means that the geometry of flushing cones are more sensitive

to sediment properties Hswr and ds than the hydraulic parameters  and Huwnet.

Kamble et al. (2017) studied pressurized flushing cones in a physical model of
Chamera II Hydroelectric Project — Stage II (CHEP-II), India. The experimental results
consolidated the findings from previous studies. Additionally, they derived empirical
equations for dimensionless length and depth of flushing cones by non-linear multiple

regression analysis of experimental data.
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Hajikandi et al. (2018) performed pressurized flushing experiments for square and

Zmax __

Hwnet

circular orifices having equivalent opening area to confirm that the flushing cone
dimensions for square orifices are bigger than those for circular orifices under the same
reservoir level condition. Their experimental results showed that width of a flushing
cone is most sensitive to shape of outlet opening and least sensitive to sedimentation
parameter [G = pv?/(ps — p)gd3]. Similarly, Dreyer & Basson (2018) performed
experiments with outlets of four different shapes and concluded that square outlets
produce bigger flushing cones than circular outlets but smaller flushing cones than flat
rectangular outlets having equivalent opening area. They also presented non-

dimensional equations to predict scour cone dimensions and volume:

Lmax _ hy _ u boctboe
bnex — 1206 tn (22) - 14594 n (m) +0.0536 In (2cther) 7.1

WhL;x = 2.3065 In (h;‘fhs) —3.4197 In (J;Tw) +0.136 In (%) 7.2)
fuax 07615 In () - 0.7519 In (J;T) +0.0278 In (Pectee) (7.3)
:_gv _ (%)1.9529 (WhL‘jx)—O.3787 (Z;:l—::x)l.3663 (74)

where hw is flow depth above outlet’s sill, & is sediment height above outlet’s sill, b is

outlet width over the centreline and b« is outlet width at the edge.

Mohammad et al. (2018) carried out laboratory experiments on pressurized flushing
in straight wall reservoirs to conclude that maximum volume of sediment was flushed
for optimal value of Huwnet/ Hsnet which was found to be 2.26. They presented that volume
of sediment flushed can be optimized by providing the outlet with an optimal length
of internal offset. They provided four different dimensionless equations to predict the
scour cone volume and proposed that uniformity coefficient of the sediment Cu= deo/d10
can be used instead of ds (median diameter of sediment particles) to estimate the scour

cone volume. The equations put forward by Mohammad et al. (2018) consisted of
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outlet’s length of internal offset L. as an important parameter. But the proposed

equations are not applicable to the condition L. = 0 resulting Vs = 0, which is not true.

The summary of the sediment used by above mentioned studies as shown in Table 2.1
demonstrates that the sand size used in the pressurized flushing experiments ranged
from 2 mm to finer than 0.25 mm. Only experiments by Atmodjo & Suripin (2012) and
Kamble et al. (2017) were performed as model studies of respective prototypes scaled
down with proper scale factors whereas others were performed as generalized
experiments to study the relationship among different parameters associated with
pressurized flushing phenomenon. However, both Atmodjo & Suripin (2012) and
Kamble et al. (2017) did not describe about the downscaling of prototype sediment into
model scale. Moreover, Atmodjo & Suripin (2012) used coal dust as model sediment
but they did not even mention the size of model sediment particles. They concluded
that more research is needed with the sediment material i.e., coal dust of various sizes.
This study was focused on addressing such deficiency by implementing proper scaling
for model sediment based on available theoretical scaling criteria as described in

following sections.

Table 2.1: Summary of sediment used by experimental studies on pressurised flushing of non-
cohesive sediment

Reference Sediment material Sediment size (ds0) Model scale
Emamgholizadeh et al. (2006) Sand 2 mm - 0.595 mm N/A
0.595 mm - 0.25 mm

finer than 0.25 mm

Shahmirzadi et al. (2010) Sand 1 mm (uniform) N/A
Meshkati et al. (2010) Sand 1 mm (uniform) N/A
Fathi-Moghadam et al. (2010) Sand 1.2 mm N/A
0.42 mm
0.27 mm
Powell and Khan (2012) Sand 0.89 mm N/A
0.73 mm
0.29 mm
Atmodjo and Suripin (2012) Coal dust N/A 1:66.67
(Gs=1.558)
Kamble et al. (2017) Sand 0.25 mm 1:55
Hajikandi et al. (2018) Sand 0.87 mm N/A
0.28 mm
Dreyer and Basson (2018) Silica sand 0.095 mm N/A
Mohammad et al. (2018) Sand 1.44 mm N/A
0.84 mm
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2.2 Similarity criteria for mobile bed models

Physical hydraulic modelling is a well-established approach to study real world
hydraulics by replicating the prototype and its hydraulic phenomena via a properly
scaled physical hydraulic model. Physical hydraulic models in general are scaled
down representations of their prototypes which makes them both economically and
practically feasible. Theoretically an ideal physical model shall have similitude with
its prototype in every aspect, which requires scaling down the whole prototype system
including geometry, fluid properties, gravitational acceleration and atmospheric
pressure. Though it is possible to scale down gravitational acceleration, g as
implemented in geotechnical experiments using centrifuges (Taylor, 1994), it is not
practical in case of physical hydraulic models. Similarly, scaling of fluid properties can
be achieved by different methods e.g. using glycerine instead of water (Kobus, 1980),
adding surfactant to water to reduce surface tension effects [Miller (2015); Ghetti &
D’ Alpaos (1977)] and modelling in wind tunnels using air as model fluid [Rouse et al.
(1958), Westrich in Kobus (1980)]. However, using chemical additives to water or using
completely different fluid in physical hydraulic models is highly expensive and
difficult to handle. Considering overall economic and practical feasibility, water is the
most suitable and the only option to be used as model fluid (Kamphuis, 1985). Since
fluid properties, gravitational acceleration and atmospheric pressure are almost same
in prototype and models, a complete similitude between model and prototype is
practically not possible except for 1:1 scale. The imperfect similitude between model
and prototype for model scale other than 1:1 will bestow some discrepancies in model
predictions known as ‘scale effects’. Scale effects are inevitable and become more
significant with increasing model scale factor and their size depends on the
investigated phenomenon (Heller, 2011). Nevertheless, scale effects can be confined to
acceptable limits by maintaining similarity in dominant hydrodynamic forces while

neglecting insignificant ones.

Mobile bed models represent two-phase flow with sediments and water. They are
utilized to study sediment transport processes in fluvial and coastal environments.
Evidently the basic requirement for a mobile bed model shall be its ability to achieve
similarity in both hydrodynamics and sediment motion. One of the first successful
mobile bed physical model was used by Osborne Reynolds in 1885 to study the

patterns of tidal currents in the estuary of the River Mersey in England (Reynolds,
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1901). At that time, there was not any systematic basis for scaling model sediment until
Einstein & Chien (1956) proposed similarity criteria for distorted river models with
movable bed. They carried out semi-theoretical derivation of each criterion using
theoretical and empirical equations for hydraulics and sediment transport. They
recommended satisfying similarity in both Shields parameter 8 = 7/[pg(G; — 1)d;]
and sediment transport intensity ¢ = q,/ \/[g(GS——l)dS3] (t is bed shear stress, G is
specific gravity of the sediment particles, ds is characteristic size of sediment particles,
g is gravitational acceleration and gs is volumetric bed load transport rate per unit
width). Komura (1962) excluded similarity in Shields parameter and derived similarity
conditions from the equations of motion and continuity for flowing water and
sediment transport and equation of resistance law for sediment laden water flow. He
used empirical relations from other Japanese researchers relating the ratio ks/ds (where,
ks is roughness height) to the entrainment function 0. Kishi et al. (1975) proposed
similarity in B x S/h and 0/0. (where, B is the channel width, S is average bed slope, h

is flow depth and O is critical Shields parameter for incipient motion).

Yalin (1971) carried out dimensional analysis of seven characteristic parameters [v, p«,
ps, ds, S, h and g] that can describe the two phase phenomenon of sediment transport
in water (where, v is kinematic viscosity of water, pw is density of water, ps is density
of sediment particles). He arrived at four dimensionless parameters [R+, F- or O, h/ds
and ps/pw] and proposed that similarity in all these four dimensionless parameters shall
achieve dynamic similarity in sediment transport phenomenon. Here, R represents
particle Reynolds number and F- represents densimetric Froude number. Similarly,
Zwamborn (1966) concluded that similarity in Froude number F, relative fall speed ws
/u- of sediment particles and relative roughness (h/ds) shall be satisfied to achieve a
good similarity in river morphology between model and prototype (where, ws is
settling velocity of sediment particles and u- is average shear velocity). He also
concluded that similarity in particle Reynolds number R-: shall necessarily be
compromised, which is applicable for rough turbulent flows, to arrive at comparable

sediment behaviour in model and prototype.

Pugh & Dodge (1991) proposed that sediment discharge can be properly simulated in
Froude scaled models by maintaining similarity in Taylor’s dimensionless unit
sediment discharge q. = qs/u.ds. Assuming natural sand as the model sediment, this

condition can be achieved when magnitude of R+ in model is above 100 or model
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sediment particle size is greater than 1 mm. For models with 5<R-<100, either the model
sediment size or the specific gravity of sediment particles shall be adjusted according
to required settling velocity of model sediment particles as per Froude scaling. United
States Army Corps of Engineers (USACE) proposed the use of micro scale physical
models which ignore similarity in both Froude number and Shields parameter (Gaines
& Smith, 2002). Though these model types could be useful for qualitative studies, their
results have huge discrepancies when compared to prototype measurements.
According to Julien (2018), similitude in mobile bed models can be achieved by
simultaneously satisfying similarity in Froude number F, resistance e.g. Manning-
Strickler’s coefficient of roughness n, dimensionless grain diameter D- and Shields

parameter 0.

Besides the above mentioned scaling conditions, many different scaling criteria have
been proposed by various researchers that selecting an appropriate set for a given
model is sometimes very problematic (Hudson et al., 1979). Hence, the selection of
scaling criteria for a mobile bed scale model shall be based on objectives of the study,
assumptions made and constraints. All the proposed scaling criteria have their own

constraints.

For the similarity criteria proposed by Einstein & Chien (1956), similarity in Shields
parameter 0 and sediment transport intensity @ can be simultaneously achieved for
only a very narrow range of sediment transport rates. The similarity in Shields
parameter, also known as the zero-sediment load criterion, can only satisfy the
similarity in flow conditions at the beginning of sediment motion i.e. similarity
condition of critical tractive force but is unable to satisfy similarity in flow having large
sediment transport rates (Komura, 1962). The similarity criteria suggested by Kishi et
al. (1975) is suitable for investigating bar formation as dominant process in scale

models.

The limitation in scaling criteria proposed by Yalin (1971) is that it demands
lightweight material as model sediment for distorted model experiments (Wei et al.,
2011). Similarity in relative fall speed ws /u* proposed by Zwamborn (1966) can be
achieved only in undistorted models if settling velocity is scaled according to Froude

scaling as suggested by Pugh and Dodge (1991). Taylor (1972) performed dimensional

analysis and showed gs. = f (R*, 9,5—5,09,SF ), which means similarity in 6, R+ and
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ps/po will ultimately represent similarity in gs-for properly scaled model sediment (for

the given value of g; and S.F.). Here, o, is geometric standard deviation of sediment

sizes and S.F. is sediment particle’s shape factor. The criteria of similarity in 6 and D-

as proposed by Julien (2018) also imply the similarity in R- since R? = 6 D3.

Based on the available literature, the similarity criteria required for designing mobile

bed scale models can be summarized as:

A. Similarity in hydrodynamics:

ii.

Froude number F: For modelling turbulent open channel flow systems in
which gravitational force is dominant, Froude scale modelling (FSM)
approach is generally adopted for similarity in hydrodynamics. While
designing such models, similarity in Froude number in prototype and
model is maintained in all cases. This similarity criteria can be written

mathematically as:

Ezmz\/_h—rzl @)

Where, Xr= Xp/Xm
Xp =magnitude of parameter X in prototype
Xm =magnitude of parameter X in model

Reynolds number R: The tractive forces on sediment particles is due to drag
force and turbulence, both of which depends on Reynolds number.
Therefore, achieving similarity in Froude number only does not necessarily
ensure similarity in the tractive forces and hence the sediment transport
accurately (Pugh & Dodge, 1991).

Ry =" =u by = 1 9

Ur

Satisfying both criteria Fr =1 and Rr =1 simultaneously is practically not possible

except for 1:1 scale. However, this criterion can be relaxed when both prototype
and model have turbulent flows i.e. R>2000 (Gill & Pugh, 2009) for which viscous

forces are not significant.
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B. Similarity in sediment transport

i.  Shield’s parameter or Densimetric Froude number 6

2 2
g, =—Lrr - T — g (10)

(ps—pP)r r dsr (Gs—D)rdsr

ii.  Particle Reynold’s number R,
Ui dsr

R, =" =y, dy =1 (11)
iii.  Relative particle density,

Psr

Psr — 1 12

Pr ( )
iv.  Relative roughness
dsr _
=1 (13)

v.  Relative fall speed

Wsr — 1 a4

Usr

For complete similitude in sediment transport, all these five criteria (Eqns. 10-14) must
be satisfied simultaneously, which is again practically not possible for model scale
other than 1:1. Hence based on the objectives of the model study, incomplete similitude
models shall be designed by satisfying similarity in significant parameters while
relaxing the remaining. Since the relative fall speed accounts for sediment transport in
suspension occurring simultaneously with bed-load transport, the criterion of
similarity in relative fall speed (Eqn. 14) can be compromised for bed load dominant
models. Likewise, the similarity in particle Reynolds number (Eqn. 11) can be
compromised if its value is greater than a certain critical value, for which the fluid
viscosity and the particle Reynolds number become insignificant regarding the
detachment and motion of sediment particles. This critical value of R+ depends on the
flow depth, grain size distribution and shape of sediment particles. Hence, a definite
value of R+ may not be valid to generalize for all type of scenarios to be modelled.
However, literature shows that the critical value should be somewhere in the range 70
< R+< 150 (Yalin, 1971) [also R+>100 (Bogardi, 1959), R+>70 (Vollmers, 1990) and R*>60
(Chauvin, 1962; Gehrig, 1980)].
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Kamphuis (1985) proposed different types of models with incomplete similitude based
on the similarity criteria that are satisfied (see Table 2.2). He designated models which
satisfy the most number of criteria (three out of five) as ‘Best Models’. Best models are
basically undistorted models with model sediments having same density as that of
prototype sediments. Since the Best models require the size of the sediment particles
to be scaled down as per the model length scale factor, it poses a limitation to the
applicability of such models when the sediment particles are very fine in prototype
and scaling it down to model scale may demand model sediment sizes in the cohesive
range. Using cohesive sediments in model to represent non-cohesive sediments in
prototype will inevitably produce erroneous results due to the difference in sediment
properties. To overcome this limitation in scaling down fine prototype sediments, the
similarity criteria for relative sediment density, relative roughness and relative fall
velocity can be relaxed while satisfying similarity criteria for Shields parameter and
particle Reynolds number. Kamphuis (1985) named such models as ‘Lightweight
models’ and suggested that the specific gravity of model sediments shall be within a
range of 1.05 to 2.65. The use of lightweight sediments can introduce additional scale
effects through the incorrect scaling of the relative density (Gorrick & Rodriguez, 2014;
Kamphuis, 1985; Keen, 2011; Sutherland & Soulsby, 2011). However, it can be taken as
better option against using fine cohesive model sediment or incorrectly scaled coarser

model sediment.

For the model studies that require large volume of lightweight sediments, it will be
economically feasible to use easily available or locally producible materials. However,
such materials are available in very limited range in size and density and seldom
satisfies the size-density relation (derived from Eqns 10 and 11) mandatory for the

lightweight models i.e.
ds- = (G, = ;" (15)

While designing lightweight models, the designer can independently choose only one
scale ratio for parameters among horizontal length L:, sediment size ds and specific
gravity of sediment particles Gs. It will be practically convenient to select locally
available lightweight materials to conduct model studies if the size and density of such
materials can be chosen independently. This freedom can be achieved by further
relaxing the similarity in particle Reynolds number and maintaining similarity in

Shields parameter only. Kamphuis (1985) designated such models as ‘Densimetric
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Froude models’ based on the only scaling criteria that is satisfied. The generalized

scaling relation for a densimetric Froude model can be derived from Eqns 8 and 10 as;
Ly = 8% (Gs — 1), dsr (16)
where, 6 = L, /h: is distortion ration

It should be noted that the extra flexibility in choosing model parameters for
densimetric Froude models comes with additional exposure to scale effects. Such
models have to deal with combined scale effects inherent to Best models and

Lightweight models.

Table 2.2. Classification of movable bed models by Kamphuis (1985)

Similarity Criteria

Model
6,=1 R,=1 (ps/Pwr d/h),=1 Ws/u)r=1

Best Model v x 4 4 x

. . Psm/Pwm =
v v x x

Lightweight model 1.05 to 2.65
Densimetric Froude model v x 550"5[/ tlz)wz 675 x x
Sand model x x v x x

Note: v satisfied  x not satisfied

2.3 Lightweight materials as model sediment

In the past, there were no systematic basis for scaling model sediment to be used in
mobile bed models, so natural sand itself was used as model sediment. When fine
sediment in prototype had to be modelled, the model sediment was likely to be coarser
than required due to the limitation on using model sediment size within non-cohesive
range. In such cases, the slopes in the models were exaggerated by the modeller to
facilitate sediment motion. The modelling process most often involved tedious trial
and error to select suitable model sediment size and model boundary conditions which

successfully reproduce prototype conditions.

During 1935-36, Lieutenant Francis H. Falkner who was the Director of Waterways
Experiment Station (WES) located in Vicksburg, Mississippi supervised a
comprehensive investigation of model methods and theories including a search for
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better bed materials for movable bed models. Based on physical and chemical
properties, cost and availability, four out of 60 materials under consideration were
proposed as potential candidates for practical use in models. The shortlisted materials
were; gilsonite, limed resin, Kansas coal and haydite. All those four materials were
lightweight, having density lower than natural sand, and produced better model
predictions (Fatherree, 2004).

Shields (1936) performed flume studies on bed load movement using various bed
materials with specific gravities ranging from 1.06 to 4.3. He concluded that light-
weight materials are very advantageous to be used in river model experiments as bed-
load materials since they have lower critical tractive forces which can easily be attained
in laboratory models. He also added that the possibility to use bigger grains of
lightweight materials make it suitable for distorted models as well. Bagnold (1955)
used lightweight grains, having specific gravity 1.004, made of 50% mixture of micro-
crystalline paraffin wax and lead stearate. He concluded that use of lightweight
materials makes it possible to achieve dynamically similar shear stresses in small and
inexpensive laboratory apparatus, which otherwise could not be achieved with natural
sand due to practical limitations. Before Bagnold (1955), the lightest materials used in
hydraulic experiments were amber and polystyrene (specific gravity of 1.06). Le
Mehaute (1970) concluded that even though using similar sediment material in model
as in prototype will ensure similarity in densimetric Froude number F- and particle
Reynolds number R-, the scale effects will be too large. In such cases, use of distorted

models with lightweight materials as model sediment will ensure better predictions.

Kamphuis (1985) suggested that the specific gravity of lightweight materials shall be
between 1.05 and 2.65. There is a wide range of materials having specific gravity
between 1.05 and 2.65, but only a few have potential to be used in mobile bed model
studies. Bettess (1990) conducted a survey on the use of lightweight sediments in
mobile bed models by different laboratories around the world. Based on responses
from 16 institutions in 11 different countries, he documented the list of lightweight
materials used by those institutions along with properties, advantages and
disadvantages of each material. A list of lightweight materials commonly used in
mobile bed experiments were also published in Julien (2018). A comprehensive review
of morphodynamic investigations using lightweight sediments in riverine and

estuarine models as well as in coastal models was presented by Henry et al. (2018).
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Research Methodology

3.1 Experimental setup

The experiments were carried out at the hydraulic laboratory of Norwegian Institute
of Science and Technology (NTNU) in Trondheim, Norway and the hydraulic
laboratory of Hydro Lab in Lalitpur, Nepal. In the hydraulic laboratory at NTNU, an
existing hydraulic flume was used. The flume was 12 m long, 0.6 m wide and 0.75 m
high and had a horizontal bed. The flume had an inlet tank at upstream and an outlet
tank at downstream. The outlet tank was connected to the inlet tank through a pipe
via an electric pump with a variable frequency drive (VFD) so that controlled
discharge could be circulated within the system. Before running the system, the outlet
tank had to be primarily filled with water supply from laboratory’s reservoir. The pipe
supplying discharge into the inlet tank was equipped with an electro-magnetic flow
meter to measure the inflow discharge. To simulate pressure flushing, the flume was
blocked at 6 m downstream from the inlet tank and a 50 mm x 50 mm orifice was
provided at the centerline representing a sluice gate i.e. bottom outlet. The sill level of
the orifice was kept 60 mm above the flume bed (i.e. 40=60 mm) to allow free formation
of the flushing cone and to avoid influence of the downstream flow. The opening
height of the outlet a could be varied from 0 to 50 mm by a vertical slide gate. A netted

basket was provided at the downstream end of the flume to collect flushed sediments.

For the experiments at the hydraulic laboratory of Hydro Lab, similar setup was
constructed so that the results could be directly compared. Since the study was focused
on flushing scour upstream of the bottom outlet, only 6 m long flume was constructed
up to the bottom outlet and an outlet tank was provided at immediate downstream.
The inlet tank at upstream of the flume was connected to the laboratory’s water storage
reservoir via a pump and supply pipe. A box with calibrated V-notch was installed at

the end of the supply pipe to measure the discharge fed into the inlet tank. The outlet
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tank was also connected to the laboratory’s reservoir to release back the outlet

discharge. A schematic diagram of the experimental setup is shown in Figure 2.

Unlike the experimental setups used by Emamgholizadeh et al. (2006), Shahmirzadi et
al. (2010), Meshkati et al. (2010) and Fathi-Moghadam et al. (2010) in which the
discharge through the bottom outlet could be regulated to vary for a given area of
outlet opening under constant water level, the experimental setup in this study was
purely gravitational i.e. water level, outlet discharge and outlet opening area were
interdependent. In this experimental setup, the outlet discharge increases with
increasing water level and vice versa for a given outlet opening area. Similarly, the

outlet discharge is proportional to outlet opening area under a constant water level.
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Figure 2: Schematic diagram of the experimental setup (not to scale)

3.2 Design of mobile bed models

3.2.1 Model scales

Three pairs of mobile bed models were designed for the pressurized flushing
experiments, each pair consisting of a sand model and a lightweight sediment model.
Due to limitations in resources and laboratory facilities, sand models could not be built
in bigger scale to represent as prototype of lightweight sediment models. Hence, the
models were designed in such a way that both sand model and lightweight sediment

model in each pair can be scaled up to represent a common fictitious prototype. Based
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on literature review, scaling criteria for ‘Best models’ (see section 2.2) were elected to
be suitable for sand models while scaling criteria for ‘densimetric Froude models’ (see
section 2.2) were selected for lightweight sediment models. Accordingly, the sand
models were designed as ‘Best models’ and the lightweight sediment models were
designed as undistorted ‘Densimetric Froude models’, such that both the sand model
and the lightweight sediment model in each pair were scaled down by the same length
ratio L. It is assumed that a ‘Best model’ can be treated as scaled down version of its
prototype since a ‘Best model’ is known to produce satisfactory results with minimized
scale effects. This assumption accorded the use of same experimental setup for both
sand models and lightweight sediment models and also allowed direct comparison of
experimental results from models within each pair. The scale factors for the models

were estimated as shown in Table 3.1.

Table 3.1. Scale ratio for mobile bed models used in the study

Model Parameter Symbology Best model densimetric Froude model

distorted undistorted
Length L, L, L, L,
Depth h, L, h, L,
Distortion ratio bo) 1 Lkt 1
Velocity or JLr Jhy JLr
Discharge O 125 L h}S 125
Time (flow) b \/L_r L, h;l/ 2 \/L_r
Submerged specific
gravity of sediment (G = Dr ! (Gs = Dy (Gs = 1)
Sediment size dsr L, h2 171G — D)t L.(G—1;?
Dimensionless unit
sediment discharge sr Ly e LHS(6 - 17t L6 - Dt

3.2.2 Model sediments

Three lightweight materials, designated in this study as LW-1, LW-2 and LW-3, were
selected as lightweight sediment. Acrylic and polystyrene materials were selected

because they are easily available in local market and they do not
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decompose/breakdown or changes in the material occur over time like organic
materials e.g., crushed coal, crushed walnut shells etc. Moreover, these materials can

be re-used in experiments repeatedly.

Three model sediments composed of natural sand, designated in this study as Sand-1,
Sand-2 and Sand-3, were selected to pair with the three lightweight materials LW-1,
LW-2 and LW-3 respectively. The characteristic particle sizes ds and specific gravity Gs
of the selected model sediments were chosen as per the scaling criteria discussed in
Section 3.2.1. Sand-1 and Sand-2 were composed of poorly graded sand keeping the
particle size distribution as close as possible to be uniform near the calculated ds. The
experiments with model sediment Sand-3 were not conducted since the characteristic
particle size of Sand-3, as per the adopted scaling criteria, was required to be 0.07 mm
which is close to the sand-silt boundary and possibly be subjected to cohesion. The
properties of model sediments used in this study are listed in Table 3.2. Two sets of
experiments with model sediment LW-1 and LW-3 were conducted at hydraulic
laboratory of NTNU in Norway whereas the remaining three sets of experiments with
model sediments Sand-1, LW-2 and Sand-2 were carried out at hydraulic laboratory of
Hydro Lab in Nepal.

Table 3.2. Sediment used for the experiments and their properties

G tri
Exp  Sediment o = . Calculated ~ Adopted  gp  Geometric Sf;):ézrréc Uniformity
set  material co s1z¢€ s1z& Gr. mean size Lo coefficient,
Material deviation
no. 1D (dy) mm (d;) mm (Gy) (dy) ) W= deo/d1o
Poly-methyl
1 LW-1 methacrylate 2.40 2.40 1.180 2.40 1.00 1.00
(PMMA)
2 Sand-1 Natural sand 0.26 0.30 2.650 0.30 1.67 2.50
3 LW-2 Masterbatch 4.00 4.00 1.400 4.00 1.00 1.00
4 Sand-2  Natural sand 0.97 1.05 2.650 0.93 1.25 1.76
5 LW-3 Polystyrene 2.00 2.00 1.058 2.00 1.00 1.00

3.3 Experimental procedure

Five sets of experiments were carried out with five model sediments (see Table 3.2).
Each set consisted of 32 tests; 16 tests for Hs = 120 mm and 140 mm each. Additional 16
tests were carried out for Hs= 100 mm with each of LW-1 and Sand-1 to provide extra

data for validation purposes. Hence, in total 192 tests were performed in this study.
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The tests were carried out under steady flow conditions for a range of parameters

shown in Table 3.3. The detailed experimental procedure is presented in [Paper IV].

Table 3.3. Range of parameters

Parameters Range

Discharge (Q) 0.9-5.0 Lps

Net flow depth (Huwner) 107 — 408 mm
Thickness of sediment deposit above flume bed (Hs) 120 and 140 mm
Opening height of outlet orifice (a) 20, 30, 40 and 50 mm
Specific gravity of sediment particles (Gs) 1.058, 1.18, 1.4 and 2.65

3.4 Application of Structure from Motion (SfM) technique

During experiments in the hydraulic laboratory at NTNU, the surface profiles of
flushing cones were measured using SeaTek 5 MHz ranging system consisting of 32
acoustic transducers [Paper III]. The instrumentation helped in quick scanning of the
bed profile upstream of the bottom outlet. Whereas a manual point gauge was used
for the bed measurements when conducting experiments in the hydraulic laboratory
of Hydro Lab. Though being low-cost, simple to operate and satisfactorily precise,
manual gauge measurements are time consuming and also require additional
manpower for assistance. The manual gauge measurements most often involve taking
measurements at a number of cross-sections at certain intervals and the data are
interpolated in between. While doing so, sometimes significant details in between the
measured cross-sections are probably lost. Hence, Hydro Lab was keen on adopting
an economical, portable, quick and flexible method to record bed surface profiles in
laboratory models. Regarding this, a methodology was developed for application of
Structure from Motion (SfM) technique as a complete method to record model’s bed
topography and to produce high resolution 3D models with high quality of color
information. SfM is a widely used photogrammetric technique to produce high
resolution 3D models of a target object from a series of overlapping 2D images
(Westoby et al., 2012). The SfM technique has already been applied in various fields
like archaeology, geosciences, robotics, terrestrial surveying, real state, film and
entertainment, sports etc. including hydraulic engineering. A few researchers have
also used it to study fluvial geomorphology in laboratory flume experiments (Morgan
etal., 2017).
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A hydraulic laboratory has to deal with physical models of various size and geometry
ranging from simple flume models to complicated coastal or river models. Therefore,
the instrumentation shall be portable and flexible in addition to being quick and
economical. All these conditions can be satisfied by the SfM technique. A complete
methodology was developed for Hydro Lab to implement the SfM technique in
recording three-dimensional information from laboratory models. The general
workflow of the methodology is shown in Figure 3. To make the method more flexible
and quicker, free handheld photography was adopted for capturing images rather
than installing cameras in moving trollies. Use of handheld photography also reduced
the overall cost for instrumentation. Another advantage of this technique is that a low-
cost consumer grade camera and even the inbuilt camera in smartphones, can be used

for image acquisition.

[ Establishing GCPs ]

v

Image acquisition

2

Image processing

[ Feature extraction and ]

[ Sparse ]
v

[ Dense reconstruction ]

v

' ~
Geo-referencing dense point
[ Generating ]

Figure 3. General workflow for SfM technique

The study was initiated with trials for capturing effective images by free handheld
photography in contrasting lighting conditions of the laboratory. Another method for
image acquisition was also tried by capturing the target object in a video shot by

moving the camera steadily around the object and then extracting frames from the
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video by using software like VirtualDub. But the quality of the images extracted from
the video was found to be drastically lower than the photographs taken. Hence, free
handheld photography was finally adopted for image acquisition. Then six potential
SfM tools consisting of four freely available software (ColMap, Meshroom, Regard3D
and VisualSfM) and two commercial software (ReCap and Photoscan) were reviewed
(see Table 3.4).

Table 3.4. Comparison of SfM software selected for the study

Feature
Extraction Sparse Dense Mesh Post .
Tools . . Developer License
and Reconstruct Reconstruct Generation Processing
Matching
Colmap v v MVS Delaunay or Meshlab  JohannesL.  Free
Poisson surface Schonberger,
reconstruction Switzerland
Meshroom v v v v v AliceVision  Free and
Open
source
Photoscan v v v v v Agisoft LLC, Commercial
Russia
ReCap v v v v v Autodesk Inc, Commercial
USA and
Academic
Regard3d v v v v v Roman Free and
Hiestand, Open
Switzerland  source
VisualSfM v v PMVS/ Meshlab Meshlab ~ Changchang  Free but not
CMVS Wu for
commercial
use
Notes:
MVS Multi View Stereo v | enabled in same software
PMVS Patch-based Multi-View Stereo run from same software environment
CMVS Clustering views for Multi-View Stereo different software with exported result

All the selected software were tested by processing a set of images from a 3 m long
physical hydraulic model of a river stretch. Different aspects of the software were
compared including quality of outputs and time taken for processing. The detailed
description of the comparison is presented in [Paper I]. Based on the results, Photoscan
was selected for application of SfM technique in the laboratory and it was further
tested for three different case studies of varying scales and scopes, including the
generation of 3D surface models of flushing scour cones for the laboratory experiments
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conducted under this research. The details about the study and the results are
presented in [Paper II].

30



Results and Discussions

In this chapter, the results of this PhD research are summarized and discussed. This chapter is
divided into sections based on the main outcomes. The respective papers, from which the results
are summarized, are mentioned as parenthesis in each section’s heading. This chapter also
contains some additional results and discussion which are not included in any of the mentioned

papers.

4.1 Application of SfM in hydraulic model studies

[Paper I and II]

The selected six SfM software (Table 3.4) were compared by processing a set of images
from a 3 m long physical hydraulic model of a river stretch. Comparison of the selected
software were made regarding user friendliness, processing time, quality of outputs,
and precision in reproducing model geometry especially in vertical direction. It was
observed that the commercial software Photoscan and ReCap have comparatively
better graphical user interface (GUI) and are more user friendly. Likewise, free
software Meshroom also has those qualities matchable to commercial software.
Colmap and Visual SfM slightly lack behind as they need little extra effort for
installation and require additional third-party tools for dense reconstruction and post
processing. Regarding the quality of 3D model output, all the selected software
produced competitive results (see Table 4.1). [Paper I]

Free and open-source software are more flexible and offer more control to users
compared to black-box type commercial software. However free software are under
continuous development and are prone to bugs, vulnerable to crashes and most of
them are restricted by their developers to be used in commercial projects. Even though
some free software allow their usage in commercial projects, it lacks credibility to the
Clients. Commercial software ReCap has top notch features and processing
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capabilities under the reliable branding of Autodesk. Additionally, ReCap being a
cloud-based service does not require high end computing facilities. But it requires a
stable and high-speed internet connection which is still a privilege in countries like
Nepal. After considering all aspects, Photoscan was chosen for further application of

SfM technique in physical hydraulic model studies.

Table 4.1. Statistical performance indices for selected software in predicting elevations

Software Mean Absolute Error Root Mean Square Coefficient of
(MAE), mm Error (RMSE), mm  determination (R?)
PhotoScan 3.9 49 0.9965
Colmap 4.0 5.4 0.9958
Recap 41 5.5 0.9962
Visual SftM 44 5.7 0.9956
Meshroom 44 5.8 0.9956
Regard3d 5.8 7.3 0.9946

The SfM technique was then applied on three different case studies regarding river
bed morphology (case study I), free flushing of sediment deposit near hydropower
intakes (case study II) and small-scale flume study on pressurized flushing of sediment
deposit (case study III) [ Paper II]. Analyses of results from the three case studies show
that the accuracy of the SfM technique was estimated to be below 5 mm for
reproducing point coordinates and below 3 mm for estimating linear distances in the
model scale (see Figure 4). The accuracy in estimating volume changes was found to
be below 5% of measured volumes. The fine accuracy in estimating volume changes
could be due to compensation of errors while subtracting two 3D models to calculate
change in volume. During the study, it was observed that the final accuracy of outputs
from SfM technique highly depended on the quality of images and the accuracy of
established GCPs. Number of images more than an optimum number does not
necessarily improve the quality of output. But the optimum number of images
required increases with increase in size of the model. The increase in number of images
to be processed ultimately results in longer processing time. Despite of the longer
processing time, SfM technique used lesser total manhour than manual measurements

as most of the image processing steps were automatized. The results from case study
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II showed that plain (non-textured) surfaces of headworks structures in the model

were not well reproduced so they were excluded while performing volume

calculations.
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Figure 4. Overall statistical performance indices for prediction of (a) elevations, (b) lengths
and (c) volumes by SfM technique using Photoscan
The successful application of SfM technique in river model studies of varying scales
and scopes justified the potential application of SfM technique in different kinds of
physical hydraulic model studies. Hence by following proper methodology, the StM
technique can be used as a quick, cost effective and accurate method to record three-

dimensional information from physical hydraulic models.

4.2 Pressurized flushing experiments

421 Geometry of flushing cones

[Paper IV]

The geometry of flushing cones achieved after each test consolidated the results from
previous studies by Hajikandi et al. (2018), Meshkati et al. (2010), Powell & Khan (2012)
and Shahmirzadi et al. (2010). The plan area of flushing cones were close to semi-
circular with their center at the middle of outlet’s width i.e. Wmax = 2 Lmax. The
experimental results show that for Wi = k Lma, the value of k ranged from 1.80 to 2.88
with an average value of 2.08. The flushing cones had the maximum length along the
centerline of the outlet, and had the maximum width and maximum depth near the
dam wall. The maximum depths were observed to be close to edges of the outlet

opening forming a small ridge along the centerline of the outlet.

Figure 5 shows cross-section profiles of flushing cones at 0.02 m upstream of the outlet.

The profiles were plotted with non-dimensional width Y and non-dimensional depth
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D defined as Y = y/(Wma/2) and D = d/da (y is distance in transverse direction, d is depth
of cone at y, dua is scour depth along centerline. Similarly, Figure 6 shows centerline
profile of flushing cones in which the length along the centerline and the depth were
non-dimensionalised by length of flushing cone Lux and maximum depth along the
centerline dunrespectively as X = x/Lmax and Dc = da/dm (x is distance upstream of orifice,
da is scour depth along the centerline at x distance from the orifice. The comparisons
show that the transverse and centerline profiles of the flushing cones formed with
different model sediments under different boundary conditions had almost similar
trend when described in dimensionless framework. The data fitted pretty well with
the approximate relations for transverse and centerline profiles proposed by Powell
(2007).

For a constant outlet opening area, the size (volume and dimensions) of flushing cones
increased with increasing water level i.e. net head Huwwr due to increase in outlet
discharge Q. Likewise the size of flushing cones were observed to be increased with
increase in outlet’s opening area A under constant net head Hunet. The experiments with
Sand-1 and Sand-2 also showed that size of flushing cones increased with decrease in
sediment size. Finer non-cohesive sand produces bigger flushing cone because finer
sand has lower angle of repose and is subjected to higher buoyant forces. Among the
dimensions of the flushing cone, Wi was observed to be more sensitive to changes in

hydraulic and sediment parameters.

1
= Lw-1 = LW-1
[ * Sand-1 ¢ Sand-1
roA Lwa 4 LW
v Sand-2 v Sand-2
T Lw3 L e Lw3
r = — Powell (2007) — = Powell (2007)

-1.2 0.0 1.2
b
Figure 5. Non-dimensional cross-section Figure 6. Non-dimensional centreline
profiles of flushing cones at 0.02 m profiles of flushing cones

upstream of the outlet
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4.2.2 Performance of lightweight materials as model sediment

[Paper III and IV]

Initially, a dimensionless functional relationship for flushing cone volume (see Eq 17)
was derived by dimensional analysis of parameters influencing the volume of a
flushing cone. The parameters were selected as suggested by Fathi-Moghadam et al.
(2010) and Meshkati et al. (2010).

v,1/3 _

u hg A
- ) ’ 17,
Hwnet f (\/g (Gs—1)ds " Hwnet Hvzvnet) ( )

where, u = Q/A and hs = H--a0. The evaluation of dimensionless parameters in Eq 17 from

experimental results shows that all the model sediments including the lightweight

1/3
sediments satisfy the derived functional relationship. Moreover, plots of :S

— against
each of the three dimensionless parameters at right hand side of Eq. 17 show that the
data points for lightweight material and sand in each pair are almost overlapping and
exhibit similar trend under identical test conditions [Paper IV]. That means
lightweight materials LW-1 and LW-2 produced results comparable to their respective
sediment pair Sand-1 and Sand-2. Figure 5 and Figure 6 respectively show that
transverse and centerline profiles of flushing cones produced by lightweight materials

were similar to that obtained with sand. This can be taken as the basic evidence of the

similarity between lightweight sediments and their respective paired sand while

simulating the flushing scour cone. Comparison of the dimensionless length (ﬂ)
wnet

v,1/3

and volume ( ) of flushing cones for lightweight sediment and sand in each pair

wnet

showed good agreement in the prediction of those parameters (see Figure 7 and Figure
8). Hence, it can be confirmed that properly scaled lightweight sediment in physical

hydraulic models can replicate the pressurized flushing of non-cohesive sediment in

prototype.
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4.2.3 Comparison of empirical equations

[Paper Il and IV]

The empirical equations proposed by different researchers to predict dimensions and
volume of flushing cones (Eqns. 1 — 7) were reviewed and the equations to predict
volume of flushing cones were applied on the experimental data from this study for
comparison. Figure 9 shows the comparison of measured dimensionless volume
V'’ JHymer against that predicted by Eqns 1-7 except Eqn 6 since Kamble et al. (2017)
did not propose any relation to predict flushing cone volume. It can be observed that
the equations proposed by Emamgholizadeh et al. (2006), Shahmirzadi et al. (2010),
Meshkati et al. (2010) and Dreyer & Basson (2018) underestimated the dimensionless
volume of flushing cone. All these equations except the one by Dreyer & Basson (2018)
were derived for circular outlets whereas the experiments in this study were carried
out for square and flat rectangular outlets. Since circular outlets produce smaller
flushing cones compared to square or flat rectangular outlets having equivalent
opening area (Dreyer & Basson, 2018; Hajikandi et al., 2018), the equations derived for
circular outlets are most likely to underestimate the flushing cone volume for square

and flat rectangular outlets.

However, the empirical equations proposed by Powell (2007) over-estimated the
dimensionless flushing volume. The reason behind this could be that the equations

were derived for constant thickness of sediment deposit with its surface at the level of
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outlet’s sill i.e., s = 0. It may overestimate the volume while extrapolating for ks> 0.
Fathi-Moghadam et al. (2010) also over-estimated the dimensionless flushing volume

which consolidated the conclusion made by Emamgholizadeh et al. (2013).
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Figure 9. Comparison of measured dimensionless volume I/;l/ 3 [ Hymet against that predicted
using empirical equations proposed by (a) Emamgholizadeh et al. (2006), (b)
Powell (2007), (c) Shahmirzadi et al. (2010), (d) Meshkati et al. (2010), (e) Fathi-
Moghadam et al. (2010), (f) Dreyer & Basson (2018)
Sensitivity analysis by Emamgholizadeh et al. (2013) concluded that Hsueis the most
significant parameter that influences flushing cone geometry. But each of the Eqns. 1-
5 was derived by using experimental data for a constant Hsuet, which could be one of
the reasons for discrepancies in prediction made by these equations. Here, predictions
made by Meshkati et al. (2010) and Dreyer & Basson (2018) seem to have lower
discrepancies possibly because Hsnt used in experiments by them are closer to Hsur in
this study. In addition, Dreyer & Basson (2018) had also considered the effect of

outlet’s shape which could be another reason for its better prediction.

The available empirical equations were further tested for predicting dimensionless
length of flushing cones Lma /Huwnet. Eqns 2-7 were used to predict Lmex /Huwnet for
experimental data from this study (see Figure 10). Powell (2007) and Fathi-Moghadam
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et al. (2010) also over-estimated the dimensionless length in similar manner as the

dimensionless volume of flushing cones.
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Figure 10. Comparison of measured dimensionless length Ly,,./Hyner against that
predicted using empirical equations proposed by (a) Powell (2007), (b)
Shahmirzadi et al. (2010), (c) Meshkati et al. (2010), (d) Fathi-Moghadam et al.
(2010), (e) Kamble et al. (2017) and (f) Dreyer and Basson (2018)

whereas, Eqn 6.1 (Kamble et al., 2017) and Eqn 7.1 (Dreyer & Basson, 2018) made better
predictions close to the measured values since both equations were derived for varying
Hsnerand both equations also consider rectangular outlets. Eqn 3.2 (Shahmirzadi et al.,
2010) and Eqn 4.2 (Meshkati et al., 2010) showed very poor prediction with very large
discrepancies. However, another equation (Eqn 18) proposed by Meshkati et al. (2010)
to predict dimensionless length of flushing cones was found as cited in
Emamgholizadeh et al. (2013).

Lmax =1.98 Hsnet)o'sgs

u 0.143
—_ 18
Hynet <\/ 9 Hwnet) (Hwnet ( )

When Eqn. 18 was used to predict the dimensionless length for the experimental data

from this study, it made significantly better predictions than Eqns. 3.2 and 4.2 [Figure

u

u
11(a)]. Since Meshkati et al. (2010) considered ————— instead of ——— , we
( )] ( ) hY g(GS_l)dS \/ g Hwnet

38



hypothetically modified Eqn 18 to Eqn 19 and applied on the experimental data. Eqn
19 produced the best predictions over all the selected empirical relations [Figure 11(b)].

However, no literatures are available to justify the derivation of Eqn. 19.
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Figure 11. Comparison of measured L4y /Hyner against that predicted by (a) Eqn 18 and
(b) Eqn 19
Considering the discrepancies in predictions by selected empirical equations to predict
volume and length of flushing cones, new empirical relations are proposed based on

the experimental data.

424 Regression analysis and validation

[Paper IV]

Based on the functional relationship derived by dimensional analysis (Eqn. 17), multi-
variate non-linear regression analyses of the experimental data were carried out to
derive empirical relations to predict dimensionless volume Vsl/ /Hynee and
dimensionless length ;4 /Hyner Of flushing cones (Eqns. 20 and 21 respectively). 120
experimental data points were randomly selected out of total 160 data (16 tests for each
of 5 model sediments with Hs = 120 mm and 140 mm) to calibrate the regression
equations. The remaining 40 data points were combined with the additional 32 data
points (16 tests for each of LW-1 and Sand-1 model for Hs = 100 mm) and used for

validation of the regression equations.

Vsl/3

u 0.203 hs 0.522 A \0-221
Hwnet - 1173 (\/g (Gs_l)ds) (Hwnet) (H\E/net) (20)
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The statistical performance indices for calibration and validation of Eqns. 20 and 21

(Figure 12 and Figure 13 respectively) confirmed that the proposed equations can

make good predictions of volume and length of flushing cones respectively.
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Figure 12. Plot of measured Vsl/ % /Hyrnet against that estimated by Eqn 20 for
(a) calibration dataset and (b) validation dataset
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Figure 13. Plot of measured L,;/Hynee against that estimated by Eqn 21 for
(a) calibration dataset and (b) validation dataset

Although the calibration dataset contained test data for Hs = 120 mm and 140 mm only,

the proposed equations provided good predictions for validation dataset including

test data for Hs = 100 mm. Thus, the proposed equations are assumed to be capable of

making predictions for different range of parameters. To test this assumption, Eqn. 20

was further validated against 45 experimental data from Fathi-Moghadam et al. (2010),
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which were extracted by digitizing the published plots. The comparison of measured
V2/® [Hymet against that predicted by Eqn. 20 for the experimental data from Fathi-
Moghadam et al. (2010) showed good agreement with satisfactory performance indices
(see Figure 14).
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Figure 14. Prediction of Vsl/ 3/Hwnet for experimental data from Fathi-Moghadam et al. (2010)
using Eqn. 20
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Conclusions and Recommendations

The present PhD research was designed to study the pressurized flushing of non-
cohesive sediment deposit through a bottom outlet via physical scale models using
lightweight material as model sediment. The effective criteria for scaling down
sediment parameters into model scale were reviewed. The most suitable criteria for
designing sand models and lightweight models were selected. Three pairs of sand and
lightweight material, each pair fulfilling the selected scaling criteria, were chosen to be
used as model sediment. Physical model studies of pressurized flushing of sediment
deposit through a bottom outlet were carried out using the selected model sediments
except the sand for third pair which was excluded due to practical limitation in particle
size of the model sediments. The results from the 192 tests from the five sets of
experiments practically verified the applicability of selected lightweight materials as
model sediments since the final flushing cones achieved with sand and lightweight
material from each pair were comparable in terms of dimensions and volume. This
study also increased the knowledge on designing mobile bed models utilizing locally
available lightweight materials and yet not compromising accuracy of model

predictions.

Simultaneously, application of SfM technique in physical model studies was also
tested. Starting from image acquisition methods to selection of software from six
available options were trialed to develop an effective methodology. Free handheld
photography was selected for quick and flexible image acquisition. The set of images
were processed in Photoscan software to implement SfM technique producing 3D
models as dense point clouds or textured meshes. The SfM technique was further
applied in three physical hydraulic model studies of different scopes and scales. The

results showed satisfactory accuracy of the technique in estimating the point location,
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linear distances and volume changes. The SfM technique was also applied in the

experiments of this study to generate 3D models of the flushing cones.

After verifying the applicability of lightweight sediment in scaled model studies, the
empirical equations proposed by past researchers to predict the geometry of flushing
cones were reviewed. When all the available empirical equations were applied on the
experimental data from this study, it was found that all the available empirical
relations produce significantly contrasting predictions. Therefore, new empirical
equations to predict volume and length of flushing cones were derived via regression
analyses of the experimental data. Finally, the derived empirical equations were
validated against experimental data extracted from Fathi-Moghadam et al. (2010). The
new empirical equations proposed by this study performed well in predicting the
length and volume of flushing cone for the validating data set from this study as well

as for the experimental data extracted from Fathi-Moghadam et al. (2010).

In overall, the study provided some insights into using lightweight model sediments
in physical scale modeling to study pressurized flushing phenomena. Moreover, the
study also provided a methodology to implement SfM technique in physical hydraulic
model studies. The SfM technique has huge potential against conventional manual
measurements and it has already been applied successfully in selected model studies
in Hydro Lab.

Recommendation for further research

Based on the experiences and results obtained from the present study, some scopes for

further research are recommended.

e The present study assumed that a sand model (“Best model”) correctly
represents its prototype with minimized scale effects. Further research could be
carried out to validate the lightweight sediment models against real world
prototype or at least prototype of bigger scale. Studies regarding geometrical

distortion in lightweight models can also be included.

¢ During the experiments, it was noted that duration of tests (time to achieve
equilibrium of flushing cones) were significantly shorter for lightweight

sediment models compared to sand models. Yalin 1971 had already suggested
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that time scales related to different morphological processes do not necessarily
coincide in physical models. In this study, the pressurized flushing reached the
equilibrium state in very short time, so no analyses regarding scaling of time
frame were carried out. The distortion in time scale among hydrodynamic
processes and different morphological and sedimentological processes
specially for unsteady flow conditions can be interesting area for further
research. Henry et al. (2018) had reviewed available literature on time scale
distortion in lightweight models and it would be interesting to study how all
the time scale ratio of the dominating sedimentological and morphological
processes can be synchronized to the time scale ratio of driving hydrodynamic
events. Physical model study of morphological processes over a distinct time
period e.g., change in morphology of a river bed or migration of river bedform

can be carried out focusing on scaling of time frame for different processes.
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Abstract. There are many methods available for measurement of bed morphology in physical
hydraulic model studies considering mobile bed sediment. Among which, there are sophisticated
instrumentations which provide quality results in shorter time but are vastly expensive and
requires special training for execution. Whereas the conventional surveying methodology, which
is simple and inexpensive, requires plenty of time for the measurement and processing of the
data. That is why the recent developments in ‘Structure from Motion’ (SfM) technique have
made it a potential candidate for an inexpensive and efficient tool for measurement of bed
morphology in physical hydraulic model studies. SfM method allows to simultaneously
determine both the parameters of the camera and the 3D structure of a scene by combining 2D
images taken from multiple viewpoints. SfM tools can create a dense point cloud out of a set of
partially overlapping photographs taken even by a budget friendly digital camera. The SfM
method have already been used as an alternative for topographic surveying to create high-
resolution digital elevation models (DEM). Some researchers had also used it for measurement
of bed morphology in laboratory experiments. In this study, different freely available SfM tools
were used to create a dense point cloud from a set of photographs representing a short reach in a
river model in the hydraulic laboratory at Hydro Lab. The selected tools were compared with
each other and against a commercial software, based on the methodologies used, processing time
and quality of the output. Then the results from SfM method were compared with actual
measurements in the physical model done with a conventional surveying technique using a
theodolite and a level machine. The results showed that free SfM tools can also produce efficient
results compared to commercial tools and SfM method can be used as an inexpensive and
efficient alternative for bed morphology measurements in physical hydraulic models.

1. Introduction

With aggressive advancement in technology, currently various methodologies are available, over
conventional ground surveying techniques, for creating a high-resolution digital elevation models
(DEM) of a topography. Aerial photogrammetry, airborne lidar and ground based terrestrial laser
scanners (TLS) are some advanced technologies, which have revolutionized the quality of DEMs
extending their spatial extent, resolution and accuracy [1]. Recently, easy access to unmanned aerial
vehicles (UAV) and drones has made the aerial imaging surveys more convenient and inexpensive.

Besides the development in large-scale terrestrial surveying, there has also been a huge advancement in
data acquisition and processing technologies for hydraulic laboratories. Producing DEMs of physical
hydraulic models and/or recording bed morphologies in fluvial sediment transport studies in hydraulic
laboratories can be carried out more accurately by using laser scanning or acoustic sounding systems.
These systems can be tailored for semi or fully automatic data acquisition curtailing the experiment
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time. Despite these sophisticated instrumentations are useful in producing high quality DEMs in shorter
time, they require high logistical cost and specialized user expertise. Therefore, many hydraulic
laboratories still use conventional measurement techniques that are inexpensive and simple though more
time demanding. In conventional techniques, measurements are taken at selected points/cross-sections
and those data are interpolated in-between. The accuracy of such measurements can be improved by
increasing the density of measured points especially at desired details to be captured but it will ultimately
increase the time required for measurement and data processing. On the contrary, the laser and acoustic
scanning can record highly dense point cloud in shorter time ensuring higher resolution DEM.

In this study, an advanced yet inexpensive and easy to perform photogrammetric method, called
‘Structure from Motion’ (SfM), was used to produce high resolution DEM of a physical hydraulic river
model. Basic principle governing SfM method is similar to stereoscopic photogrammetry in which a 3D
structure is developed from a series of overlapping 2D images [1]. Unlike conventional
photogrammetry, SfM method utilizes advanced algorithms by which it automatically solves the relative
camera positions, orientation and geometry of the target object based on the features extracted from the
set of images [2]. Possibility of using low-cost consumer level digital cameras and availability of free
and open-source processing tools has given SfM method boundless potentials. Nowadays, SfM has
already been widely used in various fields like archaeology, geosciences, robotics, terrestrial surveying,
real state, film and entertainment, sports etc. The possibility of using SfM method in an inexpensive and
simple way to record 3D information from laboratory models was assessed in this study.

2. Methodology

2.1 Structure from motion (SfM)

There are various algorithms available for application of SfM but the general principle remains the same
and has been described by [1] [3] and [4]. SfM requires a set of overlapping images, capturing the object
from multiple viewpoints, as an input. From the images, common feature points across the image set
called key point descriptors are identified using a scale invariant feature transform (SIFT) algorithm.
With these feature points and camera parameters extracted from the images, camera location, orientation
and position of the feature points are simultaneously resolved in a relative 3D coordinate system. Once
the spatial positions of the images are established, a sparse bundle adjustment (BA) algorithm is used to
create 3D points covering the area of interest. Then, dense point cloud is produced by intensifying the
sparse point cloud with multi view stereo (MVS) techniques. Once the dense point cloud is obtained, it
can be used for further processing like developing a DEM, mesh generation, creating a 3D model etc.
as per requirement.

2.2 Software

Nowadays, due to the application of SfM method in diverse fields, there are various software available
for its implementation. Following six software were selected for application of SfM method in this study.
First two are commercial software whereas remaining four are free to use.

PhotoScan. PhotoScan (now available as Metashape) is commercial software developed by Agisoft
LLC, Russia. It is an easy to use stand-alone software which offers all the capabilities from processing
images to 3D model generation and texturing and includes additional pre-processing and post processing
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features. Professional edition of the software is priced USD 3,499 and the standard edition is available
for USD 179. However, standard edition itself is enough for generation of 3D models and lacks only
other extra features that professional edition offers.

ReCap. ReCap (named after abbreviation of Reality Capture) is developed by Autodesk Inc USA and is
a cloud-based service tailored for generation of 3D models from photographs or laser scans. ReCap
Photo, which is included within ReCap pro, is specifically targeted for support UAV and drone photo
capture workflows. ReCap Photo can be used to create photo textured meshes, photo-based point clouds
with geo-location and high-resolution orthographic views with elevation maps. It can also be used in
object mode to create 3D models of objects. It is a commercial software and ReCap pro subscription is
needed to use the service. The subscription costs USD 40 for a month, USD 305 for a year and USD
915 for three years. The service uses cloud credits for each projects and additional cloud credits can be
purchased separately once subscribed. Currently, ReCap pro subscription allows you to process up to
1,000 images for one project in aerial mode while the limit is 300 photos for one project in object mode.
The software can be used freely under academic license but has the limitation of 100 photos for one
project and academic users may also have to wait in long queue for processing. Since it is a cloud-based
service, no expensive hardware is required for the processing and the images can be uploaded via
smartphone app too. The disadvantage could be it works like a black box and users have very limited
control over the quality of the output.

VisualSfM. VisualSfM, developed by Dr. Changchang Wu, is a GUI application for 3D reconstruction
using structure from motion (SFM). The reconstruction system integrates different algorithms like SIFT
on GPU (SiftGPU), Multicore Bundle Adjustment and Towards Linear-time Incremental Structure from
Motion [5-7]. VisualSFM runs fast by exploiting multicore parallelism for feature detection, feature
matching, and bundle adjustment. It is one of the first free photogrammetry program to utilize the power
of graphical processing unit (GPU). It can process up to sparse reconstruction and utilizes Yasutaka
Furukawa's PMVS/CMVS tool for dense reconstruction, which has to be integrated and can be run from
the VisualSfM’s GUI. However, the sparse point cloud from VisualSfM can be processed in other dense
reconstruction tools as well to produce dense point cloud. VisualSfM is free and open source but the

licensing restricts its commercial use.

Regard3d. Regard3d is a free and open-sourced structure from motion software which is developed by
Roman Hiestand. It offers complete SfM processing up to dense point cloud generation. It can also
generate surface, from the dense point cloud, either with colored vertices or with a texture. It has
integrated several algorithms and users have a bunch of options to control the quality of the output.

Meshroom. Meshroom is a free and open-source 3D reconstruction software based on the Alice Vision
framework. It can perform complete 3D reconstruction up to textured surface creation. It has a node-
based workflow that gives its users a lot of control on setting the processing and once its set whole
processing can be completed in one click. The advantages of this software are it supports augmented
reconstruction i.e. more pictures can be added for better detailing while the processing is on-going.
Additionally, it can also perform live reconstruction. The disadvantage of Meshroom could be that it
requires CUDA enabled GPU with at least computing capability of 2.0. It should be noted that it does
not warn users if they lack the mandatory GPU requirement and the processing seems to be frozen
without any notifications. Despite of its promising features and capabilities, there is not any official user
manual or guide available yet.
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COLMAP. COLMAP is a free and open-sourced Structure-from-Motion (SfM) and Multi-View Stereo
(MVS) pipeline with a graphical and command-line interface. It offers a wide range of features for
reconstruction of ordered and unordered image collections [8]. It uses MVS technique for dense point
cloud reconstruction and uses screened Poisson surface reconstruction algorithm to recover 3D surface
geometry from the dense point cloud. However, COLMAP requires CUDA-enabled GPU (at least
CUDA version 7.x) to perform dense reconstruction and surface creation processes. But processes up to
sparse reconstruction can be carried out without CUDA-enabled GPU and the output can be exported to
do dense reconstruction with other tools. For beginners, COLMAP has an automatic reconstruction tool
that simply takes a folder of input images and produces a sparse and dense reconstruction in a workspace
folder.

Meshlab. Meshlab is the open source software for processing and editing 3D point clouds and 3D
triangular meshes and creating 3D models [9]. In this study, Meshlab was used for transformation of 3D
dense point cloud in arbitrary coordinates created by SfM software to 3D dense point cloud in actual
coordinates.

2.3 Hardware

2.3.1. Camera. Sony 06300 (model ILCE-6300) camera was used for taking pictures for this
study. It was a mirrorless digital camera with 24-megapixel Exmor RS sensor, and 425 phase
detection autofocus points. The camera setting has a significant impact on the image quality
which ultimately affects the quality of the output. After various trials with different settings,
following camera settings were used for this study:

e Shooting mode: Shutter Priority (S)
e Shutter speed: 1/80 sec

e ISO: 640

e Aperture: F9-F11

e Focal length: 16 mm

e Image format: JPEG

Workstation. The specification of the workstation determines the total processing time except for the
cloud-based processing as with ReCap. For fair comparison, same workstation with following
specifications were used for processing with all the selected software:

e Operating System: Microsoft Windows 7 Ultimate 64-bit

e Processor: Intel® Core™ i7-4790 CPU @3.60GHz

e Installed memory (RAM): 32GB

e GPU: NVIDIA GeForce GTX 750 Ti -18 GB available memory

2.3.2 Ground control points (GCPs)

With SIFT algorithm, the 3D structure is created based on relative spatial relationships between the
original image locations in an arbitrary 3D coordinate system [10]. That means the structure (shape) of
the object is recovered but the size is scaled to some arbitrary scale factor. Hence, the final output, either
the dense point cloud or 3D surface model, must be transformed using rotation, translation and scaling.
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To perform this transformation, several ground control points (pre-defined set of points with known
coordinates) are needed in the study area. For large scale terrestrial surveying, in order to obtain high
accuracy of final output (RMSE<1) 1GCP per 200m? is needed to be placed in the interest area [11].
But, at least 5 control points are needed to acquire a precise 3D point cloud [12]. Total 8 control points
were used in this study and these control points were marked such that it covered all the concerned area.
Image acquisition process was started after setting the control points. Also, it is possible to get a scaled
final product without placing manual markers if the images from a GPS enabled camera is used for
processing. However, the manual marker placement with pre-defined coordinate system is usually more
accurate allowing more precise geo-referencing.

3. Case Study

3.1 Study area

A small reach of a physical hydraulic model of a river, in the hydraulic laboratory of Hydro lab at
Kathmandu, was taken as the object for this study. The model was built in 1:40 scale. The length of the
study area is about 3 m which represents 120 m long river reach in prototype. Eight ground control
points covering all the region was marked on the model as shown in the Figure 1.

Figure 1. A small reach of a river model in Hydro Lab used as object for this study

3.2 Image acquisition

Several images were taken from varying camera position and angle covering the whole study area. Few
close-up images of the boulders were also taken to obtain better detailing. It was ensured that there was
enough light in the model with no direct sunlight and sharp shadows. Each feature and control points
were captured in at least three images from different viewpoints.

3.3 Image processing and dense reconstruction

At first, the images were filtered removing very bright, dark, blurred and shadowed images if any. 46
images were selected for further processing. The set of images were processed using all the selected
software individually and 3D dense point clouds were created. Meshroom and ReCap created 3D mesh
as output, which were later converted to 3D dense point cloud using Meshlab. Total time for feature
extraction/feature matching, sparse reconstruction and dense reconstruction by each software was
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recorded and compared as one of the major performance parameters. The processing time up to dense
reconstruction for the selected software is shown in Table 1. The processing was done mostly with
default settings of the software to assess the possibility of using them by a complete beginner.

Table 1. Processing time up to dense reconstruction for selected software.

Tools Feature extraction and Sparse Dense reconstruction Total processing
Feature matching reconstruction time
Colmap 1 hr 51 min 31 min 8 hr 4 min 10 hr 26 min
Meshroom 2 min 3 min 1 hr 41 min 1 hr 46 min
Photoscan 5 min 3 hr 34 min 3 hr 39 min
ReCap - - - 2 hrs
Regard3d 1 hr 38 min 29 min 35 min 2 hr 42 min
VisualStM 3 min 31 sec 24 min 58 min

3.4 Post processing

The 3D dense point clouds created by the selected software were transformed from arbitrary 3D
coordinates to the real prototype coordinates (not model coordinates) using rotation, translation and
scaling in reference to the coordinates of GCPs. It was done in Meshlab using ‘roto-translation” with
‘uniform scaling’ in geo-referencing tool. During the transformation, GCPs with error (RMSE) greater
than 1 were eliminated to ensure better accuracy [13]. Thus, the georeferenced point cloud is generated.
The point cloud data was exported to create a contour map with Im X 1m grid resolution as shown in
Figure 2.

3.5 Manual measurements

For assessing the accuracy of outputs by selected software, 4 cross-sections in the river model were
manually measured using a level machine and bar scale. These cross sections were compared with the
corresponding cross-section profiles extracted from the contour plots produced by using dense point
clouds from the selected software.
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Figure 2. Contour Map plotted from 3D point cloud created by PhotoScan

4. Results and discussion

It was observed that SfM method created high density point cloud thus captured better details compared
to the manual measurement. The total number of points in the final 3D dense point clouds vastly varies
from 2.03 million for Meshroom to 29.2 million for PhotoScan. Although point cloud by Meshroom
contained minimum number of vertices, the quality of the output was not lesser. Hence, bigger number
of vertices may not necessarily mean better quality of the output. The final output by each software and
the total number of vertices forming the 3D output are shown in Figure 3. Finally, 4 cross-sections
profiles within the study area were extracted from the contour map plotted using 3D dense point cloud
from each software. Each of the cross-section profiles were plotted together with that obtained from
manual measurements and compared with each other as shown in Figure 4 where comparison for two
cross-section profiles are shown. The plots show that the cross-section profiles generated with selected
SfM tools are in close agreement with each other and with the manually measured cross section profile.

To quantify the capability of the SfM tools to predict the vertical dimension, elevation of the 150
points, where manual measurements were done, were extracted from the point clouds generated by each
of the selected software. Those elevations were compared with measured elevations and mean absolute
error (MAE), root mean square error (RMSE) and coefficient of determination (R?) were calculated as
shown in Table 2. It is to be noted that MAE and RMSE values shown in Table 2 are in meters as the
analysed results were in prototype scale. The results show that each of the selected software is good at
predicting the vertical dimension with MAE below 0.24 m and RMSE below 0.30 m in prototype scale
which represents MAE below 6 mm and RMSE below 7.5 mm in model scale. Here, Photoscan stood
out as ‘the best among equals’ by scoring lowest MAE and RMSE, and highest R? value. However, the
quality of results is dependent on various factors like choice of different algorithms and respective
parameter values within SfM technique, resolution of DEM generated from dense point cloud and
accuracy of GCPs used for geo-referencing. Also, the acceptable limit for error or discrepancies varies
with the purpose of the model study, scale factor and measurement techniques. Therefore, there is an
immense possibility to obtain better results with free and open-source software by tweaking various
parameters whereas commercial software like Photoscan and ReCap work as a black box model and
give their users lesser control. On the other hand, Photoscan and ReCap are user friendly, easy to use
and can deliver quality results with minimum involvement of the user.
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Figure 3. Outputs by (a) COLMAP, (b) Regard3d, (c) PhotoScan, (d) Meshroom, (e) VisualSfM and (f)
ReCap and total number of vertices in respective outputs
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Figure 4. Cross section profiles (a) L9-R11 and (b) L9-R10

Table 2. Analysis of the error in predicting elevations by the selected software.

Tools MAE RMSE R?
Colmap 0.161 m 0.216 m 0.9958
Meshroom 0.176 m 0.232m 0.9956
Photoscan 0.155m 0.195m 0.9965
ReCap 0.165m 0.222m 0.9962
Regard3d 0.232m 0.294 m 0.9946
VisualStM 0.175m 0.228 m 0.9956
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5. Conclusion

From the results of this study, it can be said that SfM method can be used in hydraulic laboratories to
efficiently capture 3D geometry from a physical hydraulic model in shorter time yet with better details
and within acceptable accuracy. It is also concluded that the free and open source software are also
capable of producing good results as compared to results from commercial software. Moreover, free and
open sourced software offers more control to the users and hence have huge potential for researchers to
produce even better-quality results. But for commercial purposes, where quality results are required in
shorter time with minimum involvement of the user, commercial software are recommended. For
example, Photoscan and ReCap can perform all the processes including scaling of the final model output
and DEM generation within one platform and hence provide the complete solution. Whereas, free and
open sourced software requires additional third-party software to perform different processes e.g.
Meshlab for geo-referencing the output model. Lastly, it should be noted that the first criterion to achieve
better quality output is to take better quality photographs.
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Abstract: The selection of instrumentation for data acquisition in physical model studies depends on type
and resolution of data to be recorded, time frame of the model study, available instrumentation
alternatives, availability of skilled personnel and overall budget of the model study. The available
instrumentation for recording bed levels or three-dimensional information on geometry of a physical
model range from simple manual gauges to sophisticated laser or acoustic sensors. In this study, Structure
from Motion (SfM) technique was applied, on three physical model studies of different scales and study
objectives, as a cheap, quicker, easy to use and satisfactorily precise alternative for recording 3D point data
in form of colour coded dense point cloud representing the model geometry especially the river bed levels
in the model. The accuracy of 3D point cloud generated with SfM technique were also assessed by
comparing with data obtained from manual measurement using conventional surveying technique in the
models and the results were found to be very promising.

Keywords: Structure from Motion; physical hydraulic model; river bed morphology; experiments;
instrumentation; photogrammetry

1. Introduction

The use of physical hydraulic models to study different hydraulic phenomena has a history
spanned over a few centuries. Since the fundamental theoretical background on producing
hydraulically similar models were already put forward by past researchers, the advancement in
physical hydraulic modelling since then were mostly focused on measurement, data acquisition and
processing technologies. The laboratory instrumentation for physical hydraulic models have been
evolved from simple manual gauges to highly sophisticated acoustic, ultrasonic and laser-based
measurement systems [1]. However, various laboratories around the world still use the simple
manual/mechanical instrumentation for measurements in physical hydraulic models because of their
simplicity in operation as well as in data interpretation and their low logistical cost, though the
measurement processes with those instruments are more time consuming. Whereas, relatively
sophisticated thus expensive instrumentations are more accurate and less time consuming but require
high logistical cost and specialized user expertise for data acquisition and analyses. These advanced
measurement systems can be tailored for semi or fully automatic data acquisition curtailing the
experiment time. However, the availability of instrumentation facilities, skills of the operator, time and
budget for a given experiment ultimately govern the selection of measurement techniques for the
experiment.

Traditional close-range digital photogrammetry was successfully used, in both field and laboratory
measurements, as a cost-effective method to create 3D surface of a topography [2-4]. But the traditional
photogrammetry is time consuming and the user is required to have a keen knowledge of mathematical
foundations of photogrammetry in order to reconstruct an accurate 3D model [5]. When 3D laser
scanning technology was released, it was supposed to completely replace the traditional
photogrammetry, because of its accuracy and automation level [6]. But recent developments in
photogrammetry and computer vision have made many improvements in the automated extraction of
three-dimensional information from 2D images to generate accurate and dense models. Hence, image-
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based techniques are still widely used as the most complete, economical, portable and flexible method
to generate 3D models [7]. Backed by complex algorithms, various commercial and open-source
software are available to implement photogrammetric techniques, most of which can be used even by
non-vision experts [8].

Structure from Motion (SfM) is a widely used photogrammetric technique which utilizes multi-
view 3D reconstruction technology to produce high-resolution 3D models of a target object from a series
of overlapping 2D images [9-11]. The fundamental advantage of SfM over traditional photogrammetry
is its capability to automatically determine geometry of the target object, camera positions and
orientation without prior need for a set of defined control points [9,12,13]. SfM solves these parameters
simultaneously using a highly redundant, iterative bundle adjustment procedure based on a dataset of
distinct features extracted automatically from the given set of images [14]. All the processes in SfM, from
identification of key features to 3D reconstruction of scene geometry, can be automated which makes it
more practical and cheaper alternative compared to traditional photogrammetry. SfM can be a low-cost
but reliable alternative to other sophisticated measurement techniques also as it can be applied with
images taken from low-cost consumer level digital cameras [9,15,16] or even from smartphones and
complete processing can be carried out with freely available tools/software. With easy access to
unmanned aerial vehicles (UAVs) and drones, which can be equipped with camera and sensors, StM
technique has also been widely used in medium to large-scale terrestrial surveying [17,18]. The accuracy
of SfM for generation of high-resolution 3D topography has been validated by multiple studies
[15,19,20] with some results being highly comparable to laser-based techniques [8,21,22].

The advantages of photogrammetric method over laser scanning are low operation cost, short data
acquisition time, high quality of colour information and scalable 3D point clouds as output [23]. For
example, Lane [3] spent about 8 hours just to collect the data, using a laser sensor on a motorized cart,
required to create a DEM with 0.5 mm resolution on a 0.25 m x 0.25 m area. To achieve the similar output
using SfM technique, the required images can be acquired in few minutes and can be processed to
produce 3D models within a couple of hours. Additionally, SfM technique is capable of producing better
detailed 3D surface since images can be taken from various angles and distances unlike the laser-based
measurements with limited measurement angles. The SfM technique has the potential to bridge the
spatial scales between detailed measurement of small areas and coarser large-scale measurements [23].
However, SfM technique has some shortcomings like: majority of the users are not aware of the
fundamental mathematics behind it; the accuracy of final output is hugely affected by lighting
conditions during photography; difficulty in reproducing smooth or transparent surfaces with
indistinct features/textures [22,24-26]. SfM technique have been widely applied in field-scale terrestrial
surveying [27,28], geosciences [9,10,15,17,29], archaeology [30-33] and also in robotics [34-36], real
estate and even in film productions. A few researchers have used it to study fluvial geomorphology in
laboratory flumes and physical river models [3,37-43].

This study presents the evaluation of SfM technique in different model scale case studies to record
3-dimensional bed topography for different stages of tests and to quantify the extent and volume of
change in riverbed topography in each case studies. In this study, images were acquired using handheld
photography, instead of using camera installed in fixed orientation on moving trolleys, to reduce the
logistical cost and image acquisition time. With handheld photography, it is also possible to put more
focus on important details by taking images from different angles and distances specially in irregular
shaped physical river models. The objective of this study is to evaluate the applicability of SfM
technique with close range handheld photography in physical hydraulic model studies to capture 3D
topography for each test event and to quantify the changes in riverbed topography. The applicability of
SfM technique was evaluated by comparing the accuracy of 3D point clouds produced using SfM
technique against the manual measurement data acquired using conventional surveying techniques.

2. Method
2.1. Ground Control Points (GCPs) and Georeferencing

The 3D model produced by SfM technique is created based on relative spatial relationships among
locations of extracted feature points on multiple images taken from different viewpoints [19]. Therefore,
the 3D model output preserves the shape of the target object but the size is arbitrarily scaled [44]. Hence,
georeferencing of the 3D model output shall be done by transforming it to original scaling and
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coordinates in reference to a set of pre-defined ground control points (GCPs). The GCPs with known
coordinates shall be marked on the model before capturing the images. The accuracy in defining these
GCPs is crucial to avoid structural errors in resulting 3D models [15]. The structural errors are caused
by erroneous scaling of the 3D model output in reference to the inaccurately defined control points. For
better results, the GCPs should be distributed in such a way that it covers all the concerned area [45].
Micheletti [19] recommended to use at least 5 GCPs. The accuracy of output 3D model can be increased
by increasing the number of GCPs [46] since the accuracy in reproducing elevations in 3D model output
increases with decreasing distance to GCPs [47]. For better accuracy in 3D model output, each GCP
should be visible in at least three images from different viewpoints [9]. It is recommended to define
GCPs beforehand and then process the images for generating 3D model output in actual scaling and
coordinates. However, it is also possible to produce a 3D model output in arbitrary scaling and
coordinates and then transform it into original scaling and coordinates by using rotation, translation
and scaling in reference to the GCPs. If the camera captures geotagged images, then the GCPs are not
required but the accuracy of results may not be satisfactory for small scale objects [48]. Although scale
river models were used in this study, the GCPs were defined with actual prototype coordinates to avoid
ambiguities. Hence, the 3D model outputs were generated in original prototype scaling and coordinates.

2.2. Image Acquisition

A Sony 6300 (model ILCE-6300) camera was used for capturing images for the study. It was a
mirrorless digital camera with 24-megapixel Exmor RS sensor and 425 phase detection autofocus points.
For flexibility and time saving in image acquisition, the camera was operated in hand-held condition
without using tripods or trolleys. Since handheld camera operation is prone to camera shaking at lower
shutter speed resulting blurry images, the maximum exposure time (associated with slowest shutter
speed) was kept below 1/100 sec to avoid ‘motion blur’ effect in images due to camera shaking. The
camera’s aperture was allowed to vary for optimum image exposure under the normal laboratory
lighting condition, which resulted in camera aperture ranging from F9 to F11. The focal length of the
camera lens was fixed at 16 mm. With these settings, the camera was operated in handheld condition to
capture sets of overlapping images from varying viewpoints and orientations covering the whole study
area. Additional closeup images of important features were taken from different angles to achieve better
detailing.

2.3. Digital Photogrammetry

Nowadays various commercial and free software are available to cater the implementation of SfM
technique in different applications. Based on the comparison among different SfM software made in
[49], Agisoft Photoscan was selected for this study. Agisoft Photoscan (now available as Agisoft
Metashape) is a commercial software developed by Agisoft LLC, Russia. It is a complete package loaded
with all the capabilities from processing images to generating 3D models in form of a dense point cloud,
a mesh and a Digital Elevation Model (DEM). It also includes additional pre-processing and post
processing features. It is capable of processing both aerial and close-range photographs, and is efficient
in both controlled and uncontrolled conditions. The software has a linear project-based workflow [8]
consisting of: feature matching and aligning photographs; building dense point cloud; building mesh;
generating texture; and exporting results [50]. In this study, dense point clouds and DEMs were
generated with Photoscan. The quality of dense point clouds designated as Ultra high, High, Medium,
Low and Lowest can be selected in Photoscan to specify the desired reconstruction quality. Mentioned
quality settings were relative to the resolution of original input images and it provides the users to keep
a balance between the quality of output and the processing time. In this study, we have used “medium”
and “high” quality settings for different case studies. The DEMs were then exported to compute volume
between two point-cloud surfaces using 2.5D volume computation tool in ‘CloudCompare” software.

The total processing time is largely determined by specification of the workstation used and the
extent of the study area. In this study, a workstation with Intel® Core™ i7-4790 CPU @3.60GHz
processor, 32 GB RAM and 18 GB NVIDIA GeForce GTX 750 Ti GPU was used.
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2.4. Manual Measurements

Manual measurements of a few cross-sections were also carried out in the physical models using a
level machine, a staff gauge and a distance measuring bar with an accuracy of +1 mm. These data were
used for comparison with the corresponding cross-section profiles extracted from the 3D model outputs
by SfM technique. In addition, a few distances between random pairs of the established GCPs were also
measured manually to assess the accuracy of SfM output models.

3. Case Studies
3.1. Case Study I: Measurement of Changes in Bed Morphology

In case study I, the SfM technique was applied to record changes in bed morphology during a
physical model study. The objective of the model study was to simulate evolution of river bed
morphology during high sediment transport event and to create a database to validate a 1D numerical
model developed for simulating river morphology in sediment laden rivers. The study was conducted
on a physical hydraulic model representing 1 km long reach of Trishuli River in Nepal (Figure 1).
Trishuli River is a typical Himalayan river with steep bed gradient which becomes relatively flatter after
it crosses Betrawati. The selected river reach has an average bed slope of about 1:200 and consists of a
sharp bend. The particular reach was chosen for the study since evolvement of river bed morphology is
prominent in reaches with flatter bed gradient and with bends.

Figure 1. Trishuli River model with locations of 17 GCPs (R1-R10 in the right bank and L1-L7 in the
left bank) and 6 measurement cross-sections (X-1 to X-6). The figure shows the fixed bed river
model which is then filled with mobile sediment bed.

The 12.5 m long undistorted Froude scaled model at hydraulic laboratory of Hydro Lab in Nepal,
representing the 1 km long reach of Trishuli river under study, was built in 1:80 scale. The modelled
river channel had a fixed bed which was then filled with sand to provide a mobile bed having an average
longitudinal slope of 1:200, in order to match the original bed slope in the prototype. The sand used for
preparing mobile bed had median particle diameter (ds0) of 0.55 mm, dsw of 1.28 mm and geometric
standard deviation (o) in particle size of 1.972. Similar sediment was also fed with inlet discharge
during the simulation. It is to be noted that ds of the prototype sediment is about 0.1 mm which shall
be represented by model sediment with ds = 1.25 microns to fulfill the scaling requirements for an
undistorted Froude model. But using such a fine sediment in the model will introduce cohesion in the
sediment particles and there is possibility of alteration of sediment transport phenomena from bed load
in the prototype to suspended load in the model [51]. According to Bretschneider, the particle size of
sand in models should be greater than 0.5 mm [52] to avoid the scale effects due to cohesion between
sediment particles and changes in flow-grain interaction characteristics. Therefore, a model sediment
having dso=0.55 mm was used in this study. A steady discharge of 40 L/s (2290 m?/s in prototype, which
is close to the magnitude of 2 years return period flood) was supplied into the model with sediment
feeding at the rate of 10 kg/min which corresponds to sediment concentration of 4167 ppm in the flow.
The concentration of sediment fed into the model is about 5 times of average concentration for given
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discharge as estimated from the site measurement data. The experiment was run for 140 minutes (about
21 hours in prototype) only. Due to high sediment concentration and the flatter river bed gradient, most
of the sediment fed with inflow discharge deposited along the channel. The effect of the river bend was
clearly visible with the flow concentrating towards the outer bank (the right bank) accompanied with
small scour on the initially filled sediment bed while most of the sediment fed was deposited along
inner bank (the left bank). A distinct delta front was witnessed propagating to downstream direction,
which can be seen in Figure 2.

The river-bed topographies of initial bed and final river bed after simulation were recorded and
respective 3D dense point clouds and DEMs were produced in prototype scale with actual coordinates
(meters) and elevations (in masl) using SfM technique. The quality and size of the output dense point
clouds and total processing time for each stage were given in Table 1.

Table 1. Processing time and output quality for Case study 1.

Time for . . No. of
Time to . Quality ..
No. of feature Time to vertices in
Stage . create dense of dense .
Images matching and create DEM Dense point
. cloud cloud
alignment cloud
Initial Bed 244 31 mins 4 hrs 18 min medium 30.36 million
AfterRun 116 46 mins 49 mins 15 min medium 23.45 million

The DEMs of initial river bed and the river bed after test run are shown in Figure 2a and Figure 2b
respectively. Total 17 GCPs, 10 in the right bank (R1-R10) and 7 in the left bank (L1-L7), distributed over
the study area (Figure 1) were used for georeferencing the 3D models into actual coordinates.

I 290 masl I 290 masl

— [
240 0 100m 240 0 100m
(@) (b)
Figure 2. DEMs produced by SfM technique for Case Study I: (a) initial mobile bed; (b) final bed after

test run.

The accuracy of these 3D models was investigated by estimating errors in reproducing 3D location
of points, horizontal lengths and cross sections in reference to manual measurements. Figure 3 shows
errors in X, Y and Z coordinates of the selected 17 GCPs in the 3D model, designated as Ex, Ey and E-
respectively. The locations of these points were reproduced in the 3D model with maximum deviation
below 4 mm in each direction and the maximum resultant error (Er) was below 5 mm. Likewise, 12
distances between random pairs of these GCPs were estimated from the 3D model and compared with
respective manually measured distances (Table 2). The estimated lengths matched pretty well against
respective measured distances with root mean square error (RMSE) of 1.9 mm and mean absolute error
(MAE) of 1.7 mm. Moreover, 6 cross sections designated as X-1 to X-6 (Figure 1) were randomly selected
over the study area and their cross-section profiles were extracted from the 3D model output for ‘After
run scenario’. These estimated cross sections were compared with their respective upscaled cross-
section data from manual measurements in the model (Figure 4), which showed that the estimated cross
sections were close to the measured cross sections and had more detailing with abundant points.
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Figure 3. Estimated errors in reproduction of points in a 3D model using SfM, Case Study 1. The errors
are calculated in model scale.

Table 2. Estimated errors in reproduction of selected distances in the 3D model by SfM, Case Study L.

Distance between Distance by manual Distance from 3D Absolute discrepancy,

GCPs measurement, mm model by SfM, mm mm
LA-R1 1,879.15 1,877.00 22
L1-R2 1,861.60 1,862.00 0.4
L2-RA 2,466.94 2,465.00 1.9
L2-R3 2,132.04 2,135.00 3.0
L5-R5 3,793.81 3,796.00 2.2
L5-R9 3,909.81 3,912.00 2.2
L7-R10 2,594.69 2,597.00 2.3
L6-R9 2,543.95 2,544.00 0.0
L5-R7 2,893.94 2,895.00 1.1

L6-R8 2,568.95 2,571.00 2.0
L4-R6 3,245.66 3,245.00 0.7
L5-R4 4,422.73 4,425.00 2.3
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Figure 4. Plots of cross-sections estimated by SfM and manually measured cross-sections upscaled to
prototype scale.

After confirming the accuracy of DEMs produced by SfM technique to be within acceptable limits,
changes in volume of river bed morphology were calculated using the DEMs generated for initial bed
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and after run scenarios mentioned above. At the rate of 10 kg/min for 140 mins, total 1,400 kg sediment
was fed with the inflow discharge during the test. Using bulk density of the sediment to be 1,680 m?/s,
the total volume of sediment added into the system during the test was calculated to be 0.833 m3.
Analysing the difference between DEMs for initial bed and river bed after simulation, it showed that
0.677 m? (out of 0.833 m? sediment fed into the system) sediment was deposited into whereas 0.125 m?
sediment from initially filled bed was scoured out of the system; which means total 0.281 m3 of sand
was transported to downstream of the modelled river reach. To check the accuracy in estimating
changes in volume, the volume of sediment trapped at the outlet tank downstream of the model was
measured manually using a calibrated bucket. The measured and estimated volumes in model scale
were 0.292 m? and 0.281 m? respectively with a discrepancy of 4% only.

After the satisfactory result from the test, SfM technique was further applied in full-fledged model
study in which intermediate river bed formations at different time steps during the test were also
recorded in addition to the initial and final river bed. Besides measuring the changes in bed morphology
precisely, SfM technique also made it possible to record the evolution of bed morphology over time by
capturing the river bed at different time steps during the test. Moreover, it provided high resolution
river bed data for creating mesh of initial river bed to be used in numerical modelling. It also provided
high-resolution river bed data for intermediate time steps for validating the results from the numerical
model.

3.2. Case study II: Evaluation of Sediment Flushing Efficiency

A physical hydraulic model of the headworks of a hydropower project in Khimti River of Nepal
was selected to apply SfM technique in investigating flushing efficacy of headworks structures. Khimti
River is a tributary of Tamakoshi River in Saptakoshi river basin. The Saptakoshi River is one of the
tributaries of the Ganges River. The study area covered about 250 m reach of Khimti River upstream of
the weir axis (Figure 5). The model was built as an undistorted fixed bed model on a scale of 1:40 using
the Froude’s Model Law. The headworks design consisted of a free flow type gravity weir, two bed load
sluices, a side intake with eight orifices and a forebay from where water is diverted towards settling
basins through two gated inlet orifices. A general arrangement of the headwork is as shown in Figure
6. Since Khimti River is a typical Himalayan river with steep gradient, the hydropower plant was
designed as run-off-river type. In such headworks arrangement, the pool created upstream of the
diversion weir is normally insignificant and gets filled with the incoming sediment in very short time-
span of operation. So, the designed headworks arrangement should be able to flush the sediment
deposits around the intake area in order to avoid entry of bed sediments into the intakes. Regarding
this, one of the main objectives of the model study was to ensure the capability of flushing gates to clean
the deposited sediments from area around the intake upstream of the diversion weir. Since the partial
opening of flushing gates in normal operation condition could not stop sedimentation in front of intakes,
free flushing with annual flood discharge was tested in the model.

Figure 5. Khimti River model with location of 8 GCPs (R1-R3 in the right bank and L1-L5 in the left
bank). The figure shows the fixed bed river model which is then filled with mobile sediment bed.
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Figure 6. Headworks structure arrangement under study, Case study II

In order to speed up the sedimentation process, the river upstream of the weir was initially filled
with bed sediment up to the sill level of intake orifices. The sand used for representing the bed load had
median particle diameter (ds0) of 1.5 mm, di0=0.5 mm and doo = 10 mm. The sediment fed with the inflow
discharge during the test also had the same composition. The model was run under normal operating
conditions for 12 minutes (1.3 hours in prototype) simulating a river discharge of 14.4 L/s (equivalent to
annual flood with the magnitude of 146 m?/s in prototype) with sediment feeding at the rate of 0.580
kg/min which corresponds to sediment concentration of 671 ppm in the flow. Then both flushing gates
were opened to allow free gravity flushing of the bed sediment with the annual flood discharge for 38
minutes (4 hours in prototype). Initial bed before flushing and final bed after flushing were
photographed and a dense point cloud for each scenario was produced in prototype scale using SfM
technique in reference to 8 GCPs defined over the study area. The quality and size of dense point clouds
produced with their respective processing times are presented in Table 3. The DEMs generated from
the dense point clouds of the two scenarios are shown in Figure 7.

Table 3. Processing time and output quality for Case study II.

Time for
Time t No. of
feature MMeR0 T Time to Quality of ° ,0 .
No. of . create vertices in
Stage Images matching dense create dense Dense point
8 and DEM cloud 4
. cloud cloud
alignment
Initial Bed 61 6 min 57min 9 min medium  13.21 Million
AfterRun 74 14 min 1 hr 7 min 11 min medium  16.13 Million

I 1650 masl|

1625

I 1650 masl

1625

0 S0m 0 50 m
@ (b)
Figure 7. DEMs produced by SfM technique for Case Study II: (a) initial mobile bed; (b) final bed after
flushing test.

Errors in reproducing both the locations of GCPs and linear distances were calculated to be below
2 mm in the model as shown in Figure 8 and Table 4 respectively. Finally, flushing scenario was
quantified by analysing the dense point clouds in CloudCompare software. Evaluating volume changes
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among dense point clouds for given scenarios, about 88% of sum of deposited sediment volume and
volume of sediment fed was found to be flushed successfully keeping the area around the intake clean
from sediment deposits. The flushed volume of sediment was estimated as a volume difference between
dense cloud for initial bed before flushing and that for final bed after flushing in addition to the volume
of sediment fed during the experiment. The estimated flushed volume of sediment in model scale was
0.1602 m?3 against the measured volume of 0.162 m? with only 1% of discrepancy.

2 -
o) MAE (Ep)=0.8mm | [[_]E,
g RMSE (E) = 0.9 mm| |ZEy
= 7
=]
El R E
8
=2
o
Wl
= o
< .

0 - b

L1 L2 L3 L4 L5 R1 R2 R3

GCP

Figure 8. Estimated errors in reproduction of points in a 3D model using SfM, Case Study II. The errors
were estimated in model scale

Table 4. Estimated errors in reproduction of selected distances in the 3D model by SfM, Case Study II.

Distance between Distance by manual Distance from 3D Absolute discrepancy,

GCPs measurement, mm model by SfM, mm mm
L1-R1 1,550.35 1,550.0 0.35
L2-R1 1,326.82 1,328.0 1.18
L4-R3 1,121.20 1,121.0 0.20
L5-R5 1,858.53 1,857.0 1.53
L2-R5 4,101.46 4,100.0 1.46
R1-R2 851.83 852.0 0.17
R2-R3 911.97 913.0 1.03

In this way, the SfM technique helped to precisely quantify the bed control near intake structure in
physical model studies. The SfM technique was also useful in recording spatial distribution of the
sediment deposits remained upstream of the headworks after flushing, which was very useful
information for the designer to identify the passive zones not cleaned by the flushing operation and to
further modify, if required, the components of headworks structure to improve its overall performance.
However, in this test the flushing operation was satisfactorily successful as 88% of the sediment were
flushed downstream and the area around the intake was clean of sediment deposit.

3.3. Case study III: Measurement of Flushing Cone Volume

Finally, the SfM technique was applied on small scale flume experiments to investigate scour holes,
commonly called as flushing cones, created by pressurized flushing of sediment deposit through a
bottom outlet under steady flow conditions. The experimental setup consisted of a 0.6 m wide
horizontal flume with a 50 mm wide rectangular orifice, the opening height of which was variable, at
the centre of the flume. The sill of the orifice was 60 mm above the flume bed. A 120 mm thick layer of
plastic grains representing sediment in the model were filled before the tests. Then a desired discharge
was supplied into the flume without disturbing the filled sediment layer. When the water surface
reached desired level, the bottom outlet was opened for desired opening height, which was meant to
maintain the selected water level for the selected discharge, and pressurized flushing of the deposits
were allowed to form a flushing cone. Once the flushing cone upstream of the outlet reached an
equilibrium, the gate was closed and the flume was drained slowly without disturbing the cone. Then
the flushing cone was measured manually with a millimeter precise point gauge as well as using SfM
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technique. Total 7 tests were carried out for different combination of discharge, water level and opening
height of the outlet as listed in Table 5.

Since it was a small-scale flume test, high quality dense clouds were produced expecting better
accuracy. For example, the dense point cloud for Test no. 3 is shown in Figure 9. The contour plot of
flushing cone for Test no. 3 produced by SfM superimposed on that produced by manual measurements
is presented in Figure 10. It shows that the flushing cone reproduced with SfM technique is comparable
against the one produced by manual measurement.

Figure 9. Dense point cloud of flushing cone for Test no. 3, Case study III
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Figure 10. Contour plots for Test no. 3 by SfM estimation and Manual measurement in model scale, Case study III
The size of dense point cloud for each test and their respective processing time is shown in Table
6. The volumes of flushing cones measured manually were compared with volumes of respective cones

estimated by SfM technique as shown in Table 5. The absolute discrepancy between measured and
estimated volumes for all the tests were below 5% of the measured volume.

Table 5. Boundary conditions and measured volume of flushing cone for tests conducted in Case Study III

Volume of flushing cone,

’ 106 3

Test Discharge, Water level, Outl‘?t s x10° mm Al'asolute

opening Manual Measured from Discrepancy
no. L/s mm .

height, mm measurement3D model by %

StM

1 2.5 244 40 1.31 1.27 3.05
2 3.2 352 40 1.54 1.54 0.00
3 3.9 455 40 1.72 1.78 3.49
4 4.3 570 40 1.80 1.77 1.67
5 32 264 50 1.48 1.41 4.73
6 3.8 327 50 1.63 1.67 2.45
7 5.0 502 50 1.98 1.99 0.51
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Table 6. Processing time and output quality for Case study III

Test No.of Total processing time to create Quality of Points in dense
no. Images dense cloud (hh:mm:ss) dense cloud  cloud (in millions)
1 18 00:48:27 high 13.7

2 24 01:08:21 high 15.5

3 18 00:31:38 high 12.6

4 28 01:11:44 high 15.3

5 22 01:03:15 high 14.3

6 30 02:54:23 high 15.8

7 27 02:08:32 high 18.6

After achieving satisfactory precision from the SfM technique for such experiments, it was further
applied in similar tests to produce high resolution point clouds of flushing cones which was utilized for
precisely estimating dimensions and volume of flushing cones. A number of tests were carried out with
varying water level, discharge, opening height of outlet, thickness of sediment deposit and density of
sediment materials. The results from the experiments were used to develop empirical relations to
predict the length and volume of flushing cone for relevant input parameters.

4. Discussion of Results

The overall accuracy of SfM technique was estimated to be below 5 mm for reproducing location
of points and below 3 mm for estimating distance measurements in the model. Between two models in
case study I and case study II, accuracy of SfM reproduced models was found to be coarser for bigger
model. It can be justified with expected precision of derived elevations as defined by Lane [3]:

physical size of pixel in image space (de) (1)

recision =
p (p) focal length (c)/camera flying height (H)

With d. =4 um and ¢ = 16 mm, the expected vertical precision for case study I and II were 0.45 mm
and 0.3 mm for camera flying height of 1.79 m and 1.25 m respectively. According to Lane [3], the best
possible spatial resolution is about 5 times coarser than p. From Equation (1), it can be concluded that
the precision will be reduced for bigger model since camera flying height need to be increased to cover
bigger area considering same camera with similar settings is used. Morgan et al [37] also concluded that
the decrease in model point count with respect to increase in distance between camera and subject
follows a power law having the exponent value of approximately 2.15. The other way around to achieve
output model with better accuracy is to take more pictures with lower camera flying height but it will
increase the time required for image acquisition and processing.

The precision in estimating volume changes was found to be better (below 5% of measured values),
most probably due to compensation of errors while subtracting two 3D models (dense point clouds or
DEMs). The applicability of SfM method hence depends on acceptable error or discrepancy, which in
turn is governed by scale factor for the model, objective of the model study and measurement
techniques available as alternative. Analysing the results of this study, it can be concluded that SfM is a
quick, economic and comparatively accurate alternative for manual measurements in the model study.
The acceptability of the precision of SfM technique is entirely subjective. The same precision could be
acceptable for large scale models while on the other hand it might be unacceptable for small-scale
models. Besides scale factor, acceptable precision is also limited by purpose of the model study. For
model studies with objectives to assess bed evolution pattern (case study I) and to estimate sediment
budget (case study II and III), the achieved precision in each case studies seemed to be satisfactory. Since
manual measurement with staff gauges of 1 mm precision was the only low-cost alternative available
in our laboratory to SfM technique, RMSE error of 1.9 mm in output dense cloud (in model scale) is
satisfactory provided with the fact that SfM technique was quicker and reproduced better detailing of
important features.

The major advantage of SfM technique over manual measurement is the detailing captured as
colour-coded dense point cloud. In general practice with manual measurements, only a few cross
sections are selected over the study area for conducting measurements and the measured data are
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interpolated in-between. In such case, there is always possibility of loss or even mis-interpretation of
detailing in between the measured cross sections. For example, in case study I, the front of sediment
deposition was continuously moving downstream. If the deposition front was in between two
measurement cross sections for a certain time step, then interpolation of manually measured two cross-
section profiles upstream and downstream of that deposition front will not represent the actual pattern.
Therefore, for mobile bed model studies with an objective to study patterns of bed evolution, StM
technique can ensure higher detailing of the river bed reproduced in 3D model output. Additionally,
SfM technique can be highly beneficial to capture the time-evolution of the river bed morphology by
taking set of photographs at certain intervals of model run time. It can save a significant amount of time
compared to measurements carried out with manual instrumentation. Though processing time for SfM
technique could extend up to couple of hours, e.g., more than 4 hours for producing 3D dense point
cloud of initial filled bed in Case study I as shown in Table 1, actual man-hour used will be much lower
since the image processing up to production of 3D models can be fully automatized. Moreover, the total
processing time can also be reduced considerably by targeting low or medium quality of dense point
cloud yet ensuring the quality of result will not be compromised.

The results from all three case studies (see Tables 1, 3 and 6) showed that the image processing
time in SfM is not proportional to the number of images to be processed. While doing trials to produce
3D models of different quality (low, medium and high), it was observed that the processing time for
same set of images increased as the desired output (dense point cloud) quality was set from low to
medium and then to high.

5. Conclusions

SfM photogrammetry technique was successfully applied in three different model studies to
estimate changes in mobile river bed. Free handheld photography was used for acquiring images which
reduced the logistical cost for camera support setup and also reduced the image acquisition time. The
3D models in form of dense point clouds were produced with satisfactory precision against manual
measurement using lesser time and human resources. Hence, SfM is recommended as a low-cost and
quicker alternative to manual measurements in physical hydraulic models. However, the selection of
measurement technique is always a trade-off between desired precision, time spent for measurement
and data analysis, and total budget (cost) incurred.
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Abstract. In this study, pressurized flushing of non-cohesive reservoir sediment through a
bottom orifice was simulated in laboratory experiments using lightweight material as model
sediment. The experiments were carried out by varying flushing discharge, reservoir water level,
thickness of sediment deposit layer and opening height of bottom orifice. The volumes of
flushing cones formed with lightweight material were compared with volumes calculated using
empirical relations proposed by past studies. The good trend observed in variation of
dimensionless flushing cone volume against different dimensionless parameters justified the
possibility of using the lightweight material as model sediment.

1.Introduction

Reservoir sedimentation is a world-wide problem threatening the capacity and sustainability of large
dams. To encounter the sedimentation of reservoirs, several counter and mitigation measures have been
proposed ranging from the reduction of the sediment yield in the upstream catchment to hydraulic
flushing to scour out deposits and empty the reservoir through low-level outlets [1,2]. Pressurized
flushing through bottom outlets scours sediment deposits locally in the vicinity of the outlet openings
and creates a funnel shaped crater called flushing cone (also called flushing half-cone because of its
shape) [3,4]. During this process, large amounts of sediment are released at the beginning of the flushing
[5] and after a short period of time the flushing cone becomes fairly stable in shape and size with no
further sediment removal from the cone [6]. This type of flushing is therefore only suitable for reservoirs
with small reservoir capacity to water inflow ratio (CIR) and large capacity sluices [7]. Since the
effective scour zone is constricted locally near the outlet openings, pressurized flushing is more effective
in controlling sediment deposition level at the entrance of the intakes. However, for efficient flushing
of large sediment deposits from the reservoir, drawdown of water level is required [8].

Emamgholizadeh et al. [3] carried out laboratory experiments on pressure flushing of non-cohesive
sediment. They concluded that the flushing efficiency can be increased by reducing the reservoir level
during the flushing while keeping the outlets operating at full capacities and proposed an empirical
equation for estimating the volume of the flushing cone:

V;IB — 06139 ( u )0.0062 (Hs,net)o'DE ( Hgnet )0.0036 (1)
Hs et ’ + 8 Hwnet ds Hynet

85



where, V; = the volume of the flushing cone, H; et = net sediment height above the centre of the outlet
opening, u = flow velocity at the entrance of the orifice, g = acceleration due to gravity, Hy net = net flow
depth above the centre of the outlet opening, and ds = characteristic sediment particle size.

Shahmirzadi et al. [9] showed that the volume of the flushing cone can, for a constant reservoir level,
be increased by increasing the outlet opening size i.e. increasing the outlet discharge. They also
suggested an empirical relation for predicting the flushing cone volume:

0.149 3.082 0.174
o so0az (=) (2] (F) ©)
Hi; net ) VE Hwnet Hy,net H% et

where, A = cross sectional area of the orifice

Carrying out similar experiments as [9], [4] proposed another empirical relation to determine the volume
of the flushing cone:

0.21 2.2 0.89
H,
_:F_s =46 ( u ) ( a,net) ( D ) (3)
H:w,net \ftS(GS -1) dg Hy,net Hyw,net

which includes the diameter of the circular bottom outlet (D), specific gravity of sediment particles (Gs)

and the characteristic particle size of sediment (d;), although only a single sand sample was used in their
experiments, i.e. their experiments were carried out with constant values for G, and d,. Fathi-Moghadam
et al. [10] also carried out experiments similar to [3] using three different sand sizes i.e. varying d, but
constant Gs. They concluded that the size of the flushing cone increases with decreasing sediment size.
Based on their experimental data, they proposed an empirical relation to predict the flushing cone
volume:

virE 0.1 —-0.046
5 = 528 ( u ) ( w,net)
b A g(Gs—1)ds Hg net (4)

Emamgholizadeh et al. [11] used the data from [3,4] and [10] to train and test an Artificial Neural
Network (ANN) and Adaptive Neuro-Fuzzy Inference System (ANFIS), respectively, and concluded
that both artificial intelligence based models predicted the flushing half cone volume and length more
accurately than the empirical regression-based relations according to equations (1) to (4). They
performed a sensitivity analysis which demonstrated that the sediment characteristics, thickness of
sediment deposit, mean grain diameter, water depth in reservoir and mean flow velocity through bottom
outlet are the most important parameters for predicting the flushing half-cone volume and length.

The present study investigates the practicality of using lightweight materials, having density greater than
water but lower than natural sand, as model sediment to simulate pressurized flushing cone in physical
hydraulic models. Theoretically, lightweight materials can be used as model sediment in physical
hydraulic models if similarity in Froude number and densimetric Froude number are satisfied while
compromising similarity in particle Reynolds number, relative density of sediment particles and relative
bed roughness. Hughes /12] designated this type of models as Densimetric Froude models. Such a model
type is generally applied in studies related to sediment transport processes in fluvial hydraulics when
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fine sand is present in the prototype situation which, when downscaled to model scale, would require
cohesive sediment to be used in the model. Many researchers have used lightweight sediments for
different hydraulic experiments such as studying the beginning of motion and predicting pier scour (as
cited in /73]). In this study, a lightweight material was used as model sediment to simulate pressurized
flushing through a bottom outlet and to assess the possibility of predicting the flushing cone volume.

2.Methodology

2.1.  Previous data

The experiments have been designed to investigate the application of lightweight material as model
sediment so that only equations (3) and (4) containing G; as a variable were considered for further
comparison. In total 110 experimental datasets, 65 from [4] and 45 from [10] were extracted from
published plots in the respective papers. Experimental data from [4] represented variation in flushing
cone volume due to variations in water level, discharge and opening size of the outlet. The experiments
were performed with constant sediment layer thickness of 16 cm consisting of sediment with a specific
gravity of 2.65 and uniformly sized sediment with a diameter of 1 mm. [10] performed the experiments
for different combinations of water levels, discharges and sediment sizes while the sediment layer
thickness, specific gravity of sediment and outlet diameter were kept constant. For the whole set of
experiments, the sediment layer thickness was 42 cm, specific gravity of sediment was 2.65 and the
outlet diameter was 2 inches (5.08 cm). These experimental datasets were used to compare the results
according to equations (3) and (4) and with experimental results from this study.

2.2.  Dimensional Analysis

The volume of flushing cone (V) depends, as outlined above, on various parameters such as geometrical
boundary conditions, hydraulic parameters, fluid properties and sediment properties. Hence, it can be
written as a function of the following variables [3,4,9,10]:

V= £ (u, Hwnet, Hspets A, B, ds, ps-pw, pws 1, ) (5)
where, B = flume width, ps = density of sediment, p,, = density of water, and p = dynamic viscosity. In
the present experiments (see Section 2.3), B, pw, it and g were constant so that the following functional
relationship can be established for the dimensionless flushing cone volume [4,9]:

;fs =f( u , Hsnet , 2-4 ) (6)
H net VO (Gs=1)ds “ Hwnet  Hiner

2.3.  Experimental setup

The experiments were carried out at the hydraulic laboratory of Norwegian Institute of Science and
Technology (NTNU) in Norway. The experimental setup consisted of a 0.60 m wide horizontal flume
with a 5 cm wide rectangular orifice at the mid-width of the flume. The orifice was kept 6 cm above the
flume bed to allow free formation of the flushing cone and also to avoid the influence of flow
downstream. A layer of sediment with uniform thickness Hs was deposited upstream of the orifice at the
beginning of each experiments. A simplified sketch of the experimental setup after the formation of the
flushing cone is shown in Figure 1.
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Q = Discharge
H, =Flow depth above bed level Lmax

. . Q
H;, = Sediment height above bed level — = Hw
a = Height of bottom outlet He z’“a"I N I%a

s ; 3
?é,vel = Height of bottom sill above bed a) Longitudinal Section
b = width of bottom outlet
B = width of the reservoir (flume) /

) . . e o B Sediment <
hg = Sediment height above outlet sill deposit
H; .« = Netsediment height above centre of
outlet opening
b) Plan

H,,nec = Net flow depth above centre of outlet )

opening
Lyex = Maximum length of flushing cone
Wiax = Maximum width of flushing cone

Zex = Maximum depth of flushing cone

V, = Volume of flushing cone

Figure 1. Experimental setup and associated parameters

2.4. Material

Poly-methyl methacrylate (PMMA) grains were used as model sediment for the experiments. The
PMMA grains had specific gravity of 1.18 and were uniformly sized (ds = 2.4 mm). They were slightly
cylindrical in shape and were light blue in colour.

2.5. Experiments

The experiments were carried out with steady flow condition without any sediment inflow for a range
of different parameter values (Table 1). The width of the flume and the width of the orifice were kept
constant throughout all the tests. For each test, the flume was initially filled with a sediment deposit of
constant thickness Hs. Then, the inflow discharge was slowly fed into the flume without disturbing the
initial sediment deposit, and the water level was allowed to rise. When the desired water level was
reached, the gate was opened up to the desired opening height. The water level was chosen from the
rating curve of the outlet orifice such that the outflow discharge would be equal to the inflow discharge
for given opening height of the orifice. The test was run in the steady state until the flushing cone reached
the equilibrium state i.e. no more scouring in the flushing cone. Then the orifice gate was closed and
water inside the flume was drained slowly without disturbing the shape and size of the flushing cone.
The surface profile of flushing cone for each test was measured using SeaTek 5 MHz ranging system
consisting 32 acoustic transducers. The transducers were placed in a movable plate to form a 25 mm
grid. The plate with the transducers was hovered above the flume bed at different positions to scan the
cone surface with finer resolution (<25mm). Then the data were used to calculate the flushing cone
volume for each test with the help of 3D data interpolation function in Matlab.
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Table 1. Range of parameters.

Parameters Range

Discharge (Q) 0.9-5.01ps

Net flow depth (Hy net) 107 — 408 mm
Thickness of sediment deposit above flume bed (Hs) 100, 120 and 140 mm
Opening height of outlet orifice (a) 20, 30, 40 and 50 mm

Figure 2. Flushing cone formed with PMMA.
3.Results and discussion

In a first step, the experimental data from [4] and [10] were compared using equations (3) and (4), and
Figure 3 illustrates that both equations perfectly fit the data used for their derivation. However, equation
(4) overestimates V; for the data from [4] by about 5 times, and equation 3 over-estimates V for data
from [10] by about 2 times. This shows that both equations do not comply with the experimental data
from the other study because the experiments by [4] were performed with constant ds and Hs while the
experiments by [10] were carried out with constant D and H,. However, the two datasets complement
each other and when combined may be used to capture the effects of variation in d, Hs and D. Equations
(3) and (4) were further applied to the experimental data from this study to assess whether any of them

correctly predicts the volume of the flushing cone formed with lightweight material characterised by a
different Gs.

0.15 7 0.15 1
o (a) (b)
= § oy + =
= 0.10 - = 0.10 -
3 = + %
= 0.05 - 2 0.05 1 f
~ -2
0.00 - 0.00 4=
0.00 0.05 0.10 0.15 0.00 0.05 0.10 0.15
Measured V, Measured V,
+ gquation-3 o equation-4 + equation-3 o equation-4

Figure 3. Calculated V; against measured V; using equations (3) and (4) for experimental data from (a)
Meshkati et al. [4] and (b) Fathi-Moghadam et al. [10]
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The empirical relations according to equations (3) and (4) comply with the functional relationship given
in equation (6) since both parameters A and D represent the opening size of the outlet. The functional
relationship according to equation (6) was further justified with a good trend followed by the variation
of each of the chosen dimensionless parameters when plotted against dimensionless flushing cone

. 7 . H .
volume. Figures 4a and 4b show the plots of ——— against ” and —22£ for different outlet
Hy net g (Gs—1)ds Hw net

opening heights when thickness of sediment deposit was 140 mm, and Figure 4c presents the plot of

against H:‘ for different outlet opening heights and different thickness of sediment deposit.

3
Hynet Tenet

Vs

L . ki . H .
Similar trends were observed for the variation of —=— against z and =% for a thickness of
H:w,net Vg (Gs—ﬂd.s- Hynet

the sediment deposit (Hs) of 120 mm and 100 mm. The dimensionless flushing cone volume decreased
with decreasing sediment deposit thickness which can be expected as a smaller sediment deposit
thickness means less sediment is available for flushing. Similarly, it can be seen from the plots in Figure
4 that the dimensionless flushing cone volume increases with increasing outlet opening area as
concluded by Meshkati et al. [4]. Thus, it can be concluded that the lightweight PMMA in the model
experiments behaved similar as natural sediments.

10 (a) 1.0 (b) 1.0 (C)
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0.0 4 ‘ AN +
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u/(g(G,~1) d, )" Hpe Hi et A/,
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. Vg . i H .
Figure 4. Plots of ——— against (a) , (b) ==L for different ‘a’ but Hs = 140 mm and (c)
Hyynet Jo (Gs—1)ds Hynet
A

= for different ‘a’ and Hs.
wnet

. . . v .
Using equation (3) and the experimental data from the present study, = *— for each experiment was

w,net

1/3
calculated and compared with the measured values as shown in Figure 5. Similarly, V‘T for each

experiment was calculated using equation (4) and compared with measured values as illustrated in
Figure 6. Equation (3) underestimated the dimensionless flushing cone volume whereas equation (6)
overestimated it. Besides differences in the experimental setup, the deviation of measured values from
calculated values using equations (3) and (4) can also be associated with the different shape of the
outlets. In this study, a rectangular bottom outlet was used with constant width and varying height
whereas [4] and [10] used a circular bottom outlet. In order to apply equations (3) and (4) to our
experimental data, the diameter of the bottom outlet was taken as an equivalent diameter of a circle with
same area as the rectangular orifice. This assumption is one reason for the observed deviation between
measured and calculated values of the dimensionless flushing cone volume. However, [14] showed that
the size of flushing cone depends on the shape of the outlet and concluded that flat rectangular and
square outlets produced bigger flushing cone compared to a round one. This statement provides thus an
explanation for the underestimation of the flushing cone volume by equation (3). On the contrary, the
flushing cone volumes were overestimated by equation 4.
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Another possible reason for the observed deviations is the use of single sediment thickness in the
experiments forming the basis for equations (3) and (4). Using only a single sediment thickness, each of
the empirical regression-based relations developed from experimental data cannot predict the variation
in dimensionless flushing cone volume for varying thickness of sediment deposit above the centre of the
outlet opening (Hsnet). Similarly, equations (3) and (4) were developed from experiments with natural
sand i.e., constant Gs and hence might not be effective to predict the effect of variation in Gs. In short,
equations (3) and (4) might be applicable to limited range of parameters and hence cannot be applied

for the range of parameters in this study.

4.Conclusion

The variation in each of the chosen dimensionless parameters had a good trend against variation in
dimensionless flushing cone volume for experimental data with PMMA as shown in Figure 4. This
shows the potential of PMMA grains to be used as model sediment to simulate pressurized flushing cone
in physical model experiments. However, the experimental data for PMMA cannot be described by the
empirical relations according to equations (3) and (4) proposed to predict dimensionless flushing cone
volume for sand. The possible reasoning for this deviation have been discussed but should be verified
via more experiments using model sediments with different specific gravities and characteristics particle
sizes. Experiments with sand in identical experimental setup should also be performed so that the
possible deviation due to differences in the experimental setup can be avoided so that the experimental
data can be compared directly. Finally, if all the data from previous studies are combined and used to
develop a new regression based empirical relation, it will cover a bigger range of parameters and may
improve the prediction capability.
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B.1 Dimensional Analysis

The volume of flushing cone (V) can be written as a function of the following variables:

Vs = f(U, Huynet» Hsnets As ds, Ps — Pws P 95 H)

Applying Buckingham 7t theorem,

Eliminating L usine Eliminating T using Eliminating M using
iminating L using Hywner
Hynell H3
Parameters Dimension wnerl U Pw Hipnet
Parameters Dim. Parameters Dim. Parameters Dim.
V\‘ L3 VS/H\i’met B Vs/Ha/net - Vs/Hlinet -
LT! u/Hynet T! - - - -
u
L - - - - - -
Hwnet
Hsnet L Hsnet/Hwnet - HSnEt/HWTlEf - Hsnet/Hwnet -
A L? A/Hvzvnet - A/Hamet - A/Hvzvnet -
ds L dS/Hwnet - ds/Hwnet - ds/Hwnet -
ps-pw ML3 (ps - pw)vamet M (ps - pw)Hv?’vnet M (ps - pw)/pw
pw ML? Pw vamet M Pw H&/net M - -
u ML!T! W Hyner MT! K H\%met/u M 1/ (Pw © Hynet)
g L T-z g/Hwnet T-z g Hwnet/uz - g Hwnet/u2 -
The dimensionless parameters obtained are:
i Vs - _Hsnet_n _ A - ds - _(ps_pw)_(G 1)
1= ;3 ) 2 — » 183 = 72 ) g = ) Its = - s )
Hynet Hynet Hynet Hynet Pw
2
T _pwunnet_unnet P u
6= = y Ty =~
W W pw 9 Hunet

Here, mg represents Reynolds Number, which can be considered negligible under a

fully turbulent flow through the orifice.
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The study deals with the orifice flow through the bottom outlet under the influence of
gravitational force i.e. u m which implies not much variation in outlet’s
Froude Number (m;). Sine the study is focused more on variations in size and density
of sediment particles, m,, 5 and m, are combined to form a new dimensionless variable

given as,

u? u

Ty = ~

9 (Gs—Dds  [(G,— Dy d

Hence, the final dimensionless parameters can be written as,

Vs Vsl/3
7T1 = ~
3
Hwnet Hwnet
T = Hsnet hs
2= T
Hwnet Hwnet
A
7'[3 =
2
Hwnet

u
Ty =
v (Gs - 1)g ds
The dimensionless functional relationship for flushing cone volume can be written as

VS1/3

_ f < u hg A )
Hwnet Vg (Gs—1)ds " Hwnet ' H\%/net

Similarly, the dimensionless functional relationship for maximum length of a flushing

cone can be written as

Lmax _

f ( u hs A )
Hwnet Vg (Gs—1)ds " Hynet Hvzvnet
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B.2 Regression Analysis

From the dimensional analysis of variables influencing the volume of a flushing cone,

the dimensionless functional relationship derived is

AL < u R A )
- 1] ) 42
Hwnet \/.g (Gs—1)ds "Hwnet Hyynet
vsl/3 u h A
Say,X1=S_,X2= ,X3= s aI’ldX4=2—
Hwnet Vg (Gs—1)ds Hwnet Hinet

Then, we can write a non-linear relation from the given functional relationship as
Xy = kX X3 XY

Transforming to linear equation by applying natural log to both sides,

InX; = In(k) + m In(X;) +n In(X3) + pIn(X,)

From the total 192 experimental data, 120 data were randomly selected to calibrate the
regression equation. In(X:), In(X:), In(Xs) and In(Xs+) were calculated for the
experimental data and then multiple regression analysis was done in MS-Excel to

determine the coefficients of the regression line in the form of
y= bo + b1x1 + bz.xZ + b3X3

The coefficients estimated from multiple regression analysis of the selected

experimental data are

U
Coefficients value Stg’:}iird t Stat P-value L;;;r L;Zf;/er 9L;n(¢;s/r 9 5p gf/r
bo 0.1597 0.0281 5.6905 9.53E-08  0.1041 0.2153 0.1041 0.2153
b 0.2032 0.0082 24.7923 2.14E-48  0.1870 0.2195 0.1870 0.2195
b2 0.5216 0.0198 26.3074 591E-51  0.4824 0.5609 0.4824 0.5609
bs 0.2209 0.0093 23.7218 1.60E-46  0.2024 0.2393 0.2024 0.2393

From the results, the actual coefficients can be estimated as
In(k) = by = 0.1597 which gives k = *1597 = 1.173
m = b, = 0.2032

0.5216

n:bz

p = by = 0.2209
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And the regression statistics are as follows:

Regression Statistics
Multiple R 0.992521894
R Square 0.985099709
Adjusted R Square  0.98471765
Standard Error 0.044908472
Observations 120

Therefore, the final non-linear regression equation derived from the experimental data

for estimating the volume of flushing cone can be written as
Xy = kX X3 XY

1/3
S =1.173

( u )0.203 ( hs )0.522 ( A )0.221
Hwnet Vg (GS - 1)ds Hwnet H\%/net
Similarly, regression analysis was carried out on the experimental data to derive the

non-linear regression equation for estimating maximum length of flushing cone as

L
max —1.311

( u )0.286 ( hs )o,ssg ( A )0.203
Hwnet Vg (GS - 1)d5 Hwnet Hvzvnet
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