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Abstract

Thermoacoustic instabilities have become an increasingly relevant issue in the
search for lower emissions in gas turbines, both for power production and trans-
portation. Adoption of alternative fuels in land based gas turbines can reduce CO2
emissions, and NOx emissions can be reduced by operating in a lean burn regime.
Both approaches can make gas turbine engines more prone to exhibit self-excited
thermoacoustic instabilities. Therefore, to increase the fuel and operational flex-
ibility of gas turbines, a better understanding of thermoacoustic instabilities is re-
quired.

A promising approach to predict the stability of a new gas turbine design is to
use low order models in conjunction with experimentally obtained flame transfer
functions on axially perturbed single flame setups. This approach would greatly
reduce the cost of the design process, allowing for a range of geometries to be
numerically evaluated. However, practical configurations often have an annular
geometry, where the azimuthal pressure mode is commonly the unstable mode.
This is in contrast to the axially forced single flames used for defining the flame
transfer function. Therefore, it is important to know if there are potential differ-
ences between the response of a single flame to axial perturbations and flames
arranged in an annulus subjected to azimuthal pressure modes.

The aim of this thesis is to improve our understanding of the flame response
in an annular combustor. The first step to achieve this is to create a reference case
equivalent to a conventional axially perturbed single flame. One of the flames from
an annular combustor is therefore isolated and studied in detail for a large range of
operating conditions in an enclosure similar to one sector in the annular combus-
tor. The response of the flame is characterised over a large range of frequencies,
and the relevant time scales are extracted by fitting distributed time delay mod-
els. The response is observed to depend on the effective confinement of the flame,
suppressing the expected dip behaviour for sufficiently long flames.

The second step is to study the response of an annular combustor to different
azimuthal pressure modes in detail. To be able to study this, azimuthal forcing is
applied to vary the amplitude, spinning state, and the orientation of the first azi-
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muthal mode. The first method to exhibit good control over the full parameter
space is developed in the current work. Additionally, a novel rotation averaging
technique and the concept of Azimuthal Flame Describing Functions are intro-
duced, allowing for efficient isolation of the flame response to different forced
states and clear description of the main features. The different pressure mode
types are shown to produce different responses for an annular combustor with co-
swirling flames. The differences are attributed to the local symmetry breaking cre-
ated by the finite width annulus in combination with swirling flames. By removing
the swirl, the local reflectional symmetry is restored, and the heat release rate pat-
tern is observed to have reflectional symmetry for the two spinning directions. The
difference in response for the annular combustor with swirling flames resulted in
several interesting features, including a non-negligible heat release rate at the pres-
sure node. Additionally, numerical simulations showed the difference in response
results in a strong spinning direction preference for the pressure mode under self-
excited conditions. The understanding gained here will help the development of
practical combustors, enabling the wider use of low emission technology.
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Preface

This thesis is submitted for partial fulfilment of the requirements for the degree
of Philosophiae Doctor (Ph.D.) to the Norwegian University of Science and Tech-
nology (NTNU). The research has been carried out at the Department of Energy
and Process Engineering (EPT) from October 2016 to March 2021. The work has
been supervised by Associate Professor Nicholas A. Worth, and Professor James
R. Dawson has been the co-supervisor.

The Ph.D. has been part of the project Breaking the paradigm: A new approach to
understanding and controlling combustion instabilities, funded by the European
Research Council (ERC) under grant agreement 677931 TAIAC.

The thesis consists of 6 chapters and 5 scientific articles. The chapters give an
introduction to thermoacoustic instabilities, the experimental setups and the theory
required for the data analysis. The articles are summarised in Chapter 5, and the
full texts are included at the end of the thesis, after the concluding remarks in
Chapter 6.
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Author’s constributions: Håkon T. Nygård and Marek Mazur conducted the experi-
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manuscript, and provided technical and editorial guidance. The research work was
conceptualised by Håkon T. Nygård, James R. Dawson, and Nicholas A. Worth.
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Symmetry breaking modelling for azimuthal combustion dynamics.
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Nomenclature1

Latin Symbols
A Cross sectional area. Eq. (4.13)

[
R,m2

]
A Amplitude of azimuthal pressure fluctuations (quaternion description).

Fig. 3.3 [R,Pa]

A± Amplitude of the spinning azimuthal pressure fluctuation components.
Eq. (3.1) [C,Pa]

A⊥ Amplitude of azimuthal pressure fluctuations (orthogonal description).
Eq. (4.23) [R,Pa]

A⊥imposed Amplitude of azimuthal pressure fluctuations imposed by all speaker pairs
(orthogonal description). Eq. (3.5) [R,Pa]

A⊥pair Amplitude of azimuthal pressure fluctuations imposed by one speaker pair
(orthogonal description). Eq. (3.2) [R,Pa]

B± Amplitude of pressure fluctuation components in the injector tube.
Fig. 2.4 [C,Pa]

b Bloch wavenumber. Eq. (4.44) [N,−]

C C-indicator of the azimuthal mode. Eq. (4.25) [R,Pa]

c Speed of sound. Eq. (4.3) [R,m/s]
DTLT,DTLi Total distributed time delay model (T) and individual components (i).

Eq. (4.21) [C,−]

Ei Gaussian distributed time delay model i. Eq. (4.21) [C,−]

FDF Conventional Flame Describing Function. Eq. (4.1) [C,−]

FDFj Conventional Flame Describing Function of the jth flame. Eq. (4.2) [C,−]

FDF± ACW (−) and CW (+) Azimuthal Flame Describing Function.
Eq. (4.59) [C,−]

gi Amplitude of Gaussian distributed time delay model i. Eq. (4.21) [R,−]

H Characteristic flame height. Eq. (4.20) [R,m]

k± Wavenumber of component propagating with/against flow direction.
Eq. (4.6)

[
R,m−1

]
1Symbols from Chapter 1 are excluded for brevity.
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L Swirler vane trailing edge to dump plane distance. Eq. (4.20) [R,m]

Ma Mach number. Eq. (4.6) [R,−]

N Number of injectors. §2.1 [N+,−]

N∗ Number of instrumented injectors. Eq. (4.25) [N+,−]

Nim Number of images in a phase average bin. Eq. (4.35) [N+,−]

n Order of the azimuthal mode. Eq. (4.23) [N+,−]

p′ Azimuthal pressure fluctuations. Eq. (3.1) [R,Pa]

p′tube Axial pressure fluctuations in the injector tube. Eq. (4.4) [R,Pa]

Q± Normalised amplitudes of the heat release rate mode based on Azimuthal
FDFs. Eq. (4.62) [C,−]

q Heat release rate. Eq. (4.1) [R,W]

q′ Phase dependent heat release rate fluctuations. Eq. (4.1) [R,W]

q′s Stochastic heat release rate fluctuations. Eq. (4.36) [R,W]

r Radial distance from combustion chamber centre line. Eq. (4.37) [R,m]

S, Sij Acoustic scattering matrix. Eq. (4.15) [C,−]

SR Spin ratio of azimuthal pressure fluctuations. Eq. (4.29) [R,−]

T , Tij Acoustic transfer matrix. Eq. (4.18) [C,−]

T Oscillation period. Eq. (4.34) [R, s]
t Time. Eq. (3.1) [R, s]
t0 Chosen start time of phase average. Eq. (4.36) [R, s]
tl Time relative to the chosen phase average start time t0. Eq. (4.49) [R, s]
U , U Temporal mean bulk velocity. Eq. (4.3) [R,m/s]
Ubulk Temporal mean bulk velocity in injector tube evaluated at the dump plane.

Eq. (4.1) [R,m/s]
Uprop Mean propagation velocity in the injector tube. Eq. (4.20) [R,m/s]
u′axial Axial acoustic velocity at the dump plane location. Eq. (4.1) [R,m/s]
u′axial,j Axial acoustic velocity at the dump plane location at azimuthal injector

location θj . Eq. (4.2) [R,m/s]
u′,recaxial,j Rotation average reconstructed axial acoustic velocity at the dump plane

for the jth injector. Eq. (4.57) [R,m/s]
〈u′axial〉j Rotation averaged axial acoustic velocity component at the dump plane for

the jth injector. Eq. (4.57) [R,m/s]
u′d Axial acoustic velocity fluctuations in the injector tube. Eq. (4.8) [R,m/s]
x Axial location in the injector tube. Fig. 2.4 [R,m]

xlower Axial location of the lower pressure transducer. Fig. 2.4 [R,m]

xupper Axial location of the upper pressure transducer. Fig. 2.4 [R,m]

z Impedance linking pressure and axial velocity fluctuations.
Eq. (4.52)

[
C, kg/m2s

]



Nomenclature xv

Greek Symbols
βi Centre frequency of Gaussian distributed time delay model i.

Eq. (4.21) [R, rad/s]

∆θ Azimuthal angle between adjacent injectors. Fig. 2.2 [R, rad]

∆q̄ Flame to flame differences in temporal mean heat release rate.
Eq. (4.38) [R,W]

ε∆q′a Flame to flame differences in heat release rate fluctuations.
Eq. (4.39) [C,W]

θ Azimuthal angle in the combustion chamber. Fig. 2.2 [R, rad]

θ0 Orientation angle of the azimuthal pressure fluctuations. Eq. (4.27) [R, rad]

θj Azimuthal centre angle of the injector corresponding to the jth flame.
Eq. (4.25) [R, rad]

θp Azimuthal angle between two speaker pairs. Eq. (3.1) [R, rad]

λ Wavelength. §2.3 [R,m]

ξa Function used to express the pressure as a quaternion function.
Eq. (4.30) [H,Pa]

ξi Functions used to express ξa in terms of real valued functions.
Eq. (4.31) [R,Pa]

ρ Gas density. Eq. (4.8)
[
R, kg/m3

]
τ Time delay. Eq. (4.20) [R, s]
ϕ Temporal phase of the azimuthal pressure mode. Eq. (4.27) [R, rad]

φ0 Phase offset for distributed time delay model. Eq. (4.21) Eq. (3.1) [R, rad]

φsg Phase offset between signal generator channels. Eq. (3.1) [R, rad]

σi The reciprocal of the standard deviation of the Gaussian distributed time
delay model i. Eq. (4.21) [R, s/rad]

χ Nature angle of the azimuthal pressure fluctuations. Eq. (3.4) [R, rad]

χq Nature angle of sector integrated heat release rate fluctuations.
Eq. (4.64) [R, rad]

ψ±1 Heat release rate fluctuation Bloch kernels of the first azimuthal mode.
Eq. (4.39) [C,W]

ψu
±1 Amplitude of azimuthal axial velocity component. Eq. (4.52) [C,m/s]
ω Angular oscillation frequency. Eq. (3.1) [R, rad/s]

Modifiers
(·)a Analytical signal of (·). Eq. (3.1)
(·)d Downstream value. Eq. (4.13)
(·)u Upstream value. Eq. (4.13)
(·)rec Reconstruction of (·) from rotation average components. The resulting

values regain the full spatial dependence. Eq. (4.49)
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(·)∗ Complex conjugate of (·). Eq. (4.26)

(̂·) Fourier amplitude of (·) at peak frequency. Removes the time dependence.
Eq. (4.1)

(̄·) Temporal mean of (·). Removes time dependence. Eq. (4.1)
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Chapter 1

Introduction

Climate change due to emissions from human activity is a huge challenge. In an
effort to combat this ever stricter emission guidelines are set in action, including
those which restrict the emission of both carbon dioxide (CO2) and nitrogen oxides
(NOx). Both are produced in typical means of transportation and power generation,
for example in aviation and in natural gas power plants. While electric cars have
become a viable option for personal transportation by road, there will still be a need
for air travel and power production from non-renewable sources in the foreseeable
future. Therefore, it is of great importance to reduce the emissions from those
sources as much as possible.

One way to drastically reduce the amount of NOx is to lower the temperature
of the combustion process (Docquier and Candel, 2002). This can be achieved by
running in a lean regime, where there is more air than required for the complete
combustion process of the given amount of fuel. To ensure the emissions are kept
at a minimum, the fuel and air have to be well mixed before entering the combus-
tion chamber, reducing the chance of having zones with rich mixtures where NOx

can be more easily produced. Therefore, it is desired to run in the regime denoted
lean premixed. However, in this regime the combustors have been shown to be
more susceptible to thermoacoustic instabilities (Candel, 2002). This can result
in a narrower range of viable operating conditions, and therefore thermoacoustic
instabilities can indirectly lead to reduced power or increased emissions, when op-
erating at unoptimal conditions. In the most extreme cases, the instabilities can
grow sufficiently large to significantly shorten the operational life span of the en-
gine, or destroy its structural integrity.

The reduction in combustion temperature does not significantly influence the
production of CO2. CO2 emissions can however be reduced by using alternat-
ive fuels that are not based on hydrocarbons, for example hydrogen (H2) (Bothien
et al., 2019) or a mix of hydrogen and ammonia (NH3) (Valera-Medina et al., 2018;
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Wiseman et al., 2020). CO2 emissions can be reduced completely by fully repla-
cing the hydrocarbon fuel, or partially by replacing some of the hydrocarbon based
fuel with an alternative. Combustion with hydrogen has been observed to exhibit
significant thermoacoustic instabilities for some operating conditions (Lieuwen
et al., 2008; Zhang et al., 2011; Indlekofer et al., 2021b), posing a potential prob-
lem for the adaption in gas turbines. Both the adoption of alternative fuels for
reduction of CO2 and the reduction of NOx emissions through lean burn regimes
are therefore hindered by the presence of thermoacoustic instabilities. To be able to
increase the fuel and operational flexibility of gas turbines, a better understanding
of thermoacoustic instabilities is required.

1.1 Thermoacoustic instabilities

The phenomenon of thermoacoustic instability has been known for well over two
centuries, and was first discovered in the late 18th century according to Schim-
mer and Vortmeyer (1977). However, the large scientific push to understand the
nature of these instabilities did not start before the mid 20th century (Candel, 2002;
Poinsot, 2017). The race to space, starting in the 1950’s, required a very high
power density from rocket engines. However, rocket engines famously experi-
enced troubles with thermoacoustic instabilities. One high profile example is the
Rocketdyne F-1 engine used in the first stage of the Saturn-V launch vehicle from
NASA’s famous Apollo space program (Oefelein and Yang, 1993). During the
development of this engine several thousand full scale tests were performed in a
relatively short period of time, before the engine finally obtained complete qual-
ifications for manned flight in 1966 (Oefelein and Yang, 1993). More recently,
another driving factor for the study of thermoacoustic instabilities is the increas-
ingly stringent emission requirements for gas turbines in both transport and power
generation.

A very early and simple example of a system that can exhibit thermoacoustic
instabilities is the Rijke tube (Rijke, 1859). This consists of a vertically oriented
open ended tube, with a non-blocking heat source in the lower part. There exist
several different variations of systems operating on the same basic principle, and
a good overview can be found in Raun et al. (1993). The Rijke tube is a good
example to showcase the basic principle behind thermoacoustic instabilities. The
heating element in the bottom half of the tube heats up the air in the bottom of
the tube, which is then convected towards the top of the tube due to buoyancy
(Raun et al., 1993). Perturbations in the flow across the heating element affect the
heat release rate, adding energy to pressure fluctuations in the tube at the correct
phase, which in turn leads to more flow perturbations, as schematically presented
in Fig. 1.1.
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Figure 1.1: Typical feedback loop for thermoacoustic instabilities in combustion
systems. Flow perturbations result in heat release rate perturbations, which in turn
lead to acoustic perturbations in the system. The acoustic perturbations are driv-
ing the flow perturbations together with any external perturbations to the system.
Adapted from Candel (2002).

While the Rijke tube is not very representative for more practical configura-
tions, the main principles are the same. Practical systems typically consist of a
heat source, a flow through the heat source, and an enclosing geometry. Perturb-
ations in the flow cause perturbations in the heat release rate, which can result in
excitation of acoustic modes in the enclosure that are again causing additional flow
perturbations (Candel, 2002). A gas turbine is one example of a practical system,
where the turbulent flames act as the heat source, the incoming air and fuel are the
flow, and the enclosing geometry is the combustion chamber.

Thermoacoustic instabilities occur when this feedback loop is able to sustain
the oscillation amplitude over time. The necessary condition for the instabilities
to be self-excited is the famous Rayleigh criterion (Rayleigh, 1878) from the late
19th century. The condition requires the pressure and heat release rate oscillations
to be in phase for it to be possible to have self-sustained oscillations. Similar to a
pendulum, as discussed as a similar system by Rayleigh (1878), the applied force
to the system has to be working with the oscillation, not against it, to add energy to
the resulting oscillations. While Rayleigh himself presented the theory behind the
criterion in a written argument, there have later been several mathematical deriva-
tions of this condition. A step by step version of the derivation of the generalised
Rayleigh criterion is given by Schuller et al. (2020)

R =

∫
V

∫ T

0

γ − 1

γp̄T
p′q′dtdV > D . (1.1)

Here γ is the specific heat ratio, p̄ is the mean pressure and T is the oscillation
period. The pressure fluctuations are given by p′ and the heat release rate oscil-
lations are denoted q′. Equation (1.1) states that the energy added to the system
has to be greater than the acoustic losses D of the system. The left hand side of
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Eq. (1.1) (R) is often called the Rayleigh index, and the original Rayleigh criterion
was R > 0. This was a necessary condition, but not always sufficient. However,
the generalised criterionR > D is sufficient to have thermoacoustic instabilities.

The generalised Rayleigh criterion in Eq. (1.1) is a relatively simple looking
equation, but it is not trivial to calculate analytically in most cases. For some
very simple laminar flame shapes it is possible to derive a relationship between
the acoustic mode and the heat release rate (Fleifil et al., 1996; Dowling, 1999;
Schuller et al., 2003). However, in practical configurations with swirling turbu-
lent flames in more complex geometries this is not a feasible approach. Therefore,
significant effort has been put into understanding the relationship between the pres-
sure and the heat release rate for a range of different types of flames in different
geometries.

1.2 Flame Transfer Functions

A solution for how to link the acoustic and spatially integrated heat release rate
fluctuations was proposed by Merk (1957)

〈q̂′〉
〈q̄〉

= Trp
p̂′

p̄
+ Tru

û′axial
Uref

. (1.2)

Here prime denotes the fluctuating quantities, the hat (̂·) denotes the complex val-
ued Fourier amplitude of oscillations, 〈(·)〉 denotes spatial averaging, p̄ is the tem-
poral mean pressure, and Uref is a temporal mean reference velocity. Merk (1957)
relates the relative heat release rate fluctuations to the relative pressure and axial
velocity fluctuations through the two transfer functions Trp and Tru respectively.
It is here assumed that the pressure and axial velocity quantities are evaluated in the
cold gas just upstream of the heat source. The two transfer functions are unknown,
but depend on the frequency of oscillation in general.

Equation (1.2) was the first implementation of what is known as the Flame
Transfer Function (FTF). The conventional modern FTF definition has dropped
the explicit pressure dependence, and is defined as

FTF (ω) =
〈q̂′(ω)〉 / 〈q̄〉
û′axial(ω)/Uref

. (1.3)

Compared to the original definition of Merk (1957), the reference location of the
acoustic velocity perturbations is not always taken to be just upstream of the flame
in practice (Komarek and Polifke, 2010; Palies et al., 2010). The pressure term is
dropped, as premixed gaseous flames are more sensitive to velocity perturbations
compared to the corresponding pressure perturbations (Polifke, 2020). The acous-
tic velocity perturbations result in direct flow perturbations, which is the main
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driving mechanism in the heat release rate, as presented in Fig. 1.1. Addition-
ally, the pressure and acoustic velocity at a given location can be linked through a
system specific, frequency dependent impedance z(ω)

p̂′(ω) = z(ω)û′axial(ω) , (1.4)

where ω = 2πf is the angular frequency (Noiray et al., 2008; Gaudron et al.,
2019). This means the FTF definition is also capable of capturing any potential
direct effects of the pressure even though the explicit pressure dependence is lost.
However, any direct pressure effects captured this way are dependent on the acous-
tic properties of the system due to the system specific impedance.

The major advantage of introducing the FTF is that the complex problem of
thermoacoustic instabilities can be studied from a purely acoustic point of view
when the FTF is known (Merk, 1957; Dowling, 1999; Schuller et al., 2020). This
represents a major saving in computational complexity and cost compared to high
fidelity large eddy simulations (Staffelbach et al., 2009; Fureby, 2009; Wolf et al.,
2012) of more complex geometries or direct numerical simulations (Chen et al.,
2009; Chen, 2011; Wiseman et al., 2020), which are currently unfeasible for para-
metric design studies due to the associated cost and lack of computational power.
However, there still remains a large challenge for the acoustic approach in determ-
ining the FTF that is representative for the system of interest. For very simple geo-
metries with simple flames it is possible to derive analytical models using level-set
methods (Dowling, 1999; Schuller et al., 2003). An example of such analytical
FTF expressions is given in Fig. 1.2. Level-set methods can also include more
complex effects when paired with numerical solvers to obtain the transfer function
(Lee and Lieuwen, 2003; Preetham and Lieuwen, 2007; Preetham et al., 2008;
Hemchandra and Lieuwen, 2010; Hemchandra et al., 2011; Shin and Lieuwen,
2012, 2013). The methods also provide an explicit representation of the different
effects on the transfer function, allowing for physical insight into the mechanisms
contributing to the response. However, for flames and injectors representative of
gas turbines, the response can usually not be derived easily by using analytic meth-
ods. In practice the FTF is therefore usually obtained either from experiments
(Kunze et al., 2004; Hirsch et al., 2005; Komarek and Polifke, 2010; Schimek
et al., 2012; Cuquel et al., 2013; Kim and Santavicca, 2013a; Gatti et al., 2017,
2018, 2019; Gaudron et al., 2019; Æsøy et al., 2020) or from high fidelity numer-
ical simulations (Tay Wo Chong et al., 2010, 2011).

While Figure 1.2 is for an idealized flame, it does capture two general features
of the FTF for perfectly premixed flames. The first feature is the unit gain in the
low frequency limit, which is always the case for perfectly premixed flames (Po-
lifke and Lawn, 2007). This is due to the slow perturbations in the inlet velocity
being equivalent to slowly changing the inlet mass flow. For perfectly premixed
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Figure 1.2: Analytical linearized FTF for a ducted flame anchored on a central rod
(solid line) derived by Dowling (1999). The magnitude of the FTF is shown on top
with the phase in the bottom, both plotted against a non-dimensional frequency Ω.
The uniformly dashed and long-short dashed lines are from the first- and second-
order lag laws of Bloxsidge et al. (1988) and Dowling (1997) respectively. Source:
Dowling (1999).
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flames the equivalence ratio is constant, and the relative change in mass flow is the
same as the relative change in fuel mass flow and thus equal to the relative change
in heat release rate. In the case of non-premixed flames with a separate fuel in-
jection system, this does not hold as such systems exhibit equivalence ratio per-
turbations (Sattelmayer, 2003). Such systems can still be characterised by FTFs,
but they will not be discussed in this work. The second feature is the low-pass
filter behaviour of the FTF, meaning the magnitude of the FTF becomes negligible
for sufficiently high frequencies (Fleifil et al., 1996; Schuller et al., 2003; Polifke,
2020). As the frequency is increasing, the wavelength, and conversely the scale,
of the flame front wrinkles are reduced. The small-scale wrinkles of the flame
front are dissipated faster than the larger ones, which are associated with lower
frequencies, due to kinematic restoration, leading to a decreasing gain value for
increasing frequencies (Shin and Lieuwen, 2012). Additionally, for sufficiently
high frequencies, the wavelength of the convective perturbations causing the heat
release rate fluctuations is short enough to cause both positive and negative con-
tributions at the same time due to the finite length of the flame (Ducruix et al.,
2000; Blumenthal et al., 2013). This can further reduce the spatially integrated
heat release rate fluctuations as the frequency is increased.

The two general features of the FTFs for perfectly premixed flames are not suf-
ficient to predict the stability of a given system. The information of how the mag-
nitude of the FTFs goes from unity at low frequencies to zero at high frequency is
of great interest to determine the system stability, as well as for the understanding
of thermoacoustic instabilities. Therefore, an immense research effort has been
put into understanding the behaviour of these functions, as well as their scaling
and generality (Hirsch et al., 2005; Komarek and Polifke, 2010; Palies et al., 2010;
Schimek et al., 2012; Kim and Santavicca, 2013a; Gatti et al., 2018).

1.2.1 Experimental determination

A common approach to obtain the FTF experimentally is to impose external acous-
tic perturbations for a thermoacoustically stable flame configuration (Kunze et al.,
2004; Hirsch et al., 2005; Komarek and Polifke, 2010; Schimek et al., 2012; Cuquel
et al., 2013; Kim and Santavicca, 2013a; Gatti et al., 2017, 2018, 2019; Gaudron
et al., 2019; Æsøy et al., 2020). In the case of thermoacoustically stable config-
urations, the feedback loop between the acoustics caused by the heat release rate
perturbations and the flow, as shown in Fig. 1.1, is not strong enough to sustain the
oscillations. Instead the external input, as shown on the left in Fig. 1.1, is the sole
driving force in the system. This also means the frequency of oscillation can be
imposed externally, enabling the study of the full frequency range of interest. Two
example setups for obtaining FTFs experimentally are presented in Fig. 1.3.
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(a) Balachandran et al. (2005). (b) Palies et al. (2010).

Figure 1.3: Axial forcing setups of Balachandran et al. (2005) in (a) and Palies
et al. (2010) in (b). Both setups use one or more loudspeakers upstream of the
flame to impose axial acoustic velocity perturbations in the system. Both flames
are attached to a central rod or bluff body, with the flame burning inside an open
enclosure. Adapted from Balachandran et al. (2005) and Palies et al. (2010).
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To obtain the FTF the velocity perturbations are captured through a technique
of choice. Popular approaches include using multiple microphones to determine
the acoustic velocity, hot wire measurements upstream of the flame or other dir-
ect measurement techniques of the flow at a reference position. The heat release
rate is usually assumed to be proportional to the concentration of excited OH* or
CH* radicals (Higgins et al., 2001; Hardalupas and Orain, 2004; Balachandran
et al., 2005). This makes it possible to calculate the relative heat release rate per-
turbations as the relative fluctuations of the intensity of the light with wavelength
corresponding to the de-excitation of the chosen radicals. This is usually captured
by a camera or a photomultiplier tube (PMT) with a narrow band-pass filter. Then,
the FTF is obtained for discrete frequencies by calculating the relative heat release
rate fluctuations from the recorded light intensity, and the corresponding relative
velocity perturbations are calculated with the technique of choice. An alternative
method of calculating the transfer function based solely on acoustic measurements
is outlined by Paschereit et al. (2002). This is great for systems where optical ac-
cessibility is limited, but comes at the loss of information on flame dynamics and
spatial heat release rate distribution. Therefore, the method will not be used in the
current work, where spatial information is of great interest.

1.2.2 Effect of swirling flow

A popular area of experimental investigation over the last couple of decades has
been the effect of an upstream swirler on the gain and phase of the FTF, as upstream
swirlers are a common approach to flame stabilisation in gas turbines. Several
studies have examined the effect of the upstream location of the swirler relative
to the flame location (Straub and Richards, 1999; Komarek and Polifke, 2010;
Palies et al., 2010; Kim and Santavicca, 2013b). Other studies have looked at the
difference between the two main ways of imposing a swirling motion on the inlet
flow, namely axial swirlers and tangential swirlers (Hirsch et al., 2005). Gatti et
al. looked at the influence of the injector geometry (Gatti et al., 2017) and of the
swirl number (Gatti et al., 2018) on the FTF.

The swirler has been shown to introduce a convective flow perturbation as the
acoustic wave impinges on the swirler (Komarek and Polifke, 2010; Palies et al.,
2010, 2011). This introduces a time scale related to how long the convective per-
turbations take to travel from the swirler to the flame base compared to how long it
takes the acoustic perturbation to travel the same distance. This results in interfer-
ence at the flame base, resulting in modulations of both the gain and phase of the
FTF as the interference switches between being positive or destructive (Komarek
and Polifke, 2010; Palies et al., 2010), which is consistent with the observations of
Preetham et al. (2008). An example of this is shown in Fig. 1.4, which is adapted
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Figure 1.4: The effect of increasing the swirl number S, which is the ratio of the
momentum flux in the tangential and the axial direction, is an increasing strength
dip in the gainG = |FTF | of the FTF according to Gatti et al. (2018). In the same
frequency range a sharp modulation in the FTF phase ϕ is also observed. Adapted
from Gatti et al. (2018).

from a comparison of different swirl levels by Gatti et al. (2018). In the case of
very low swirl levels, S = 0.20, the convective perturbations from the swirler are
shown to be negligible, and can be considered to be a good representation of the
reference gain and phase of an unswirled flame. As the swirl level increases, there
is a clear dip in the gain developing in the 100 Hz region. The dip is caused by the
interference between the convective and acoustic perturbations at the flame base
being destructive in this frequency range.

The location of the bottom of the dip in the response ωdip is given by (Palies
et al., 2010; Kim and Santavicca, 2013b)(

L

Uprop
− L

c

)
ωdip = π , (1.5)

where L is the distance between the dump plane and the swirler. Uprop is the mean
velocity at which the convective perturbations are propagating. Equation (1.5)
corresponds to the convective perturbations created at the swirler being in phase
opposition to the acoustic perturbations at the base of the flame. The propagation
velocity of the convective perturbations from the swirler Uprop was first assumed
to be the local convective velocity (Palies et al., 2010; Kim and Santavicca, 2013b;
Palies et al., 2017). However, there have been several studies suggesting the per-
turbations propagate faster than the convective speed (Komarek and Polifke, 2010;
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Acharya and Lieuwen, 2014b). Albayrak et al. (2019) showed recently that the
perturbations created at the swirler are actually behaving as inertial waves, which
means the perturbations travel faster than the mean bulk flow in the injector. Val-
ues up to approximately 50 % have been reported (Albayrak et al., 2019). This is
consistent with the faster velocity which has been observed to be necessary when
modelling the FTF of systems with swirl (Komarek and Polifke, 2010).

To observe this interference phenomenon, it has been shown that two, or more,
sources of convective or inertial wave perturbations are needed (Gatti et al., 2019).
Typically, one source is the swirler used for flame stabilisation, and the other is
the injector exit. Taking away either of these sources was shown by Gatti et al.
(2019) to remove the interference observed when both are present in the system.
Recently, Æsøy et al. (2020) made this more explicit by showing that the swirler
can be replaced by round cylinders (grub screws) in the upstream flow. These
generate convective perturbations that were shown to result in similar modulations
of the gain and phase of the FTF, matching Eq. (1.5) well.

1.2.3 Time delay models

The Rayleigh criterion in Eq. (1.1) shows the phase between the pressure and heat
release rate fluctuations is important to the stability of the system. To explain
this phase difference, the concept of distributed time delay models can be used to
characterise the response of the flame to incoming pressure fluctuations (Polifke,
2020). These assume there is one or more characteristic time delays in the system
that determine the relation between the mass flow rate and the resulting heat release
rate.

The first time delay model was the n-τ model introduced by Crocco (1951)
for rocket engines. It assumed there is a fixed delay τ from when fuel is injected
into the combustion chamber until it is converted to heat. The magnitude ratio
of heat release rate and fuel mass injected is given by the constant n. The same
principle can be applied to gas turbine combustion, where the time delay τ can be
interpreted as the time it takes for the gas to reach the reaction zone of the flame
(Polifke, 2020). This model is equivalent to an FTF of constant gain and a linear
phase evolution ∠FTF (ω) = ωτ .

The constant magnitude of the n-τ model does not capture the low-pass filter
behaviour, due to kinematic restoration (Shin and Lieuwen, 2012), observed for
flames (Fleifil et al., 1996; Schuller et al., 2003). To fix this, models with a fre-
quency dependent gain, equivalent to a frequency dependent n, have been applied
to characterise the flame response. One such model is the gaussian distributed time
delay model, which can be observed to have a characteristic low-pass behaviour
in Fig. 1.5. As the name suggests, the gaussian distributed time delay model has
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Figure 1.5: FTF of a Gaussian distributed time delay model with standard deviation
σ and a mean time delay of τ . The phase evolution is observed to be determined
solely by the mean time delay τ . Source: Polifke (2020).

a gaussian distribution of time delays. The distribution takes into account that the
convective time from the base of the flame to the reaction zone is not the same for
all parts of the flame. While the distributed time delay model contains a distribu-
tion of time delays, it is characterised by a single time scale, the mean time delay
τ .

There are several configurations and setups where there might be more than
a single characteristic time scale τ . The first time delay is usually the convective
time from the base of the flame to the reaction zone. A second time scale can,
for example, be introduced by an upstream swirler Komarek and Polifke (2010);
Palies et al. (2010) or a turbulence generator (Æsøy et al., 2020). The perturbations
created at this upstream location need to propagate to the base of the flame and
continue to the reaction zone, making the time delay longer than the first one.
Another potential source for a second time delay is operating in non-premixed
conditions (Schuermans et al., 2004; Schimek et al., 2012), but that will not be the
main focus here.

In the presence of multiple time scales, several time delay models can be
summed to describe the response, which is assumed to be linear for FTFs. Suc-
cessful application of several distributed time delay models include Sattelmayer
(2003), Schuermans et al. (2004), Schimek et al. (2012), and Æsøy et al. (2020).
In particular, the model of Æsøy et al. (2020) is used to model two spatially sep-
arated sources of convective perturbations in a flame without swirl. The approach
uses two identical models with different parameters, where each model either acts
as a low-pass or a band-pass filter around a model specific frequency. While Æsøy
et al. (2020) used the model to capture the response of an unswirled flame, the
model should also be suited to swirled flames with two time delays. For the case
of swirled flames, which have two distinct time delays, the location of the dip in the
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FTF is effectively determined by the difference in the two time delays in the low
Mach number limit. This can be seen from Eq. (1.5), where the expression in the
parenthesis on the left hand side can be approximated as L/Uprop, corresponding
to the convective time from the swirler to the dump plane.

1.3 Flame Describing Functions

The Flame Transfer Function, or FTF, has proven to be a very useful tool to pre-
dict the linear stability of systems (Kopitz et al., 2005; Tay Wo Chong et al., 2011;
Schuller et al., 2020). However, the sustained oscillations associated with ther-
moacoustic instabilities are a limit cycle phenomenon, meaning it is non-linear in
nature (Langhorne, 1988). To predict the limit cycle behaviour of a combustion
system, the FTF is not sufficient, as it is linear in nature, and will predict the sys-
tem to either grow to infinite amplitudes or be damped to zero response after some
time.

The non-linear nature of the heat release rate response can be included by
generalising the FTF to the Flame Describing Function (FDF) (Dowling, 1997)

FDF
(
ω, û′axial/Uref

)
=
〈q̂′(ω, û′axial/Uref)〉 / 〈q̄〉

û′axial(ω)/Uref
. (1.6)

Compared to the FTF, the FDF includes an explicit velocity dependence on the heat
release rate fluctuations. For sufficiently low velocity amplitudes, the FDF will be
the same as the FTF, while at sufficiently high amplitudes, the gain of the FDF will
be lower than the gain of the linear FTF. This accounts for the saturation of the heat
release rate, and allows for the prediction of the limit cycle amplitude for a given
saturation level of the heat release rate (Dowling, 1997; Stow and Dowling, 2004;
Noiray et al., 2008).

The FDF can be obtained experimentally on the same setups as used to obtain
the FTF, following the same procedure described in §1.2.1. The main difference is
the heat release rate response is obtained at several perturbation levels for each fre-
quency, up to an amplitude where the heat release rate fluctuations saturate. Sim-
ilar to the FTF, the FDF is usually either obtained experimentally (Balachandran
et al., 2005; Boudy et al., 2011; Gaudron et al., 2019) or through high-fidelity
simulations (Krediet et al., 2012; Han and Morgans, 2015; Xia et al., 2019). Ad-
ditionally, the FDF can also be captured through level-set approaches, where the
equations are solved for increasing perturbation levels (Preetham and Lieuwen,
2007; Preetham et al., 2008). The obtained FDF can then be used in acoustic solv-
ers to capture the limit cycle behaviour of the studied system, and not only the
linear stability (Stow and Dowling, 2004). An example of an experimentally de-
termined FDF is shown in Fig. 1.6. A framework on how experimentally obtained
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Figure 1.6: Example of an experimentally obtained FDF. The gain is observed
to decrease for increasing perturbation levels, indicating a saturating level of heat
release rate fluctuations. Source: Noiray et al. (2008).

FDFs can be utilised in an acoustic solver to predict the limit cycle behaviour of a
flame can be found in Noiray et al. (2008).

The approach of using the FDF in modelling the response of a flame is of
significant interest in the case of annular combustors, where there exists a rich
range of pressure modes which can occur with the same frequency. To model
the behaviour and time evolution of such systems, it is paramount that the limit
cycle nature of the oscillations are captured in the model. How to model the time
evolution of such systems will be discussed in more detail in §1.5.3.

1.4 Transverse instabilities

The FTF is often determined by imposing axial perturbations on the system, as
described in §1.2.1. It is also the axial velocity perturbations that are considered
in the FTF definition in Eq. (1.3). However, in gas turbines with an annular com-
bustion chamber geometry, the acoustic modes that are excited are predominantly
azimuthal in nature. Another feature of these configurations is the high aspect ra-
tio of the combustion chamber length to the radial width compared to the typically
cylindrical or square enclosures used on single flame experiments. Therefore, it is
of great interest to ascertain whether there are any significant differences when the
flames are subjected to transverse perturbations in a high aspect ratio configuration
compared to the conventional axially perturbed configurations. A comprehensive
review of recent research on transverse instabilities in air-breathing systems can be
found in O’Connor et al. (2015).

Full annular setups are relatively expensive to build compared to single flame
setups, and the process of applying forcing to such systems is, in general, more
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(a) Source: Lespinasse et al. (2013). (b) Source: O’Connor and Acharya (2013).

Figure 1.7: Examples of two long aspect transverse forcing setups. Both setups
have downstream speakers which impose a transverse pressure mode in the com-
bustion chamber. (a) is the setup of Lespinasse et al. (2013) with a transversely
offset burner, and (b) is the setup of O’Connor and Acharya (2013) with a centred
burner inlet, marked by the white arrow.

complicated than for single flame setups. Additionally, in annular setups there
are typically flame to flame interactions, which might complicate the response.
Therefore, in an effort to study the isolated differences between transverse and
axial forcing, researchers have very recently started to build long aspect ratio single
flame setups with transverse forcing capabilities (Hauser et al., 2011; O’Connor
and Lieuwen, 2011; Lespinasse et al., 2013; Saurabh and Paschereit, 2013). Some
examples of such setups are shown in Figure 1.7. These setups approximate an
annular setup by unwrapping it, removing all the curvature of the geometry. This
allows the study of the direct effect of transverse forcing on the response of a single
flame.

Such transverse forcing setups are typically excited by either standing waves,
where different positions in the standing wave can be examined (O’Connor and
Lieuwen, 2011, 2012; Lespinasse et al., 2013), or by travelling waves (Saurabh
et al., 2014). It was observed that the response in the pressure node and anti-node
of a standing wave differ in general, and the response to a travelling wave is similar
to that of a flame located in the pressure anti-node of a standing wave.

Another significant result from the high aspect transverse forcing setups is that
the direct effects of the transverse perturbations on the global heat release rate re-
sponse is small for axisymmetric flames (Acharya et al., 2012; O’Connor et al.,
2015). The transverse acoustic velocity perturbations were shown to lead to signi-
ficant wrinkling of the local flame front, but the effect on the globally integrated
heat release rate of the flame was small. However, the pressure distributions as-
sociated with the transverse acoustic modes induce acoustic velocity perturbations
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Figure 1.8: Experimental rig with the capability of applying simultaneous axial
and transverse forcing. Using both at the same time allows for variability in the
timing of the transverse and axial velocity perturbations. Source: Saurabh and
Paschereit (2017).

in the injector tube. The resulting axial acoustic velocity perturbations have been
observed to be the main driving factor of the global heat release rate response
(O’Connor et al., 2015). The transverse acoustic mode therefore plays an import-
ant role in the response, but mostly indirectly through the induced axial velocity
perturbations.

In the case of non-axisymmetric flames, the transverse perturbations can have
a direct effect on the global heat release rate response. Acharya and Lieuwen
(2014a, 2016, 2019) showed that the globally integrated contribution of the non-
axisymmetric helical modes do not cancel in the case of a non-axisymmetric flame.
While common injectors are designed to produce axisymmetric flames, small im-
perfections in manufacturing and assembly, or in the approach flow, can create
small asymmetries. The symmetry of the flames can also be broken in multi flame
geometries, for example an annular combustor, by the flames directly interacting
with the adjacent flames. The sum of these effects is that in most practical config-
urations, the flames will not be completely axisymmetric.

Recently Saurabh and Paschereit (2017, 2019) studied the response to simul-
taneous axial and transverse acoustic forcing for different phases between the two
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forcing directions. The setup used is presented in Fig. 1.8, where the axial and
transverse speakers can be tuned individually. This simulates the conditions in an
annular combustor, where the timing between the axial velocity perturbations and
the transverse velocity perturbations depends on both the mode orientation and the
nature of the mode. Interestingly, Saurabh and Paschereit (2017, 2019) found that
when the transverse acoustic mode was changed from 0◦ phase difference to 180◦

phase difference relative to the axial mode, the global heat release rate response
was not the same. Introducing that phase shift is equivalent to changing the spin-
ning direction of the transverse mode in an annular combustor, suggesting the two
spinning directions are not necessarily the same. The effect was attributed to small
asymmetries in the single studied flame, which is consistent with the observations
of Acharya et al. (2012) and Acharya and Lieuwen (2016, 2019) that asymmetries
in the flame can lead to the transverse acoustic mode having a direct effect on the
heat release rate response.

1.5 Annular combustors

Annular combustors, together with can-annular combustors, are the most widely
used geometries for gas turbines used in both transport and power generation
(Poinsot, 2017). One of the most prevalent modes encountered in annular com-
bustors is azimuthal in nature, as the azimuthal length scale is typically of the
same order as the length of the combustion chamber (Poinsot, 2017). Without an
acoustic boundary in the azimuthal direction, the azimuthal mode in the combus-
tion chamber is degenerate. The degenerate modes result in a rich parameter space
of resulting azimuthal modes when combined, which are not possible to observe
on the transverse setups described in the previous section. Therefore, to under-
stand the dynamics of such modes, experiments on true annular configurations are
needed to be able to improve the understanding of such modes. Some initial data
was acquired on full scale commercial gas turbines (Seume et al., 1988; Krebs
et al., 2002; Paschereit et al., 2006). However, these configurations are geomet-
rically very complex and expensive to run. Motivated by this, simplified annular
combustion chambers, capable of exhibiting self-excited thermoacoustic instabil-
ities, for use in a laboratory were developed in the last decade (Worth and Dawson,
2013b; Bourgouin et al., 2013; Roy et al., 2020). Figure 1.9 presents an external
view of these three different combustor designs.

The combustor of Worth and Dawson (2013b) and the MICCA combustor
(Bourgouin et al., 2013) were developed independently at about the same time, and
both have been shown to be capable of exhibiting self-excited azimuthal modes.
In addition to exciting azimuthal thermoacoustic instabilities, the MICCA com-
bustor has been shown to excite longitudinal (Bourgouin et al., 2013) and slanted
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(a) (b) (c)

Figure 1.9: The annular combustor of Worth and Dawson (2013a) in (a) and the
MICCA combustor (Bourgouin et al., 2013) in (b) were the two first annular lab
scale combustors to exhibit self-excited thermoacoustic instabilities. Very recently
a hybrid between the two was created at IIT Madras by Roy et al. (2020), which
is shown in (c). Figures are adapted from Worth and Dawson (2013a), Bourgouin
et al. (2013) and Roy et al. (2020) respectively.

(Bourgouin et al., 2015) modes for some configurations and operating conditions.
The slanted mode is a combination of a longitudinal and an azimuthal mode of the
same frequency, where both are excited at the same time. The combustor of Roy
et al. (2020) is a combination of the design of the two former combustors, and has
so far only been shown to excite longitudinal modes. A comprehensive review of
experimental research on annular combustors can be found in Vignat et al. (2020).
In this work, azimuthal modes will be the main focus, and the discussion will be
limited to the combustor of Worth and Dawson (2013b) and the MICCA combustor
at operating conditions featuring azimuthal instabilities (Bourgouin et al., 2013).

1.5.1 Self-excited instabilities and modal dynamics

The degenerate behaviour of the azimuthal modes in annular configurations res-
ults, as described, in a rich set of possible resulting azimuthal modes. The azi-
muthal mode can be spinning in either direction, standing, or a combination of the
two. The exact combination of these can be described as the nature of the mode.
Initially, the azimuthal mode was described by using an orthogonal description
of two counter propagating waves (Wolf et al., 2012; Worth and Dawson, 2013b;
Bourgouin et al., 2013; Vignat et al., 2019) or two standing waves (Ghirardo and
Bothien, 2018). While the standing mode decomposition is mostly used in model-
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ling efforts, the two spinning wave decomposition has been the most popular for
experimental studies. In the latter case, the nature of the mode has typically been
characterised using the spin ratio introduced by Bourgouin et al. (2013)

SR =
|A+| − |A−|
|A+|+ |A−|

. (1.7)

Here, A+ and A− are the amplitudes of the ACW spinning and CW spinning
plane waves respectively. The spin ratio of any standing mode is zero, while ACW
and CW spinning modes have spin ratios +1 and −1 respectively. Everything in
between is often denoted as a mixed mode, as such modes have both a spinning
and a standing component.

Experiments have shown that the nature of the azimuthal mode can change
over time, both in real gas turbines (Krebs et al., 2002) and in lab scale combus-
tors (Worth and Dawson, 2013a; Bourgouin et al., 2013). This phenomenon is
often called modal dynamics, and means it is of great interest to study the beha-
viour of the limit cycles over time. The dependence of the modal dynamics on
the equivalence ratio was investigated by Worth and Dawson (2017). Worth and
Dawson have also studied the effect of inserting baffles in the combustion chamber
on the acoustic mode (Dawson and Worth, 2015), and the structural differences in
the individual flames for the two spinning directions (Dawson and Worth, 2014).
Prieur et al. (2017) showed that the MICCA combustor equipped with laminar
matrix burners (Bourgouin et al., 2014) has regions of operating conditions where
a single mode was stable over time, with a smaller region where both standing and
spinning modes could be observed.

In the effort to model the modal dynamics, the nature of the mode has proven
hard to implement directly in the models using the spin ratio, as it is a derived
quantity. Recently, Ghirardo and Bothien (2018) solved this problem by introdu-
cing the hypercomplex quaternion formalism, where the nature of the mode is a
state space parameter. Any azimuthal mode of order n can be described as (Ghir-
ardo and Bothien, 2018)

p′(θ, t) =A cos (n(θ − θ0)) cos (χ) cos (ωt+ ϕ)+

A sin (n(θ − θ0)) sin (χ) sin (ωt+ ϕ) .
(1.8)

The nature of the mode is characterised by the nature angle χ in this formalism,
which is a state space parameter. The spin ratio and the nature angle are directly
related through SR = tan (χ). The amplitude A, azimuthal orientation of the
anti-node θ0, nature angle χ, and temporal phase ϕ can all vary in time. Most
importantly, the four variables are all state space variables, which can be used
directly in models. The state space variables are assumed to be slowly varying
compared to the period of the fast oscillations ω.
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1.5.2 Acoustically forced annular configurations

Modal dynamics are a highly interesting phenomenon in itself, but they also pose
a problem for the study of how flames respond to a given azimuthal mode. The
constantly changing nature of the modes makes it hard to study a single mode dur-
ing self-excited instability. One possible approach is to employ conditional phase
averaging, as performed by Worth and Dawson (2013a); Bourgouin et al. (2013);
Dawson and Worth (2014). However, this requires very long measurements to
study a single mode, as both orientation and nature of the mode change over time.
This is also complicated by the preference for certain modes (Noiray et al., 2011;
Worth and Dawson, 2013a; Bourgouin et al., 2013; Ghirardo et al., 2015; Bauer-
heim et al., 2015), meaning some modes are practically impossible to study in
self-excited conditions due to the rarity of their occurrence.

For single flame setups similar complications, caused by the limited frequency
range of self-excited modes due to the geometry, were overcome by imposing
acoustic modes via acoustic forcing techniques. It is natural to extend similar
principles to annular setups. However, this is more complicated compared to the
more conventional axial or transverse forcing setups. Kunze et al. (2004) excited
the flow upstream of the injectors using a speaker array, but this is not equivalent
to exciting the modes directly in the annular combustion chamber. Moeck et al.
(2010) used a novel technique with speakers distributed around an annular Rijke
tube rig to impose the acoustic mode of the system downstream of the injectors and
heating elements. The setup and speaker placement can be seen in Figure 1.10.
With this setup both standing, spinning and mixed modes can be excited in the
annular chamber. The same setup was later used with more advanced feedback
control of the speakers by Gelbert et al. (2012) and Humbert et al. (2020a,b) to
excite the desired modes of interest.

Worth et al. (2017) used a similar approach to Moeck et al. (2010) to excite
standing modes of the first azimuthal order by using two opposing speakers driven
out of phase, as shown in Figure 1.10. This enabled the study of well controlled
standing modes, where the amplitude and orientation of the mode was controlled
by the forcing array. A similar forcing array was used by Allison et al. (2017)
to excite a range of frequencies, but due to the large frequency range the excited
azimuthal mode was not explicitly controlled, making the interpretation of the
results harder.

The forcing array imposes an excited mode which is approximately constant in
time, making it possible to study the response without conditioning on the mode.
Imposing the acoustic mode on the combustion chamber can also give the possib-
ility of obtaining the FTF/FDF of flames in true annular configurations, similar to
what is obtained on single flame setups. However, due to the geometric constraint
of the azimuthal mode, the response would be limited to a single frequency for any



1.5. Annular combustors 21

(a) Adapted from Moeck et al. (2010). (b) Adapted from Worth et al. (2017).

Figure 1.10: Annular forcing setups of Moeck et al. (2010) in (a) and of Worth
et al. (2017) in (b). The setups utilise the geometry of the problem with speakers
to excite the desired acoustic modes. Adapted from Moeck et al. (2010) and Worth
et al. (2017) respectively.

given operating condition. Additionally, imposing the acoustic mode would allow
the exploration of the full state space of Eq. (1.8) up to a finite amplitude limit.

1.5.3 Acoustic modelling of azimuthal instabilities

A common approach to model thermoacoustic instabilities and the stability of sys-
tems is to use acoustic models, where the connection between pressure fluctuations
and heat release rate is reduced to either a FTF or a FDF. For very simple geo-
metries, acoustic network models can be used (Noiray et al., 2011), but for more
complex geometries, Helmholtz solvers are a popular approach (Wolf et al., 2012;
Silva et al., 2013; Bauerheim et al., 2014; Mensah and Moeck, 2015; Laera et al.,
2017; Yang et al., 2019). To reduce the computational domain of the Helmholtz
solvers, Mensah and Moeck (2015) recently applied Bloch theory (Bloch, 1929) to
thermoacoustic instabilities in annular configurations. For an annular setup withN
equidistantly spaced injectors, the computational domain is reduced to 1/N of the
full annular geometry. This approach has recently gained traction in modelling ef-
forts (Haeringer and Polifke, 2019; von Saldern et al., 2020), but Bloch theory has
not been applied to experiments yet. The acoustic Helmholtz solvers and network
model solvers find the stability and growth rate of the systems, but do not capture
the time evolution of the state space variables describing the unstable azimuthal
modes.

Another approach is to significantly simplify the geometry down to an infin-
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itely thin annulus, with no injectors and plenum to take into account, while allow-
ing for more nonlinear features by using the FDF to describe the coupling between
pressure and heat release rate. Some of the earliest models on this for annular
gas turbines are Noiray et al. (2011) and Ghirardo and Juniper (2013). In addi-
tion to allowing the use of the FDF response, the effects of the model can often
be studied directly from the equations, compared to the more involved Helmholtz
solvers which are solving an eigenvalue problem. With the introduction of the qua-
ternion formalism of Ghirardo and Bothien (2018), described briefly in §1.5.1, a
new model based on this pressure description was developed (Ghirardo and Gant,
2019; Faure-Beaulieu and Noiray, 2020; Ghirardo and Gant, 2021). Using the
quaternion formalism, the models open up the potential for the heat release rate
to depend on the nature of the mode. It has also allowed the direct assessment of
the effect of the nature angle on the mode. The new models also show that for
increasing noise levels relative the amplitude of the mode, the mode is, in general,
pushed away from the spinning states and towards the standing modes (Ghirardo
and Gant, 2019, 2021; Faure-Beaulieu and Noiray, 2020).

All of the aforementioned models assume the FTF and FDF defined by axially
perturbing a single flame setup are representative for an annular configuration.
Due to a lack of well controlled experiments on full annular configurations for the
full state space, it has been assumed that the heat release rate is not dependent
on the nature of the azimuthal mode. Whether the mode is spinning in either
direction, or the mode is standing, the response is assumed to be the same. For
the pressure mode, it has been shown that the azimuthal acoustic mode might split
the degenerate eigenvalues when the symmetry is broken (Hummel et al., 2016),
leading to different growth rates of the acoustic mode (Bauerheim et al., 2015;
Faure-Beaulieu and Noiray, 2020). This was taken into account by Faure-Beaulieu
and Noiray (2020) in the case of a mean azimuthal flow in the system, showing it
affects the acoustic mode of the system. However, this does not account for a direct
nature angle dependence of the heat release rate. For that additional experimental,
or modelling, results are required.

1.6 Research goals

The aim of the current work is to better understand flame describing functions in
annular combustion chambers. The FDF, or the FTF, plays a defining role in de-
termining the stability of a system when performing acoustic analysis, and it is of
the utmost importance that the function is representative of the system. Currently,
the functions used have been obtained on axially forced single flame setups, even
when applied to predict the stability of a full annular combustor (Silva et al., 2013;
Laera et al., 2017). It is currently unknown if these functions are directly applic-
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able, and one of the objectives of this thesis is therefore to change that by studying
the response of the flames in an annulus to well controlled azimuthal modes. To
be able to study the difference compared to the response obtained in the conven-
tional axially perturbed single flame systems, it is required to have a representative
reference case from such a system. Therefore, an additional goal is to characterise
the response of a single flame from the annular combustor when subjected to axial
acoustic forcing.

The main objectives of this thesis are summarised in the following:

i) Obtain the FTF of an axially forced single flame setup which is representative
of a single burner sector in the annular combustor.

ii) Extend the forcing technique of Worth et al. (2017) to be able to force an
arbitrary mode of the first azimuthal order in an annular combustor.

iii) Study for the first time the potential dependence of heat release rate on the
nature of the azimuthal mode.

1.7 Thesis outline

This thesis is organised as 6 chapters followed by 5 research articles. Chapter 1
is the current chapter, and gives an introduction to the field of thermoacoustic in-
stabilities, with a focus on transverse instabilities. The experimental setups are
presented in detail in Chapter 2, followed by an extensive description of the de-
velopment of the azimuthal acoustic forcing in Chapter 3. Chapter 4 discusses
the difference processing methods required for the data analysis performed in the
articles included in this thesis. The articles are summarised in Chapter 5, and in-
cluded in full length at the back of this thesis. The main conclusions are presented
in Chapter 6, detailing how the aims and objectives of the project have been met.
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Chapter 2

Experimental setups

Two different experimental setups have been used in the current work. The main
experimental setup is the annular combustor developed by Worth and Dawson
(2013b). A copy of the original rig was made at NTNU, with the original still
located in Cambridge. The combustor is described in detail in §2.1. The second
experimental setup is a single flame setup made to resemble a single sector in the
annular setup, which is described in §2.2. This setup is used to obtain the response
of an axially perturbed flame which is similar to the individual flames in the an-
nular combustor. Both setups use similar imaging setups, described in §2.3, to
measure the heat release rate.

2.1 Annular combustor

The annular combustor is presented schematically in Fig. 2.1. The plenum is fed
with a perfectly premixed air-ethylene mixture through two impinging jets at the
upstream end of the plenum. The air and fuel flow rates are controlled separately
by Alicat mass flow controllers. The flow rate is chosen to match the required
flow range, with a higher flow rate for the air supply compared to the fuel supply.
The air and ethylene lines are merged in a T junction sufficiently upstream of the
plenum to be considered perfectly premixed as the mixture enters the plenum. The
impinging jets feeding the plenum further enhances the mixing and are beneficial
for the flow distribution.

The plenum consists of a rapid expansion before a cylindrical section with
diameter 212 mm and length 200 mm. At the upstream end of the cylindrical sec-
tion a perforated grid is inserted for flow conditioning, followed by a honeycomb
flow straightener. The grid has a 5 mm centre to centre hole spacing, with either
2.7 mm or 3.0 mm holes (porosity 46 % and 57 % respectively). The downstream
end of the plenum is terminated by the injector base plate, which has a centrally
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Figure 2.1: Schematic side view of the annular combustor, cut through the vertical
centre line of the combustion chamber. The shown configuration, with N = 12
injectors and the newest forcing array raised above the dump plane, was used in
Article IV.
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Figure 2.2: Downstream view of the dump plane of the annular combustion cham-
ber. Each swirler is rotated to have a pair of swirler vane trailing edges aligned
with the radial direction. The injectors are separated by ∆θ = 2π/N , and the
flame sectors are defined to span an angle ∆θ, centred at the different injectors.

mounted hemispherical body of diameter 140 mm to enhance flow distribution.
The injector base plate has machined chamfers on the upstream side to further aid
smooth flow distribution to the injectors. An additional layer of perforated grids is
mounted in the intersection between the plenum and the chamfered base plate. The
upstream grid is made of the same material as the perforated plate in the bottom of
the plenum with 3 mm holes, and the downstream grid is a fine square metal mesh
(0.1 mm wire, centre to centre distance 0.5 mm, porosity 64 %), both providing
further flow conditioning. The N injectors are mounted equidistantly distributed
along a circle of diameter 170 mm on the injector base plate. A set of rubber gas-
kets ensures the interface is not introducing gas leakages and accounts for small
differences in injector tube lengths. Each injector tube has a centrally mounted
bluff body with a nominally identical swirler attached, and this geometry will be
described in detail in §2.1.1.

The injectors are held in place by a top retention plate, which also acts as the
dump plane. Similar to the base plate, the retention plate has N equidistantly
distributed holes arranged in a circle of diameter 170 mm. A downstream view
of the resulting dump plane is presented in Fig. 2.2. The injector holes are of the
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same diameter as the inner diameter of the injector tube and have a sharp edge at
the top and bottom, essentially extending the injector tubes by 5 mm. The injector
base plate and the retention plate are connected using threaded rods. Clamping
pressure is applied from these rods, keeping the injectors securely in place.

The combustion chamber consists of the dump plane created by the retention
plate and two concentric cylinders, which are used for the inner and outer wall.
The stainless steel inner wall is 130 mm long and 129 mm in diameter. The dia-
meter of the outer stainless steel wall is 212 mm, and the length is approximately
300 mm depending slightly on the experiment. These scales are chosen to be con-
sistent with the ones observed to give rise to unstable modes by Worth and Dawson
(2013b). Even though this work focus on the azimuthally forced response of the
combustor, the decision to follow these lengths was two-fold. First, the amplitude
of the imposed pressure oscillations is higher with the relatively long outer wall,
but to avoid exciting longitudinal modes the wall length was not extended fur-
ther. Secondly, the inner wall length followed the one used by Worth and Dawson
(2013b), providing better optical access to all the flames when imaging from above
compared to matching the outer wall length.

The outer wall of the combustion chamber is constructed from a combination
of a forcing array and extension tubes to make up the total length. Initially the for-
cing array was placed directly on the injector retention plate, with an extension ring
and cylindrical duct on top to extend to the desired 300 mm length. This approach
was first used by Worth et al. (2017), and then in Article II. The initial forcing array
consisted of 8 standoff tubes, equidistantly distributed in the azimuthal direction.
In this configuration the standoff tubes were centred 35 mm above the dump plane,
and each standoff tube is 105 mm long.

The first forcing array was manufactured by welding standoff tubes to section
of 2 mm thick stainless steel tube. This resulted in a deformation of the cylindrical
shape, and the standoff tubes were not fully equidistantly distributed and not per-
fectly radially oriented. Therefore, a precision machined forcing array was pro-
duced from a much thicker piece of stainless steel to improve the ease of forcing.
The new forcing array also consisted of 8 standoffs, but a shorter standoff length of
68 mm was chosen to be able to fine tune the length with spacers if required. The
new forcing array also ensured all the standoff tubes were equidistantly distrib-
uted and pointing radially to the center, removing one complicating factor of the
forcing setup. Additionally, to avoid any potential direct interaction between the
forcing array and the flames, the forcing array was raised by inserting an extension
tube below the forcing array in addition to the top section. This brought the centre
of the standoffs approximately 104 mm above the dump plane, and the total outer
wall length to 287 mm. An example of this setup is shown in Fig. 2.3, with the
lower extension piece replaced by glass for optical accessibility. The glass was not
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Figure 2.3: Annular combustor with the new forcing array mounted. Note the glass
section was exchanged for a stainless steel section in the current work.
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Table 2.1: Overview of the annular combustor configurations studied in the differ-
ent articles included at the end of this thesis.

Parameter Article II Article III Article IV Article V
Fuel C2H4 C2H4 C2H4 C2H4
Forced Yes No Yes No
Swirlers Yes No Yes Yes
No. injectors 18 12 12 18
Bulk velocity 20 m/s 18− 21 m/s 18 m/s 20 m/s
Equivalence ratio 0.75 0.85− 1.00 0.70 0.75

used for any experiments in the current work. A short overview of the different
configurations used in the current work is presented in Tab. 2.1.

Both iterations of the forcing array were populated by four Adastra HD60 horn
drivers, and later by Monacor KU-516 horn drivers due to a lack of Adastra HD60
stock. The horn drivers are powered by a pair of QTX PRO1000 power amplifiers,
with a signal produced by an Aim-TTi TGA1244 four channel signal generator.
How these components are used to set up the azimuthal pressure mode is described
in detail in §3.2.

2.1.1 Injectors

The injector tubes used in the annular setup are shown schematically in Fig. 2.4a.
Each injector tube is 145 mm long and has an internal diameter of 19 mm above the
top microphone port and an internal diameter of 18 mm elsewhere. A bluff body
of final diameter of 13 mm and half angle 45◦ is mounted concentrically in the
injector. It is mounted to be flush with the dump plane of the combustor, giving an
injector exit blockage of approximately 47 %. To be able to centre the bluff body,
it is mounted to a 5 mm diameter rod, spanning the whole length of the injector. A
six vane swirler, shown in Fig. 2.4b, with a trailing edge angle of 60◦ to the axial
direction is affixed to the central rod. The distance between the trailing edge of
the swirler and the dump plane is chosen to be 10 mm, providing a strong ACW
swirl when viewed from downstream. Geometrically the swirl number before the
contraction caused by the bluff body is 1.22 (Worth and Dawson, 2013a). The
actual swirl value has been measured to be 0.65 a distance of 10 mm downstream
of the dump plane in an unconfined setup. The swirlers are mounted in the injector
tubes such that two of the swirler vane trailing edges are pointing radially towards
the center of the annulus, as illustrated in Fig. 2.2. This is done in an effort to not
break the discrete rotational symmetry of the combustor.

The bluff body and the swirler are centred in the tube by a webbed insert in
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(a) Injector with microphone ports. (b) Rendered swirler.

Figure 2.4: Simplified schematics of an injector tube with microphone ports (a)
and a rendering of the swirler design (b) used in each injector. The acoustic mode
in the injector tube is characterised by two components B+ and B− propagating
with and against the flow direction respectively.

the bottom of the tube and three M4 grub screws at the same axial location as the
upper microphone port. These grub screws have been observed to create convect-
ive perturbations by Æsøy et al. (2020), but due to the swirler downstream it is
assumed the effect is small compared to the effect of the swirler, which is shown
to be the case in Article I. The choice of three grub screws ensures the bluff body
assembly is securely fastened, while also providing the opportunity to fine tune the
centring. However, in ideal circumstances the grub screws should be of a smaller
diameter to reduce any potential effect on the response.

There are two injector tube designs, as shown in Fig. 2.3. The first design is the
one shown in Fig. 2.4a with two microphone ports, and the second design is exactly
the same except the microphone ports are removed. The two microphone ports on
the instrumented injectors are spatially separated by approximately 65 mm in the
axial direction, providing two locations to measure the pressure fluctuations. The
instrumented injectors have a pair of Kulite XCS-093-0.35D differential pressure
transducers mounted flush with the inner wall. The transducers are mounted in a
plastic tube and O-rings to provide a seal and to electrically insulate the transducers
from the rest of the combustor and reduce vibrations. The electrical signals from
the transducers are amplified by a pair of Fylde FE-579-TA bridge amplifiers. The
amplified signals are then digitised by a set of NI-9234 24-bit DAQ modules. The
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DAQ modules are sampling the data at the full 51.2 kHz sampling rate, well above
the Nyquist frequency of the frequencies of interest. The same system is also used
to sample the forcing signal from the signal generator, which is used for cross
power spectrum analysis in some cases.

2.2 Single sector

The single sector setup, shown schematically in Fig. 2.5b, is made to resemble
a single flame in the annular setup described above and they thus share several
features. The plenum is fed by the same air-fuel system feeding the annular com-
bustor, and the perfectly premixed air-fuel mixture enters the plenum through two
impinging jets. After an expansion a honeycomb grid is used to straighten the
flow inside the plenum. The cylindrical part of the plenum is 200 mm long and
has an inner diameter of 94 mm. A set of 60 mm long speaker standoff tubes is
mounted to the middle of the cylindrical plenum section, each with a horn driver
mounted as a speaker. The horn drivers are used to impose axial acoustic velocity
perturbations with the technique described in §3.1, using the same equipment as
the annular forcing array. In the downstream end of the cylindrical plenum section
the flow is contracted by a conic section, which is similar to the upstream expan-
sion. A similar perforated plate to the one used in the annular combustor is used
for flow conditioning in the upstream end of the injector.

Downstream of the plenum one of the instrumented injectors from the annular
combustor is mounted, kept in place by compression through a similar retention
plate to the annular combustor. The top of the retention plate is again forming the
dump plane of the combustion chamber, with the bluff body flush mounted with
the dump plane. The combustion chamber is chosen to have a square cross section
of 41 mm × 41 mm with a height of 50 mm. The square cross section is chosen
over a circular cross section as a single flame sector in the annulus has a cross sec-
tion which is closer to a square than a circle. The dimensions of 41 mm× 41 mm
is chosen to be similar to the inner to outer wall distance of 41.5 mm in the annular
combustor. It is also close to the 44.5 mm arc length between burner centres in the
N = 12 injectors configuration of the annular combustor. The square combustion
chamber is constructed from four separate flat pieces of quartz glass. They are kept
in place by a machined track in the injector retention plate at the bottom, and a top
plate with a similar track, and a square hole of matching dimensions on top. A
layer of Insulfrax ceramic wool between the injector retention plate and the quartz
walls provides slight cushioning and accounts for thermal expansion of the quartz
walls. No insulation was placed on top of the walls to prevent the insulation from
slowly burning away in the presence of a flame. The 50 mm height of the com-
bustion chamber is chosen to ensure the flames did not become thermoacoustically
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Microphone ports

Pl
en

um

Contraction

Expansion

Inlet for perfectly
premixed air and fuel

Honeycomb
flow straightener

Adapter

Swirler

Speaker standoff

Quartz walls

Dump plane
Bluff body

(b) Schematic side view.

Figure 2.5: Single sector setup with the front facing camera (a) and the schematic
side view (b). The blue box in front in (a) is an Intensified Relay Optics (IRO) unit
attached to the front of the high speed camera.
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Table 2.2: Overview of the parameters for the single flame study in Article I.

Parameter Article I
Fuel C2H4
Frequencies 50− 2000 Hz
Bulk velocity 12− 20 m/s
Equivalence ratio 0.6− 1.0
Combustion chamber 41× 41× 50 mm

unstable for any of the operating conditions considered. While the combustion
chamber height is 50 mm the optical access from the side is restricted to 40 mm
due to the construction of the top plate. The parameter combinations investigated
in the single sector setup are summarised in Tab. 2.2.

2.3 Heat release rate measurements

The heat release rate is obtained by measuring the intensity of light corresponding
to OH* radicals de-exciting. Perfectly premixed flames have been observed to ex-
cite a concentration of OH* radicals proportional to the heat release rate (Higgins
et al., 2001; Hardalupas and Orain, 2004; Balachandran et al., 2005). This process
is called OH* chemiluminescence, and the wavelength of the de-exciting OH* rad-
icals is close to 305 nm (Higgins et al., 2001), corresponding to the ultraviolet part
of the spectrum.

The light intensity from the OH* chemiluminescence is measured by a either
a Phantom V2012 high speed camera equipped with a LaVision Intensified Relay
Optics (IRO) unit, or by a Photron Fastcam SA1.1 high speed camera connected
to the same IRO model. Due to the short wavelength of the light a UV specific
Cerco 2178 lens is mounted to the IRO. To ensure only the light from the chemilu-
minescence is captured an narrow band-pass filter (centre wavelength 310 nm, full
width half maximum 10 nm) is placed in front of the lens. The imaging system
is operating at a sampling rate of 10 kHz. Due to the low light intensity and low
exposure time the IRO is required to amplify the light intensity for the camera.

The single sector rig has optical access both horizontally and vertically from
downstream of the combustion chamber. Therefore, one camera is set up with the
lens level with the middle of the 40 mm optical gap to capture the side view of
the flame. Another camera is placed higher than the combustion chamber, but still
level with the horizon. A first surface mirror, either regular (Edmund Optics 102×
127 mm, 4-6λ) or UV enhanced (Edmund Optics 100 × 100 mm, λ/4), is placed
directly above the flame and in the line of sight of the camera. The mirror is angled
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Figure 2.6: Imaging setup for the single sector rig, with both side (top) and over-
head (bottom) imaging. The PMT and side camera is pointing directly at the com-
bustion chamber, while the overhead view is achieved through using a first surface
mirror at a 45◦ angle. Note all dimensions are not to scale to keep the figure relat-
ively compact.
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45◦ with the horizon, providing a view of the flame for the camera and minimal
distortion of the image. The full camera setup is shown schematically in Fig. 2.6.
To ensure the mirror is not damaged by the temperature of the exhaust gas, a set of
air jets was pointing at the surface of the mirror. This provides both direct cooling
to the mirror, while also creating an air barrier between the hot exhaust gases and
the mirror surface. The distance between the combustion chamber, mirror and
camera is adjusted to obtain the desired resolution of the setup while ensuring all
the relevant areas are in frame.

Additionally a photomultiplier tube (PMT) is used to measure the OH* chemi-
luminescence for the single sector rig. The PMT integrates all the the light in its
field of view, which is chosen to be larger than the flame to ensure the heat re-
lease rate from the entire flame is captured. Similar to the first camera, the PMT
is pointed directly at the flame from the side, as illustrated in Fig. 2.6. The PMT
is a Hamamatsu H11902-113, and it is amplified by a Hamamatsu C7169 ampli-
fier. The same band-pass optical filter used on the cameras is inserted before the
PMT to ensure only the desired wavelengths of light are captured. Compared to
the cameras, the PMT creates a continuous signal, which is digitised on the same
NI-9234 24-bit DAQ modules as the pressure signals. This ensures the heat re-
lease rate measurements and pressure measurements are perfectly synchronised.
The sampled signal from the PMT was compared to the numerically integrated
response from the cameras to ensure both captured the same region of heat re-
lease rate. Good quantitative agreement between the PMT and camera setups was
observed.

The annular setup does not have optical access from the side of the combus-
tion chamber in the configuration used in this work, only from the downstream
direction. The same setup as the overhead view on the single sector rig is used to
obtain the heat release rate of the annular combustor. Instead of centring the mirror
on a single flame, the mirror is centred in the centre of the concentric combustion
chamber walls, as shown schematically in Fig. 2.7. The inner wall will block some
of the light close to the inner wall in this configuration. To reduce the effect of this
the the inner wall is kept as short as possible at 130 mm. This placement of the
mirror is considered the most beneficial due to the additional processing described
in §4.6 and §4.7 made possible by the central view. Due to the larger dimensions
of the combustion chamber the mirror is located further downstream of the dump
plane to be able to fit the whole combustion chamber in frame.

The different studies used different techniques for spatial calibration of the
camera. In the single sector study in Article I, the combustion chamber was centred
in the frame and it was relatively small. Due to the low distortion and optical ar-
rangement, a simple linear scaling was applied to dimension the images. The two
first azimuthal studies, Article II and Article III, were spatially calibrated using
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IRO Camera
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Figure 2.7: Overhead imaging setup for the annular combustor, with first surface
mirror. Note all dimensions are not to scale to keep the figure relatively compact.

the inner combustor wall as a reference length scale. Minor distortion was caused
by having a mirror slightly off from the ideal angle of 45◦, and the images were
stretched to fix the aspect ratio. Finally, in Article IV a 200 mm× 200 mm double
layer calibration plate was imaged, and a spatial correction was applied by LaVi-
sion’s DaVis software.

2.3.1 Synchronisation

The camera system and the DAQ system, sampling the pressure and PMT signals,
operate independently. To be able to relate the measured pressure to the images
obtained from the cameras, the two sampling systems are synchronised after the
data have been acquired. The IRO is provided an external trigger signal to open the
gate for each image, which is either in a high (5 V) or a low (0 V) state. The recor-
ded trigger signal therefore corresponds to the start of the exposure of each image,
which is used for synchronisation. This signal is lengthened and then sampled by
the DAQ system used for the rest of the signals. The signal lengthening is required
to ensure the trigger signal is captured for each frame, as the raw trigger signal
is shorter than the time delta between two consecutive samples on the 51.2 kHz
DAQ system. The signal is lengthened to span half the time delta between two
consecutive frames using the Aim-TTi TGA1244 signal generator also used for
the acoustic forcing.

The synchronisation between the images and the camera is obtained by fitting
the measured trigger time series to the known shape of the trigger signal from
the signal generator, using a least squares method. An example of this is shown
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Figure 2.8: Example of the sampled and the reconstructed camera trigger signal.
The IRO is activated when the trigger signal rises, and it kept open for a given
duration. The IRO is active for 80 µs for each exposure in this example, illustrated
by the shaded regions.

in Fig. 2.8. The measured trigger signal, shown in orange, is observed to not
have a perfect pulse train shape and the amplitude is lower than the expected 5 V.
This difference is however not observed when the trigger signal is monitored on
an oscilloscope. The effect is caused by the digitising method in the NI DAQ
system in combination with the rapidly changing trigger signal, which switches
state from high to low to high again in approximately 5 samples. The amplitude
difference is accounted for by setting a lower amplitude for the theoretical signal.
The synchronisation between the actual and measured triggers is found by using a
least squares solver to minimize the difference between the two signals. The IRO
is active for a chosen time delta for each exposure, as illustrated by the shaded
regions in Fig. 2.8, and the camera is effectively averaging the heat release rate
over this time delta. Therefore, the image time is considered to be in the middle of
this interval.



Chapter 3

Development and application of
azimuthal acoustic forcing

A common approach to obtain the transfer and describing functions of turbulent
flames is to impose acoustic perturbations by some form of speakers, as described
in §1.2.1. Here the axial forcing approach is used to obtain the conventional flame
transfer functions. Due to the widespread use of the technique, and the relatively
simple nature of it compared to the annular forcing, the strategy used in this work
is explained relatively briefly in §3.1. The annular forcing technique used to obtain
arbitrary azimuthal modes of the first order is however much more novel, with a
successful strategy for annular combustors under reactive conditions developed for
the first time in the current work. The full procedure is therefore presented in detail
in §3.2, along with some observations from the development process.

3.1 Axial forcing

The schematic of the single flame setup is presented in Fig. 2.5b. The combustion
chamber is chosen to be sufficiently short to make the geometry thermoacoustically
stable for all the operating conditions of interest, which is important to ensure
good control over the acoustic mode. Similar to previous studies (Balachandran
et al., 2005; Worth and Dawson, 2012), both speakers mounted on the plenum
section are driven in phase, creating an in phase push and pull motion on the flow.
This results in an acoustic mode, where the mode amplitude in the injector tube
depends on the geometry of the setup and the forcing frequency. Some frequencies
are more damped than others, giving rise to different perturbation amplitudes for
the same electric power provided to the speakers. The injector tube is open to
the atmosphere, resulting in an acoustic mode with an acoustic velocity anti-node
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located close to the injector exit, where the flame is anchored.
To obtain the FTF, or the FDF, it is important to set the amplitude of the acous-

tic axial velocity perturbations to a fixed value at the dump plane location. Due to
the frequency dependent damping of the combined plenum and injector geometry,
the voltage sent to the speakers has to be tuned for each frequency. For a given
frequency the tuning is performed by setting an initial speaker voltage and calcu-
lating the velocity amplitude at the dump plane based on the upstream pressure
measurements, and then adjusting the voltage based on this. Fortunately, the horn
drivers used in the current study have a response that leads to a very close to linear
relationship between the speaker voltage and the axial velocity amplitude at the
dump plane. This is true from zero voltage and up to the limit of the speakers,
meaning an iterative approach to finding the voltage is converging fast, usually
within a couple of iterations. After the amplitude is set, the data is sampled for the
desired time interval before moving to the next frequency of interest.

The sampling time for this data was usually 10 s in the current work, resulting
in the manual amplitude tuning being the most time consuming part. An automatic
program, which changes frequency, tunes the amplitude and samples the data was
developed to greatly increase the efficiency of obtaining the transfer functions.
The program was made possible by the ability to adjust the signal generator (Aim-
TTi TGA1244) through serial communication. The main logic of the LabVIEW
program is described in the following:

• Create a list of frequencies.

• For each frequency:

– Set frequency on signal generator.

– Tune amplitude:

∗ Set initial voltage and take a short sample of the pressure signals.
∗ Calculate current perturbation amplitude based on sampled sig-

nals.
∗ Calculate the new voltage to obtain desired amplitude.
∗ Set the new voltage and take a new sample.
∗ Calculate the current perturbation amplitude. If the amplitude is

not the desired amplitude, repeat the steps above until it is.

– Sample the data for the desired length of time.

This made it possible to obtain a transfer function with 40 points in approximately
10 minutes, making it feasible to investigate a large range of operating conditions
quickly. A live update of the transfer function was added later, enabling direct
assessment of which frequencies to investigate further.
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Figure 3.1: Schematic presentation of the forcing array. The four speakers are
divided into pairs (P1 and P2), each consisting of two speakers (S1 and S2). The
four remaining standoff tubes are blocked at the outer end.

3.2 Azimuthal forcing

Setting up azimuthal modes is a more complicated process compared to setting up
the axial perturbations in the single sector setup. More speakers are required to set
up well controlled modes, and it is highly dependent on how the different speakers
are driven in relation to each other. Additionally, the temperature in the combustion
chamber, the effect of the flames on the acoustic mode, the self-excited nature of
the combustor all have to be accounted for. This will be discussed in more detail in
§3.2.2 and subsequent subsections. However, an ideal case with perfect geometry
and perfect electrical components is considered first.

The forcing array and annular combustor are presented in detail in §2.1. Addi-
tionally, the geometry created by the forcing array and inner wall is shown schem-
atically in Fig. 3.1. There are eight equidistantly placed speaker standoff tubes,
where every other is populated by a speaker and the rest are blocked off on the
outer end by a solid stainless steel plate. The decision to make eight speaker tubes
was to ensure enough speakers could be mounted to control the mode well, which
was an unknown number in the beginning, and to ensure a sufficiently high amp-
litude could be achieved. The choice of not populating every standoff tube with
a speaker was later made as a compromise between the ease of tuning and hav-
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ing good control of the mode. The four equidistantly spaced speakers form two
speaker pairs, where the two speakers in each pair are located diametrically op-
posite to each other. The two speakers in a pair are driven π out of phase, achieved
by providing the same signal to both speakers while reversing the polarity for one
speaker. Then the two speakers in a pair are pushing and pulling in the same direc-
tion. Since the speaker standoff tubes point in the radial direction, the velocity and
and pressure perturbations are distributed in the ACW and CW direction as the per-
turbations impinge on the inner wall, resulting in an azimuthal mode shape. For a
perfect geometry this will result in a perfectly standing mode, where the amplitude
of both components is equal. This could also be theoretically achieved by a single
speaker, but in practice it would introduce an unwanted asymmetry and lower the
amplitude. Both speaker pairs are setting up independent standing modes, where
the pressure anti-nodes are located at the speaker locations. Worth et al. (2017)
have shown this for a single speaker pair, setting up perfectly standing modes. In
the following the nature of the resulting azimuthal mode will be shown to depend
on the phase between the driving of the two speaker pairs.

3.2.1 Theoretical considerations

The acoustic modes are linear in nature, which enables the description of the total
pressure distribution as a super position of the azimuthal modes set up by the
speaker pairs. Temporarily relaxing the assumption that the mode set up by each
speaker pair is a standing azimuthal mode, the mode can be described as a general
azimuthal mode of the form introduced later in Eq. (4.23). The first speaker pair
is then assumed to be at θ = 0 for simplicity, and the second pair is located at
θ = θp. Then the independent pressure modes set up by first (p′1,a) and second
(p′2,a) pair are given by

p′1,a(θ, t) = [A+,1 exp (−iθ) +A−,1 exp (iθ)] exp (i(ωt− φsg)) , (3.1a)

p′2,a(θ, t) = [A+,2 exp (−i(θ + θp)) +A−,2 exp (i(θ + θp))] exp (iωt) , (3.1b)

where φsg is the temporal phase difference between the second and first horn driver
pair set up by the signal generator. The spatial phase offset θp for the second pair
is due to the physical location of the two speaker pairs.

Since each speaker pair is setting up a standing mode, the magnitude of the
two amplitudes are assumed to be equal (|A+,i| = |A−,i|). Due to how the mode
is set up, the two amplitudesA±,i are assumed to be the complex conjugate of each
other. For simplicity the phase is chosen to be zero, making the amplitudes A±,i
real valued. A further simplification is to assume all the amplitudes are equal

A+,1 = A−,1 = A+,2 = A−,2 =
A⊥pair√

2
. (3.2)



3.2. Azimuthal forcing 43

The superposition of the two components in Eq. (3.1) is then given by
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(3.3)

This corresponds to two plane waves propagating in opposite directions, where
the relative amplitudes are determined by the cosine terms. The nature angle χ,
defined later in Eq. (4.29), of the mode in Eq. (3.3) is given by

tan (χ) =

∣∣cos
(
1
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The total acoustic amplitude of the mode is given by

A⊥imposed = A⊥pair

√
2(1 + cos (θp) cos (φsg)) , (3.5)

highlighting the advantage of using two diametrically opposite speakers (θp = π)
in opposite phase (φsg = π) as a pair, due to factor 2 amplitude increase com-
pared to using a single speaker (A⊥imposed = 2A⊥pair). Equation (3.4) also indicates
the diametrically opposite speakers operating at the same level can only create a
standing mode, where the amplitude is given by Eq. (3.5) with θp = π.

The even number of speakers are therefore always chosen to be distributed
equidistantly in the azimuthal direction, with a physical azimuthal phase difference
θp = π/2. Then modes of all possible nature angles (−π/4 ≤ χ ≤ π/4) can be
set up, and the nature angle expression in Eq. (3.4) reduces to

2χ =


φsg − π for −π ≤ φsg < −π/2
φsg for −π/2 ≤ φsg ≤ π/2
π − φsg for π/2 < φsg ≤ π

. (3.6)

This is illustrated in Fig. 3.2 for all the unique signal generator phase offsets φsg.
Outside the range |φsg| < π/2 the anti-node location of the pressure mode is
rotated by an angle π/2. The choice of θp = π/2 also results in a constant total
acoustic amplitude for all signal generator phase offsets φsg

A⊥imposed =
√

2A⊥pair , (3.7)

at the expense of a slightly lower peak amplitude for predominantly standing
modes. Since the nature angle of the mode is solely determined by the signal
generator phase offset φsg, the amplitude of the mode is independent of the nature
angle for a given speaker pair amplitude A⊥pair.
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Figure 3.2: Relation between the signal generator phase offset φsg and the nature
angle χ of the pressure mode in an ideal case. The two speaker pairs are separated
by an azimuthal angle θp = π/2.

3.2.2 Thermoacoustic stability and thermal equilibrium

To be able to impose the acoustic mode the combustion geometry has to be ther-
moacoustically stable. Single flame studies with axial forcing usually achieve this
by choosing an enclosure that is sufficiently short to not excite axial modes. How-
ever, the relevant length scale for azimuthal modes in an annular combustor is the
azimuthal length of the combustion chamber, which is not easy to change. Instead
the operating condition has to be chosen carefully to ensure the combustor is ther-
moacoustically stable. For the two configurations used in the current work this
is achieved by having a sufficiently low equivalence ratio, with equivalence ratio
0.75 and 0.70 in Article II and Article IV respectively.

Another difference between the single sector forcing and the azimuthal for-
cing is the choice of excitation frequencies. While the single sector can be excited
at a range of frequencies, the azimuthal forcing frequency is determined by the
geometry for a given operating condition. The design of the combustion cham-
ber and forcing array makes it impossible to achieve a total thermal equilibrium,
as the speakers and rig are not able to survive the thermal equilibrium temper-
ature. Therefore, the experimental data has to be obtained before the combustor
has achieved a total thermal equilibrium, as in previous work (Worth and Dawson,
2013a,b; Dawson and Worth, 2014). While the frequency is mainly determined
from the geometry and the flame temperature, the heating of the combustion cham-
ber introduces a slight time dependence on the forcing frequency. In practice this
results in a time dependence on the amplitude for a given forcing frequency, as il-
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Figure 3.3: Example of the time dependence of the forcing amplitude in the an-
nular combustor. The combustor is ignited approximately at the start of the time
series, and the power supplied to the speakers is kept constant in time. The drift in
the amplitude is caused by the increasing temperature of the combustion chamber.
Note a moving average with a 62.5 ms window has been applied to the data.

lustrated in Fig. 3.3. To simplify the process of setting up a well controlled mode,
and to achieve a mode which is as constant in time as possible during the sampling
interval, the frequency is chosen such that the amplitude saturates slightly before
the data acquisition is started. In the example in Fig. 3.3, this corresponds to the
1650 Hz case, even though the maximum amplitude is slightly lower and slightly
off the resonant frequency. This is chosen to yield better control, and is consistent
with the observations of Worth et al. (2017).

3.2.3 Monitoring the mode

The initial approach to setting up the desired azimuthal mode in the combustion
chamber was to set the amplitudes and signal generator phase offsets φsg with the
combustor turned off. In this case the assumptions in Eq. (3.3) are relatively good,
and an arbitrary azimuthal mode can easily be set up using Eq. (3.6) and Eq. (3.7).
In theory only the frequency needs to be changed when the combustor is ignited
to account for the higher temperature. However, this approach was observed to
not necessarily yield the desired mode when the combustor was turned on. The
amplitude changed significantly, and more importantly the nature of the mode was
also changed. Nevertheless standing modes were relatively easy to set up, but
obtaining highly spinning modes proved to be hard using this approach.

To be able to impose well controlled spinning modes a constant monitoring of
the mode was deemed to be required and essential. Therefore the logging program
was expanded and developed to also perform near real-time post processing of the
acquired pressure signals. The most important parameter to monitor is the nature
of the mode, meaning the pressure measurements do not need to be propagated to
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Figure 3.4: An example screenshot from the annular forcing program with addi-
tional annotations. In the top part the latest sample points are presented, while the
bottom part displays the magnitude of the two azimuthal acoustic wave compon-
ents in near real-time. In the current example the mode is a highly spinning CW
pressure mode.
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the dump plane before calculating the mode. This is possible as the pressure at the
dump plane and a given microphone location are related through a system and fre-
quency dependent impedance, which should be the same for all the injector tubes.
Assuming the mode is constant over the short time interval, the mode is therefore
calculated at the upper microphone locations using a least squares solver for the
discrete time Fourier transform of the signals at the forcing frequency. Not having
to propagate the pressure signals, assuming the mode is constant, and only evalu-
ating the forcing frequency allows for very fast calculations of the mode, making it
possible to provide fast updates. The final program updates the calculated mode 16
times a second, which is sufficiently fast to be perceived as real-time when tuning
the mode. The program provides both the amplitude of the two spinning compon-
ents and the spin ratio, which is directly related to the nature angle of the mode.
In the example in Fig. 3.4 a screen shot of the logging program is shown. The
program is started when the burner is ignited and the mode is then fine tuned. No
adjustments were performed during the image acquisition to ensure no influence
from changing forcing signals.

3.2.4 Setting up standing and spinning modes

Most of the equations introduced in §3.2.1 are only directly applicable in theory,
and not in practice. However, the practical approach used in this work is very
similar and builds on the same idea, but with some extra considerations. The amp-
litudes assumption in Eq. (3.2) does not hold perfectly in practice due to the im-
perfect geometry, but it is still a relatively good approximation. Therefore the two
speaker pairs are independently tuned to result in standing modes of approximately
the same amplitude. While the nature angle and signal generator phase difference
shown in Fig. 3.2 does not hold perfectly in this case, the desired mode can be
obtained by tuning the phase in the region close to the theoretical phase difference.
This works well for standing modes and for mixed modes with a sufficiently small
nature angle, where exact amplitude cancellation is not required.

The most challenging modes to force are the highly spinning ones, with nature
angles close to χ = ±π/4. There are several possible reasons behind this. To be
able to set up a perfectly spinning mode, one of the two components of the stand-
ing modes set up by each speaker pair has to be cancelled by perfect destructive
interference. To be able to achieve this, the amplitudes of the two components
interfering destructively must match perfectly. It is no longer possible to over-
come small amplitude differences by compensating with signal generator offset.
Furthermore, it has been observed in low-order modelling that combustion noise
pushes the self-excited acoustic mode away from the spinning solutions (Ghirardo
and Gant, 2019; Faure-Beaulieu and Noiray, 2020; Ghirardo and Gant, 2021). The
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higher the non-dimensional noise level is, the more the mode is pushed away from
the spinning solutions. The non-dimensional noise is inversely proportional to the
amplitude of the mode, which makes it even harder to set up spinning modes at
lower amplitude levels. This was also observed in practice, where it is very hard to
set up spinning modes under a certain amplitude threshold even though the mode
is not self-excited.

The best strategy that was found in the current work to overcome these com-
plications is described in the following:

• The combustor is ignited from cold with only the first speaker pair on, and
the amplitude is adjusted to the desired level at the time images will be
acquired later.

• The amplitude of either the A− or the A+ component is noted at this point
depending on whether an ACW (A+ 6= 0) or a CW (A− 6= 0) spinning mode
is desired.

• The combustor is ignited from cold again, with only the second speaker pair
on. Now the amplitude is adjusted so the amplitude of the component noted
in the previous step match the value of the first speaker pair at the same point
in time.

• The previous step is repeated until a closely matching amplitude is found.

• An initial signal generator phase offset φsg based on Fig. 3.2 is set.

• The combustor is ignited from cold with the initial phase offset, and up to
the time of planned image acquisition the phase is adjusted based on the near
real-time reconstruction to get the lowest possible amplitude of the spinning
component that should be cancelled by destructive interference.

• If the magnitude of the nature angle is not as high as desired, either more
fine tuning of the phase offset or readjusting the amplitude of the speaker
pairs are required.

• When the nature angle is at the desired level at the correct time after ignition
the images are acquired.

It is worth noting that it is the undesired component that is matched in the third
to last step, as that component has to be removed by destructive interference. The
process for the standing and mixed modes is similar, but the additional freedom
of not having to perfectly cancel acoustic waves by destructive interference means
that the very delicate amplitude tuning is not required. Therefore, most of the
standing and mixed modes can be obtained in a single ignition. This highlights
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Table 3.1: Overview of the different studies of forced azimuthal pressure modes.

Parameter Article II Article IV
Pressure definition location x = xupper x = 0 mm
No. injectors (N ) 18 12
No. forced states 3 123
No. orientation angles 1 4
Amplitudes in Pa 870 / A⊥ / 940 40 / A / 1100
Nature angles −0.7 / 4χ/π / 0.9 −0.9 / 4χ/π / 0.9

how much harder and time consuming it is to impose highly spinning acoustic
modes. The different forced studies in the current work are summarised briefly in
Tab. 3.1.

3.2.5 Potential improvements

A solution that could potentially make the tuning process significantly simpler and
faster would be to water cool the combustion chamber and the forcing array. This
would enable thermal equilibrium to be reached, relaxing the time dependency
of the forcing. Such a combustion chamber without forcing array was used by
Indlekofer et al. (2021b). However, the inclusion of a precision machined and
water cooled forcing array is more technically challenging.

An automatic tuning program, similar to the single sector program discussed
in §3.1, was developed in the current work in an attempt to set up the spinning
modes. While this set up very well controlled modes relatively fast when the com-
bustor was turned off, it was not sufficiently fast to tune the mode under reactive
conditions. The drift in frequency and the mode due to the increasing temper-
ature proved to be too fast for the program to work accurately with the current
setup. With a combustion chamber in thermal equilibrium this would likely not be
a problem, and using such automatic tuning approaches could potentially be used
to explicitly set up the modes.
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Chapter 4

Processing methods

The processing procedures used in each of the articles included in this thesis are
briefly explained in each article. The aim of this chapter of the thesis is to provide a
more comprehensive version of the methods used for processing the data, expand-
ing the description from the different articles. First the flame describing function
is presented in §4.1, followed by the techniques required to calculate the velocity
and pressure at the dump plane in §4.2. The time delay model used to describe
the flame transfer function of the single flame setup is presented in §4.3. The an-
nular pressure mode is described in §4.4, followed by phase averaging in §4.5,
rotation averaging in §4.6, and finally the Azimuthal Flame Describing Function
is discussed in §4.7.

4.1 Flame Describing Function

The Flame Describing Function (FDF) relates the normalised heat release rate fluc-
tuations to the normalised acoustic velocity fluctuations. The general FDF defini-
tion was described in §1.3, but there are some choices in how to define the relevant
quantities in the FDF definition in Eq. (1.6). The definition chosen for the current
work is given by

FDF
(
ω, û′axial/Ubulk

)
=
〈q̂′(ω, û′axial/Ubulk)〉 / 〈q̄〉

û′axial(ω)/Ubulk
. (4.1)

The temporal mean heat release rate is given by q̄ and the Fourier amplitude of the
phase dependent heat release rate fluctuations is given by q̂′. The angle brackets
〈(·)〉 denote the spatial average over the spatial distribution of the heat release rate
from the flame of interest. The domain of the averaging depends on the experi-
mental setup, and is described in detail in §4.1.1. The reference location for both
the Fourier amplitude of the axial acoustic velocity perturbations û′axial and the
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bulk velocity Ubulk is chosen to be the dump plane, defined in Fig. 2.5b. The axial
acoustic velocity at the dump plane is calculated based on the signals from the
pressure transducers in Fig. 2.4a due to the difficulty of obtaining a direct meas-
urement. To be able to calculate the velocity, the acoustic mode in the injector tube
has to be characterised. This is described in the next section, §4.2.

It is also worth noting the Flame Transfer Function (FTF) described in §1.2 is
just a special case of FDF where the velocity amplitude is sufficiently low. There-
fore, the equations and techniques described for the FDF in Eq. (4.1) are used to
obtain the FTF as well. However, different amplitude levels are tested experiment-
ally to ensure the response is in the linear regime for the FTF.

4.1.1 Heat release rate

The normalised heat release rate fluctuations are obtained, as described in §1.2.1,
by measuring the light intensity of the wavelength corresponding to the concentra-
tion of OH* radicals. The concentration is assumed to be proportional to the heat
release rate (Higgins et al., 2001; Hardalupas and Orain, 2004; Balachandran et al.,
2005), and the light intensity is either capture by a PMT or a camera as described
in §2.3.

A camera provides a line of sight measurement of the heat release rate in the
direction normal to the image plane. To get the spatially averaged quantities in
Eq. (4.1), the pixels in the image plane are averaged. For a single flame, as shown
in Fig. 2.6, the averaging is performed over the full image. Since the flame of
interest is the only source of heat release rate, there is no need to restrict the av-
eraging domain further. A photomultiplier tube (PMT), which integrates over the
field of view, can also be used without careful restriction of the field of view to
capture the already integrated heat release rate in these configurations.

The response of annular combustors is often modelled based on FDFs obtained
for a single, axially perturbed flame, as described in §1.5.3. Therefore, it is of great
interest to measure the conventional FDF in an annular geometry subjected to azi-
muthal acoustic forcing. In the annular setup the camera is imaging from directly
downstream of the combustion chamber, as shown in Fig. 2.7. This captures all the
flames simultaneously, and it is no longer possible to integrate over the full image
plane to obtain the normalised heat release rate in Eq. (4.1). Numbering the N
different flames in the annulus from j = 0 to j = N − 1, the FDF of the jth flame
is chosen to be defined as

FDFj

(
û′axial,j/Ubulk

)
=
〈q̂′〉j / 〈q̄〉j
û′axial,j/Ubulk

, (4.2)

where the explicit amplitude dependence on the right hand side has been dropped
for notational compactness. It is worth noting the frequency dependence is com-
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Figure 4.1: Example of the FDF obtained experimentally in an annular combustor
withN = 12 injector tubes with swirl at frequency f = 1650 Hz. The heat release
rate magnitude is presented on the left and the phase of the FDFs is presented on
the right. Each instrumented injector is represented by a point for each forced
state. Interpretation of the figure is presented in Article IV.

pletely dropped, as the first azimuthal mode can only be excited at discrete fre-
quencies for a given operating point. Compared to the definition for the single
flame in Eq. (4.1) the subscript j has been introduced for the different flames. The
axial acoustic velocity at the dump plane evaluated in injector j is given by û′axial,j .
The most important change is the spatial averaging operator 〈(·)〉j which is defined
to be the average over a sector spanning an angle 2π/N of the full annulus. Each
sector is centred at an injector centre, as illustrated in Fig. 2.2. This ensures the
heat release rate response is averaged over a single flame, similar to the FDF defin-
ition for the single flame setup. Figure 4.1 shows an example of how the FDFs of
an annular combustor might be represented.

Adjacent flames in the annular combustor might have significant merging de-
pending on the flame spacing, potentially complicating the extraction of the re-
sponse of a single flame. However, due to the discrete rotational symmetry of the
setup, the exact location of the dividing line between adjacent masks should not
play a large role, as long as all the sectors are defined equally. Since all the flames
are assumed to be nominally identical, any potential response of the flame cut off
from one side of the sector will be included on the other side by a similar cutting of
the adjacent flame. The masks may also introduce a slight increase or decrease of
the response of a particular flame, but this will be removed when averaging flames
together in §4.7.
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4.2 Acoustic mode in the injector tubes

The pressure disturbances p′(x, t) in a general geometry with a mean flow U is
given by the convected wave equation (Dowling and Stow, 2003)(

1

c2
D2

Dt2
−∇2

)
p′ = 0 , (4.3a)

D

Dt
=

∂

∂t
+ (U · ∇) , (4.3b)

where c is the speed of sound. The injector tubes, described in §2.1.1, are long
(Ltube = 145 mm) compared to the diameter (D = 19 mm). Therefore, each tube
can be approximated as being one dimensional (1D) for the frequencies of interest,
reducing Eq. (4.3) to

∂2p′tube
∂x2

=
1

c2

(
∂

∂t
+ U

∂

∂x

)2

p′tube , (4.4)

where x is the axial position in the tube. The pressure in the axial direction of the
duct is denoted p′tube and U is the bulk flow in the axial direction.

To solve equations of the form of Eq. (4.4) it is beneficial to apply complex
analysis instead of restricting the calculations to real valued expressions. There-
fore, the complex valued analytical signal p′tube,a is introduced as the complex
valued equivalent to the real valued signal p′tube. The two are related through

2p′tube(x, t) = <
{

2p′tube,a(x, t)
}

= p′tube,a(x, t) + c. c. , (4.5a)

p′tube,a(x, t) = p′tube(x, t) + iH
[
p′tube(x, t)

]
, (4.5b)

where c. c. denotes the complex conjugate of the preceding term and H [(·)] is the
Hilbert transform of (·). The solution to Eq. (4.4) is then given by

p′tube,a(x, t) = [B+ exp (−ik+x) +B− exp (ik−x)] exp (iωt) , (4.6)

which describes two plane waves propagating in the downstream and upstream dir-
ection for the first and second component respectively. The complex valued amp-
litude of each component is given by B±, and the positive, real valued wavenum-
bers k± are given by

k± =
ω/c

1±Ma
, (4.7)

where Ma = U/c is the Mach number.
The acoustic axial velocity perturbations corresponding to the pressure fluctu-

ations in Eq. (4.6) are governed by the 1D linearised fluctuating momentum equa-
tion (Dowling and Stow, 2003)

∂u′tube
∂t

+ U
∂u′tube
∂x

+
1

ρ

∂p′tube
∂x

= 0 . (4.8)
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Here ρ is the density of the fluid in the system and the velocity is given by

u′tube,a(x, t) =
1

ρc
[B+ exp (−ik+x)−B− exp (ik−x)] exp (iωt) . (4.9)

The expression is of the same form as the pressure in Eq. (4.6), only with a sign
change in the second term and the introduction of the factor 1/ρc. Therefore, the
acoustic velocity can be calculated based on the unknown coefficients B± shared
with the pressure definition in Eq. (4.6). The reference acoustic velocity û′axial
in the FDF definition in Eq. (4.1) is the velocity amplitude û′tube(x) in Eq. (4.9)
evaluated at the dump plane

û′axial = u′tube,a(x = 0, t = 0) = û′tube(x = 0) . (4.10)

4.2.1 Determining the mode

The acoustic mode in the tube is determined by the two unknown amplitudes B±
and the imposed angular frequency ω. The speed of sound c, density ρ and bulk
velocity Ubulk are all known from the flow rates and fluid properties. A common
approach to determining the amplitudes based on pressure measurements is the
multiple microphone technique (Seybert and Ross, 1977). Since there are two
unknowns to be determined, two or more pressure measurements at unique axial
locations are required. Then the amplitudes are determined fromp̂

′
tube(x0)
p̂′tube(x1)

...

 =

exp (−ik+x0) exp (ik−x0)
exp (−ik+x1) exp (ik−x1)

...
...

[B+

B−

]
, (4.11)

where the amplitudes are assumed constant in time and xj is the axial location of
the jth microphone. An example of the fitting in Eq. (4.11) is shown in Fig. 4.2
for one of the injectors in the annular combustor when a standing mode is forced.
The measured and fitted signals match perfectly by definition, as there are two
spatially separated measurements and two unknowns. The Fourier amplitudes
p̂′tube(xj) in Eq. (4.11) are related to the pressure signals through p′tube,a(xj , t) =
p̂′tube(xj) exp (iωt), and are determined from either direct FFT or from cross power
spectral analysis with the forcing signal. The cross power spectrum approach is
used for the single flame setup, where the heat release rate, pressure and forcing
signals are all sampled on the same system and at the same rate. By splitting the
recorded data into several shorter sections and averaging the results, the influence
of random turbulent fluctuations on the Fourier amplitude is reduced. However,
in the cases where a camera is used to capture the heat release rate this is not as
straight forward due to the large difference in sampling rates.
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Figure 4.2: Measured pressure amplitudes and the corresponding fitted pressure
mode in an injector tube. The dump plane is located at x = 0. The case shown
here is from an injector tube excited by downstream azimuthal forcing. Note no
area and swirler corrections are applied in this example.

An alternative method of obtaining the amplitudes, which also accounts for
any potential time dependence, is to use the Hilbert transform in Eq. (4.5b) to
obtain the value of Eq. (4.6) for each sample time ti. Then the amplitudes with
time exponents are obtained fromp

′
tube,a(x0, ti)

p′tube,a(x1, ti)
...

 =

exp (−ik+x0) exp (ik−x0)
exp (−ik+x1) exp (ik−x1)

...
...

[B+(ti) exp (iωti)
B−(ti) exp (iωti)

]
.

(4.12)
For the amplitudes to make physical sense it is implicitly assumed that B± are
slowly varying compared to the fast oscillation ω. Independent of whether Eq. (4.11)
or Eq. (4.12) is used to obtain the amplitudes, the pressure and the corresponding
acoustic velocity at an arbitrary point in the tube are given by Eq. (4.9).

4.2.2 Contraction and expansion

The pressure and acoustic velocity can only be propagated using Eq. (4.6) and
Eq. (4.9) in a tube of constant cross sectional area. However, the centrally mounted
bluff body in the injector introduces a contraction before reaching the injector
exit. In the case of low Mach number flows Ma � 1,the pressure and mass flow
fluctuations have to be conserved across a small area change (Dowling and Stow,
2003). Assuming a smooth area change from upstream area Au to downstream
area Ad located at xac

A =

{
Au for x < xac

Ad for x > xac
, (4.13)
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Figure 4.3: Example of how the contraction caused by the bluff body and injector
geometry is approximated by 4 steps in the acoustic propagation. The approxim-
ated geometry of the bluff body is presented on the left and the cross sectional area
A of the open part of the tube is presented on the right.

the pressure and mass flow conservation laws are expressed as

p′tube(x, t)
∣∣
x=x−ac

= p′tube(x, t)
∣∣
x=x+

ac
, (4.14a)

Auu
′
tube(x, t)

∣∣
x=x−ac

= Adu
′
tube(x, t)

∣∣
x=x+

ac
. (4.14b)

The bluff body represents a gradually changing cross sectional area, and not
a single discrete jump as described by Eq. (4.14). The continuous area change of
the bluff body can however be approximated as a series of discrete area changes.
The contracting section is divided into several shorter sections, each of the same
length and the same volume as the injector geometry. This is equivalent to the real
continuous geometry for a series of infinitesimal area changes, but in practice a
finite number of steps is usually a sufficient approximation. An example of how
the continuous area change is approximated for the injector geometry described in
§2.1.1 is presented in Fig. 4.3.

4.2.3 Swirler

Each injector tube has a swirler mounted downstream of the pressure measure-
ment locations, as shown in Fig. 2.4. This represents a relatively large temporary
blockage and it introduces a rotational motion to the flow around the central axis.
The effect of the swirler on the acoustic mode is not trivial to quantify analytically,
and the black box approach of measuring the scattering matrix is utilised instead.
Following the derivation of Åbom (1991) the scattering matrix S can be defined
as [

B+,u

B−,d

]
=

[
S11 S12
S21 S22

] [
B−,u
B+,d

]
= S

[
B−,u
B+,d

]
, (4.15)



58 58

where subscript u and d denote upstream and downstream of the swirler respect-
ively.

To be able to measure the scattering matrix, at least two linearly independent
states of the system have to be measured. In the case of two linearly independent
states Eq. (4.15) can be rewritten as[

B′′+,u B′′′+,u

B′′−,d B′′′−,d

]
= S

[
B′′−,u B′′′−,u
B′′+,d B′′′+,d

]
, (4.16)

where the double and triple prime denotes the first and second linearly independent
states respectively. The transposed scattering matrix ST is obtained by solving the
following matrix problem[

B′′−,u B′′′−,u
B′′+,d B′′′+,d

]T
ST =

[
B′′+,u B′′′+,u

B′′−,d B′′′−,d

]T
. (4.17)

While the scattering matrix in Eq. (4.15) fully characterises the effect of the
swirler on the acoustic mode, the expression is not convenient for the experimental
setups used in this work. The equation requires one amplitude component up-
stream and one component downstream of the swirler to be known. However, all
the pressure measurements are performed upstream of the swirler in the experi-
ments, and only the upstream amplitudes can be obtained from those measure-
ments. Therefore the two following matrices are introduced[

B+,u

B−,u

]
=

[
S11 S12
1 0

] [
B−,u
B+,d

]
= Tu

[
B−,u
B+,d

]
(4.18a)[

B+,d

B−,d

]
=

[
0 1
S21 S22

] [
B−,u
B+,d

]
= Td

[
B−,u
B+,d

]
, (4.18b)

where Tu and Td can be combined to describe the downstream amplitudes in terms
of the upstream amplitudes[

B+,d

B−,d

]
= TdT

−1
u

[
B+,u

B−,u

]
= T

[
B+,u

B−,u

]
. (4.19)

In practice the acoustic transfer matrix T of the swirler is used to obtain the pres-
sure and axial acoustic velocity downstream of the swirler.

The raw data for the scattering matrix calculations were kindly provided by In-
dlekofer et al. (2021a). The independent states required to calculate the scattering
matrix were obtained by applying acoustic forcing from first upstream and then
downstream of the swirler. These measurements were performed for both an open
and a closed end in a constant cross section test tube, which was equipped with the



4.3. Distributed time delay model 59

0 500 1000 1500 2000
Frequency in Hz

0.0

0.5

1.0

1.5
|T
ij
|

0 500 1000 1500 2000
Frequency in Hz

−π

−π/2

0

π/2

π

∠T
ij

T11 T12 T21 T22

Figure 4.4: Transfer matrix T of the swirler mounted in the injector tubes. The
magnitude of each component is presented on the left, and the phase is presented
on the right.

swirler and several upstream and downstream microphones. The coefficients of the
transfer matrix T are presented in Fig. 4.4 for the frequency range of interest in
this work. The swirler is observed to have a relatively low influence on the acous-
tic mode up to approximately 1 kHz, as both T11 and T22 have a magnitude close
to unity and low phase offset while T12 and T21 have a relatively low amplitude.

4.3 Distributed time delay model

The response of a single flame, obtained on the single sector setup in §2.2, can
be characterised in terms of time delays related to the flow perturbation sources.
The single sector setup has two such sources of vorticity perturbations. The swirler
creates inertial wave perturbations (Komarek and Polifke, 2010; Palies et al., 2010;
Albayrak et al., 2019), and additional convective perturbations are formed at the
dump plane. The characteristic time delay, τ1, of the latter is given by the ratio
of the representative flame height H to the bulk flow velocity Ubulk at the injector
exit (Kim and Santavicca, 2013a). The second time delay, τ2, can be split into
two parts: the time it takes for the perturbations to propagate a distance L from
the swirler to the dump plane at velocity Uprop; and the propagation time from
the dump plane to the flame front, which is given by the first time delay. The
propagation time from the swirler to the dump plane is given by Eq. (1.5). The two
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time delays can therefore be expressed as

τ1 =
H

Ubulk
, (4.20a)

τ2 − τ1 =
L

Uprop
. (4.20b)

However, it is not always trivial to correctly identify the representative length and
velocity scales, as highlighted by Albayrak et al. (2019) for the velocity scale.

Another approach is to fit two distributed time delay models to the FTF to
directly obtain the two relevant time scales in the problem. The model created by
Æsøy et al. (2020), originally created for non-swirled flames but still featuring an
upstream source of vorticity perturbations, is applied in the current work to extract
the two dominant time delays. The model is given by

DTLT (ω) = exp (−iφ0)
2∑

i=1

(
E+

i (ω) + E−i (ω)
)

=
2∑

i=1

DTLi , (4.21a)

2E±i (ω) = gi exp

(
−1

2
(ω ± βi)2σ2i − iωτi

)
. (4.21b)

where each term E±i represents a Gaussian distribution of strength gi/2 centred
around frequency ∓βi. The width of the distribution is determined by σi, and τi
is the characteristic time delay corresponding to Eq. (4.20). Each of the i = 1, 2
components of the distributed timed delay model in Eq. (4.21) describes either a
low-pass or a band-pass filter behaviour, depending mainly on the combination of
βi and σi. If the angular frequency βi is sufficiently close to zero, or if the value
of σi is sufficiently low, the model describes a low-pass filter. Otherwise it is a
band-pass filter centred around ±βi. An example function is presented in Fig. 4.5,
where the second distribution is in between a pure low-pass and pure band-pass
filter.

The flame itself, and therefore the distribution belonging to the first time delay,
always acts as a low-pass filter (Fleifil et al., 1996; Schuller et al., 2003). Perfectly
premixed flames have a unit gain in the low frequency limit (Polifke and Lawn,
2007), which is imposed in the model by making g1 a function of the other para-
meters

g1 =
1− g2 exp

(
−1

2(β2σ2)
2
)

exp
(
−1

2(β1σ1)
2
) . (4.22)

While it is theoretically possible to express g2 as a function of the other parameters,
this is strongly discouraged due to the numerical precision in the fitting process.
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Figure 4.5: Example of distributed time delay model obtained by fitting to exper-
imental data. The two individual components DTL1 and DTL2 are shown separ-
ately, in addition to the resulting total DTLT. The fitting is performed using the
experimental FTF data in the light region.

The low-pass behaviour of flames ensures the denominator of Eq. (4.22) is non-
negligible. However, if g2 is the dependent parameter, the new denominator is
negligible if the second distribution describes a band-pass filter. Further details
about the physical interpretation of the model can be found in Æsøy et al. (2020).

The process of obtaining the parameters of Eq. (4.21) is not trivial due to the
highly nonlinear nature of the equation. As the only other application of this partic-
ular model was in Æsøy et al. (2020), the differences in both the fitting procedure
and the typical length and time scales are discussed in the following. Using a non-
linear least squares solver on Eq. (4.21) was observed to be very sensitive to initial
values in the search, suggesting several local minima. After the fitting, it is pos-
sible to assess whether the parameters make physical sense or not, as Æsøy et al.
(2020) showed the parameters have a physical interpretation. The main approach
outlined in Æsøy et al. (2020) for obtaining the parameters through successive
steps of nonlinear least squares solvers was followed. However, a few additional
considerations were necessary for the swirled flame response in the current work.
The method used to obtain the parameters in Article I was:

• Fit only DTL1, imposing a unit gain at zero frequency, using a nonlinear
least squares solver.

• Keeping the parameters of DTL1 fixed, the parameters of DTL2 are found
by using the differential evolution algorithm in SciPy without imposing unit
gain in the low frequency limit.

• The parameters from the last two steps are used as an initial guess for a final
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nonlinear least squares solver step, where all the parameters of DTLT can
be adjusted. The unit gain in the low frequency limit is imposed through
Eq. (4.22) in the solver.

The main difference compared to Æsøy et al. (2020) is the use of the differential
evolution algorithm in the second step. This is not as prone to get trapped in a local
minimum in the parameter space as the least squares solver.

The gain and phase modulations in Æsøy et al. (2020) were much shorter in fre-
quency space, resulting in better fitting conditions from having several wavelengths
in the response. Then the use of a nonlinear least squares solver in each step with
good initial guesses was observed to be sufficient. In the current work the second
time delay is much shorter, resulting in much longer modulation wavelength in
frequency space. This makes the fitting process harder due to having less than a
full wavelength to fit to, as shown in the example case in Fig. 4.5. Additionally, the
distributed time delay response of the swirler seems to be closer to a low-pass filter
than the grub screws further upstream in Æsøy et al. (2020), further complicating
the fitting procedure in terms of imposing the unit gain.

4.4 Acoustic mode in the annulus

The pressure at discrete locations on the dump plane is obtained by propagating
the measured pressure following the procedure outlined in §4.2 for each of the
instrumented injectors. The propagated pressures are then used to determine the
azimuthal pressure mode in the annular combustion chamber. An azimuthal wave
can either be described as a superposition of two plane waves rotating in oppos-
ite directions, or by using the hypercomplex quaternion formalism (Ghirardo and
Bothien, 2018) mentioned in §1.5.1. Both descriptions have their own merits, and
the method used for a specific purpose in the current work is chosen based on
which one is beneficial for the intuitive understanding of the results. The super-
position of two spinning waves formulation is discussed next, and the quaternion
formalism is described in detail later in §4.4.2.

Similar to the pressure mode in the injector tubes in Eq. (4.6), the azimuthal
pressure mode of order n can be described by

p′a(θ, t) = [A+ exp (−inθ) +A− exp (inθ)] exp (iωt) . (4.23)

Here A+ and A− are the complex valued amplitudes of the plane waves propagat-
ing in the anti-clockwise (ACW) and clockwise (CW) direction respectively. The
total pressure amplitude of the azimuthal mode is given by

A⊥ =

√
|A+|2 + |A−|2 , (4.24)
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Figure 4.6: Frequency spectrum at the location of the upper microphone (xupper)
in an injector tube for a forced azimuthal mode in the annular combustor. The
amplitudes are 1224 Pa (High), 661 Pa (Middle), and 340 Pa (Low) for the forced
cases, with amplitude below 10 Pa for the unforced case.

which is the geometric distance in a plane where the two orthogonal axes are A+

and A−. The main difference between Eq. (4.6) and Eq. (4.23) are the wavenum-
bers, which are determined by the geometry in this case, and are part of the ex-
pression ±nθ. The dispersion relation in Eq. (4.7) still holds, but it is the fre-
quency of the two components which might differ, and not the geometrically fixed
wavenumber. The effect of having a mean azimuthal flow on the pressure mode,
due to for example swirl, was investigated theoretically by Bauerheim et al. (2015);
Faure-Beaulieu and Noiray (2020). However, in the current work the combustor is
either acoustically forced, resulting in a single dominant frequency as illustrated
in Fig. 4.6, or the combustor is equipped with non-swirling flames. In both cases
there is only a single frequency in the system, and effects of frequency splitting is
therefore assumed to be negligible in the current work.

Equation (4.23) describes a wide range of possible acoustic modes. Modes
spinning in the ACW direction (A− = 0), standing (|A−| = |A+|), spinning in
the CW direction (A+ = 0) and everything in between. The relation between
the two amplitudes is therefore often called the nature of the mode, which can be
quantified through the spin ratio (Bourgouin et al., 2013) described in Eq. (1.7).

The pressure measured at different points in the annulus for a standing and an
ACW spinning mode are presented in Fig. 4.7. The spinning mode is characterised
by identical responses at the different locations, but with a temporal delay equal to
the azimuthal angle between the measurement locations. This is not the case for
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Figure 4.7: Example time series for a standing mode (left, |A+| = |A−|) and an
ACW spinning mode (right, A− = 0) measured at three spatial locations θ.

the standing mode, where the measured local amplitude depends on the azimuthal
location. In the current example the pressure node is located at θ = 4π/3, and
the two other locations are symmetrically distributed around the node located at
θ = π/3.

4.4.1 C-indicator

Again, similar to the acoustic mode in the injector tube, the azimuthal acoustic
mode in the annular combustion chamber is obtained by measuring the pressure
at different unique locations in the pressure mode. The mode can be obtained by
a least squares solution based on the Fourier amplitudes of the pressure measure-
ments similar to Eq. (4.11). However, in the early parts of this work the mode was
characterised through the use of the C-indicator introduced in Wolf et al. (2012).
The C-indicator is given by

C(t) =
1

N∗

N∗∑
j=1

p′(θj , t) exp (iθj) , (4.25)

where the measured, real valued pressure p′ is used instead of the analytical signal
p′a or the Fourier amplitude p̂′. There are N∗ microphones in total, and the jth
microphone is located at the azimuthal location θj . Splitting the pressure signals
into short segments of only a few oscillation cycles, a nonlinear minimising func-
tion is used to obtain the complex valued amplitudes A± for that interval. The
amplitudes A± are not constant in time in general, but are assumed to be slowly
varying compared to the fast oscillations ω. The variations are sufficiently slow
for the amplitudes to be considered constant over the fitting interval.
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Figure 4.8: Example C-indicator time series of a standing mode (|A+| = |A−|)
and an ACW spinning mode (A− = 0) obtained from equidistantly distributed
microphones. The C-indicator is calculated from the signals presented in Fig. 4.7.

The C-indicator works for fitting the amplitudes independent of the placement
of the microphones. However, in the case of N∗ equidistantly placed microphones
in the azimuthal direction, which is the case in this work, the C-indicator has the
special property

2C(t) = A+ exp (iωt) +A∗− exp (−iωt) , (4.26)

where A∗− is the complex conjugate of A−. Equation (4.26) enables the use the C-
indicator to assess the nature of the mode directly. The magnitude and the phase
are constantly changing at a rate ±ωt in the case of a perfectly spinning mode,
where the sign depends on the spinning direction. Standing modes have fluctu-
ating magnitude but a constant phase, following the choice of Wolf et al. (2012)
to not include the π phase change from the cyclic sign change of C(t) for stand-
ing modes. This is illustrated for a perfectly standing mode and a perfectly ACW
spinning mode in Fig. 4.8, corresponding to the two cases in Fig. 4.7. However,
it is easier to interpret the nature of the mode from the the spin ratio in Eq. (1.7).
Therefore, the C-indicator is only used for fitting the pressure mode in Eq. (4.23),
and not for assessing the nature of the modes in this work. This technique was
used in Article II and Article III, based on the pressure at the upper microphone
location. The mode at that location and at the dump plane are only separated by a
complex impedance z, which in practice only changes the amplitude and temporal
phase and not the nature of the mode.

4.4.2 Quaternion formalism

Ghirardo and Bothien (2018) recently introduced the hypercomplex quaternion
formalism for describing the azimuthal pressure mode, solving definition issues
associated with the orthogonal description in Eq. (4.23) for modelling. In addition
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to solving the modelling issues, the description is also of interest for experiment-
alists due to the direct inclusion of the nature of the mode. Any azimuthal mode
described by the real part of Eq. (4.23) can also be described by the corresponding
real valued expression in Eq. (1.8), which is repeated here for reference (Ghirardo
and Bothien, 2018)

p′(θ, t) =A cos (n(θ − θ0)) cos (χ) cos (ωt+ ϕ)+

A sin (n(θ − θ0)) sin (χ) sin (ωt+ ϕ) .
(4.27)

As previously mentioned the nature of the mode is given by the nature angle χ
and the azimuthal location of the anti-node of the standing component of the mode
is given by the orientation angle θ0. The nature angle is limited to the interval
−π/4 ≤ χ ≤ π/4, while the orientation angle is limited to −π < θ0 ≤ π.
The amplitude A is related to the amplitude A⊥ of the orthogonal description in
Eq. (4.23) through (Ghirardo and Bothien, 2018)

A√
2

=

√
|A+|2 + |A−|2 = A⊥ . (4.28)

Note the factor
√

2 difference between the two amplitude definitions. The relation
between the spin ratio SR and the nature angle χ is given by

χ = arctan (SR) = arctan

(
|A+| − |A−|
|A+|+ |A−|

)
. (4.29)

Since the characteristic features of a given azimuthal mode are the amplitude
A, the nature angle χ and the orientation angle θ0, it is natural to describe a given
mode as a point on a Poincaré sphere (Ghirardo and Bothien, 2018). The amp-
litude A determines the distance from the point to the origin of the sphere, and
the orientation angle θ0 is the angle in the equatorial plane relative to the refer-
ence angle of the coordinate system. Twice the nature angle (2χ) determines the
angle between the equatorial plane and the point representing the pressure mode.
This is shown schematically in Fig. 4.9, together with an example representing the
different forced states discussed in Article IV.

The process of obtaining the state space parameters in Eq. (4.27) from meas-
ured time series is described by Ghirardo and Bothien (2018). Following the deriv-
ation of Ghirardo and Bothien (2018) the definition in Eq. (4.27) can be expressed
in terms of the quaternion valued function ξa

2p′(θ, t) = exp (−inθ)ξa(t) + q. c. , (4.30)

where q. c. denotes the quaternion conjugate of the preceding term. The quaternion
valued analytical signal ξa is defined as

ξa(t) = ξ1(t) + iξ2(t) + jH [ξ1(t)] + kH [ξ2(t)] , (4.31a)

2p′(θ, t) = exp (−inθ) [ξ1(t) + iξ2(t)] + c. c. . (4.31b)
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Figure 4.9: Poincaré sphere definition (a) from amplitude A, nature angle χ and
orientation angle nθ0, and an example representing different forced states (b).

Here i, j and k are the three imaginary units of quaternions, c. c. is the complex con-
jugate of the preceding term and ξ1(t) and ξ2(t) are two real valued functions to be
determined. The functions are obtained by rewriting the expression in Eq. (4.31b)
as a least squares problem

cos (nθ1) sin (nθ1)
cos (nθ2) sin (nθ2)

...
...

cos (nθN∗) sin (nθN∗)


[
ξ1(ti)
ξ2(ti)

]
=


p′(θ1, ti)
p′(θ2, ti)

...
p′(θN∗ , ti)

 . (4.32)

Here N∗ microphones are used, each measuring the pressure at azimuthal location
θj . The functions ξ1 and ξ2 are calculated for each sample point ti to obtain the
full time series of ξa from Eq. (4.31a). The individual state space parameters A,
χ, θ0 and the temporal phase ωt + ϕ are then extracted from ξa by following the
detailed step by step instructions in Appendix C in Ghirardo and Bothien (2018).

The fitting procedure described by Eq. (4.32) does not involve selecting an
oscillation frequency. Therefore, the full frequency spectrum in the pressure sig-
nals on the right hand side are included when fitting the two functions ξ1 and ξ2.
Most turbulent combustion chambers have non-negligible noise from the flow and
combustion, and in some configurations higher harmonics are also present (Mazur
et al., 2020; Indlekofer et al., 2021a). Therefore, the pressure signals are band-pass
filtered around the frequency of interest before solving Eq. (4.32). The filter should
be sufficiently wide to include the slow variation of the state space parameters, but
higher harmonics have to be filtered out. The filter chosen here is a fifth order
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Butterworth filter with forward and backward filtering, preserving the phase and
therefore synchronisation with the camera images.

4.5 Phase averaging

The instantaneous heat release rate of the flames is significantly influenced by
turbulent fluctuations, and the phase dependent dynamics of the flames are hard
to discern in the instantaneous signal captured by the high speed camera. Due to
the stochastic nature of the turbulent fluctuations of the heat release rate, the phase
dependent dynamics can be extracted by phase averaging the captured heat release
rate signal. The complex valued analytical signal qa = q + iH [q] of the captured
real valued heat release rate signal q is considered in the following for simplicity.
The instantaneous signal can be split into three components

qa(x, t) = q̄(x) + q′a(x, t) + q′s,a(x, t) , (4.33)

where x is the spatial dependence. The temporal mean heat release rate is given by
the real valued function q̄(x). The complex valued, phase dependent component is
denoted q′a(x, t). By definition the phase dependent fluctuations have the property

q′a(x, t) = q′a(x, t+ jT ) , (4.34)

where T is the period of oscillation and j is an integer. The turbulent fluctuations
are described by the complex valued function q′s,a, which is defined such that

lim
Nim→∞

Nim−1∑
j=0

q′s,a(x, t+ jT ) = 0 . (4.35)

In practice the sum in Eq. (4.35) exhibits sufficient convergence for a finite number
of samples Nim.

The phase average at reference time t0 is then defined as

q′a(x, t0) =

Nim−1∑
j=0

qa(x, t0 + jT )− q̄(x) , (4.36)

where Nim is the number of images at the same phase in the oscillation. Phase
averaging should only be performed in cases where the mode is approximately
constant in time. This is true for any given forced state in the current work, but
for self-excited states additional conditioning on the pressure mode is required.
An example of a single instantaneous sample and the corresponding phase average
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Figure 4.10: Phase average at temporal phase ωt0 (right) and a snapshot of the
instantaneous heat release rate at the same temporal phase (left). Note the explicit
spatial dependence x is dropped for notational compactness in the colourbar.

is presented in Fig. 4.10, showing the stochastic turbulent fluctuations are signi-
ficant. The number of images in each bin is Nim ≈ 550 or more in the current
work, which is sufficient to extract the phase dependent fluctuations for the stud-
ied configurations. The reference phase is chosen to be the pressure at the upper
microphone location. In the annular combustor the first injector tube is used for
phase reference. This required care to be taken to ensure the pressure node is never
located at the first injector. The oscillation cycle is divided intoMbin phase bins of
equal width, where each image is placed in the bin corresponding to the reference
phase at the time of acquisition. After assigning each image to a phase bin, the
phase average of each bin is obtained by calculating the mean value of each pixel.

4.6 Rotation averaging

The annular setup, described in §2.1, hasN equidistantly spaced flames distributed
in the azimuthal direction. TheN flames should be identical by design, but in prac-
tice slight flame to flame differences exist. The rotationally symmetric geometry
makes it a prime candidate for the use of Bloch theory (Bloch, 1929), which was in-
troduced for solving the wave equation on a periodic lattice structure. The annulus
with equidistantly spaced burner represents such a periodic setup in the azimuthal
direction. Bloch theory was introduced for modelling of thermoacoustic instabilit-
ies in annular combustors by Mensah and Moeck (2015), where the computational
domain was reduced to 1/N of the original size. Mensah and Moeck (2015) used
this to calculate the response of a single injector by assuming all injectors are
equal. However, Bloch theory can also be utilised for analysing experimental data,
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which is the aim of the new procedure introduced in this work, defined as rotation
averaging. By capturing the response of all N flames in the annular combustor,
the response of an average flame is obtained by assuming all the flames are similar
and performing rotation averaging, effectively averaging different phase averaged
flames at the same point in the oscillation cycle.

This is of particular interest due to the effect of small asymmetries on the
response of a single flame. Saurabh and Paschereit (2017, 2019) observed the
response to the two different transverse forcing directions is not the same. This
can be attributed to small imperfections in the manufacturing, mounting and ap-
proach flow, which are always present to some degree in practical setups. Acharya
and Lieuwen (2014a, 2016, 2019) showed the response of a slightly asymmetric
flame can be directly influenced by transverse oscillations, which is not the case
for axisymmetric flames. The injectors in the annular combustor are designed to
create axisymmetric flames from the perspective of the annulus – not the single
flame, but each individual flame is not completely axisymmetric due to inevitable
flame to flame differences. The flame to flame differences are likely to be distrib-
uted approximately equally around the desired symmetric flame case, assuming
no systematic manufacturing, mounting or flow asymmetries. Therefore effects of
flame to flame differences observed by Saurabh and Paschereit (2017, 2019) are
assumed to be reduced for the average flame obtained by rotation averaging, where
all the flame responses are averaged together.

The rotation averaging procedure was first introduced in Article II and applied
in Article III, but the first rigorous mathematical derivation of the effect in terms
of Bloch theory was presented in Article IV. The explanations in the following
sections are therefore adapted from the latter paper, with some additional details
to provide a more comprehensive account of this new procedure. First the rotation
average of the temporal mean is discussed in §4.6.1, followed by the mathematical
description for the fluctuating components in §4.6.2. Then the intuitive explanation
is presented in §4.6.3, before introducing the reconstructed phase average in §4.6.4.
Finally, the rotation average of the axial velocity is discussed in §4.6.5 followed
by the reconstructed FDF in §4.6.6.

4.6.1 Temporal mean

The fundamental idea of rotation averaging is to average all N flames together, to
obtain an average flame. The concept is most easily explained for the case of the
temporal mean heat release rate q̄(r, θ). The flames can be averaged together by
rotating the annular geometry by an angle 2π/N around the central axis N times
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Figure 4.11: Temporal mean heat release rate (left) and the corresponding rotation
average (right) for a N = 12 injector configuration of the annular combustor.

successively, and taking the average of all the N different rotations

〈q̄(r, θ)〉sectors =
1

N

N−1∑
l=0

q̄(r, θ + 2πl/N) . (4.37)

Here the N fold rotational symmetry of the problem is exploited directly, and it
is a straight forward averaging of each flame. The averaging reduces the spatial
dependence of q̄(r, θ) from the full annulus (0 ≤ θ < 2π) to a single sector
(0 ≤ θ < 2π/N ) for 〈q̄(r, θ)〉sectors. The temporal mean heat release rates of the
individual flames and of the corresponding average flame are presented in Fig. 4.11
for a N = 12 injector configuration. N = 12 copies of the average flame are
shown for easier comparison. The structure of the average flame is observed to be
similar to the structure of the individual flames, but there are some differences in
the individual flames.

Obtaining the temporal mean of the average flame also enables the quantitative
assessment of the flame to flame differences of the temporal mean heat release rate
by subtracting the rotation average

∆q̄(r, θ) = q̄(r, θ)− 〈q̄(r, θ)〉sectors . (4.38)

This was performed in Article IV, where significant differences were observed
within each flame. The differences were however both negative and positive within
a single flame sector, resulting in low differences in the sector integrated temporal
mean heat release rate.
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4.6.2 Azimuthal fluctuations

The same fundamental idea of averaging all the flames together can also be used
to introduce the rotation average of the fluctuating component of the heat release
rate. However, the averaging operation is more complicated than for the tem-
poral mean due to the phase dependence of the fluctuations and the degenerate
nature of azimuthal modes. This is where Bloch theory (Bloch, 1929; Mensah and
Moeck, 2015) is required. The base assumption is that the flames respond equally
to a given fluctuation. For simplicity the only significant azimuthal component
in the response is assumed to be the first azimuthal mode. This is reasonable in
the current work, where the prescribed forced state is of the first azimuthal or-
der. Additionally, the flames are assumed to only respond at the forcing frequency
f = ω/2π, which has been observed to be the dominating frequency in the pres-
sure spectrum Fig. 4.6.

The analytical signal for the fluctuating heat release rate can then be expressed
as

q′a(r, θ, t) =
[
ψ−1(r, θ) exp (−iθ) + ψ+1(r, θ) exp (iθ) + ε∆q̂′a(r, θ)

]
exp (iωt) .

(4.39)
The spatially dependent amplitude of the heat release rate is described by the com-
plex valued Bloch kernels ψ±1(r, θ). The inclusion of two components accounts
for the degeneracy of the first azimuthal mode, with ψ−1 describing the ACW
spinning structure and the CW spinning structure described by ψ+1. The flame to
flame differences, which are inevitable in practical configurations, are accounted
for by the last term ε∆q̂′a. This also allows for violations of the assumptions made
before Eq. (4.39), making it possible to describe an arbitrary response. While it
does not influence the derivations, the differences are assumed to be small, made
explicit by the inclusion of 0 ≤ ε� 1.

The Bloch kernels ψ±1 are defined on a single flame sector, and are periodic
in the azimuthal direction every 2π/N

ψ±1(r, θ + 2π/N) = ψ±1(r, θ) . (4.40)

The flame to flame differences are by definition not periodic every 2π/N , but are
periodic every 2π

∆q̂′a(r, θ + 2π) = ∆q′a(r, θ) , (4.41)

due to θ + 2π being exactly the same azimuthal location as θ. Inspired by the
rotation average of the temporal mean in Eq. (4.37), the rotation averages in the
ACW (−) and CW (+) directions are introduced as

〈
q′a(r, θ, t0)

〉±
=

1

N

N−1∑
l=0

q′a(r, θ ∓ 2πl/N, t0 + 2πl/(ωN)) . (4.42)
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Figure 4.12: Phase average (left) and the corresponding ACW (middle) and CW
(right) components of the rotation average for a standing mode (χ = 0.0, A ≈
710 Pa) at arbitrary reference time t0.

This corresponds to rotating the coordinate system by an angle ∓2π/N for each
time step 2π/(ωN). To perform this sum, the number of bins in the phase aver-
aging has to be an integer multiple of the number of injectors N in the configura-
tion. In the current work the oscillation cycle is divided into 36 equally wide phase
bins, which is compatible with both N = 12 and N = 18 injector configurations.
The left hand side of Eq. (4.42) will hereafter be referred to as the rotation average
component in the ACW (−) or CW (+) direction.

The rotations θ∓2πl/N are the same as for the temporal mean rotation average
in Eq. (4.37). However, due to the time dependence of the fluctuations, care has
to be taken when choosing the temporal phase for each rotation step. The choice
made in Eq. (4.42) will in the following be shown to correspond to〈

q′a(r, θ, t0)
〉±

= ψ±1(r, θ) exp (±iθ) exp (iωt0) . (4.43)

This is equivalent to the azimuthal wave component defined by ψ±1 in Eq. (4.39),
where the temporal phase ωt0 is determined by the chosen reference time t0. It
is also trivial to generalise this approach to extract higher order azimuthal modes,
but that is not relevant for the current work where the first azimuthal mode is the
only significant mode. Figure 4.12 shows an example of how Eq. (4.42) splits the
heat release rate fluctuations of a standing pressure mode into the two spinning
components according to Eq. (4.43).

To prove that Eq. (4.42) and Eq. (4.43) are equivalent, the flame to flame dif-
ferences ∆q̂′a are expressed as

∆q̂′a(r, θ, t) =
∞∑

b=−∞
ψ′′b (r, θ) exp (ibθ) , (4.44)
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Here ψ′′b (r, θ) exp (ibθ) is an azimuthal wave of order b, and the sum is performed
over all possible Bloch wavenumbers b. The Bloch wave kernels ψ′′b are again N
fold rotationally symmetric

ψ′′b (r, θ + 2π/N) = ψ′′b (r, θ) . (4.45)

The expression in Eq. (4.44) is valid for an arbitrary response since the the Bloch
wave functions are linearly independent and all possible wave numbers b are in-
cluded. The sum also includes b = ±1, but all components with wavenumbers
b = ±1 are by definition part of the ψ±1 terms in Eq. (4.39). Therefore, ψ′′±1 = 0
and the sum in Eq. (4.44) can be expressed as

∆q̂′a(r, θ, t) =
∑
b6=±1

ψ′′b (r, θ) exp (ibθ) , (4.46)

without loss of generality of Eq. (4.39). The Bloch wave components of the first
azimuthal order are rewritten to

ψ±1(r, θ) exp (±iθ) exp (iωt)

=
1

N

N−1∑
l=0

ψ±1(r, θ) exp (±iθ) exp (iωt) exp (i(1− 1)2πl/N)

=
1

N

N−1∑
l=0

ψ±1(r, θ ∓ 2πl/N) exp (±i(θ ∓ 2πl/N)) exp (iω(t+ 2πl/(ωN))) ,

(4.47)

where the periodicity ψ±1(r, θ) = ψ±1(r, θ ∓ 2πl/N) is exploited in the last step.
Inserting Eq. (4.46) into the rotation average definition in Eq. (4.42) and taking
advantage of the rewrite in Eq. (4.47) yields the equivalence of the rotation average
components and the azimuthal Bloch waves shown in Eq. (4.43). This requires
exploiting the N fold rotational symmetry of the Bloch kernels ψ±1 and ψ′′b , as
well as recognising the following sum property

1

N

N−1∑
l=0

exp (im2πl/N) =

{
0 for m 6= 0

1 for m = 0
. (4.48)

While the derivation of this result relied on the analytical, complex valued heat
release rate signals, it is worth noting that it also applies to the real valued heat
release rate captured by the cameras. All the operations required to calculate the
rotation average in Eq. (4.42) are summation, rotation and rescaling by a constant
factor, which are all linear operations. Therefore, the real and complex parts of the
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Figure 4.13: Illustration of using the ACW rotation average on a purely ACW
mode, showing the phase average at different points in the cycle both before (top)
and after (bottom) the rotation. The injector located at θ1 in the original coordinate
system is highlighted by the filled inner circle.

analytical signal can be treated separately, and the real part of the analytical signal
is the measured heat release rate signal. In practice the rotation averaging is only
performed on the real valued image data, and the imaginary part is obtained from
spectral analysis afterwards if desired.

4.6.3 Alternative description of rotational averaging

The rotation averaging process can alternatively be explained in slightly more intu-
itive terms. Assume the total heat release pattern is a superposition of two patterns
rotating in opposite directions. Then each component will propagate around the
annulus in the time 2π/ω, which is the period of oscillation. Due to the symmetry
of having N equidistantly spaced injectors in the annulus, each of the patterns
should travel the same distance for each time step 2π/(ωN), and the azimuthal
distance is as such 2π/N .

Considering the response of just an ACW propagating component, for each
time step 2π/(ωN) the pattern propagates an azimuthal distance 2π/N in the
ACW direction. By rotating the combustion chamber (or the overhead images)
an azimuthal distance 2π/N in the opposite, CW direction for each step, the pat-
tern is effectively frozen in space. This is illustrated for a simple and purely ACW
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Figure 4.14: Illustration of using the ACW rotation average on a purely CW mode,
showing the phase average at different points in the cycle both before (top) and
after (bottom) the rotation. The injector located at θ1 is highlighted by the filled
inner circle. Colourbar is the same as in Fig. 4.13.

spinning pattern in Fig. 4.13. Each of the N injectors is located at a new in-
jector location for each of the N steps, as illustrated by the different locations θ1
of the first injector in Fig. 4.13. Therefore, averaging these N rotated combustor
images together averages all the flames together for the same phase in the ACW
propagating heat release rate pattern. This is the basic idea of the rotation average.
Additionally, any CW component in this example would rotated twice as fast com-
pared to when the phase averages are not rotated. This is illustrated in Fig. 4.14
for selected points in the phase average of a purely CW mode. By grouping the N
points in the phase averaged series in pairs, where the temporal phase difference
between the two averages in each pair is separated by π/2, it is observed the rota-
tion average is zero, as expected from the mathematical derivation. The pairings
are illustrated by the solid and dashed lines in Fig. 4.14. The cancellation still
holds for odd number of injectors N , but the explanation is not as intuitive.

In practice this is the implementation used in the current work, where actual
rotation of the heat release rate images captured from directly downstream of the
annular combustor is used. For a low number of injectors N , the time resolution
might not be satisfactory using this approach with only N time steps. However,
this is improved by splitting the phase average into an integer multiple of the num-
ber of injectors N and treating it as multiple time series, each with N samples
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separated by a time 2π/(ωN). Each of these time series are used to obtain ro-
tation averages with slightly different temporal phase, which in turn can be used
to create a reconstruction, described in the following subsection, with finer time
resolution.

4.6.4 Reconstruction of the phase average

According to Eq. (4.43) the rotation average components equal the azimuthal
Bloch wave components in the given directions, which describes the response of
the average flame to perturbations in that direction. This can be used to reconstruct
the total heat release rate signal for a combustor consisting of only average flames.
The rotation averaging process merges space and time, and the reconstructed re-
sponse is obtained by reversing this process, separating space and time again. The
reconstructed response at time tl = t0 + l2π/(ωN) is defined as

q′,reca (r, θ, tl) =
〈
q′a(r, θ + 2πl/N, t0)

〉+
+
〈
q′a(r, θ − 2πl/N, t0)

〉−
. (4.49)

Inserting Eq. (4.43) into the right hand side and gathering the 2πl/N terms in the
time exponent yields

q′,reca (r, θ, tl) = [ψ−1(r, θ) exp (−iθ) + ψ+1(r, θ) exp (iθ)] exp (iωtl) . (4.50)

This is equivalent to the definition of the heat release rate fluctuations in Eq. (4.39)
without the flame to flame differences ε∆q̂′a(r, θ). Similar to the rotation average
definitions this is shown for the analytical description, but it also holds for the real
and imaginary parts separately as only linear operations are required. Figure 4.15
shows the reconstructed phase average at a given phase of a standing pressure
mode based on the rotation average components in Fig. 4.12.

Similar to the reconstruction in Eq. (4.49), the time evolution of just one of the
spinning components can be obtained by rotation〈

q′a(r, θ, tl)
〉±

=
〈
q′a(r, θ ± 2πl/N, t0)

〉±
. (4.51)

This also demonstrates how the concept of temporal phase and space is combined
into a single image. For a single rotation average component a rotation is equival-
ent to a change in temporal phase, and a change in temporal phase is equivalent to
a rotation. The rotations are always restricted to discrete values that are a multiple
of 2π/N to keep the injector locations constant. Another interpretation of this is
that a single rotation average component image, as shown in Fig. 4.12, represents
the heat release rate response of the average flame for N discrete temporal phases
at once.
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Figure 4.15: Phase average at arbitrary time t0 (left) and the corresponding re-
construction (right) based on rotation averaging for a standing pressure mode
(χ = 0.0, A ≈ 710 Pa).

4.6.5 Azimuthal axial velocity components

The axial velocity in the injector located at azimuthal location θj is related to the
local pressure fluctuations through a geometry specific impedance z(ω), as men-
tioned in Eq. (1.4). The azimuthal pressure modes of interest in this work are
of the first azimuthal order and are given by either the orthogonal description in
Eq. (4.23) or the quaternion formalism in Eq. (4.27). Each flame sector spans
an angle of π/6 or less of the full annulus in the current configurations, and the
injector itself even less. Therefore, the azimuthal wavelength of 2π is large com-
pared to the span of the injector openings. This enables the pressure at the injector
centred at θ = θj to be approximated as the pressure in the centre of the injector.
For a given impedance z(ω) the Fourier amplitude of the axial velocity at the in-
jector is given by

û′axial(θj) = z [A+ exp (−iθj) +A− exp (iθj)] ,

= ψu
−1 exp (−iθj) + ψu

+1 exp (iθj) ,
(4.52)

where the orthogonal pressure description in Eq. (4.23) is used for the first azi-
muthal mode n = 1. This describes the axial acoustic velocity perturbations as two
azimuthally spinning components propagating in opposite directions, a concept
which is denoted azimuthal axial velocity components hereafter.

It is important to note the sign convention change in Eq. (4.52)

ψu
±1 = zA∓ . (4.53)

While not ideal, it is considered the lesser evil, as it allows the notation to be
consistent with previous Bloch theory work (Mensah and Moeck, 2015) and the
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Figure 4.16: Experimentally determined axial velocity for a standing mode in the
annular combustor withN = 12 injectors, of whichN∗ = 6 are instrumented. The
reconstructed axial velocity in all N = 12 injectors is presented in black markers,
with the solid line representing the interpolation between injector locations.

derivation in §4.6.2 while also being consistent with the sign convention in pre-
vious pressure mode descriptions (Wolf et al., 2012; Worth and Dawson, 2013a;
Bourgouin et al., 2013). Equation (4.52) has a similar form to the Fourier amp-
litude of the Bloch theory description of the heat release rate in Eq. (4.39), and as
such it is interesting to split the response into the two separate components.

Similar rotation averaging operations as Eq. (4.42) are introduced for the azi-
muthal axial velocity components as

〈
û′axial(θj)

〉±
=

1

N∗

N∗−1∑
l=0

û′axial(θj ∓ 2πl/N∗) exp (i2πl/N∗) . (4.54)

HereN∗ is the number of instrumented injectors, which are assumed to be equidistantly
distributed at locations θj = 2πj/N∗. In the current work only some of the inject-
ors are instrumented, with either N∗ = 3 in Article II, Article III, and Article V
or N∗ = 6 in Article IV. Since the pressure mode is relatively well behaved and
understood compared to heat release rate modes in such configurations, this does
not introduce significant uncertainty in the average response. Inserting Eq. (4.52)
into Eq. (4.54) yields 〈

û′axial(θj)
〉±

= ψu
±1 exp (±inθj) , (4.55)

after a similar derivation to the one performed in §4.6.2. Similar to Eq. (4.49) the
reconstructed velocity is defined as

û′,recaxial(θj) =
〈
û′axial(θj)

〉−
+
〈
û′axial(θj)

〉+ (4.56)

This does not provide the same value in averaging together the different flames in
Eq. (4.39) due to the well behaved acoustic mode and clear spatial separation of
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injectors. However, it does provide additional value in that the Fourier amplitude
of the acoustic axial velocity can be calculated for all the injector tubes, and not
only the instrumented ones. The experimentally determined velocity and the cor-
responding reconstruction is presented in Fig. 4.16 for the same standing mode as
in Fig. 4.12 and Figure 4.15, showing excellent agreement between experimentally
obtained and reconstructed values.

The following notational simplification is introduced to be more consistent
with the notation for the integrated heat release rate of the jth sector〈

û′axial
〉±
j

=
〈
û′axial(θj)

〉±
, (4.57a)

û′,recaxial,j = û′,recaxial(θj) . (4.57b)

Here θj is the centre location of the jth injector, and the velocity signal with sub-
script j is the reference acoustic axial velocity for the corresponding flame sector.

4.6.6 Reconstructed Flame Describing Function

Both the reconstructed heat release rate fluctuations and the reconstructed acoustic
axial acoustic velocity are introduced in the preceding sections. These are now
used to define the reconstructed FDF, which is the FDF of the average flame for
different positions in the pressure mode. The reconstructed FDF for the jth flame
is defined as

FDFrec
j

(∣∣∣û′,recaxial,j

∣∣∣) =
〈q̂′,rec〉j / 〈〈q̄〉sectors〉j

û′,recaxial,j/Ubulk

, (4.58)

where 〈q̄〉sectors is the rotation averaged temporal mean heat release rate. The
rotation averaged temporal mean heat release rate is chosen to ensure no flame to
flame differences are included in the reconstructed FDF definition. Note the hat on
q̂′,rec in Eq. (4.58), which is the Fourier amplitude of the reconstructed analytical
signal q′,reca . The reconstructed FDFs based on the experimentally determined FDF
data in Fig. 4.1 are presented in Fig. 4.17. The trends are observed to be the same
in both figures, but slightly highlighted in the reconstructed version due to the
increased number of points.

All of the quantities in Eq. (4.58) are defined to be independent of any flame to
flame differences. However, in practice there might be small differences between
the different sectors. This is believed to be mostly influenced by the mask defini-
tions for the sector average operations (〈(·)〉j). The annular geometry suggest that
a coordinate system defined using cylindrical coordinates would be optimal, but
the camera captures pixel data on a square grid. Defining the mask for each single
flame sector in the annular burner is therefore done on a square grid, even though
they are defined by radial lines and lines of constant radius. The effect of this is
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Figure 4.17: Example of the reconstructed FDF calculated from the experiment-
ally obtained FDF values at frequency f = 1650 Hz presented in Fig. 4.1. The
reconstructed heat release rate magnitude is presented on the left and the phase
of the reconstructed FDFs is presented on the right. All injectors are represented
by a point for each forced state. The interpretation of the figure is presented in
Article IV.

all the masks are not perfectly identical in the number of included pixels, which
can lead to small differences. Additionally, there might be small differences in
the masks caused by imperfect centring. However, for a single annular combustor
configuration the same masks are used for all the different forced states. There-
fore the effect of mask differences is reduced when setting up spinning modes,
where all the flames should be subjected to the same pressure amplitudes and all
the responses should be the same. They are also reduced in the case of mixed and
standing pressure modes by repeating the mode for different orientation angles θ0.
The differences can have a small impact when a single forced state is considered,
but the trends should be independent of the mask imperfections when full data sets
are considered.

4.7 Azimuthal Flame Describing Functions

Now that each component of both the heat release rate and the azimuthal axial
acoustic velocity perturbations are known, it is natural to define the Azimuthal
Flame Describing Function

FDF±
(∣∣∣〈û′axial〉±∣∣∣) =

1

N

N−1∑
j=0

〈
〈q̂′〉±

〉
j
/ 〈〈q̄〉sectors〉j〈

û′axial
〉±
j
/Ubulk

. (4.59)

The magnitude of azimuthal axial acoustic velocity perturbations 〈û′axial〉
±
j for a

given direction is the same for all injectors j by definition, which is why the sub-
script j is dropped on the left hand side. However, as previously mentioned, there
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Figure 4.18: Example of the two Azimuthal FDF components obtained experi-
mentally in an annular combustor with swirl. The heat release rate magnitude is
presented on the left and the phase of the Azimuthal FDF is presented on the right.
The solid lines on the left are the linear interpolation of each component.

are some differences introduced by differences in masks separating the different
flames. Therefore the Azimuthal FDF values in Eq. (4.59) are defined as the aver-
age over all injectors j. It is worth noting there are only two Azimuthal FDF values
in Eq. (4.59) for a given forced state, the ACW (−) component and the CW (+)
component. This is in contrast to the N different values in the more conventional
FDF in Eq. (4.2). This makes it easier to extract the global trends of the response
to a given forced state, due to having a single fixed perturbation amplitude and no
flame to flame differences.

The Azimuthal FDF describes the response of the average flame to the azi-
muthal axial velocity perturbation component in a given direction. This makes it
possible to quantify how the response in the ACW direction to the ACW com-
ponent of the azimuthal axial velocity perturbations compare to the response in
the CW direction to the CW component. As shown in Fig. 4.18, the response to
the same perturbation level in the two directions are not the same in the swirled
flame configuration studied in this work. Comparing this to the conventional FDF
in Fig. 4.1 and the corresponding reconstruction in Fig. 4.17, the difference in re-
sponse is much clearer in the Azimuthal FDF in Fig. 4.18. Therefore the Azimuthal
FDF is preferred over the conventional FDF for extracting the global features of
the heat release rate response to azimuthal pressure modes. The in-depth explan-
ation of this, and further discussion of the interpretation of Fig. 4.18, are found in
Article IV.
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4.7.1 Azimuthal heat release rate mode

Another advantage of introducing the Azimuthal FDF is the possibility of describ-
ing a heat release rate mode based on the sector integrated values, similar to the
pressure mode in Eq. (4.23). The Fourier amplitude of the sector integrated aver-
age heat release rate response is defined as

〈q̂′,rec〉j
〈〈q̄〉sectors〉j

= FDF+
(∣∣∣〈û′axial〉+∣∣∣)〈û′axial〉+jUbulk

+ FDF−
(∣∣∣〈û′axial〉−∣∣∣)〈û′axial〉−jUbulk

(4.60)
Here the Azimuthal FDFs (FDF±) can either be given by the two values from a
specific forced state, or from the fitted general values presented as the solid black
lines in Fig. 4.18. According to Eq. (4.55) the azimuthal axial acoustic velocity
perturbations in injector j can be expressed in terms of the perturbations of injector
j = 0 〈

û′axial
〉±
j

= ψu
±1 exp (±iθj) =

〈
û′axial

〉±
j=0

exp (±iθj) , (4.61)

where θj = 2πj/N is the centre location of the jth injector. The expression in
Eq. (4.60) therefore describes the sector integrated heat release rate as the sum of
two plane waves propagating in opposite directions〈

q′,reca

〉
j

〈〈q̄〉sectors〉j
=
[
Q+ exp (iθj) +Q− exp (−iθj)

]
exp (iωt) (4.62)

Note the absence of the hat and introduction of subscript a in q′,reca due to the
introduction of the term exp (iωt). The complex valued amplitudes Q± are given
by

Q± = FDF±
(∣∣∣〈û′axial〉±∣∣∣)〈û′axial〉±j=0

Ubulk
. (4.63)

Equation (4.62) is of the exact same form as Eq. (4.23) for n = 1, but the difference
in sign convention between the two definitions should be noted. Here + and −
corresponds to CW and ACW component respectively, opposite of Eq. (4.23). The
pressure expression in Eq. (4.23) is denoted the pressure mode, and similarly the
heat release rate expression in Eq. (4.62) will hereafter be denoted the heat release
rate mode.

Similar to the nature angle of the azimuthal pressure mode, the nature angle
for the heat release rate mode is defined as

χq = arctan

(
|Q−| − |Q+|
|Q−|+ |Q+|

)
. (4.64)

The values of χq have the same interpretation as for χ, with perfectly spinning
modes for χq = ±π/4 and standing modes for χq = 0. The most interesting
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Figure 4.19: Nature angle of the pressure mode χ and the heat release rate χq

modes for select values of the ratio of the ACW and CW Azimuthal FDF mag-
nitude. All the examples are for cases with

∣∣FDF−
∣∣ ≥ |FDF|+. A magnitude

ratio less than unity results in χq ≤ χ.



4.7. Azimuthal Flame Describing Functions 85

feature of the definition in Eq. (4.64) is that the nature angle of the heat release
rate χq is not necessarily the same as the nature angle of the pressure mode χ.
Inserting Eq. (4.52), Eq. (4.55) and Eq. (4.63) into Eq. (4.64) yields the following
expression for the nature angle of the heat release rate mode

χq = arctan

(∣∣FDF−
∣∣ |A+| −

∣∣FDF+
∣∣ |A−|∣∣FDF−

∣∣ |A+|+
∣∣FDF+

∣∣ |A−|
)
. (4.65)

Note the explicit velocity amplitude dependence
∣∣∣〈û′axial〉±∣∣∣ of the Azimuthal FDFs

(FDF±) is dropped for notational compactness, but should be included in the cal-
culations if required.

The nature angle χq in Eq. (4.65) is in general not equal to the nature angle
of the pressure mode χ defined in Eq. (4.29). For purely spinning pressure modes
χ = ±π/4 the two nature angles are equal by definition, due to only perturbing
one of the spinning modes. Otherwise the response is dependent on the magnitude
ratio of the two Azimuthal FDF components

∣∣FDF−
∣∣ / ∣∣FDF+

∣∣. The only case
where χq and χ are equal for all values of χ is when both directions have an equal
magnitude response to a given perturbation level

∣∣FDF−
∣∣ / ∣∣FDF+

∣∣. The differ-
ence in nature angle is illustrated in Fig. 4.19 for a logarithmic range of Azimuthal
FDF magnitude ratios. The example shows χq ≥ χ when the ACW component of
the Azimuthal FDF has a larger magnitude than the CW component. If the CW
component has a larger magnitude than the ACW component, the nature angle of
the heat release rate mode would be lower than the pressure mode (χq ≤ χ). The
results presented in Article IV demonstrate this difference in the two nature angles.

4.7.2 Processing steps to obtain Azimuthal FDF

There are relatively many steps required to obtain the Azimuthal FDF based on the
camera images and using the rotation averaging, and most of the steps should be
performed in a specific order. These steps are summarised in the process diagram
in Fig. 4.20.
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Figure 4.20: Process diagram of how to calculate the Azimuthal FDF from the
sampled data. Note this assumes the image and pressure data are synchronised
before the first step.



Chapter 5

Summary of research articles

This thesis contains five research articles, one concentrating on the characterisation
of an isolated flame subjected to axial velocity perturbations and four focusing on
the response of an annular combustor to azimuthal pressure modes. The research
goals set out in the introduction are addressed in these articles, which are included
at the end of this thesis. In the following a short summary of the content and novel
contributions of each article is presented.

Article I

Flame transfer functions and dynamics of a closely confined premixed bluff
body stabilized flame with swirl.
Håkon T. Nygård, Nicholas A. Worth (2021). Journal of Engineering for Gas
Turbines and Power, 143(4):041011.

Article I addresses research goal i) from the introduction. A single flame setup
made to resemble the geometry of a single sector in the annular combustor is char-
acterised through the Flame Transfer Function, obtained by applying axial acoustic
forcing. The response is obtained for a wide range of operating conditions as well
as frequencies. This makes it a valuable reference case for the other articles, which
focus on the response to azimuthal pressure modes in annular combustion cham-
bers. Additionally, the relevant time delays in the problem are extracted through
the use of distributed time delay models, further characterising the response. The
response of the flame was observed to depend on the effective confinement for the
lower frequency range. The dip phenomenon typically observed in swirling flames
was suppressed for sufficiently high relative confinement. The effect was however
observed to be small for the higher frequency range observed in the annular com-
bustor.

87
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Article II

Flame dynamics of azimuthal forced spinning and standing modes in an an-
nular combustor.
Håkon T. Nygård, Marek Mazur, James R. Dawson, Nicholas A. Worth (2019).
Proceedings of the Combustion Institute, 37(4):5113–5120.

Article II is the first step in properly addressing research goal ii) and iii) in the
introduction. In this article the azimuthally forced response of an annular com-
bustor with swirl is presented for the first time for different spin ratios. An anti-
clockwise spinning, a clockwise spinning and a standing mode were investigated
for a N = 18 injector configuration of the annular combustor, extending previous
forced data which was restricted to standing modes. A number of differences in
the spatial structure of the heat release rate perturbations were observed for the
different modes, and most interestingly it was concluded that the amplitude might
depend on the spin ratio of the mode. Additionally, the rotation averaging tech-
nique was introduced for the first time for thermoacoustic instabilities.

Article III

Characteristics of self-excited spinning azimuthal modes in an annular com-
bustor with turbulent premixed bluff-body flames.
Marek Mazur, Håkon T. Nygård, James R. Dawson, Nicholas A. Worth (2019).
Proceedings of the Combustion Institute, 37(4):5129–5136.

Article III is related to research goal iii) in the introduction. The annular combus-
tor with N = 12 injectors is studied in a self-excited configuration where all the
swirlers have been removed. The stability map and modal dynamics are presented
for a range of operating conditions. Most operating conditions were observed to
exhibit both anti-clockwise and clockwise modes, which is not the case for the
swirled configurations. Additionally, the spatial structure of the heat release rate
oscillations are examined in detail for each of the spinning directions by perform-
ing the rotation average. The two directions are observed to result in a very similar
response, but mirrored around the radial plane intersecting the injector centres.
This is in contrast to the broken reflectional symmetry of the swirled configur-
ations used in Article II, Article IV and Article V. It also suggest the response
amplitude is most likely not dependent on the nature of the azimuthal mode for
this unswirled configuration, which is part of research goal iii).
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Article IV

Azimuthal flame response and symmetry breaking in a forced annular com-
bustor.
Håkon T. Nygård, Giulio Ghirardo, Nicholas A. Worth (2021). Under considera-
tion for publication in Combustion and Flame.

Article IV is the second, and last, step in addressing research goal ii) and iii) in
the introduction. The technique used in Article II to force three different pressure
modes is improved to be able to force an arbitrary azimuthal mode of the first order
up to a finite amplitude limit imposed by the speakers. This fulfils the objective set
out in research goal ii). The studied annular combustor configuration consists of
N = 12 injectors, all equipped with a swirler imposing anti-clockwise swirl when
viewed from downstream. A total of 123 different forced states for the current
configuration are presented, and used to characterise the heat release rate response
to the different pressure modes. It is shown conclusively that the response depends
on the nature of the pressure mode for a given forcing amplitude for this config-
uration with non-negligible annulus width and co-swirling flames. The response
in the anti-clockwise direction was observed to be higher than the response in the
clockwise direction for the same perturbation amplitude. To be able to show this,
the rotation averaging is explained in terms of Bloch theory, and the concept of
the Azimuthal Flame Describing Function is introduced. This also allowed some
interesting phenomenon observed in the conventional Flame Describing Function
to be explained, and was shown to result in a difference in mode nature for the
pressure and heat release rate modes.

Article V

Symmetry breaking modelling for azimuthal combustion dynamics.
Giulio Ghirardo, Håkon T. Nygård, Alexis Cuquel, Nicholas A. Worth (2021).
Proceedings of the Combustion Institute, 38(4):5953–5962.

Article V addresses research goal iii) in the introduction by examining the effect
of a spinning state dependence of the gain response on the self-excited pressure
mode. Analysis of the pressure mode is presented for a case with small flame to
flame differences, and numerical simulations are presented for a case where the
flames respond stronger to the anti-clockwise component than the clockwise one.
This was compared to self-excited experimental results, showing good agreement.
Small flame to flame differences were observed to result in a preferred mode ori-
entation. Additionally, it was shown that the pressure mode always became anti-
clockwise spinning for a realistic noise level in the combustion chamber. The
clockwise mode was still an attractor, but the solution escaped quickly relative to



90 90

the experimental time scale for the given level of noise, explaining why only the
anti-clockwise mode was observed in the experimental data. This article was based
on the findings in Article II related to research goal iii), and is the first observation
of the effect of a nature angle dependence in the heat release rate amplitude in a
simulation.



Chapter 6

Conclusions

This thesis set out to improve the current understanding of the flame response in
annular combustors to azimuthal pressure modes. Due to the immense cost and
complexity of running full scale tests for development of new gas turbine engines,
it is not feasible to perform parametric studies experimentally. A promising ap-
proach is to use the experimentally determined response of a single flame to axi-
ally forced acoustic velocity perturbations in numerical models instead. However,
how applicable these functions are to model annular combustors where the azi-
muthal pressure modes are common is currently unknown. To improve this, the
current work has characterised the response of an annular combustor, as well as
the response of an isolated flame subjected to axial acoustic forcing, acting as a
reference case for the conventional approach. The main conclusions in relation to
the research goals set out in the introduction are summarised in the following:

i) Article I presents the response of a single flame to axially forced acoustic
velocity perturbations over a range of equivalence ratios, inlet velocities and
frequencies. The enclosure of the flame is made to resemble one sector in the
annular combustor, and acts as a reference case for the response to azimuthal
pressure perturbations in the true annular combustion chamber.

ii) Article II was the first step in addressing the second research goal of being
able to force an arbitrary azimuthal mode of the first order in the combus-
tion chamber. For the first time the response of both an anti-clockwise and a
clockwise spinning mode at the same operating condition was presented, as
well as a standing mode, which was first achieved by Worth et al. (2017). Then
the technique was refined further in Article IV, where a total of 123 different
forced states were presented, spanning the whole range of nature angles, ori-
entation angles and amplitudes of the mode. This represents for the first time
good control of an arbitrary forced azimuthal pressure mode of the first order
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in an annular combustion chamber.

iii) Article II showed for the first time that the response to the anti-clockwise and
clockwise spinning pressure modes in the annular combustor might not be the
same for a case with co-swirling flames. The anti-clockwise direction was
observed to have a higher heat release rate response compared to a clock-
wise pressure mode of similar amplitude. When the swirl was removed, as
presented in Article III, no significant differences were observed, and the heat
release rate oscillation pattern was observed to have a reflectional symmetry
around the injectors. This was not the case for the swirled cases in Article II,
suggesting the swirl might influence the response in the two different spin-
ning directions. In Article IV this was quantified through the introduction
of the Azimuthal Flame Describing Function, showing conclusively that the
heat release rate response to the two different spinning directions are not the
same for the annular combustor geometry with co-swirling flames. The Azi-
muthal Flame Describing Function was also shown to be able to quantify
the difference in the nature of the pressure mode and the heat release rate
mode, suggesting it would be a useful tool for modelling purposes. The ef-
fect of a different response in the two directions was studied in the numerical
study in Article V, based on the findings in Article II and therefore without
the Azimuthal Flame Describing Function. It was shown that the difference
in response resulted in a double well potential, with the solution showing a
strong preference for the spinning direction with the higher heat release rate
response. The lower amplitude solution was still an attractor, but due to the
level of noise in the combustion chamber, the solution escapes to the higher
response direction in a relatively short time.

To be able to fulfil the research goals, as described above, two novel tech-
niques were introduced. The first one is the rotation averaging based on Bloch
theory, which was itself only recently introduced in the field of thermoacoustics
for modelling purposes. In this thesis, Bloch theory was utilised to decompose the
heat release rate pattern into two components spinning in opposite directions while
also extracting the response of an average flame, removing flame to flame differ-
ences. This was used in Article II-IV and indirectly in Article V. The technique also
makes it possible to extract the response of both an anti-clockwise and a clockwise
mode from a single standing mode, and could potentially be used to extract similar
information in high fidelity large eddy simulations. The rotation averaging made it
natural to introduce the Azimuthal Flame Describing Function (Article IV), which
describes the response to the two different spinning directions separately. This al-
lows for an arbitrary recombination to interpolate between measured forced states,
making it possible to obtain the response for an arbitrary azimuthal pressure mode
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based on the information extracted from just standing modes.

6.1 Future outlook

There are several interesting directions in which the work conducted in this thesis
can be extended in the future. The difference in response to the two spinning dir-
ections in an annular combustor with swirlers is first observed and quantified in
this study. However, it is performed on a single combustion chamber geometry
in terms of annulus thickness relative the mean radius. It would be interesting to
study the effect of different thickness combustors on the quantitative difference in
response, as it is expected to disappear in the limit of a very thin annulus compared
to the mean radius. Additionally, the influence of the swirl number and inlet velo-
city on the response could be tested. In short, it would be of great interest to study
how the difference in response scales with different parameters.

Additionally, the new Azimuthal Flame Describing Functions could be incor-
porated into low-order models, allowing for a nature angle dependence on the heat
release rate. A similar approach was used in Article V before the introduction of
the new concept, but it would be interesting to implement the full functions in
the models as it includes some additional features. Of particular interest is the
potential effect of having a non-zero response at the pressure node for a stand-
ing pressure mode, even when the node is centred at one injector, which was not
captured in Article V.
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Håkon T. Nygård and Nicholas A. Worth

Published in
Journal of Engineering for Gas Turbines and Power
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Flame Transfer Functions and
Dynamics of a Closely Confined
Premixed Bluff Body Stabilized
Flame With Swirl
The flame transfer function (FTF) and flame dynamics of a highly swirled, closely con-
fined, premixed flame is studied over a wide range of equivalence ratios and bulk veloc-
ities at a fixed perturbation level at the dump plane. The operating conditions are varied
to examine the ratio of flame height to velocity in scaling the FTF. The enclosure geome-
try is kept constant, resulting in strong flame-wall interactions for some operating condi-
tions due to varying flame height. The resulting effect on the FTF due to changes in the
“effective flame confinement” can therefore be studied. For sufficiently high equivalence
ratio, and the resulting sufficiently small effective confinement, modulations of the FTF
are observed due to interference of the perturbations created at the swirler and at the
dump plane. The small length scales and high velocities result in modulations centered at
high frequencies and spanning a wide range of frequencies compared to previous studies
of similar phenomena. A critical point was reached for increasing effective confinement,
where the modulations are suppressed. This is linked to a temporal shift in the heat
release rate where the flame impinges on the combustion chamber walls. The shift
reduced the expected level of interference, demonstrating effective confinement is impor-
tant for the FTF response. Additionally, a distributed time lag (DTL) model with two time
lags is successfully applied to the FTFs, providing a simple method to capture the two
dominant time scales in the problem, recreate the FTF, and examine the effect of effective
confinement. [DOI: 10.1115/1.4049513]

Introduction

The occurrence of thermoacoustic instabilities is an issue which
may restrict fuel and operational flexibility in gas turbine engines,
hindering the development of low emission systems. Such insta-
bilities arise due to the unsteady interaction and growth of heat
release rate and pressure oscillations inside the combustor, which
can reach damaging levels [1], and therefore must be eliminated
during design.

A common framework to predict such instabilities during the
design phase relies on accurate knowledge of the magnitude and
delay of a flame’s heat release rate oscillations, in response to ref-
erence input oscillations over a range of frequencies and ampli-
tudes. Such response functions are denoted as flame transfer
functions (FTF) which are valid for low and moderate oscillation
amplitudes, where the response is assumed to be linear, or flame
defining functions if these also capture high amplitude and specifi-
cally the nonlinear response of the flame. When known, these
functions can be used in low-order network [2–4] or more
involved Helmholtz [5] solvers to predict the system stability. The
potential utility of this approach, in reducing the significant com-
plexity associated with the reacting flow to a simple response
function, has resulted in considerable effort in understanding the
behavior, scaling, and generality of such functions [6–11].

In particular, a number of recent studies have focused on under-
standing the presence of multiple time scales in the response, due
to vorticity oscillations generated both at the injector lip and fur-
ther upstream from the swirler geometry [7–9], or from nonuni-
form mixtures and therefore equivalence ratio oscillations [6]. In
this study, the response of a closely confined premixed swirling
flame will be investigated, and therefore in terms of multiple time

scales, it is interesting to review previous studies which have
examined interference effects from an upstream swirler.

Previous studies have focused on the effect of the location of an
axial swirler [7,12,13], the difference between axial and tangential
inlet swirler [10], the influence of swirl number [9], or the geome-
try of the injector [14]. A common feature of all of these studies is
the effective interference which can be introduced under certain
conditions, resulting from the interaction between velocity oscilla-
tions generated at the combustor inlet and the upstream convec-
tive vorticity oscillations generated at the swirler. The
interference can result in modulations in the gain and phase of the
transfer function, with the variation in gain manifesting as a char-
acteristic minima or dip. Some of these physical interference phe-
nomena were described in a series of papers by Palies et al.,
demonstrating convective oscillations modulate the swirl number,
which can interfere either constructively or destructively with the
vorticity oscillations generated at the inlet [8,15]. Gatti et al. [14]
showed two vortex shedding locations are required to generate
interference by using an upstream swirler and a bluff body at the
combustion chamber inlet. Recently, Æsøy et al. [16] made this
more explicit, by showing the interference could be generated by
replacing the swirler with round cylinders (grub screws). The
presence of multiple sources of vortex shedding can be modeled
through the inclusion of multiple time scales, and thus multiple
Strouhal numbers. Kim and Santavicca [6] show that a combina-
tion of Strouhal number scalings is most effective for collapsing
the flame response in the presence of multiple time delays. This
use of multiple scaling parameters is similarly taken by Sattel-
mayer [17] with multiple distributed time lags (DTLs). This
approach has been used successfully, for example, by Schuermans
et al. [18] and Schimek et al. [11] who use two DTLs to model
both equivalence ratio and acoustic oscillations.

Another geometric parameter of relevance in this study is the
confinement ratio of the combustor. Several studies have shown
that changing the confinement of the flame results in flame shape
changes, which in turn affects the FTF [19–21]. More recently, De
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Rosa et al. [22] studied the effect of changing confinement in a
configuration featuring multiple time delays, finding that confine-
ment can have significant influence in modulating the transfer
function response. The frequency scaling could be somewhat cap-
tured by basing the time delay on the flame height, allowing a
scaling of the minima. However, a significant change was also
observed in the FTF gain at low frequencies, which was linked to
the increasingly noncompact behavior of the more closely con-
fined and therefore elongated flame.

The aim of this study is to characterize the response of a per-
fectly premixed swirling bluff body stabilized flame, confined
within a square enclosure. The injector geometry under investiga-
tion is almost identical to the one used in a number of previous
studies of self-excited thermoacoustic instabilities in annular
enclosures [23,24]. Therefore, it is of interest to define the
response function for this injector to permit stability predictions to
be made for this annular configuration, and this is likely useful in
terms of modeling practically relevant annular systems. Addition-
ally, the characteristic geometric features of this particular config-
uration result in a number of interesting features in the response,
as a result of both multiple response time delays, the relatively
close confinement, and asymmetry effects. Therefore, a further
aim of this study is to examine the response with reference to
these influences, and assess the performance of a multiple delay
model in accurately capturing these. In particular, the influence of
the relative confinement on the dip behavior typically associated
with swirling flames will be highlighted.

Experimental Setup and Methods

The setup used for the experiments is shown in Fig. 1. The reac-
tants, air and ethylene, were mixed in the supply lines and the
mixture is considered perfectly premixed when injected into the
plenum. After entering the plenum, the reactants pass through a
honeycomb flow straightener. Above the flow straightener, two
horn drivers (Adastra HD60) are mounted diametrically opposite
each other. These are driven in phase to create flow perturbations

that result in velocity fluctuations at the burner dump plane. The
flow passes through a conic contraction before entering the injec-
tion tube.

The injection tube geometry is exactly the same as that used in
previous investigations of combustion instabilities in annular
chambers [25] (and almost identical to Refs. [23] and [24]), shown
in detail in Fig. 1(a). The injector tube has a length of 145mm,
and a bluff body with a swirler is mounted in the center. The bluff
body has a final diameter dbb ¼ 13mm and half angle 45 deg and
is mounted on a rod of diameter 5mm. The swirler, shown in
detail in Fig. 1(c), produces an anticlockwise swirl when observed
from downstream, and the trailing edge of the swirler is oriented
at an angle a ¼ 60 deg. The axial distance from the trailing edge
of the swirler vanes to the dump plane is Lswirler ¼ 10mm. Based
on geometric considerations, the swirl number will be Sgeometry ¼
1:22 right after the swirler [23], but is reduced at the exit due to
the contraction. The swirl number has been measured to be
approximately S exp ¼ 0:65 in an unconfined configuration 10mm
downstream of the injector exit.

At the dump plane, the injector exit has a diameter
dexit ¼ 19mm, giving a blockage ratio of 47%. The combustion
chamber side walls are made of quartz for optical access and form
a square enclosure of dimensions 41� 41� 50mm. The width
and breadth of the combustion chamber are chosen to be consist-
ent with the distance between the inner and outer wall of the annu-
lar burner setup in Refs. [23–25]. Square enclosure geometry was
selected over cylindrical geometry in order to more closely resem-
ble the annular confinement using a simple geometric design suit-
able for a single flame.

In order to generate the acoustic forcing, an excitation signal
was created with an Aim-TTi TGA1244 signal generator and
amplified by a TQX PRO1000 amplifier before being sent to the
horn drivers. To characterize the excitation the inlet tube is
equipped with two pressure ports, which are 46 mm and 110 mm
upstream of the dump plane, respectively. Each port is equipped
with a Kulite XCS-093-0.35D pressure transducer flush mounted
with the inner wall, and the signal from these transducers is ampli-
fied using a Fylde FE-579-TA bridge amplifier. The two-
microphone method [26] was used to relate pressure fluctuations
to velocity fluctuations. To aid the reconstruction of the acoustic
perturbations, especially for low forcing frequencies, a Dantec
55P11 hotwire was inserted in the injector pipe approximately
77 mm upstream of the dump plane.

A Phantom v2012 high-speed camera with a LaVision intensi-
fied relay optics unit and a Hamamatsu photomultiplier (H11902-
113) and amplifier (C7169) are used to measure the local and
global OH* chemiluminescence, respectively. Both are equipped
with identical bandpass filters centered at 310nm, with a full width
half maximum of 10nm. The camera is equipped with a Cerco
2178 UV lens. Images were acquired over a period of 1s at a sam-
pling rate of 10kHz. The images from the side and top views have
resolutions of 11.4 pixel/mm and 8.3 pixel/mm, respectively.

The photomultiplier signal is logged together with the pressure
and forcing reference signal using NI-9234 24-bit DAQ (Austin,
TX) cards at a sampling frequency fs ¼ 51:2kHz. A constant sam-
ple length of 10 s was used in order to capture the response at
each condition. A range of operating conditions were investigated,
varying both the equivalence ratio, U ¼ 0:6� 1:0, and the bulk
inlet velocity, Ub ¼ 12� 20 m=s. This allowed us to investigate
the flame response over a similar range of operating conditions to
previous instability studies in annular geometry [23,24].

Theoretical Approach

Flame Transfer Function. The aim of this study is to charac-
terize and understand the flame response to inlet velocity oscilla-
tions. We approach this using the well-known framework of the
flame transfer function [7,8,14,24–29]. The flame transfer function
can be defined in frequency space as

Fig. 1 Experimental setup with key dimensions and equipment
with top view in (a), the full setup in (b), and a 3D model of the
swirler in (c). Cameras were aligned with the z-axis, with the top
view achieved by a 45 deg mirror mounted directly above the
flame. The photomultiplier tube is aligned with the y-axis: (a)
Close side and top view, (b) full setup view, and (c) swirler.
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FTF xð Þ ¼ h
_q0i=h _Qi
u0=Ub

(1)

where h _q0i and u0 are the respective amplitudes of the global heat
release rate fluctuations and acoustic velocity perturbations in fre-

quency space, and h _Qi and Ub are the mean heat release rate and
the mean axial bulk exit velocity, respectively. The heat release
rate is assumed to be directly proportional to the OH* chemilumi-
nescence signal due to the use of a perfectly premixed air-fuel
mixture [29], and the effect of heat losses to the wall are
neglected. The frequency space amplitudes of the heat release rate
oscillations in Eq. (1) are computed by dividing the recorded sig-
nal into 40 segments with 50% overlap and evaluating the cross
power spectral density with the forcing signal to reduce the effect
of background noise. Additionally, Hann windowing was
employed to reduce finite signal length effects.

The two microphone method is used to evaluate the velocity
oscillation amplitude [26]. In a long narrow tube with a mean
flow, the pressure mode is assumed to be two one-dimensional
plane waves propagating in opposite lengthwise direction. Mathe-
matically, this is expressed as pðx; tÞ ¼ ðAþe�ikþx þ A�eik�xÞeix0t,
where subscriptþ and – denote downstream and upstream propa-
gating components, respectively. A6 are complex amplitudes, k6

are the corresponding wave numbers, x is the location along the
tube, x0 is the dominant angular frequency in the signal and t is
the time. The wave numbers are related by k6 ¼ k0=ð16MÞ
where k0 is the wave number in the absence of a mean flow, and
M is the mean flow Mach number.

The acoustic velocity perturbation corresponding to the pres-
sure fluctuations is [26]

u x; tð Þ ¼ Aþe�ikþx � A�eik�x
� � eix0t

qc
(2)

Here, q is the mean fluid density and c is the mean speed of sound
in the injector tube. A6 can be calculated by the two microphones
in the injector only, but the direct velocity fluctuation measure-
ments in the tube are also used to make a least squares solution of
A6, in order to reduce uncertainty.

The flame response was characterized over a wide range of
excitation frequencies, f0 ¼ 50� 2000 Hz, in steps of 50 Hz, in
order to cover a typical Strouhal number range [8]. In comparison
with previous studies [6–9], the frequencies of interest in this
study are relatively high, due to the small physical size of the inlet
and combustor geometry, and the high velocities used in previous
studies of this injector configuration in annular chambers [23,24].
The acoustic excitation was adjusted at each frequency of interest
in order to maintain a constant amplitude of u0=Ub ¼ 0:0560:01,
permitting evaluation of the linear response at the chosen operat-
ing conditions for the frequencies of interest.

In the current investigation, the flame response will be
described in terms of the acoustic velocity perturbations evaluated
at a reference location corresponding to the combustor inlet or
dump plane. The dump plane is chosen as the reference location
due to the acoustic mode which is setup in the injector tube, which
causes the acoustic velocity oscillations at the combustor inlet to
dominate the FTF, if the convective perturbations from the swirler
are neglected. As this location is directly downstream of the swir-
ler, additional convective perturbations may be present in the total
velocity oscillations at the combustor inlet, which are not taken
into account through this definition, which is based solely on the
upstream measurement of pressure. However, this definition is
chosen to be suitable for direct input into low-order models,
allowing the swirler and flame response to be lumped together in
a single response function. It should also be noted that due to the
close proximity of the swirler to the exit plane, if the reference
location for the acoustic velocity perturbations was instead chosen
to be just upstream of the swirler, very similar gain and phase val-
ues would be observed for the majority of frequencies of interest.

Distributed Time Lag Models. Another aim of this work is to
examine if the flame transfer function can be accurately described
using a DTL approach, which permits the flame response to be
modeled as series of time delays which have different characteris-
tic gains, phases and delays. The application of such a model in
this study provides additional insight into the response of the sys-
tem through the fitted model constants of interest and also allows
the transfer functions reported here to be accurately reconstructed
for deployment in low-order models.

In this study, the distributed time lag expression introduced by
Æsøy et al. [16] for nonswirling flames will be used. The total dis-
tribution DTLT is given by

DTLTðxÞ ¼ expð�i/0Þ
X2

i¼1

ðEþi ðxÞ þ E�i ðxÞÞ (3)

E6
i ¼

gi

2
exp � 1

2
x6bið Þ2r2

i � ixsi

� �
(4)

where /0 is a phase common to all the components of the distribu-
tion. This formulation corresponds to a Gaussian Impulse
Response with a cosine modulation in the time domain, allowing
for excess gain for a single time delay distribution. In Eq. (4) the
maximum value of each Gaussian is given by gi=2, bi is the angu-
lar frequency of the modulation term, ri determines the width of
the Gaussian and si is the characteristic delay between the acous-
tic perturbation and the heat release rate response. E6

i corresponds
to a Gaussian distribution centered at 7bi, making the magnitude
of each distribution, DTLi, symmetric around x¼ 0.

Equation (3) can describe any phenomenon where there are two
distinct time scales, s1 and s2, in the problem. In the first DTL,
representing the FTF without modulations caused by the swirler,
b1 corresponds to the frequency of maximum excess gain (gain
above unity), which in combination with r1 gives the cutoff fre-
quency of the low-pass behavior of the FTFs. The time delay s1

represents the convection time from the dump plane to the flame.
The interpretation of the second DTL model is slightly different,
where b2 is the preferred frequency of the formation of convective
perturbations by the swirler. r2 determines the width of the fre-
quency range where the swirler produces significant perturbations,
and depending on the value of b2 and r2 it can either be a low-
pass or a bandpass behavior. The associated time delay s2 is the
total convective time from perturbation is created at the swirler
until it reaches the flame.

According to theory, there is a unit gain in the low frequency
limit [30], introducing the constraint

jDTLTðx ¼ 0Þj ¼ 1 (5)

on Eq. (3). In practice, this is imposed by letting g1 be a function,
g1ðg2;b1;r1; b2; r2Þ, of the other parameters. It would also be
possible to express g2 as a function, but g1 is preferred for numeri-
cal reasons. Another physical constraint in the low frequency limit
is the phase of the FTF should be zero, but this constraint is
relaxed by the introduction of /0 in Eq. (3). This is done to
account for any phase discrepancy created by the acoustic mode
reconstruction due to uncertainty in the position and the finite size
of the microphones. Additionally, it improves the overall fitting of
the large range of function parameters, by reducing the effective
weighting of the overall regression on this phase condition.

A modulation in the flame response is captured by the two com-
ponents, i¼ 1, 2, causing positive and negative interference. The
wavelength in frequency space of the modulation is controlled by
the inverse of the difference in time delays,
k ¼ 1=s3 ¼ 1=ðs2 � s1Þ. The phase difference at the dump plane
for low Mach number flows is given by D/ � 2pfLswirler=U0bt

[13,31], where Lswirler=U0bt is the mean convective time delay
between the swirler trailing edge and the dump plane. The first
minima in FTF gain is expected at D/ ¼ p, meaning the
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wavelength in frequency space, k, is determined solely by the distance
between the two sources of time delays and the convective velocity
for low Mach number flows. The larger the difference in time delays,
the sharper the modulations will appear in the FTF, in other words the
dip will be narrower and affect a smaller range of frequencies.

Results and Discussion

Unforced Flames. An important scaling parameter for
response is the flame height H, defined as the streamwise location
of the maximum cross-stream integrated heat release rate of the
unforced flames, and is shown for all operating conditions in
Fig. 2. Assuming negligible changes to the turbulent flame speed
for increasing bulk velocity in the studied interval, the flame

height is expected to scale linearly with bulk velocity at a fixed
equivalence ratio [29]. The solid lines in Fig. 2 are linear regres-
sions based on the different bulk velocities, showing good agree-
ment between measured and expected behavior. For increasing
bulk velocity, the flames elongate due to the decreasing ratio of
flame speed to bulk velocity, while for increasing equivalence
ratio the flames shorten due to the increase in flame speed.

A selection of flame shapes are shown through line of sight
integrated images from the side and top of the flame in Fig. 3. For
all operating conditions, the flame structure resembles that of a V-
flame, but with some flame elements stabilized in the outer shear
layer. The side view shows the same flame height trends observed
in Fig. 2, with increasing flame height when either increasing the
bulk velocity or decreasing the equivalence ratio. When U ¼ 0:6,
the flame attaches to the side walls of the combustion chamber,
which is also clearly seen from the top view. This causes an
underestimation of the flame height due to the spatial redistribu-
tion of heat release rate, as seen in the side views in Fig. 3.

The other operating conditions in Fig. 3 show less flame wall
interaction. However, a secondary inner structure can be observed
inside the main reaction zone from the side views. This can be fur-
ther examined from the top views, where a clear six-fold rota-
tional symmetry is observed. This is caused by the close
proximity of the six vane swirler to the dump plane combined
with the relatively large blockage presented by the swirler.
Despite the very thin vanes (thickness of 1mm), the high inclina-
tion angle of a ¼ 60 deg results in a relatively high blockage, pro-
ducing notable wakes, which are likely causing the secondary
structure. Such features associated with this geometry have been
observed previously [23], but can be viewed here in higher
resolution.

Flame Transfer Function Scaling. Flame transfer functions
for all operating conditions are presented in Fig. 4. Adopting a
similar scaling to a number of previous investigations [6,32,33],
the gain and phase are plotted against a Strouhal number,
St1 ¼ fH=Ub. The FTF gain for all cases exhibits a low-pass filter
behavior which is well documented for acoustically perturbed
flames [6,29,34] for Strouhal numbers St1�1, showing a reasona-
ble collapse in both gain and phase for constant U, but less agree-
ment as equivalence ratio is varied. However, despite modest
variations in gain and phase, at high St1 similar cutoff behavior is
observed. The onset of cutoff occurs at slightly lower values of
St1 for U ¼ 0:6, but this is most likely caused by an underestima-
tion of flame height due to wall attachment of the flame, shown in
Fig. 3. This observation is further supported by the steeper evolu-
tion of the phase compared to the other equivalence ratios. Plot-
ting the transfer function variation with St1 is equivalent to
scaling the response with the dominant time scale, explaining the
almost linear slopes of the phase. It is noted that when St1�1:5
the slope of the U ¼ 0:6 drastically changes shape. This coincides

Fig. 2 Vertical flame height over a range of equivalence ratios,
U, and bulk exit velocities, Ub. Measured flame heights are rep-
resented by markers, and the solid lines represent linear
regressions. (Color online).

Fig. 3 Side (left) and top (right) view of average unforced flame
shape with equivalence ratio U (vertical axis) and bulk inlet
velocity Ub (horizontal axis). Distributions are cropped at the
combustion chamber extremities. The white dashed line in the
side views indicates the measured vertical flame height H.
(Color online).

Fig. 4 Flame response in terms of the flame transfer function gain (left) and phase (right) for all cases, normalized by
Strouhal number St1. Colors and symbols are consistent with those used previously in Fig. 2 for flame height. (Color online).
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with a very low gain value, meaning measurement noise and any
potential extra time delays may result in a major change in the
phase.

In contrast, however, at low St1 the transfer function gain does
not collapse and is observed instead to significantly decrease with
increasing equivalence ratio, creating a local minima or dip at
St1 � 0:75 when U � 0:8. Similar dip features have been
observed in previous studies of highly swirling flames [6–9],
which are attributed to the interference between convective and
acoustic velocity perturbations at the dump plane [8]. The pres-
ence of multiple time scales associated with such interference
phenomena can also be observed through the subtle changes of
the phase slope in Fig. 4 for the high equivalence ratio cases.

It is noted that there are some non-negligible modulations for
very low Strouhal numbers (St1 < 0:3), but these will later be
shown to likely stem from a source of convective perturbations
upstream of the swirler due to the wavelength k in frequency
space. However, the main focus of this study will relate to the sup-
pression of the expected dip caused by the swirler for decreasing
equivalence ratio. For a given inlet velocity, the hydrodynamic
and acoustic response in the inlet duct should be approximately
the same for all equivalence ratios due to the same bulk velocity
and negligible changes in density. Therefore, the absence of inter-
ference at St1 � 0:75 for some equivalence ratios is somewhat
unexpected and will be studied further in the flame dynamics
section.

Alternative Strouhal Number Scaling. The St1 scaling in
Fig. 4 is designed to collapse the cutoff frequency of the FTF, but
the location of the minima clearly observed for U � 0:8 is
expected to scale with another Strouhal number. This Strouhal
number is based on the convective time from the swirler to the
dump plane of the induced perturbations and is given by
St3 ¼ fLswirler=U0bt, with the rescaled FTFs in Fig. 5. In this scal-
ing, it is assumed the convective time from the swirler to the
dump plane is proportional to the time it takes for a disturbance to
travel, at the local bulk velocity Ubt (which varies with cross-
sectional area). Recently, it has been shown by Albayrak et al.
[35] that the propagation speed of the perturbation created at the
swirler is significantly faster than Ubt due to its inertial wave
nature. Therefore the propagation speed in St3 is estimated to be
U0bt ¼ 1:5Ubt based on the theoretical dip location St3 ¼ 1=2 and
visual inspection of Fig. 5. Using this scaling, the length of the
modulation should be unity and the frequency location of the dips
collapse as shown in the figure. While the dip frequency locations
collapse reasonably well for the previous St1 scaling shown in
Fig. 4, this is due to the flame heights’ weak dependence on the
inlet velocity for a given equivalence ratio.

The modulations at the lowest Strouhal numbers St3 � 0:2
interestingly also collapse well. The much shorter wavelength in
frequency space of these suggests a source of convective vorticity
oscillations upstream of the swirler. A likely source of the extra
convective perturbations is the grub screws used upstream to cen-
ter the bluff body, the same source as described in detail in
Ref. [16]. The visual effect of these low Strouhal number pertur-
bations on the flame is very subtle even in the absence of swirl,
and therefore in the presence of additional perturbations induced
by the swirl vanes, it was decided not to examine the effect of
these further.

The similarity of the time scales represented by the two
Strouhal numbers St1 and St3, with s1 in the range
0:85� 1:62 ms, and s3 in the range 0:53� 0:89 ms, results in sev-
eral interesting features. One prominent feature is the frequency
location of the dip being located close the cutoff region, and in
some cases extending all the way until cutoff starts to dominate.
This results in the local maximum following the dip not being
present in all cases. Compared to previous studies [8,14], the loca-
tion of measured maximum interference is very high, in the range
0:5� 0:9 kHz, and the width of the dip in frequency space is
much broader.

Distributed Time Lag Models. Examining the gain and phase
of the flame response over the range of presented cases shows that
the response can either be dominated by the time lag based on the
flame height, or a significant interference with the convective per-
turbations created at the swirler can introduce an additional time
scale. Therefore, to confirm this, and to gain additional insight
into these characteristic values a distributed time delay model [17]
is employed, with either a single or a pair of time delays used.

The DTL model described in the theory section is applied to the
measurements in this study, and the reconstructed functions for
each case are shown in Fig. 6. In this study, the potential third
convective time lag is not considered, and therefore the range
used for the parameter fitting starts at f0 ¼ 300 Hz and will not
capture the first sharper dip by design. For presentation clarity, a

Fig. 5 Flame response in terms of the flame transfer function
gain (left) and phase (right) for all cases, normalized by
Strouhal number St3. Colors and symbols are the same as pre-
sented in Fig. 4. (Color online).

Fig. 6 FTFs and fitted distributed time delay model, with one
(U 5 0:6 and Ub 5 12214 m/s for U 5 0:720:8) or two (otherwise)
time delays. The colors and markers are the same Fig. 4. Both
the phase and gain curves are offset by 0.4 for each increase in
velocity to aid readability. (Color online).
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positive offset of 0.4 has been added to both gain and phase for
increasing velocity in order to separate the functions, and these
are plotted now against frequency to allow a compact presentation
of all 25 cases. The parameters presented can be found in
Appendix A (Table 1).

Corresponding to previous observations, a single DTL is used
when U ¼ 0:6 for all velocities, and for U ¼ 0:7� 0:8
when Ub ¼ 12� 14 m=s. For the single time delay cases with
U ¼ 0:7� 0:8 the width and amplitude of the dip is too small and
the location is too close to the 300 Hz cutoff point to fit the model
well, but the single delay captures the main features well. For all
other cases, two delays are used to capture the features of the
transfer function. The close agreement between measurements
and the fitted model for all cases indicates that this modeling
approach is appropriate, including the use of only a single time
delay for the low equivalence ratio cases with U ¼ 0:6.

To study the reconstruction further, the aforementioned coeffi-
cients are graphically presented in Fig. 7. First the time delays are
examined, which are shown on the bottom row. There is good
agreement between the fitted time delays and the theoretical val-
ues from the Strouhal number scaling. The first time delay s1

scales with the ratio of flame height H to the bulk velocity, while
the second time delay s2 is a sum of s1 and the convective time
from the swirler to the dump plane. This implies that the shorter
time delays due to the dispersive inertial wave nature of the con-
vective perturbations from the swirler are automatically accounted
for in the fitted model values of s2, and therefore the fitted time
delay is the one best characterizing the actual time delay. For s1 it
is observed that the high equivalence ratio cases, which

correspond to short flame heights, overestimate the time delay,
suggesting the definition of the time delay is slightly incorrect for
these cases. It is also observed that as the flame length increases,
the time scale is underestimated. This may be explained by the
underestimation of the flame height H observed previously, when
the flame begins to interact with the wall. It also shows the model,
which was originally proposed for unswirled flames [16], is capa-
ble of recreating the response well with a very simple expression
suitable for modeling and based on the assumption of two distinc-
tive time scales in the problem.

In terms of the other model parameters, the first DTL distribution
is also observed to always behave as a low-pass filter, in line with
the expected behavior of a perfectly premixed flame. Observing g1,
b1, and r1 in Fig. 7, there are clear trends for the evolution of the
parameters for the first DTL as a function of equivalence ratio. As
the equivalence ratio is increased both the location b1 of the maxi-
mum gain and the width r�1

1 increases, resulting in a simultaneous
decrease in the gain g1 due to the symmetry of Eq. (3).

However, the other model parameters for the second DTL do
not show such clear trends, due to the under-constrained fitting
and the much lower amplitude of the phenomenon. This causes
the interpretation of the swirler behavior to not be physically con-
sistent across all cases, despite the models ability to accurately
describe the transfer function in the region of interest
f0 ¼ 300� 2000 Hz. The second DTL is observed to either be a
bandpass filter centered at a high frequency, b2 > 700 Hz, or a
bandpass to low-pass filter with finite amplitude at zero frequency,
b2 � 350 Hz. It is important to note that while the correct time
delay s2 is reliably captured, the type of filter is not consistent
across all cases.

Phase Averaged Flame Dynamics. In order to further under-
stand the spatial location, magnitude, and phase of the heat release
rate oscillations, the phase averaged heat release rate distribution
is presented for two operating conditions at select frequencies.
Two extremes are chosen in terms of the peak magnitude of the
FTF response, with the U ¼ 0:7; Ub ¼ 18 m=s case presented in
Fig. 8, and the U ¼ 1:0; Ub ¼ 12 m=s case presented in Fig. 9.
The frequencies presented correspond to a location before the
expected local minimum, a frequency close to expected local min-
imum of the dip and a third higher frequency. For the U ¼ 0:7
case the highest frequency is well into the cutoff range, while it is
at the local maximum after the dip for U ¼ 1:0. The forcing
amplitude is adjusted to u0=Ub ¼ 0:1 to better highlight the flame
dynamics.

For the selected forcing frequencies, the weighted phase repre-
sentation [36] of the first Fourier mode of the phase average (left)
and five points in the phase averaged cycle are presented from
both the side and top views (center). In the weighted phase repre-
sentation, the brightness and color are determined by the fluctua-
tion magnitude and phase, respectively, on a pixel by pixel basis.
On the right-hand side, the integrated response of the first Fourier
mode is plotted over two periods to show the timing of the heat
release rate in the streamwise direction, which is a similar metric
to the phase averaged representation presented in fig. 14 in

Ref. [8]. The complex amplitude ~_q0yðxÞ is found by first integrating

the heat release rate in the transverse direction (y-direction in
Fig. 1(a)), and then taking the discrete Fourier transform of the
integrated heat release rate at the forcing frequency f0. The pre-
sented time series of the first Fourier mode is then given by

<ð~_q 0yei2pt=TÞ normalized by the mean spatially integrated heat

release rate. The time series are plotted against downstream dis-
tance, x, in order to create contour maps of the first Fourier mode,
in which streaked regions represent the convection of high and
low oscillations in space and time. The mean value along a hori-

zontal cut represents the quantity hq0i=h _Qi in Eq. (1).
Considering initially the low equivalence ratio case

(U ¼ 0:7; Ub ¼ 18m=s) in Fig. 8, for each forcing frequency the

Fig. 7 Parameters for DTL1 (left) and DTL2 (right) for all operat-
ing conditions. g1;2; b1;2 and r1;2 are plotted against equivalence
ratio and the time delays s1;3 are plotted against the respective
Strouhal number time delays. The color indicates the flame
height H, and the symbols indicate the same velocities as in
previous figures. (Color online).
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phase averaged motion of the flame in response to the velocity
oscillations can be observed. The side view shows the flame front
oscillating as perturbations convect along it, rolling up the flame
brush at the tip. During the cycle, the flame tip remains attached
to the combustion chamber walls. The top view confirms that
flame wall interactions are present throughout the cycle, but also
provides insight into the asymmetry of the heat release structure.
This view shows fluctuations traveling along the flame front as
hexagonal ring structures, with this patternation due to the close
proximity of the swirler to the dump plane. The number of ring
structures increase with frequency as the wavelength of the con-
vective perturbation decreases. The effect of this can also be
observed in the side view, with the flame oscillating less for the
highest frequency.

The features observed in the phase averaged distributions can
be described more compactly through the weighted phase plots
shown on the left-hand side of Fig. 8. The two lower frequency
cases, f0 ¼ 300 Hz and f0 ¼ 850 Hz, experience most heat release
rate oscillations in the upper part of the flame, close to the walls.
Furthermore, the range of phase angles present for the two lower
frequencies are restricted to a span of approximately half a period,
indicating that no significant destructive interference is occurring
in these cases. In contrast, the highest frequency case,
f0 ¼ 1650 Hz, contains similar magnitude oscillations at all down-
stream locations. Together with the shorter convective disturbance
wavelength at the higher frequency, this results in a wider range
of oscillation phases. The presence of significant amplitude oscil-
lations at phase angles separated by a full period in this case pro-
vides the destructive interference consistent with the response in
the cutoff region.

While the weighted phase plots provide a useful way to com-
pactly represent the structure of the oscillations in heat release
rate, in order to further understand the interference between

convective perturbations it is instructive to examine first Fourier
mode contour plots on the right-hand side of Fig. 8. Due to the
normalized time axis, the inclination angle of the streaked blue
and red regions (which represent the convection of positive and
negative heat release rate oscillations) with respect to the horizon-
tal is controlled by both the advection velocity along the flame
and the frequency. For a fixed inlet velocity and equivalence ratio,
the advection velocity is expected to remain relatively constant,
resulting in a monotonically increasing streak angle with
frequency.

Frequency f0 ¼ 850 Hz in Fig. 8 corresponds to a case where
significant destructive interference may be expected (St3 � 0:5),
but as shown in Fig. 4, this is not observed for equivalence ratio
U ¼ 0:7. A crucial observation from the first Fourier mode plot in
Fig. 8 is the occurrence of a significant temporal shift in the
streaks at a downstream location x � 22 mm, which is marked
with a gray line. This temporal shift manifests in the contour plots
as a sharp decrease in the inclination angle of the streaked regions
at this downstream location. Such a temporal shift increases the
magnitude of the heat release oscillations, by reducing the
expected level of interference. This can be understood by consid-
ering the average heat release rate oscillations along any horizon-
tal cut in the first Fourier mode plot. The sharp decrease in streak
angle results in less cancelation of heat release rate oscillations.
Therefore, the absence of the expected minima at St3 � 0:5 is
likely caused by this temporal shift resulting in less interference.

In the absence of confinement, it is reasonable to assume the
convective velocity along the flame should vary gradually with
downstream location. Therefore, it is interesting to compare the
downstream location of the clear shift in the Fourier mode timing
to the phase averaged representation in the center of Fig. 8, also
marked with gray lines. The downstream location of the shift cor-
responds to approximately the mean height of the flame-wall

Fig. 8 Weighted phase (left), phase averages (center), and the time evolution of the cross integrated first Fou-
rier mode (right) for different forcing frequencies, f0. The weighted phase plots and the phase averages are pre-
sented from both the side and top view. All operating conditions are at a bulk velocity Ub 5 18 m/s and

equivalence ratio U 5 0:7. _Qnorm 5 0:9 _Qmax to slightly saturate the plots for viewing clarity. (Color online).
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impingement during the cycle, suggesting that the flame confine-
ment is the main cause of the change in streak angle, and conse-
quently the suppression of interference. Therefore, the presence of
confinement explains the absence of the dip feature for this equiv-
alence ratio case. Returning to the Fourier mode distribution, the
decrease in streak angle suggests the suppression is realized
through a modification of the convective velocity. Furthermore, as
the intensity of the heat release rate oscillations are similar before
and after this location, it appears that neither quenching nor a
modification of the flame-vortex interaction due to the presence of
the wall is the dominant mechanism for the interference
suppression.

Figure 9 shows the same metrics as Fig. 8 for a case with signif-
icant interference observed in the FTF gain (U ¼ 1:0 and
Ub ¼ 12 m=s). An important difference in comparison with Fig. 8
is the flame is significantly shorter, and hence, does not interact
strongly with the wall, as seen from the phase averaged cycle.
Therefore, despite the use of the same enclosure geometry,
through the variation of operating conditions, the effective con-
finement is reduced. At f0 ¼ 300 Hz more fluctuations close to the
flame base are visible in the U ¼ 1:0 case in comparison with the
lower equivalence ratio, giving a wider range of phases. However,
the top view shows the high-magnitude oscillations occur in the
upper section of the flame, with a narrow range of phases domi-
nating, similar to the U ¼ 0:7 case.

It is interesting to contrast this response with the weighted
phase plots from the f0 ¼ 600 Hz case, which corresponds to the
local FTF interference minima. At this higher frequency, a rela-
tively wide range of phases can be seen from the side and now
also from the top view, demonstrating the presence of multiple
disturbances on the flame at the same instances, and therefore the
cancelation of integrated heat release rate oscillations. This can be
clearly observed in the cross integrated Fourier modes where

regions of positive and negative heat release rate oscillation are
simultaneously present. Crucially, in this case the temporal shift
of the streaks only occurs after the peak heat release rate oscilla-
tions occur, and thus a greater amount of cancelation is present,
resulting in the observation of the expected local FTF minimum at
the frequency predicted by theory. Therefore, the absence of close
wall confinement due to the shorter flame height allows destruc-
tive interference to occur in this case.

Comparing cases corresponding to the local FTF maximum at
f0 ¼ 1000 Hz to the local FTF minimum at f0 ¼ 600 Hz, a nar-
rower range of phases in the weighted phase plot is observed for
the former. This is also shown in the cross integrated Fourier
mode plot in which a lower response is observed both toward the
flame base and toward the top of the flame. Therefore, as oscilla-
tions at this frequency result in heat release rate oscillations at a
narrower range of heights, less interference is observed, corre-
sponding to the local maxima in the transfer function.

Conclusion

The FTF of a closely confined, swirling flame have been inves-
tigated experimentally for a wide range of operating conditions.
The FTFs are shown to exhibit characteristic low-pass behavior
and collapse reasonably well when plotted nondimensionally
against a Strouhal number based on the flame height and bulk
flow velocity. Further to this, at high equivalence ratios U � 0:8
the FTF is observed to have characteristic modulations in both the
gain and phase typically associated with highly swirling flames.
These are caused by the interference between convective perturba-
tions from the swirler interacting with the perturbations at the
injector exit. This is confirmed by scaling the FTFs against a sec-
ond Strouhal number based on the upstream swirler location and
the convective velocity in the inlet pipe. Due to the small length

Fig. 9 Weighted phase (left), phase averages (center) and the time evolution of the cross integrated first Fou-
rier mode (right) for different forcing frequencies, f0. The weighted phase plots and the phase averages are pre-
sented from both the side and top view. All operating conditions are at a bulk velocity Ub 5 12 m/s and

equivalence ratio U 5 1:0. _Qnorm 5 0:9 _Qmax to slightly saturate the plots for viewing clarity. (Color online).
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scales and relatively high velocity in the studied configuration,
the frequency of the dip in the gain is relatively high compared to
other studies, and it spans a much wider range of frequencies,
which is consistent with the current understanding of the
phenomenon.

However, in contrast to previous studies, at the lower equiva-
lence ratios U � 0:7 the expected modulations due to convective
perturbations from the swirler are shown to be suppressed. By
examining the flame structure and dynamics, it is shown that at
lower equivalence ratios (and higher velocities) the flames are
longer and therefore interact significantly with the walls. This
increase in effective confinement results in a temporal shift in the
heat release distribution at the downstream location where the
flame impinges on the wall during the oscillation cycle. The tem-
poral shift reduces the interference between convective perturba-
tions from the swirler and from the injector exit for a given
frequency due to an increase in convective velocity, which
increases the FTF gain compared to the higher equivalence ratios
with smaller effective confinements. This demonstrates the
response is not only dependent on the hydrodynamic and acoustic
oscillations at the inlet, but also on the downstream effective
confinement.

Finally, to gain additional insight into the time scales of the
problem a DTL model with two distinct time scales is applied to

the FTFs. The model is shown to accurately capture the time
delays as well as providing a simple expression for recreating and
interpolating the FTF. The extracted time delays correctly capture
the fact that the convective time delay from the swirler to dump
plane is faster than the local bulk velocity, due to the inertial
wave nature of the perturbations, as well as demonstrating the dif-
ficulty in defining the flame height for flames attached to the com-
bustion chamber walls.
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Appendix A

The coefficients for all the DTL models presented in Fig. 6 are
presented in Table 1. As discussed the fitting does not account for
the effect possibly caused by a third convective time lag in the
model, and is therefore not applicable to recreate that behavior.
The quality of the fit can be checked in Fig. 6.

Table 1 Coefficients used for creating the modeled FTFs as shown in Fig. 6

U Ub in m/s H in mm g1 b1=ð2pÞ in Hz r1 in ms s1 in ms g2 b2=ð2pÞ in Hz r2 in ms s2 in ms /0

0.6 12 19.4 2.450 358 0.596 1.675 N/A N/A N/A N/A 0.000
0.6 14 19.5 2.294 382 0.537 1.560 N/A N/A N/A N/A �0.006
0.6 16 19.5 2.389 420 0.500 1.414 N/A N/A N/A N/A 0.017
0.6 18 19.7 2.354 464 0.449 1.269 N/A N/A N/A N/A 0.129
0.6 20 19.7 2.356 498 0.418 1.187 N/A N/A N/A N/A 0.078
0.7 12 17.9 2.737 523 0.432 1.434 N/A N/A N/A N/A �0.674
0.7 14 18.5 2.751 573 0.395 1.282 N/A N/A N/A N/A �0.614
0.7 16 18.9 2.722 632 0.366 1.192 1.279 296 1.365 1.875 �0.839
0.7 18 19.3 2.713 695 0.375 1.136 1.605 300 0.984 1.711 �0.963
0.7 20 19.3 2.609 787 0.371 1.059 1.837 307 0.826 1.508 �1.026
0.8 12 16.3 1.972 638 0.291 1.123 N/A N/A N/A N/A �0.474
0.8 14 17.3 2.013 674 0.279 1.032 N/A N/A N/A N/A �0.424
0.8 16 17.7 2.039 738 0.266 0.998 0.979 326 1.192 1.546 �0.716
0.8 18 18.2 2.142 785 0.270 0.942 1.076 354 0.944 1.420 �0.759
0.8 20 18.8 2.186 892 0.302 0.906 1.558 352 0.693 1.317 �1.031
0.9 12 14.9 1.597 712 0.251 0.990 0.152 102 0.175 1.766 �0.502
0.9 14 15.6 1.532 746 0.220 0.885 0.102 251 0.118 1.606 �0.331
0.9 16 16.5 1.400 720 0.181 0.810 0.440 889 0.825 1.602 �0.159
0.9 18 17.1 1.370 738 0.171 0.749 0.471 983 0.932 1.493 �0.139
0.9 20 17.7 1.537 788 0.187 0.714 0.480 1033 0.964 1.415 �0.168
1.0 12 13.3 1.360 900 0.266 0.947 0.813 231 0.595 1.547 �0.903
1.0 14 14.4 1.185 770 0.184 0.809 0.201 54 0.153 1.521 �0.379
1.0 16 15.6 0.838 96 0.116 0.737 0.164 18 0.144 1.428 �0.258
1.0 18 16.0 0.936 54 0.120 0.692 0.375 734 0.407 1.339 �0.229
1.0 20 16.9 0.991 13 0.121 0.654 0.395 857 0.510 1.266 �0.190

Note some of the parameters are not qualitatively consistent, which is as previously discussed due to the under-constrained fitting caused by the similar
time scales and data range used. However, these coefficients give a quantitatively good fit for recreating the FTFs when f0 � 300 Hz, allowing these to be
applied in low-order models.
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Abstract 

Azimuthal forcing has been applied to flames in a laboratory scale annular combustor in order to accurately 
control the azimuthal mode of excitation. A new forcing configuration permitted not only the pressure ampli- 
tude, but also the spin ratio and mode orientation to be accurately controlled, in order to generate standing 
modes and for the first time strong spinning modes in both a clockwise (CW) and anti-clockwise (ACW) 
direction. The phase averaged heat release dynamics of these modes was compared and a number of differ- 
ences observed depending on the direction of pressure wave propagation, demonstrating characteristic ACW 

and CW heat release patterns. A new spin compensating averaging method was then introduced to analyse 
the flame dynamics, and it was shown that through the application of this method the dynamics of standing 
wave oscillations could be decomposed to recover the characteristic ACW and CW heat release responses. 
The global heat release response was also assessed during strongly spinning modes, and the magnitude of the 
response was shown to depend strongly on the direction of propagation, demonstrating the importance of 
the local swirl direction on the global heat release response, with important implications for the modelling 
of such flows. 
© 2018 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. 
This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 

Keywords: Gas turbines; Azimuthal modes; Combustion instabilities; Acoustic forcing; Flame dynamics 

1. Introduction 

The issue of thermoacoustic instability can arise 
during the development of new gas turbine en- 
gines, or when operating existing engines in new 

regimes, for example in order to reduce emissions or 

∗ Corresponding author. 
E-mail address: hakon.t.nygard@ntnu.no (H.T. 

Nygård). 

increase fuel flexibility. Damaging levels of pressure 
and heat release oscillations can occur during these 
instabilities, and therefore there is a need to elimi- 
nate these at the design stage, motivating the need 

for a greater understanding of the phenomenon. 
A number of recent studies have focused on the 

advent of such instabilities in annular geometry 
[1–4] , where the excitation of azimuthal modes 
results in flame responses which are no longer 
solely controlled by the magnitude and frequency 
of pressure oscillations, but also by characteristics 

https://doi.org/10.1016/j.proci.2018.08.034 
1540-7489 © 2018 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. This is an open 
access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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of the acoustic mode, such as the standing wave 
ratio (commonly referred to as the spin ratio [2] ) 
and the orientation of the mode relative to flames. 
Previous studies in annular geometry have recently 
identified well defined modal preferences for differ- 
ent oscillation types, where changes to the chamber 
geometry, equivalence ratio and bulk flow veloci- 
ties can result in significant changes to the modal 
dynamics observed [5–9] . To further complicate 
matters, recent studies have also shown that these 
modal characteristics may vary with time, leading 
to rapid switching between predominantly spinning 
and standing states [3,5,10,11] and rapid changes 
in orientation [8] . It has been shown in recent 
studies [12–14] that a small breaking in symmetry 
can greatly influence which mode is dominating. 
For example, in [12] non-uniformities in the heat 
release and pressure coupling resulted in a prefer- 
ence for spinning modes for weak non-uniformities 
and standing modes for sufficiently large non- 
unifor mities. Further more, in [13] it was found 

the standing mode is related to either combustors 
that are non-rotationally symmetric, weak flame 
response at low amplitudes and strong response 
at large amplitudes or other physical mechanisms 
such as a mean azimuthal flow affecting the flame 
response. Symmetry breaking was found to pro- 
mote standing modes in [14] , while the addition of 
a mean azimuthal flow promote spinning modes. 

Azimuthal pressure waves can induce local 
transverse velocity oscillations which can affect the 
flame dynamics and the spatial distribution of the 
heat release rate [15,16] . Therefore, in order to fully 
quantify the heat release response of an annular 
combustor there is a need to understand and ulti- 
mately predict the dynamic response of each flame 
to different modes of excitation. A greater knowl- 
edge of the flame response to different modes of 
oscillation may help us to construct models of the 
heat release response, which when integrated in low 

order network models [17–19] or as part of more 
involved Helmholtz calculations [20] represent 
both a viable and promising method of predicting 
system stability. Such flame describing functions 
(FDF) have previously been calculated exper- 
imentally [2,11] , or numerically through either 
high fidelity simulations [21] or flame front mod- 
elling [22,23] . However, the prediction of such func- 
tions, particularly with lower order approaches, is 
still far from resolved, and a greater understand- 
ing of the flame dynamics should be considered 

invaluable to the further development of these 
methods. Furthermore, a better phenomenological 
understanding may also help us to understand how 

and why mode switching occurs in annular cham- 
bers, and help us to draw links between underlying 
flow behaviour and the modal dynamics in such 

systems. 
Rapid mode switching in annular chambers 

makes isolating and studying the flame dynamics 

in annular configurations very challenging. Stud- 
ies of self-excited instabilities are forced to rely on 

conditional averaging which reduces the amount 
of available data at each condition, but more cru- 
cially may only cover a small subset of the possible 
range of azimuthal mode characteristics. One way 
to address this issue is to prescribe the mode of ex- 
citation through the application of acoustic forc- 
ing. Recently transverse acoustic forcing has been 

applied in order to investigate the flame response 
to the orientation of pressure disturbances [24–26] . 
More recently, acoustic forcing of azimuthal modes 
in annular chambers have been undertaken, first in 

an annular chamber fitted with electrically heated 

Rijke tubes [27] and then later in annular combus- 
tor [28] . 

The present paper seeks to further our under- 
standing of the flame dynamics in annular cham- 
bers through the application of azimuthal forcing 
to a laboratory scale annular combustor. When op- 
erated in a self-excited state, the current combus- 
tor exhibits a strong preference for anticlockwise 
(ACW) spinning modes [5] , making the study of 
self-excited spinning modes in the clockwise (CW) 
direction almost impossible. Azimuthal forcing has 
been used to generate and analyse for the first time 
strong spinning modes in both directions for a re- 
acting flow setup and relate the structure and dy- 
namics of these oscillations to standing wave oscil- 
lations. Studying the heat release distribution and 

flame dynamics for a prescribed mode of excita- 
tion will eventually help predicting the growth rate 
and amplitude of the limit cycle of the instabilities. 
The ability to study modes of excitation which do 

not naturally occur allow important observations 
on the dynamics of spinning modes to be made, 
and for the first time give us the ability to accurately 
quantify these. 

2. Experimental methods 

2.1. Annular combustor and data acquisition 

The annular combustor used in this study is 
described in detail in [1] . In the current study it is 
operated with a premixed air-ethylene mixture at 
an equivalence ratio of φ = 0 . 75 and a bulk exit ve- 
locity of approximately 20 ms −1 at the injector exit. 
Operation at this equivalence ratio ensures the flow 

is not self-excited, resulting in better modal control. 
In the current configuration, as shown in Fig. 1 , 
the combustor consists of a cylindrical plenum 

chamber ( D p = 212 mm , L p = 200 mm ) with hon- 
eycomb flow straightener and grids to condition 

the flow. A hemispherical body ( D h = 140 mm ) 
aids flow distribution to each burner. 18 injectors 
( d exit = 18 mm ) are equally spaced around a circle 
of diameter d c = 170 mm , and each features a cen- 
trally located bluff body ( d bb = 13 mm ). Each bluff 
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Fig. 1. Annular combustor with forcing array. left top 
combustor image (every other speaker used for forcing); 
right top schematic side view; bottom schematic top view. 
S i and P k mark the angular positions of speakers and 
transducers. S 1 and P 1 are located at θ = 180 ◦, with 90 °
between each speaker used and 120 ° between each trans- 
ducer. Direction of swirl is indicated by the blue arrow. 
(For interpretation of the references to colour in this fig- 
ure legend, the reader is referred to the web version of this 
article.) 

body features a six vane, α = 60 ◦ anti-clockwise 
swirler mounted 10mm upstream measured from 

the dump plane to the swirler trailing edge. The 
annular chamber consists of inner and outer cylin- 
ders of diameter D i = 129 mm and D o = 212 mm , 
which extend 130mm and 300mm downstream of 
the dump plane respectively. 

Three Kulite XCS-093-05D pressure trans- 
ducers are mounted flush with the inner wall 
of the injector tubes 45mm below the dump 

plane at the angular locations marked by P k in 

Fig. 1 . The transducer signals are amplified by a 
Fylde FE-579-TA bridge amplifier, before being 
logged using NI-9234 24-bit DAQ cards with 

sampling frequency f trans = 51 . 2 kHz . The heat 
release fluctuations are recorded through OH 

∗

chemiluminescence using a Photron SA1.1 CMOS 

camera with a LaVision Intensified Relay Optics 
unit and a Cerco 2178 UV lens equipped with a 
D20-VG0035942 filter (centre wavelength 310nm, 
full width half maximum 10nm). The camera was 
operated with sampling frequency f cam 

= 10 kHz at 
a 768 × 768 pixels resolution (resulting in a spatial 
resolution of 3.2 pixels/mm) and a total of 19 , 410 
images were recorded. 

2.2. Mode determination 

Assuming the acoustic mode in the combus- 
tor is a superposition of two counter rotating 
1D plane waves with wavelength corresponding 
to the unwrapped length of the combustor, the 
complex pressure fluctuations can be expressed as 
p(θk , t) = 

[
A + e i(θk −νθ t/R ) + A −e i(−θk + νθ t/R ) 

]
e i ω 0 t . A + 

and A − are the amplitudes of the ACW and CW 

rotating waves respectively, where θk is the angle of 
the k th sensor, as defined in Fig. 1 , ω 0 is the forcing 
angular frequency and νθ / R is the angular velocity 
of the nodal line if there is a standing wave com- 
ponent. The pressure fluctuation amplitude of any 
given mode is given by 

[
A 

2 
+ + A 

2 
−
]1 / 2 

. The pressure 
measured from each pressure transducer is the 
real part of the complex pressure, p meas = Re { p } . 
To determine all the unknowns in the equation, 
a nonlinear least squares fit is applied to the 
indicator C(t) = 

1 
N 

∑ N 
k=1 Re 

{
p(θk , t) e i θk 

}
, which 

was introduced in [10] . To differentiate between 

predominantly spinning and standing modes, the 
spin ratio SR = (| A + | − | A −| ) / (| A + | + | A −| ) is 
used [2] , with the following scheme applied to clas- 
sify modes which are predominantly spinning in 

either the CW ( SR < −1 / 3 ) or ACW ( SR > 1/3) di- 
rections, or otherwise standing. The value of ± 1/3 
corresponds to the largest pressure amplitude of 
the two travelling waves being twice the lowest and 

is chosen to be consistent with previous work [29] . 

2.3. Forcing setup 

The forcing array, shown in Fig. 1 , consists 
of eight 120mm long standoff tubes, mounted at 
a height of 35mm above the dump plane and 

spaced equidistantly around the chamber. Each 

standoff tube has a horn driver (Adastra HD60 
16 �) mounted at the end, with diametrically oppo- 
site drivers forced in anti-phase forming a speaker 
pair. A multi channel waveform generator Aim- 
TTI TGA1244 was used to create synchronised 

forcing outputs which were amplified using QTX 

PRO 1000 amplifiers. In the present investigation 

the two speaker pairs indicated in Fig. 1 , and thus 
only every other horn driver, are used to set up 

the acoustic modes, simplifying the setup process 
while still giving good control. Given ideal geome- 
try and speaker response, if all forcing amplitudes 
were equal, zero phase delay would be used to pro- 
duce standing modes, while a phase delay of ± 90 ◦
would be used to produce spinning modes. In prac- 
tice the amplitude and phase delay between the 
speakers were adjusted carefully to achieve the de- 
sired amplitude response, and mode type and ori- 
entation. 

2.4. Spin compensating rotational averaging 

Forcing different azimuthal modes in the pres- 
ence of a turbulent reacting flow has been shown 
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to lead to stochastic fluctuations in the pressure re- 
sponse and spin ratio [28] when compared to cold 

flow conditions. Therefore, in order to investigate 
the phase averaged component of the heat release 
that is moving at a constant rate in a given direc- 
tion, a new rotational averaging method is intro- 
duced in the current paper. 

As in previous work, initially the phase av- 
eraged normalised heat release fluctuation 

˜ Q n = 

(( ˜ Q − Q ) / 〈 Q 〉 ) is calculated based on the pres- 
sure signals. Here ˜ Q n = 

˜ Q n (r, θ, τ/T ) , where τ / T 

is the normalised position in the phase averaged 

cycle, Q = Q (r, θ, t) is the spatial distribution of 
OH 

∗ intensity captured by the camera, and 

˜ Q = 

˜ Q (r, θ, τ/T ) is its phase average, Q = Q (r, θ ) is the 
temporal mean and 〈 Q 〉 is the spatial and tempo- 
ral mean. Phase averaging is highly applicable given 

the typical self-excited response in the current com- 
bustor is dominated by oscillations at a single fre- 
quency [5] , as are the forced oscillations. 

For a general case using N burners one forcing 
cycle is divided into a total of N time steps for 
phase averaging. In order to isolate the spinning 
component in a given direction the j th phase 
average distribution is rotated by an angle 2 π j / N in 

the opposite direction to the prescribed direction 

of interest. Since N time steps are used the burners 
will overlap after the rotation, and the transfor- 
mation effectively freezes the propagation of any 
spinning component in the prescribed direction. 
This is done under the assumption of heat release 
patterns moving at the same constant speed in both 

directions. The assumption can be made due to 

the induced bulk swirl being at least two orders of 
magnitude lower than the speed of sound, making 
a negligible difference in propagation speed for 
the two plane waves. The average of the N ro- 
tated distributions is then calculated according to 

Eq. (1) , producing a single spatial spin compen- 
sated distribution, Q 

x 
rot = f (r, θ ) . 

Q 

x 
rot = 

1 
N 

N−1 ∑ 

j=0 

Rot β j 

⎧ ⎨ 

⎩ 

[ 

˜ Q − Q 

〈 Q 〉 

] 

j 

⎫ ⎬ 

⎭ 

, (1) 

where x is either the ACW or the CW component, 
j is the phase average time step and Rot β j is a ro- 
tation of β j around the center of the annulus. The 
angle is calculated as β j = ± 2 π

N j, where positive 
and negative signs are used for CW and ACW 

components respectively. 
The summation of these rotated images effec- 

tively averages the heat release distribution of each 

of the N flames at the same point in the cycle, in the 
direction of rotation. Oscillations travelling in the 
opposite direction are effectively cancelled, making 
the method invaluable for isolating and studying 
the effect of spinning waves travelling in different 
directions around the annulus. The method also of- 
fers an advantage in that slight variations in heat 

Fig. 2. Joint PDF of A + and A − for three different cases, 
all using forcing frequency f 0 = 1690 Hz . Dashed lines in- 
dicate SR = ±1 / 3 and the solid line is SR = 0 . Case 1: 
SR = 0 . 9 ; Case 2: SR = 0 . 0 ; Case 3: SR = −0 . 6 . Inten- 
sity contours describe base 10 exponentials. 

release from flame to flame are also averaged out, 
providing a clearer description of the mean flame 
response to acoustic waves and retaining finer 
structural details of the heat release rate. 

In the rest of the paper Q 

ACW 

rot and Q 

CW 

rot will be 
used to describe the spin compensated averages of 
the normalised phase average heat release oscilla- 
tions in the ACW and CW directions respectively. 

3. Results and discussion 

3.1. Acoustically forced modes 

Azimuthal acoustic forcing was applied in or- 
der to investigate the flame dynamics of the fol- 
lowing three different oscillation modes: Case 1. 
Strongly spinning in the ACW direction; Case 2. 
Predominantly Standing; Case 3. Strongly spinning 
in the CW direction. In order to assess the pres- 
sure response of these forced cases Fig. 2 shows 
the joint probability density function (JPDF) of the 
two counter rotating waves A + and A −. The centre 
of the JPDF distributions for the three cases shows 
that the application of acoustic forcing is sufficient 
to exercise good control over the mode of oscilla- 
tion, and generate as desired distinct standing and 

spinning modal responses. Although a high level of 
sensitivity to forcing parameters resulted in a larger 
spin ratio in the ACW direction in comparison with 

the CW direction, it should be noted that both cases 
can be considered strongly spinning, with a ratio 

between ACW and CW travelling waves of over 4 
times. All cases have approximately the same mean 

pressure fluctuation amplitude, meaning the acous- 



H.T. Nygård et al. / Proceedings of the Combustion Institute 37 (2019) 5113–5120 5117 

Fig. 3. Mean flame structure for the no forcing case (left), 
and the ACW spinning (middle) and the CW spinnning 
(right) forced modes. The white lines represent the loca- 
tion of the speakers used for forcing. 

tic energy fed into the system is of similar magni- 
tude for all cases. This amplitude was selected to be 
similar to previously observed self-excited modes 
observed in the combustor [5] . Finally it should be 
noted that while the size of the probability distribu- 
tions for all cases is significantly smaller than those 
observed during the study of self-excited instabili- 
ties, the finite size of these still indicates the pres- 
ence of some unsteady mode switching, which is 
consistent with previous work [28] . 

3.2. Mean flame structure 

The mean OH 

∗ chemiluminescence of unforced 

and spinning mode cases is shown in Fig. 3 . As seen 

in previous investigations, the regions of highest 
heat release are observed between adjacent flames. 
While the heat release distribution is strongly asym- 
metric around each flame, there is rotational sym- 
metry from flame to flame. Comparison between 

unforced and spinning mode cases shows no sig- 
nificant qualitative differences in the distributions, 
suggesting the forcing does not significantly affect 
the mean flame structure, which is consistent with 

previous investigations [28] . 

3.3. Flame dynamics of azimuthally forced modes 

The flame dynamics of the acoustically forced 

modes have been studied through snapshots of the 
phase average heat release distribution and through 

the application of the new spin compensating av- 
erage procedure described in §2.4 . Figure 4 shows 
snapshots of the phase average heat release oscil- 
lations at a single location in the pressure cycle in 

the left column for all three forced cases. In the two 

middle columns the spin compensated distributions 
in both directions for the same cases are shown with 

zoomed in versions of selected cases in the right- 
most column. 

Observing the snapshot for the strong ACW 

mode, Case 1 in the left column of Fig. 4 , the heat 
release oscillations are qualitatively similar to those 
observed during self-excited instabilities [1] . The 
largest fluctuations are appearing close to the outer 
radial wall in a large band-like structure which 

spans almost half the annulus, and large oscilla- 
tions are also produced in the interacting region be- 

tween adjacent flames. Such structures have been 

linked previously to the formation of coherent vor- 
tical structures in the shear layers as a response to 

the pressure oscillations in the chamber [15] . The 
close agreement with previous results suggests the 
acoustic forcing of spinning waves produces a sim- 
ilar flame response to self-excited fluctuations. 

While the use of acoustic forcing allows good 

control over the spin ratio, increasing the amount 
of data used for phase averaging and therefore the 
clarity of the imaging, the use of spin compensat- 
ing averaging further improves clarity, and also al- 
lows the decomposition of oscillations to be inves- 
tigated. Comparing the two centre images for the 
upper and lower rows in Fig. 4 , the averaged com- 
ponent traveling in the direction of forcing is shown 

to dominate over the component in the counter di- 
rection (Strong oscillations are therefore observed 

in Q 

ACW 

rot and Q 

CW 

rot for the ACW and CW spinning 
cases respectively). The residual oscillations ob- 
served in the counter direction averages may arise 
due to the imperfect spinning waves generated in 

the present study (as seen in Fig. 2 ) or non unifor- 
mity between burners. The heat release structure of 
both ACW and CW components is similar to the 
phase averaged snapshots, but the averaging proce- 
dure removes burner to burner differences, making 
observations of the structure much clearer, high- 
lighting the difference between the cases. Allowing 
the entire phase average cycle to be collapsed onto 

one image also allows a more straightforward com- 
parison of the magnitude of the response, and a 
slight decrease in oscillation amplitude of the most 
intense structure is observed for the CW spinning 
case. 

It is interesting to contrast the response in Case 
1 featuring a strong ACW mode with that of Case 
3 which features a strong CW spinning wave. The 
CW case occurs rarely when the combustor is self- 
excited [5] , and therefore the use of acoustic forc- 
ing presents the only viable method of studying the 
flame response. Comparing the zoomed in views in 

Fig. 4 of the two spinning modes the main features 
are quite similar, but with a number of subtle differ- 
ences. The flame response to the CW spinning wave 
is again very asymmetric, with the largest heat re- 
lease oscillations observed close to the outer wall 
and between adjacent flames. However, the struc- 
tures appear to be more isolated in comparison 

with the linked structure produced by the ACW 

spinning wave, with breaks visible between adja- 
cent flames. Furthermore, the largest heat release 
oscillations are observed to move from the outer 
radial wall to the interacting region between adja- 
cent flames and more activity is also observed close 
to the inner wall, representing a spatial shift in the 
centre of heat release in the radial direction. An- 
other difference that can be observed is the pres- 
ence of linked structure between the bluff body and 

the interacting region for the CW case that is much 

weaker for the ACW case (black squares in zoomed 
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Fig. 4. Snapshot of phase average in left column, with the spin compensating average in both directions in the two middle 
columns. Each row represents one forcing case and for ease of comparison the regions of maximum heat release have been 
aligned. Top: Strong ACW forcing ( Case 1 ); middle: Standing mode ( Case 2 ); bottom: Strong CW forcing ( Case 3 ). The 
right column is annoted and highlighted zoomed in views of two of the most interesting cases of the spin compensated 
average. The colour bar is valid for the whole figure. (Colour online). 

views in Fig. 4 ). In the CW case heat release rate 
along the inner part of the wall is also in phase and 

connected with the heat release around the bluff 
body closest to the inner annular wall, while for the 
ACW case there is a clear division between them 

(black circles in zoomed views in Fig. 4 ). The ma- 
jor difference between the two spinning cases is the 
direction of forcing in relation to the direction of 
swirl. For the ACW case the acoustic forcing is in 

the flow direction induced by the swirlers along the 
outer wall, while for the CW case the forcing is in 

the opposite direction. The direction of the acous- 
tic wave relative to the local swirl direction is ob- 
served therefore to have a significant effect on the 
flame dynamics when flames are closely confined in 

annular geometry. 
The same spin compensating averaging proce- 

dure was also applied to the standing wave in Case 
2 , shown in the middle row (two centre images) 
in Fig. 4 . In this case the heat release oscillations 
in both Q 

ACW 

rot and Q 

CW 

rot have similar magnitudes, 
and observation of the spatial distributions shows 
strong similarities with the corresponding spinning 
waves in Case 1 and Case 3 respectively. The oscil- 
lation magnitudes of these components are lower 
in comparison with the spinning cases, as the vec- 
tor sum of pressure fluctuation amplitudes was 

kept constant between cases. The observation of 
the ability to decompose the heat release distribu- 
tion during a standing wave oscillation into its con- 
stituent spinning wave components may be invalu- 
able in further understanding the dynamics of such 

systems in cases where the full range of responses 
cannot be measured directly, and in the modelling 
of such responses. 

3.4. Integrated heat release response 

It is also useful to examine the global heat re- 
lease response of each flame which is a parameter 
widely used in low order models. A 20 ° wide kernel 
positioned at each burner centre is used to evalu- 
ate the mean heat release over an oscillation cycle. 
The integration is performed on the spin compen- 
sated averages in the direction of forcing in order to 

evaluate the average burner behaviour for this dom- 
inant component. The sector kernel is also further 
divided into inner and outer regions in order to un- 
derstand the local distribution of heat release be- 
tween cases. The results for the two forced spinning 
modes are shown in Fig. 5 together with sinusoidal 
fitted curves, and for ease of comparison the phase 
of the cycles is normalised to the global integrated 

heat release. 
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Fig. 5. Sector averaged heat release oscillations for top 
ACW and bottom CW spinning modes. Averages shown 
from inner (green line, star markers) and outer (red line, 
triangle marker) regions, and the total response (black 
line, circular markers). The markers represent measure- 
ments while the solid lines are fitted sine curves. To aid 
interpretation, the phase of the total heat release (black 
lines) for the two cases have been aligned. (For interpre- 
tation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 

It is interesting to examine the phase and magni- 
tude of the inner and outer heat release oscillations. 
For Case 1 for an ACW spinning mode the inner 
heat release oscillation is observed to lag the outer, 
with a phase difference of �t / T ≈ 0.08. In compar- 
ison in Case 3 for a CW spinning mode the phase 
lag is inverted, and now the outer oscillation lags 
the inner. Significantly for this case the phase lag 
also increased to �t / T ≈ 0.11. 

Moreover, the oscillation amplitude of the in- 
ner and outer regions are |〈 Q 

ACW 

rot 〉 inner | = 0 . 030 
and |〈 Q 

ACW 

rot 〉 outer | = 0 . 046 respectively during an 

ACW spinning mode. In comparison for the CW 

spinning mode the amplitudes are |〈 Q 

CW 

rot 〉 inner | = 

0 . 027 and |〈 Q 

CW 

rot 〉 outer | = 0 . 037 . This quantifies 
the observation in the previous section that the 
heat release magnitude decreases and appears to 

shift radially inward. The amplitude ratio between 

outer and inner regions decreases slightly from 

|〈 Q 

ACW 

rot 〉 outer | / |〈 Q 

ACW 

rot 〉 inner | = 1 . 6 for the ACW case 
to |〈 Q 

CW 

rot 〉 outer | / |〈 Q 

CW 

rot 〉 inner | = 1 . 4 for the CW case, 
conforming broadly to spatial reorganisation of 
heat release observed previously [5] . 

The combination of increased phase lag and 

decreased oscillation amplitude for the CW spin- 
ning case results in an amplitude difference of 
around 23% for the total integrated heat release re- 
sponse in comparison with the ACW case. Given 

the slight differences in the pressure response am- 
plitudes (shown in Fig. 2 ) and the spin ratios this 
difference may not be purely due to differences in 

the spinning mode orientation. To eliminate these 
influences a similar analysis was performed using 
the decomposed standing wave of case 2, ensuring 

the similarity of both components in terms of spin 

ratio and pressure response magnitude. While not 
included graphically for brevity, a similar difference 
of 35% was calculated for the total heat release re- 
sponse. The similarity of this adds to the qualitative 
evidence presented in Section 3.3 which suggests 
that standing waves can be decomposed into their 
spinning components, although further evidence 
will be sought in future work. Therefore, given that 
the main difference between cases is the orientation 

of swirl relative to the incoming pressure wave, the 
directionality of the spinning mode appears in this 
case to be significant. This result has important im- 
plications for low order models which use the in- 
tegrated heat release response, and suggest that dif- 
ferent flame responses may need to be defined in or- 
der to characterise CW and ACW spinning modes. 

Finally it is worth observing that the sinusoidal 
curves fit the measurements very closely, demon- 
strating that sinusoidal forcing of a spinning mode 
results in a traveling heat release fluctuation that is 
also sinusoidal. While the rotational averaging as- 
sumes that the heat release rate fluctuation is az- 
imuthally periodic, and identical burner response, 
it does not impose a sinusoidal response. The ob- 
served behaviour provides a further indication for 
how the heat release field can be linearly manipu- 
lated for the cases in the present study. 

4. Conclusions 

In the present study azimuthal forcing has been 

applied to generate for the first time well con- 
trolled spinning and standing waves in a lab scale 
annular combustor, allowing the flame dynamics 
of modes with different spin ratios to be investi- 
gated with much greater precision than previously 
possible. A close agreement between the dynam- 
ics of ACW spinning waves in forced and previous 
self-excited experiments was observed. However, a 
number of differences were observed between these 
ACW cases and the flame dynamics occurring dur- 
ing CW spinning waves, including the redistribu- 
tion of heat release in the annulus. Observation of 
the integrated heat release oscillations indicated a 
shift from outer to inner annulus depending on di- 
rection of the spinning wave. These changes were 
attributed to the symmetry breaking effect of the 
locally swirling flow at each flame. Finally through 

the introduction of a novel averaging method it 
was shown that the heat release dynamics during 
a standing mode could be decomposed into ACW 

and CW spinning components, offering a new way 
of understanding the dynamics of such systems. 
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Abstract 

In this paper we investigate self-excited azimuthal modes in an annular combustor with turbulent pre- 
mixed bluff-body stabilised flames. Previous studies have shown that both swirl and equivalence ratio influ- 
ence modal dynamics, i.e. the time-varying nature of the modes. However, self-excited azimuthal modes have 
not yet been investigated in turbulent flames without bulk swirl, which do not generate any preferential flow in 

either azimuthal direction, and may therefore lead to different behaviour. Joint probability density functions 
of the instability amplitudes at various flowrates and equivalence ratios showed a strong bi-modal response 
favouring both ACW and CW spinning states not previously observed. Operating conditions leading to a 
bi-modal response provide a unique opportunity to investigate whether the structure of the global fluctuat- 
ing heat release rate of self-excited spinning modes in both directions exhibit similar dynamics and structure. 
This was investigated using high-speed OH 

∗ chemiluminescence images of the annular combustor and a new 

rotational averaging method was applied which decomposes the spinning components of the global fluctu- 
ating heat release rate. The new rotational averaging, which differs from standard phase-averaging, produces 
spatial averages in a frame of reference moving with the spinning wave. The results show that the structure of 
the fluctuating heat release rate for spinning modes is highly asymmetric as characterised by large, crescent 
shaped regions of high OH 

∗ intensity, located on the far side of each flame, relative to the direction of the 
azimuthally propagating pressure wave. In comparison with interacting swirling flames, these results indicate 
that the previously observed radial asymmetry of OH 

∗ fluctuations may be introduced through advection by 
local swirl. 
© 2018 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. 
This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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1. Introduction 

Thermoacoustic instabilities remain a crucial 
impediment in the design and operation of low 

emission combustors in aeroengines and gas tur- 
bines for power generation. Many gas turbines use 
annular combustor geometries which give rise to 

self-excited azimuthal modes [6] . 
Recent studies have provided new insight into 

azimuthal modes and have shown that due to 

azimuthal symmetry, self-excited instabilities in 

these systems give rise to more complex behaviour 
[1,2,4,7–10] compared with longitudinal modes in 

isolated single flame systems. Depending on the 
burner geometry, equivalence ratio and bulk veloc- 
ity, the system can excite specific azimuthal modes 
or exhibit modal dynamics. Other investigations in 

annular combustors with turbulent swirling flames 
give rise to modal dynamics where, at a given oper- 
ating point, the excited mode exhibits time-varying 
phase and amplitude, switching back and forth 

between spinning, standing and mixed modes [1–
4,8,10] . In theoretical studies it was suggested, that 
this mode switching is related to the asymmetries in 

the heat release rate or flow [11–13] . 
So far, the occurrence of modal dynamics 

has only been observed in annular combustors 
equipped with turbulent swirling flames. Identical 
swirling injectors imparts mean azimuthal flow pat- 
terns which has an influence on the modal dynam- 
ics [3] . Bauerheim et al. [18] developed an analyti- 
cal model demonstrating that changing the burner 
geometry breaks the azimuthal symmetry and pro- 
motes standing waves but the addition of even a 
small level bulk swirl promotes spinning modes. 
Bourgouin et al. [14] modified the annular com- 
bustor presented in Bourgouin et al. [2] by replac- 
ing swirling injectors with laminar matrix burners 
thereby removing any mean azimuthal flow compo- 
nents but demonstrated that spinning modes could 

be excited. Using the same configuration, Prieur 
et al. [17] showed that spinning, standing or slanted 

azimuthal modes were self-excited depending on 

the operating point but at certain conditions mode 
selection was very sensitive as hysteresis effects were 
observed. To date, the effect of turbulent premixed 

flames without swirl on the modal dynamics of 
self-excited azimuthal modes have yet to be inves- 
tigated. Based on the limited information available, 
we are interested in knowing whether the absence 
of swirl and bulk azimuthal flow will result in a sup- 
pression of modal dynamics or, if modal dynamics 
occur, will they exhibit any statistical modal prefer- 
ence. 

The aim of the present investigation is twofold: 
(i) to demonstrate the occurrence of self-excited az- 
imuthal modes in an annular combustor equipped 

with bluff-body stabilised turbulent premixed 

flames without swirl and characterise their modal 
response for a range of operating conditions and, 
(ii) take advantage of the absence of swirl to 

better understand the fundamental response of 
the global fluctuating heat release rate in terms 
of its structure and dynamics when undergoing 
self-excited spinning modes. Insight into the modal 
response of turbulent premixed flames without 
swirl and associated structure dynamics of the 
heat release rate are required to gain a more com- 
plete understanding of combustion instabilities in 

annular combustors. 

2. Experimental methods 

2.1. Annular combustor 

The experiments were carried out in an atmo- 
spheric annular combustor developed previously 
[3–5] . Figure 1 shows a 3D model of the annular 
combustor. It consists of a plenum, which is fed by 
premixed ethylene-air mixtures, and contains a grid 

and a honeycomb for flow conditioning and a hemi- 
spherical body in the upper part of the plenum is 
used to divide the flow. The reactants are fed into 

the combustor through 12 injector tubes of diam- 
eter = 18 . 5 mm, fitted with a flush-mounted bluff 
body with a blockage ratio of 50%. A top view of 
the 12 bluff bodies is shown to the right of Fig. 1 . 
The annular combustion chamber has an inner wall 
of diameter D i = 127 mm and outer wall diameter 
D o = 212 mm. The length of the inner and outer 
walls, L i = 130 mm and L o = 300 mm respectively, 
are mismatched to obtain self-excited instabilities 
as reported in [2–4] . Stability maps were obtained 

by varying the bulk exit velocity U b , (calculated at 
the dump plane from the volumetric flow rate), in 

0.6 m/s steps between U b = 17 . 7 − 21 . 1 m/s. The 
equivalence ratio, φ, was varied in steps of 0.05 
between φ = 0 . 7 − 1 . 0 . The power therefore varied 

between 82 − 194 kW. 

2.2. Experimental measurements 

Pressure and OH 

∗ chemiluminescence mea- 
surements were obtained simultaneously. Dynamic 
pressures were measured by pairs of pressure 
sensors located upstream of the combustion 

chamber as shown in Fig. 1 at circumferential po- 
sitions p1, p2 and p3 . The Kulite pressure sensors, 
model XCS-093s with a measurement sensitivity of 
4 . 2857 × 10 −3 mV/Pa, were connected to Fylde FE- 
579-TA bridge amplifiers and measurements were 
recorded with a sampling frequency of 51.2 kHz 
for a duration of 10 s, giving a frequency resolution 

of 0.1 Hz. Each measurement was repeated a total 
of 4 times across a range of inlet velocities, and 

for U b = 19 . 9 m/s case, each measurement was 
repeated 40 times in order to report statistically 
resolved distributions of the modal preference. Be- 
tween measurements the rig was reignited to ensure 
independence, removing the possibility of hystere- 
sis. A wall mounted thermocouple ensured that 
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Fig. 1. Left: 3D model of the annular combustor with labels describing the main geometrical features. Right: Top view of 
the annular combustor showing the burner spacing and circumferential locations of the pressure measurements. 

the combustor temperature was in the same range 
during each measurement. It should be noted that 
the JPDF distributions show little change varying 
the number of independent samples between 4 and 

40, and can therefore be considered resolved for 
the current combustor setup. 

To measure the structure of the fluctuating heat 
release rate around the annulus, high speed OH 

∗

chemiluminescence images were obtained from 

above using an air cooled mirror (As shown in 

[3] ). A Phantom V2012 camera equipped with a 
LaVision IRO unit and a UV filter (model: D20- 
VG0035942) with a center wavelength of 310 nm 

and a full width at half maximum of 10 nm was 
used. A total of 120,000 images (full camera mem- 
ory) was acquired at a sampling frequency of 
10 kHz and using an array of 768 × 768 pixels, giv- 
ing a spatial resolution of 0.31 mm/pixel. Trigger- 
ing and measurements were recorded using a 24 bit 
NI Compact DAQ system, model 9174. 

2.3. Analysis of the pressure data 

To evaluate the self-excited modes the procedure 
described in previous papers was used [3,5,8,10] . 
Measurement positions of the pressure sensors, p1, 
p2 and p3 , were separated by θ = 120 ◦ as shown in 

Fig. 1 . We assume the modes correspond to a super- 
position of one-dimensional plane waves accord- 
ing to: p(θk , t) = [ A + e i(θk −νt/R ) + A −e i(−θk + νt/R ) ] e i ω 0 t 

where A + and A − are the amplitudes of anti- 
clockwise (ACW) and clockwise (CW) waves re- 

spectively, ω is the angular frequency, and v θ t / R is a 
lumped parameter that defines the angular velocity 
of the nodal line when both A + and A − > 0 . 

The measured pressure is the real part of the 
complex pressure, p meas = Re (p) . A least-squares 
fit over 6 cycles is used to evaluate the amplitudes 
A + and A −, as well as the lumped parameter θP = 

v θt/R . The amplitude of the pressure fluctuations 
of any given mode is given by [ A 

2 
+ + A 

2 
−] 1 / 2 . A + 

and A − are also used to calculate the spin ratio 

( SR ) defined by Bourgouin et al. [2] : SR = ( | A + | −
| A −| ) / ( | A + | + 

| A −| ) , where a SR = ±1 correspond 

to perfect spinning modes in the ACW and CW 

directions respectively, a SR = 0 corresponds to a 
standing wave and intermediate values are mixed 

modes. 

2.4. Rotational averaging method for OH 

∗

Due to the time-varying nature of the modes, 
conditional averaging is required for investigating 
the structure of the OH 

∗ fluctuations for different 
modes. OH 

∗ images are conditioned on the SR eval- 
uated from the pressure time-series data. Since the 
SR varies in time, we must resort to choosing suit- 
able thresholds of the SR to classify the modes into 

spinning and standing. In the present work OH 

∗

images are conditioned using the following thresh- 
olds and then phase-averaged [3,5,8] : SR > 1/3 are 
classified as ACW spinning modes, SR < −1 / 3 are 
classified as CW spinning modes, intermediate val- 
ues are classed as standing modes −1 / 3 < SR < 
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1 / 3 . The large imaging data set allowed a minimum 

of 500 images to be used at each phase angle even 

after conditional averaging to ensure convergence. 
In this paper we focus on spinning modes and are 
particularly interested in determining whether the 
structure of the OH 

∗ fluctuations is affected by the 
spin direction as found in swirling flames [3] . It is 
reasonable to expect that in the absence of swirl and 

bulk azimuthal flow the structure of the OH 

∗ fluc- 
tuations should be similar for modes spinning in ei- 
ther direction. 

Since perfect spinning modes rarely occur and 

due to the presence of mode switching (described 

in 3.4 ), conditionally averaged spinning modes are 
more accurately described as mixed modes with a 
dominant spin direction. Consequently, the OH 

∗

response from underlying mixed mode contami- 
nates the structure of the phase averaged OH 

∗. 
However, we can extract the pure spinning response 
of the OH 

∗ fluctuations by employing a novel rota- 
tional averaging procedure. 

This method takes advantage of previous obser- 
vations that the global fluctuating OH 

∗ responds at 
the resonant frequency, does not exhibit harmon- 
ics, is approximately sinusoidal, and that in spin- 
ning modes the dynamic response of all flames is 
the same but with an offset in phase determined by 
the burner distance and resonant frequency [4] . The 
basic premise of the method is to conduct a spatial 
averaging in a frame of reference moving with the 
spinning wave in either direction. 

We first assemble normalised phase averages: 
˜ Q n = ( ˜ Q − Q ) / 〈 Q 〉 , where ˜ Q = 

˜ Q (r, θ, t) is the spa- 
tial distribution of OH 

∗ intensity captured by the 
camera, Q = Q (r, θ ) is the time-averaged mean and 

〈 Q 〉 is the spatially ensembled time-average eval- 
uated over the whole annulus. Therefore, ˜ Q n = 

˜ Q n (r, θ, τ/T ) , where τ / T is the normalised position 

in the phase averaged cycle. 
For the general case of N burners, the nor- 

malised forcing cycle is divided into N time-steps 
for phase averaging ( N = 12 herein). In order to 

isolate the spinning component in a given direc- 
tion, the j th phase average field is rotated by an 

angle β = 2 π j/N against the given spin direction 

effectively freezing the spinning mode. The aver- 
age of the N rotations distributions is then calcu- 
lated according to Eq. 1 , producing a single spa- 
tial spin compensated distribution, Q 

x 
rot = f (r, θ ) . 

A schematic of the method is shown in Fig. 2 . 

Q 

x 
rot = 

1 
N 

N−1 ∑ 

j=0 

Rot β j 

⎧ ⎨ 

⎩ 

[ 

˜ Q − Q 

〈 Q 〉 

] 

j 

⎫ ⎬ 

⎭ 

, (1) 

where x is either the ACW or the CW component, j 
is the phase average time step and Rot β j is a rotation 

of β j around the center of the annulus. The angle is 
calculated as β j = ± 2 π

N j, where positive and nega- 
tive signs are used for CW and ACW components 
respectively. 

Fig. 2. Schematic of the rotational averaging method. 
The sector rotations, β j , depicted in the figure are in the 
ACW direction as would be applied to an ACW spinning 
mode. 

Fig. 3. Left: Overhead image of the mean OH 

∗. Right: 
Side image of the mean OH 

∗. 

The method effectively decomposes OH 

∗ dis- 
tribution into harmonic components by cancelling 
OH 

∗ fluctuations driven by pressure waves travel- 
ling in the opposite direction. An additional advan- 
tage is that small variations in the flames are also 

averaged out, providing a clearer description of the 
unsteady flame response to acoustic waves. 

3. Results 

3.1. Mean flame structure 

Figure 3 shows the mean OH 

∗ chemilumines- 
cence imaged from above and a picture from the 
side of one of the turbulent bluff-body flames. 
Compared with swirling flames reported in previ- 
ous investigations [3–5] , these flames are longer, 
more radially compact and remain isolated around 

the annulus as shown by the concentric OH 

∗

structure of all 12 flames. The flame is stabilised 

along the inner shear layer at the bluff body edge 
although a second lifted flame front is stabilised in 

the outer shear layer. It was previously observed 

that for the 12 burner swirling flame configuration 

the tops of the flame brushes were in close proxim- 
ity to both neighbouring flames and the combustor 
walls [4] . 

3.2. Frequency and amplitude response 

The frequencies of the self-excited azimuthal 
modes for different U b and different values of φ are 
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Fig. 4. Effect of φ and U b on the self-excited instability 
frequency (top) and amplitude (bottom). 

plotted in Fig. 4 . The instability frequency of the 
first azimuthal mode lies between 1650 and 1710 Hz 
depending on the operating conditions. Overall the 
trends show that the instability frequency increases 
approximately linearly with increasing power and 

with increasing flame speed (increasing φ) as ob- 
served previously [3] . However, in the absence of 
swirl, the instability frequencies are approximately 
50 Hz lower. The frequency difference equates to an 

approximate reduction in the mean gas temperature 
of 	T ≈ 115K indicating that the temperature pro- 
file in the combustor is modified by the change in 

the flame shape compared with swirling flames. 
Figure 4 (bottom) shows the stability map in 

terms of the mean pressure amplitude of the re- 
sponse in terms of φ and U b . It shows that, in 

general, high amplitude instabilities are excited at 
richer equivalence ratios and higher thermal loads. 
It is interesting to note that there appears to be 
a well defined maximum pressure amplitude re- 
sponse, which may result from saturation of the in- 
stability at high amplitudes. 

3.3. Mode characterisation 

Figure 5 plots the joint probability density func- 
tion (PDF) of A + and A − for all φ at U b = 19 . 9 m/s. 
The joint PDF shows that the modal response is 
stochastic at low instability amplitudes, and bi- 
modal at higher amplitudes, with a statistical pref- 
erence for CW spinning waves. This distribution 

is distinctly different to that observed in swirling 
flames, which did not exhibit a bi-modal response 
[3,4,8] , but shows remarkably close agreement with 

theory of Schuermans et al. [12] who suggested a 
transition from standing to spinning waves when 

the amplitude of an instability increases. The high 

probability of exciting spinning modes in either di- 
rection can be attributed to the absence of swirl 
or mean azimuthal flow. We conjecture that the 
higher probability of exciting CW, as opposed to 

ACW, spinning modes is likely to arise from imper- 
fections in geometric azimuthal symmetry or small 
flow non-uniformities as suggested by Sensiau [19] . 

Fig. 5. Joint PDF of A + and A − for all φ at U b = 

19 . 9 m/s. Dashed lines from origin denote thresh- 
olded boundary of predominantly spinning and standing 
modes. 

Fig. 6. Stability map showing modal content at each op- 
erating point. Note: circle diameter scales with the mag- 
nitude of the pressure fluctuations. 

We note some general similarities to the results of 
Prieur et al. [17] , who found that initial conditions 
determined the direction of self-excited spinning 
modes. The present findings appear to support this 
finding, albeit with the addition of bi-modal dy- 
namics, which may be driven by the fully turbulent 
flow in the current configuration [1] . 

Figure 6 shows a stability map that also includes 
the modal content at each operating point. The 
diameter of the circles scale with the amplitude 
of the pressure fluctuations and are divided into 

pie graphs which show the proportion of predomi- 
nantly spinning (in both directions) and standing 
modes according to the definition in Section 2.4 . 
It is interesting to note that only the cases close 
to the onset boundary of high amplitude instabili- 
ties appear to show stochastic behaviour and a pre- 
dominantly standing behaviour, but at higher φ and 

U b conditions spinning modes are observed more 
frequently. The small fractions of predominantly 
standing waves that are observed during bi-modal 
behaviour occur mainly during the switching tran- 
sition between CW and ACW states. 
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Fig. 7. Top: Pressure time-series showing modal dynam- 
ics. Bottom: Time-series of the spin ratio SR evalu- 
ated from the pressure data. Dashed lines correspond to 
thresholds use to classify modes: SR > 1/3 are classified as 
ACW spinning modes, SR < −1 / 3 are classified as CW 

spinning modes intermediate values are classed as stand- 
ing modes. 

3.4. Modal dynamics 

We now consider the time-varying nature of 
the self-excited modes in more detail. Figure 7 
(top) shows a typical pressure time-series recorded 

at location p1 for the case where φ = 0 . 95 and 

U = 19 . 9 m/s. Figure 7 (bottom) shows the time- 
series of the SR evaluated from the pressure time- 
series. The pressure time series shows low frequency 
modulations, relative to the instability frequency, 
of the amplitude envelope which is characteristic 
feature of mode switching. The mode switching is 
quantified by the SR time-series which shows that 
the mode of oscillation is constantly oscillating 
experiencing low amplitude oscillations in spin 

ratio. The mode can also be observed to periodi- 
cally switch from strongly spinning in the ACW to 

the CW direction and vice versa, passing through 

predominantly standing modes during each switch. 
Excursions of the SR above the top dashed line 
and below the bottom dashed line are classified 

as spinning modes whereas points in-between are 
classified as predominantly standing. The observed 

low frequency switching of the SR and the low 

frequency modulations of the pressure time series 
are qualitatively similar, however their time-scales 
are orders of magnitude longer than the instability. 

Figure 8 plots the low frequency modulation 

of the SR (top) and the r.m.s of the SR modula- 
tions (bottom), evaluated using a similar approach 

to [8] . The frequency range of the mode switching 
in terms of SR is between 2 − 11 Hz, but overall 
mode switching occurs at a relatively constant fre- 
quency of around 4 Hz and appears to be indepen- 
dent of both φ and U b . The slow time-scale of the 
mode-switching is of the order of the convective ve- 
locities but the mechanism that drives this low fre- 
quency behaviour is at present not understood. It 
should also be noted that this behaviour is notably 

Fig. 8. Top: Frequency of the spin ratio time-series for 
different values of U b and φ. Bottom: r.m.s fluctuations 
of the SR time-series for different values of U b and φ. 

different from swirling flames where the oscillation 

frequency was observed to increase with φ [8] . 
Figure 8 (bottom) shows that the magnitude of 

the spin ratio fluctuations remains relatively con- 
stant at SR rms ≈ 0 . 3 − 0 . 5 for the majority of cases. 
It is only the φ = 1 cases which show a reduction in 

the rms value with increasing U b . This occurs when 

the periodic switching from CW to ACW modes oc- 
curs less often, and the mode appears to settle in a 
preferred state. 

3.5. Fluctuating heat release rate 

In this section we consider the periodic struc- 
ture of the fluctuating heat release rate obtained 

from high speed OH 

∗ imaging using phase averages 
as well as a new rotational averaging procedure de- 
scribed earlier in Section 2.4 . We are particularly in- 
terested in understanding how the spatial structure 
and dynamics of the global fluctuating heat release 
rate of isolated turbulent flames respond to spin- 
ning waves and whether the response is the same in 

both spin directions. We conjecture that in the ab- 
sence of swirl and bulk azimuthal flow the structure 
of the OH 

∗ fluctuations should be similar. 
Figure 9 shows 6 non-dimensional time-steps, 

t / T , of the standard phase averaged images of the 
fluctuating component of the heat release rate for 
an ACW mode where φ = 0 . 95 and U = 19 . 9 m/s. 
At t/T = 0 we see peak values of the OH 

∗ fluc- 
tuations, shown in red, in the bottom right hand 

quadrant and negative OH 

∗ fluctuations (mean is 
set to zero), shown in blue, diametrically oppo- 
site. This structure rotates around the annulus over 
the duration of the cycle. The turbulent bluff body 
flames have a low cone angle which means that a 
stable flame appears as a concentric region of peak 

OH 

∗ chemiluminescence as shown in Fig. 3 . The 
phase averaged images of the ACW spinning mode 
in Fig. 9 show that the regions of maximum and 

minimum OH 

∗ form crescent shaped structures on 

opposite sides of the flame. As an observer sitting 
on the bluff body and looking inwards, the larger 
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Fig. 9. Phase averaged overhead OH 

∗ chemiluminescence conditioned for spinning ACW at φ = 0 . 95 and U = 19 . 9 m/s. 

Fig. 10. Rotating average of the phase averaged overhead 
OH 

∗ chemiluminescence conditioned for spinning Q 

ACW 

rot 
(left) and Q 

CW 

rot (right). φ = 0 . 95 , U = 19 . 9 m/s. 

crescent shaped regions of maximum OH 

∗ appear 
on the right hand side of the flame relative to the 
spinning wave, whereas the minimum OH 

∗ cres- 
cents appear on the left hand side. These features 
are particularly clear in t/T = 1 / 6 and 1/3. 

Since near perfect spinning modes rarely occur, 
as shown in the joint PDF in Fig. 6 and the SR 

time-series in Fig. 8 , the OH 

∗ responses from mixed 

mode components are present in the structure of 
the phase averaged OH 

∗. However, we can extract 
the harmonic component of the OH 

∗ fluctuations 
produced by the spinning wave by employing the 
novel rotational averaging procedure described ear- 
lier. 

The result of the rotational averaging proce- 
dure carried out for both CW and ACW spinning 
modes is shown in Fig. 10 as Q 

ACW 

rot (left) and Q 

CW 

rot 
(right). Despite minor differences in response am- 
plitude, spin ratio and convergence the same fea- 
tures can be readily observed during both ACW 

and CW modes. Looking at the ACW mode, we 
see that the maximum and minimum OH 

∗ fluctu- 
ations show asymmetric ring like structures which 

spread radially outwards from the centre of each 

burner. The formation of these structures can be 
attributed to both the axial oscillation of the flow 

rate into the combustor and the transverse veloc- 
ity oscillation resulting from the spinning pressure 
wave. Although the formation mechanism is gener- 
ally similar to that of swirling flames (for example 
see ref. [5] ), the response of the flames in the cur- 
rent configuration has a number of important dif- 
ferences. 

Firstly, the absence of swirl reduces the spread- 
ing rate resulting in flames which are fully isolated 

from each other. Secondly, the fluctuating OH 

∗

structures, which are correlated to the roll-up of 

vortex structures on the shear layers, do not rotate 
locally around each bluff body as they advect 
downstream as found in swirling flames [3,5] . Both 

of these features make it more straightforward to 

unambiguously investigate the heat release rate 
response. The ring like fluctuating OH 

∗ structures 
are clearly asymmetric in terms of width and oscil- 
lation magnitude, with larger oscillations present 
on the sides of the flame aligned in the azimuthal 
direction. Moreover, the largest magnitude oscil- 
lation is observed on the side of the flame facing 
away from the incoming pressure wave. This is 
the opposite side of the flame in comparison with 

the response of swirling flames in [5] , and may 
result from either vorticity cancellation [15] , shear 
sheltering, or the absence of axially propagating 
vorticity waves [16] which may change the timing of 
the flame sheet dynamics although without access 
to the velocity field this remains a conjecture. While 
the source of the oscillation asymmetry remains 
uncertain, the fact that the largest asymmetries 
are aligned with the azimuthal direction suggest 
that the radial asymmetry observed in swirling 
flames [5] may be simply a result of these struc- 
tures rotating locally around each bluff body as 
they advect downstream. This provides a possible 
explanation for the different spatial distribution of 
the fluctuating OH 

∗ structures around the annulus 
observed in previous studies [3] . 

It is also worth noting that at a number of points 
in the cycle (for example the flame at 7 o’ clock on 

the CW mode image), multiple oscillations appear 
to be present simultaneously, with inner and outer 
ring or crescent like structures. For the inner set 
of structures, the orientation of the maximum and 

minimum values of the crescent shaped regions are 
on occasion reversed in comparison with the outer 
set. This structure is consistent with occurrence of 
transverse fluctuations giving rise to flapping mo- 
tions of the flame brush, producing a staggered ar- 
rangement of azimuthally plane-symmetric struc- 
tures rather than axisymmetric structures. 

4. Conclusion 

In this paper we have demonstrated experimen- 
tally that self-excited azimuthal modes can be ex- 
cited in an annular combustor using turbulent bluff 
body flames without swirl, enabling us to better 
understand the time-varying nature of azimuthal 
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modes and the structure of the fluctuating heat 
release rate. Simultaneous pressure measurements 
and high speed OH 

∗ chemiluminescence were ob- 
tained for a range of operating conditions and 

showed that self-excited instabilities occur over a 
wide range of conditions. Stability maps and joint 
probability density functions of the instability am- 
plitudes show that azimuthal modes are stochastic 
at low equivalence ratios showing similar probabil- 
ities for spinning, standing and mixed modes, but 
exhibit bimodal behaviour at higher equivalence 
ratios and velocities, preferring instead spinning 
modes. These features are significantly different to 

the behaviour of self-excited azimuthal modes with 

turbulent swirling flames. A new rotational averag- 
ing method to extract the harmonic components of 
the fluctuating heat release rate was presented and 

used to process high speed OH 

∗ images and analyse 
the structure of the OH 

∗ fluctuations for spinning 
modes. It was found that the structure of the fluctu- 
ating heat release rate of spinning modes is highly 
asymmetric and characterised by crescent shaped 

regions of peak OH 

∗ that are preferentially ori- 
ented according to the direction of spin and are ob- 
served on approximately half of the flames around 

the annulus. The same structure is observed in both 

spin directions but with opposite handedness. 
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Abstract 

Annular combustors can exhibit azimuthal thermoacoustic instabilities, which can rotate as a spinning wave 
at the speed of sound in the azimuthal direction, oscillate as a standing wave with pressure nodes fixed in 

space, or be a linear combination of these. These oscillations happen if a positive feedback loop between 

acoustics and the response of the flames to the acoustics in the annulus occurs. This paper discusses how 

two different explicit symmetry breaking mechanisms affect the dynamics of these waves. We first show how 

small differences between the flame responses lead to one strong topological change in the dynamical system 

phase space, making the system prefer orientation angles at two azimuthal locations, one opposite of the 
other in the annulus, as found in the experiments. This symmetry breaking is modelled by directly perturbing 
the flame responses around the annulus with some scatter, to represent the effect of manufacturing tolerances 
of the burners. We then consider recent experimental evidence that the heat release rate of the flames depends 
on the spinning direction (clockwise or anticlockwise) when the system is spinning. In particular we model 
one experiment in which the flame response is found to be stronger when the wave rotates in the anticlockwise 
direction. We show that the statistics of the resulting model are qualitatively very similar to the experimental 
results showing a preference for spinning states in the anticlockwise direction. 
© 2020 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. 
This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 

Keywords: Azimuthal instabilities; Thermoacoustics; Heat release rate response models; Low-order models; Symmetry 
breaking 

∗ Corresponding author. 
E-mail address: giulio.ghirardo@ansaldoenergia.com

(G. Ghirardo). 

1. Introduction

Azimuthal instabilities are typical of symmetri- 
cal combustion systems, either as unwanted acous- 
tic oscillations, like in annular combustors [1] , or 
as part of the combustion concept, as in rotating 

https://doi.org/10.1016/j.proci.2020.05.018 
1540-7489 © 2020 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. This is an open 
access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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detonating combustion [2] . A common approach 

in the modelling of these instabilities assumes that 
the flame responds, by means of the acoustic admit- 
tance of the system upstream of the flames, to the 
local value of acoustic pressure 1 at the flame po- 
sition [1] . Under this assumption, in the fully sym- 
metric case one proves in absence of noise that spin- 
ning solutions always exist as stable periodic attrac- 
tors, and that when standing periodic solutions ex- 
ist the N 2 n criterion can be used to ascertain their 
stability [5] . This is in agreement with the experi- 
ments for both spinning [5] and standing solutions 
[6] . In presence of noise, as is typical of many in- 
dustrial applications and of turbulent flames, one 
proves that the system state is driven away from 

spinning solutions, also in agreement with the ex- 
periments [7] . 

The first part of this paper lifts the assumption 

of full symmetry, and investigates how a slight loss 
of discrete symmetry affects the system. This has 
been previously studied theoretically in the deter- 
ministic case, for a simple cubic flame response, and 

for a homogeneous heat release distribution along 
the annulus [8] . We will lift all these assumptions ex- 
cept fixing a certain flame response, and show how 

the pressure antinodes of the azimuthal instability 
are pushed towards two azimuthal orientations in 

the annulus, as found in the experiment. 
The second part of the paper considers recent 

advances in the response of the flame to also the 
azimuthal acoustic velocity. Theoretical works have 
shown that the nonlinear response of the flame to 

azimuthal velocity fluctuations can affect the dy- 
namics of the solution [9] and push the system to- 
wards standing states. Later experimental works 
have confirmed this effect, which originates either 
by a loss of mirror symmetry of the flame [10,11] or 
by the complex interaction of neigbouring flames 
[12] or by both. This paper models this effect and 

shows how we can recover a statistical preference 
of the acoustic field for anticlockwise solutions as 
in the experiment. 

We review from the literature the governing 
equations and the experiment in Section 2 . We then 

discuss the baseline, reference axisymmetric case in 

Section 3 . We consider the first symmetry break- 
ing mechanism, related to manufacturing imperfec- 
tions, in Section 4 , and the second mechanism in 

Section 5 . We draw the conclusions in Section 6 . 

2. The model 

In this section we briefly recall the features 
of interest of the experiment and recapitulate the 
governing equations from the literature. We study 
a laboratory annular combustor with bluff-body 

1 See [3,4] for works where it is instead the azimuthal 
velocity that drives the flames. 

Fig. 1. View of the annular rig from the top. The acous- 
tic pressure field depends in this plane on the azimuthal 
angle θ and on the time t . The M = 18 burners, sketched 
with two concentric circles, are located at equispaced az- 
imuthal angles θm 

= 2 πm/M, m = 0 , . . . , M − 1 . 

swirling flames that has been discussed in detail in 

[14–16] . In the following we will consider a variant 
of this setup with M = 18 burners, as sketched in 

Fig. 1 and described recently in [12] , operated at an 

equivalence ratio of 0.75 and a bulk flow velocity 
U b = 20m/s at the burner exit. At this condition, a 
top view of the measured mean chemiluminescence 
is presented in Fig. 2 , at which the system exhibits 
thermoacoustic pulsations of azimuthal order n = 

1 at a frequency of approximately 1.7 kHz. The 
acoustic pressure field in the annular combustor, 
at the cross-section just downstream of the burn- 
ers can be written as [13] : 

p(t, θ ) = A cos (n (θ − θ0 )) cos (χ ) cos (ωt + ϕ) 
+ A sin (n (θ − θ0 )) sin (χ ) sin (ωt + ϕ) (1) 

where θ is the azimuthal coordinate defined in 

Fig. 1 , the three variables ( A, n θ0 , χ ) depend on 

the time t and are described in Fig. 3 , and ϕ also 

depends on time and is the temporal phase of the 
instability. The resulting governing equations are 
obtained by substituting the ansatz (1) into the 
fluctuating mass and momentum conservation 

equations [7] : 

( ln A ) ′ + (nθ ′ 
0 + ϕ 

′ sin (2 χ )) i + ϕ 

′ cos (2 χ ) j − χ ′ k = 

+ 

1 
2 

1 
2 π

∫ 2 π

0 

(
e i2 n (θ−θ0 ) e kχ + e −kχ

)
Q θ (A p (θ )) dθ e kχ

+ 

(
−ω 

2 
+ 

ω 

2 
0 

2 ω 

)
e −kχ je kχ + 

σ 2 

4 A 

2 
( 1 + tan (2 χ ) k ) 

+ 

σ√ 

2 A 

μ (2) 

and are described in the rest of this section. 
Eq. (2) is quaternion-valued, so that i, j, k are 
distinct imaginary units [7,17] . The left hand side 
of (2) describes the evolution of the four variables 
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Fig. 2. Mean normalized chemiluminescence from the top. The M = 18 darker round regions correspond to the bluff- 
bodies of the burners. 

Fig. 3. Poincaré sphere representation of an azimuthal instability of order n , presented in (1) . The radius A describes the 
amplitude of acoustic oscillation, the nature angle 2 χ describes whether the system is spinning (at the poles) or standing 
(on the equator) and the angle n θ0 describes the location of the pressure antinode of the standing component of the 
instability [13] . 

of interest { A, n θ0 , χ , ϕ} as a function of time. 
The real part describes the the evolution of the 
amplitude A , the imaginary i and j units encode 
spatial and temporal phase, while k encodes the 
nature angle χ . The right hand side describes the 
vector field that the four variables follow, which 

will be presented in the figures later. In particular 
the second line in (2) is the contribution over the 
annulus of Q θ , which is the projection of the de- 
scribing functions of the flames and of the acoustic 

losses on the azimuthal mode [18] : 

Q θ (A p ) = 2 πQ θ, flames (A p ) − Mα (3) 

where the last term describes the acoustic damp- 
ing of the system, assumed linear, by means of the 
coefficient α. In the simplest cases the flame re- 
sponds to the axial acoustic velocity measured just 
upstream of the flame position. It is possible to 

express such velocity as function of the acoustic 
pressure in the combustion chamber by mean of 
the acoustic impedance of the whole system just 
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upstream of the flame [5,19] . As a consequence, the 
response of the flames Q θ ,flames depends on the lo- 
cal amplitude A p ( θ ) of acoustic pressure at the az- 
imuthal location θ [1] , which can be calculated as 

A p (θ ) ≡ A 

√ 

cos 2 [ n (θ − θ0 ) ] cos 2 (χ ) 

+ sin 

2 [ n (θ − θ0 ) ] sin 

2 (χ ) 
(4) 

Exploiting the fact that each flame is acoustically 
compact, we can rewrite Q θ ,flames as: 

Q θ, flames (A p ) = 

M−1 ∑ 

m =0 

Q m 

(A p (θ )) δ(θ − θm 

) (5) 

where δ( x ) is the Dirac distribution, and θm 

is 
the location of the m th burner as presented in 

Fig. 1 , and the projected flame responses Q m 

= 

Q m,r + jQ m, j may be different from one another, 
and are assumed here to be real-valued for simplic- 
ity, as in many other studies [1,18,20] . Under these 
assumptions the thermoacoustic oscillation fre- 
quency ω matches the natural oscillation frequency 
ω 0 and the first term in the last row of (2) cancels 
out. Ending the analysis of (2) , the last two terms 
on the third line depend on the intensity σ of the 
background noise. These terms arise because of the 
random HRR fluctuations of the turbulent flame 
[21,22] and are modelled here as stochastic [23] , 
with μ being a quaternion-valued additive white 
gaussian noise process. A detailed description of 
the model (2) and its derivation can be found in [7] . 

3. Baseline: the axisymmetric case with a simple 
nonlinear saturation in absence of noise 

Because the describing functions of the flames 
are not available, we choose a simple saturation 

model with monotonic response for the axisymmet- 
ric case. In particular we constrain the flame re- 
sponse such that in the linear regime it is equal to a 
linear effective gain βm 

: 

Q m 

(A p (θm 

)) = βm 

e −A p (θm ) (6) 

where for the axisymmetric case the flames have 
the same constant effective gain βm 

= βsym 

. Since 
the flame transfer functions of the flames are not 
known, we fix first the linear growth rate of the sys- 
tem azimuthal instability to the value of ν0 /ω 0 = 

0 . 16 in absence of acoustic damping, on the high 

end of common values in the literature discussed 

in [19] . The resulting value of the effective gains 
βm 

= βsym 

, equal for all the flames in this sym- 
metric case, can then be calculated as βsym 

/ω 0 = 

(2 ν0 /ω 0 ) / (πM ) . We then add a level of acoustic 
damping α equal to βm 

/5. The flame strength and 

the acoustic damping are kept fixed in the follow- 
ing, are common tunable parameters in low-order 
models for azimuthal instabilities and are typically 
identified in applications. Most of the following re- 
sults have been tested also for different values, and 

should apply as long as βsym 

> α to make the system 

linearly unstable. 
The three variables { A, n θ0 , 2 χ} are the spheri- 

cal coordinate of a point in Fig. 3 , which describes 
the system trajectory as function of time t , driven 

by the vector field described by the right hand side 
of (2) . This three-dimensional vector field is hard 

to present as a whole, therefore we present next two 

projections of this vector field on two planes: the 
equatorial plane of the sphere in Fig. 3 , and on 

one vertical plane passing through both poles. We 
present on the two rows of Fig. 4 these two projec- 
tions for the axisymmetric case of this section, in 

absence of noise, as discussed next. On each row, 
in the first frame, the component of the vector field 

pushing the system state in the radial direction is 
presented, so that in red regions the state is driven 

outwards towards infinity, and in blue regions the 
state is driven towards the origin. In the second 

frame, the component of the vector field acting in 

the tangential direction is presented, so that red re- 
gions push the system counterclockwise and blue 
regions clockwise. In the third frame, the same in- 
formation is presented in terms of the streamlines 
in the plane. Repellors in the plane are marked with 

empty circles and attractors in the plane are marked 

with filled circles. The same structure of this Fig- 
ure is used later in Figs. 6 , 9 , 10 , and the axes of 
the frames share the same radius limit at A = 3 . 2 , 
so that they can be compared. In all these frames 
the azimuthal coordinate starts at three o’clock as 
in Fig. 1 , and in the vertical cuts only the right half 
is presented, because in this plane it is always sym- 
metric. In the equatorial plane of Fig. 4 we ob- 
serve how the streamlines are almost parallel to 

radii passing through the origin, which is due to 

the azimuthal component of the field being signifi- 
cantly weaker than its radial counterpart. This will 
play a role when we perturb the symmetry in the 
next section. In the vertical plane, we observe that 
for this specific choice of flame saturation the spin- 
ning solution is an attractor of the system. This is 
not always the case, because also standing solutions 
can exist and be attractors, depending on how the 
flame saturates in the nonlinear regime [5] . In these 
figures, higher values of the flame effective gain β
push the solutions further away from the origin. 
Similarly, higher values of the acoustic damping α
push the system towards the origin. 

4. The effect of a small loss of rotational symmetry 

Due to small manufacturing scatter, small dif- 
ferences in the mass-flow rates of air and fuel are 
expected between the flames. In thermoacoustics, 
these differences affect the flame response. One way 
to account for this is to perturb to the effective 
flame gains βm 

, m = 0 , . . . , M − 1 some additive 
white gaussian noise scalars with a small standard 

deviation, here chosen equal to 1/10th of the base- 
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Fig. 4. Axisymmetric case for an annular combustor with M = 18 burners exhibiting an azimuthal mode of order n = 1 . 
All the symbols are introduced in Fig. 3 . In the top 3 frames, a cut on the equator plane of Fig. 3 is presented. In the 
bottom 3 frames a cut passing through the north and south poles of the sphere of Fig. 3 is presented. On each row the 
first frame presents the component of the vector field in the radial direction A , the second frame presents the component 
in the tangential direction, and the last frame presents the streamlines of the resulting 2D vector field. In the first two 
columns the contour levels where the components are zero are presented with black lines. These two sets of black lines are 
reported also in the third column, where their intersections are the fixed points of the system. We draw with a filled circle 
fixed points that are attractors in the plane, and with an empty circle points that are either saddles or repellors. 

line value βsym 

. One realization of the resulting 
slightly asymmetric pattern is presented in Fig. 5 
and is considered next. Of the pattern, only the 
mean value βsym 

and the 2 n -azimuthal component 
have an effect on the system dynamics, 2 so that their 
sum is presented in the Fig. 5 with red markers as 
an equivalent pattern. The 2 n = 2 locations where 
this equivalent pattern is maximum are presented 

in Fig. 5 at θ = θ (2 n ) ≈ 3 π/ 4 and at θ = θ (2 n ) + π . 
The resulting vector field is presented in Fig. 6 . The 
dynamics in the equatorial plane are quite differ- 
ent from the axisymmetric case of Fig. 4 : only 4 
fixed points survive, and of these 2 are saddles and 

2 are attractors in the plane. The 2 attractors are 
azimuthally located approximately at the angle θ (2 n ) 

2 this can be observed in the governing Eq. (2) and dis- 
cussed in [7] in the general nonlinear case and in [8] for 
the linear term. 

corresponding to to the 2 n maxima of the linear co- 
efficients of Fig. 5 just described. 

This result matches qualitatively the experimen- 
tal evidence presented in Fig. 7 , and past evidence 
from the literature: Fig. 10 of Worth and Daw- 
son [14] , a similar pdf of the orientation angle 
presented by Ghirardo and Bothien [13] in their 
Fig. 6 after the addition of the dampers, and 

Fig. 6 of Bourgouin et al. [24] . In all four cases 
there are two azimuthal locations (actually one lo- 
cation, and the same location rotated by π ) where 
the antinode of the standing component of the 
pressure field is more likely to be found. These re- 
sults apply regardless of whether the system is noisy 
or not, i.e regardless of the intensity σ of the back- 
ground noise. Technically this is the case because 
from the equations this strong change in the topol- 
ogy of the deterministic vector field in the equato- 
rial plane does not depend on σ . 

Of the many vertical planes, we present in 

Fig. 6 the cut at the angle nθ0 = θ (2 n ) . In this vertical 
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Fig. 5. Burner to burner scatter can affect the response of the flames in an annular combustor. These slight changes can 
affect the effective gains of the flames, presented with black squares, which depart from the baseline symmetric value, 
presented with gray circles.. 

Fig. 6. Effect of a small loss of rotational symmetry on an annular combustor with M = 18 burners exhibiting an az- 
imuthal mode of order n = 1 . All the symbols are introduced in Fig. 3 , and the structure of the plot is the same of Fig. 4 . 
The loss of symmetry considered here is modelled as some random scatter in the response of the flames, as presented in 
Fig. 5 . In comparison to the axisymmetric case of Fig. 4 , there are now just 4 fixed points in the xy plane, of which two 
are repellors and two are attractors in the plane. The vertical plane is very similar to the axisymmetric case. 

plane the solutions that were perfectly spinning in 

the axisymmetric case of Fig. 4 are now pushed 

slightly off from the poles, but still spinning to a 
very good approximation, consistently with [8] . We 
also find that the vector field is very close to the ax- 

isymmetric case, suggesting that existing theoreti- 
cal results and the N 2 n stability criteria for standing 
solutions [5] derived for perfectly symmetric config- 
urations are robust against small asymmetries like 
this one. 
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Fig. 7. Probability density function of the orientation an- 
gle n θ0 for the self excited case. The system lingers in the 
vicinity of two preferred orientations, one opposite of the 
other. 

5. The effect of the nature angle on the HRR 

response 

Saurabh et al. [10,11] force a single flame with 

simultaneous axial and transverse excitation as in 

annular combustors. They show that the gain and 

the phase of the flame response to a spinning wave 
can significantly depend on whether the spinning 
wave rotates clockwise or anticlockwise in the an- 
nulus. They attribute this to a loss of reflection sym- 
metry on a plane orthogonal to the direction of 
the spinning wave passing through the burner axis. 
Nygård et al. [12] force the annular combustor of 
Fig. 1 with loudspeakers so that the acoustic field is 

to a good approximation spinning clockwise or an- 
ticlockwise. They measure the integrated HRR and 

show that it differs between the two cases, as redis- 
cussed here in Fig. 8 . We can model this in the equa- 
tions, by making the effective gains of the flames 
βm 

depend on the nature angle χ . We propose to 

write: 

βm 

= βsym 

[ 1 + γ sin (2 χ ) ] (7) 

to model the experimental evidence that when the 
system is spinning anticlockwise (2 χ close to π /2) 
the HRR response is larger than when the system 

is spinning clockwise (2 χ close to −π/ 2 ). The coef- 
ficient γ models the strength of this effect. For this 
analysis the effect of (7) on the HRR is linear in the 
amplitude of oscillation A , because γ directly per- 
turbs the gains βm 

, and we fix γ = 0 . 14 to match the 
experimental evidence that the HRR for the clock- 
wise forced case is 23% smaller than the one for the 
anticlockwise forced case, as presented in Fig. 8 . 
The resulting flow and discussion are presented in 

Fig. 9 . In comparison to the baseline case of Fig. 4 , 
the spinning solution in the northern hemisphere 
has moved to a larger amplitude, and the spinning 
solution in the southern hemisphere has moved to 

smaller amplitudes. To match the noisy experimen- 
tal data, the background noise is now switched on 

in the model by tuning σ = 0 . 09 , affecting the flow 

as in Fig. 10 . Noise pushes the two attractors away 
from the poles, as proved by [7] . The value of σ is 
chosen to match the statistics of the experiment. 
We run a simulation starting from an anticlockwise 
initial condition, and present in Fig. 11 a compar- 
ison with the experimental data. We observe how 

the two probability density functions qualitatively 
agree, have a similar width and tail to the lower val- 
ues, but the simulation peaks at a location closer 
to the north pole at π /2. Regarding the effect of 
the noise intensity σ , we mention that in the nu- 
merical model it is possible to shift the position of 

Fig. 8. Loudspeakers were connected to the walls of the combustion chamber by means of ducts designed to damp the 
thermoacoustic instability. The resulting linearly stable system was then forced with the loudspeakers to push the system 

state to a spinning wave, first in the anticlockwise direction and then in the clockwise direction, approximately at the same 

level of acoustic amplitude. One period of the fluctuating HRR 

˙ Q − ˙ Q of one burner representative of all others is then 

reconstructed for the two cases, normalized by the mean HRR 

˙ Q . The timeseries of the two cases have been adjusted to 
start at zero because it was not possible to synchronize them with the occurrence of the acoustic pressure maximum at 
the same burner position. Of the two states, the flame response is larger when the system is spinning anticlockwise. More 
information can be found in [12] . 



5960 G. Ghirardo, H.T. Nygård and A. Cuquel et al. / Proceedings of the Combustion Institute 38 (2021) 5953–5962 

Fig. 9. Effect on the system dynamics of the dependence of the HRR on the nature angle, for γ = 0 . 14 . Only the vertical 
plane is presented because the equatorial cut matches exactly the axisymmetric case of Fig. 4 . The addition of noise is 
considered next in Fig. 10 

Fig. 10. Same as in Fig. 9 , with the same limits on the colormaps, but now accounting also for the effect of the background 
noise σ , set here to 0.09. Simulation results of this case are presented in Fig. 11 . 

Fig. 11. Comparison between simulations and experiments of the statistics of the nature angle 2 χ . The experimental data 
refers to the self-excited case, ran at the same operating conditions of Fig. 8 but without loudpspeakers. Both histograms 
describe approximately 52 ′ 000 periods of acoustic oscillations. 

the maximum while maintaining the solution in the 
northern hemisphere by increasing both the noise 
intensity σ and the coefficient γ , or both σ and the 
linear growth rate of the system ν0 introduced in 

Section 3 . We did not attempt a systematic opti- 
mization study in the space { ν0 , σ , γ } to improve 
this result. Other plausible reasons for the maxi- 
mum pdf peak shift include a partial loss of sym- 
metry as discussed in Section 4 , which is not ac- 

counted for in this section but hinted at by the ex- 
perimental result of Fig. 7 , and the nonlinear sat- 
uration of the flame responses, which is at the mo- 
ment unknown and modelled according to (6) . 

Another matter of interest is the fact that there 
exist two distinct attractors in Fig. 10 . We find nu- 
merically that a point initialized close to the an- 
ticlockwise solution does not escape the northern 

hemisphere in the same time span measured in the 
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Fig. 12. From an initial condition in the southern hemisphere close to the clockwise spinning solution, the system escapes 
to the north hemisphere in this specific simulation after about 7 ′ 500 periods, which is about 4.7 s for the experiment 
considered. 

experiment. Similarly, we find that a point initial- 
ized close to the clockwise solution escapes the 
southern hemisphere after a time that is small com- 
pared to the observation time of the experiment, as 
presented in Fig. 12 . Both observations are typical 
of systems with a double well potential, where one 
well is deeper than the other. The double well is then 

called asymmetric, and the asymmetry is described 

in our case by the coefficient γ introduced in (7) . 
The solution in the deeper well is the anticlockwise 
solution, which is more likely to be observed in the 
model and that is observed in the experiment, while 
in the shallower well we find the clockwise solu- 
tion, which is not observed in the experiment. The 
two probabilities of escaping from one basin to the 
other are different. 

6. Conclusions 

We model an annular combustor with M = 18 
burners, with a simple flame saturation model that 
neglects the HRR not in phase with the acoustic 
pressure. We show how a small loss of rotational 
symmetry pushes the pressure antinodes of the first 
order azimuthal instability towards two preferen- 
tial azimuthal locations, one location and the same 
location rotated by π , as found in two different lab- 
oratory experiments and in one industrial scale en- 
gine. 

We then model recent experimental evidence 
showing that the heat release response depends on 

the direction of the spinning wave, i.e. on the nature 
angle 2 χ . For the annular experiment considered, 
the HRR is found to be larger for a wave rotating 
in anticlockwise direction than in clockwise direc- 
tion. We model this effect and find that it pushes 
the anticlockwise solution to larger amplitudes and 

the clockwise solution to smaller amplitudes, while 
mantaining both solutions as attractors in the de- 
terministic case, i.e in absence of background noise. 
When noise is considered, we present numerical ev- 
idence of how it is possible that the system escapes 
from the basin of attraction of the clockwise so- 
lution because of the noise, and that this can hap- 

pen in a matter of seconds, and then easily go un- 
detected in the experiment. We present numerical 
evidence that it is harder for the system to escape 
from the basin of attraction of the anticlockwise 
solution, which is the only one measured in the ex- 
periments. A comparison of the statistics of the na- 
ture angle 2 χ between model and experiment shows 
a good qualitative agreement. 
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