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Abstract

The subject of this thesis is the study of quantum harmonic analysis and time-
frequency analysis, and in particular the intersection of these two fields. Quantum
harmonic analysis is studied abstractly both by obtaining new results and by
extending the setting to other abelian and nonabelian groups. Tools and results
from quantum harmonic analysis are used to study concepts from time-frequency
analysis, for instance localization operators and Cohen’s class, obtaining new results
and generalizations and reinterpretations of old results in time-frequency analysis.
Concepts and results in time-frequency analysis also inspire new directions, results
and proofs in quantum harmonic analysis such as the careful study of Fourier series
of operators in a general setting.

Sammendrag

I denne avhandlingen studeres de to matematiske teoriene kvante-harmonisk analyse
og tid-frekvens-analyse, med et spesielt fokus på skjæringspunktet mellom disse
teoriene. Vi studerer kvante-harmonisk analyse abstrakt, både ved å vise nye
resultater og gjennom å utvide domenet hvor kvante-harmonisk analyse er gyldig til
andre abelske og ikke-abelske grupper. I tillegg bruker vi redskaper og resultater
fra kvante-harmonisk analyse til å studere konsepter i tid-frekvens-analyse, som
lokaliseringsoperatorer og Cohens klasse, og finner derigjennom både nye resultater
samt generaliseringer og nytolkninger av gamle resultater i tid-frekvens-analyse.
Konsepter og resultater i tid-frekvens-analyse inspirerer også nye retninger, resultater
og bevis i kvante-harmonisk analyse, eksempelvis en grundig studie av Fourierrekker
for operatorer.
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Preface

This thesis is submitted in partial fulfillment of the requirements for the degree of
Philosophiae Doctor (PhD) in Mathematical Sciences at the Norwegian University
of Science and Technology (NTNU). The research presented here was conducted
at the Department of Mathematical Sciences at NTNU, under the supervision of
Professor Franz Luef and Associate Professor Eduard Ortega.

The main part of the thesis is comprised of seven research papers, five of which
have been accepted for publication in research journals. The last two are preprints.
All the papers appear in their published or preprint form, except for a small number
of clarifications as well as some minor changes in notation for consistency across
the thesis. There is also an introduction, serving to provide necessary background
for the thesis in a manner that motivates and connects the seven papers. At the end
of the introduction, there is a short summary of each of the research papers, where
any noteworthy changes from the published version are listed. The reference lists of
the papers and introduction have been consolidated to a single list of references at
the end of the thesis.
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Chapter 1

Quantum harmonic analysis

The papers of this thesis either directly concern or are motivated by two fields
of mathematics: time-frequency analysis and quantum harmonic analysis. This
introduction therefore aims to give a brief overview of the relevant parts of these
fields, with the goal of motivating the research papers. Unlike time-frequency
analysis, the basics of quantum harmonic analysis are currently not readily available
in monographs and surveys. Explaining and motivating this theory will therefore be
an important part of the introduction. A brief summary of each of the papers that
constitute this thesis is included in the last part of the introduction. After reading the
introduction, the reader should have some insight into the motivation for the various
papers, how the papers fit together and how the main results fit into the literature.
So the introduction aims in no way for completeness, neither in its coverage of
background material nor of the papers of this thesis.

1.1 Three fundamental theorems of Wiener

In order to understand the motivation for quantum harmonic analysis, we turn to the
well-known theory of harmonic analysis of functions. While harmonic analysis is
a vast field of mathematics today, we will mainly be concerned with the circle of
ideas and results going back to Wiener’s work, as outlined in [253]. This means
that we will study properties of convolutions and Fourier transforms of functions.
Let us recall that the Fourier transform of a function 𝑓 on R𝑑 for some 𝑑 ∈ N is the
function F ( 𝑓 ) on R𝑑 given by

F ( 𝑓 ) (𝜔) =
∫
R𝑑
𝑓 (𝑥)𝑒−2𝜋𝑖𝜔 ·𝑥 𝑑𝑥,

and let 𝑇𝑥 for 𝑥 ∈ R𝑑 denote the translation operator which acts on a function 𝑓 by

𝑇𝑥 𝑓 (𝑡) = 𝑓 (𝑡 − 𝑥) for 𝑡 ∈ R𝑑 .

3



Chapter 1. Quantum harmonic analysis

One of the main results of Wiener is then the following approximation theorem.

Theorem (Wiener’s approximation theorem). Let 𝑓 ∈ 𝐿1(R𝑑). The translates
{𝑇𝑥 𝑓 }𝑥∈R𝑑 span a dense subspace (in the norm topology) of 𝐿1(R𝑑) if and only if
F ( 𝑓 ) has no zeros.

One of the aspects of the approximation theorem that makes it rather deep, is the
fact that density is in the norm of 𝐿1(R𝑑). In fact, there is another version of this
result for 𝐿2(R𝑑), the proof of which is almost trivial since F is an isomorphism on
𝐿2(R𝑑) by the celebrated Plancherel theorem. Such a trivial proof is not possible
when we work with 𝐿1(R𝑑), since F maps 𝐿1(R𝑑) into a very different space
of functions. This is a phenomenon that will reappear when we start looking at
quantum harmonic analysis.

An important consequence of the approximation theorem is Wiener’s celebrated
Tauberian theorem. To state this result, we need the convolution 𝑓 ∗ 𝑔 of 𝑓 , 𝑔 ∈
𝐿1(R𝑑) defined by

𝑓 ∗ 𝑔(𝑥) =
∫
R𝑑
𝑓 (𝑡)𝑔(𝑥 − 𝑡) 𝑑𝑡 for 𝑥 ∈ R𝑑 .

In this context, the intuition to keep in mind when interpreting 𝑓 ∗ 𝑔 is, for 𝑑 = 1,
that 𝑔 is a real-valued function supported in a small interval [−𝑎, 𝑎]. Then

𝑓 ∗ 𝑔(𝑥) =
∫ ∞

−∞
𝑓 (𝑡)𝑔(𝑥 − 𝑡) 𝑑𝑡

=

∫ 𝑥+𝑎

𝑥−𝑎
𝑓 (𝑡)𝑔(𝑥 − 𝑡) 𝑑𝑡,

which shows that the value of 𝑓 ∗ 𝑔(𝑥) is obtained as a weighted average of the
values of 𝑓 (𝑡) for 𝑡 ∈ [𝑥 − 𝑎, 𝑥 + 𝑎], where 𝑔 determines the weights. The relevant
interpretation of the term Tauberian theorems in this setting is a theorem that allows
deductions about a sequence/function to be made based on properties of a weighted
average of the sequence/function. If we interpret convolutions as weighted averages,
the name of the following seminal theorem is indeed quite fitting.

Theorem (Wiener-Pitt Tauberian theorem). Suppose 𝑓 ∈ 𝐿∞(R𝑑) and ℎ ∈ 𝐿1(R𝑑)
such that F (ℎ) has no zeros. Then the following implication holds for 𝐴 ∈ C: if

lim
|𝑥 |→∞

( 𝑓 ∗ ℎ) (𝑥) = 𝐴
∫
R𝑑
ℎ(𝑦) 𝑑𝑦, (1.1.1)

then for any 𝑔 ∈ 𝐿1(R𝑑) we have

lim
|𝑥 |→∞

( 𝑓 ∗ 𝑔) (𝑥) = 𝐴
∫
R𝑑
𝑔(𝑦) 𝑑𝑦.

Furthermore, if 𝑓 is slowly oscillating, then (1.1.1) implies that lim |𝑥 |→∞ 𝑓 (𝑥) = 𝐴.
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1.1. Three fundamental theorems of Wiener

The Tauberian aspect of theorem is perhaps clearest in the final sentence, which
is due to Pitt: it says that for slowly oscillating functions 𝑓 , we can deduce the
behaviour of 𝑓 as |𝑥 | → ∞ from the behaviour of the weighted average 𝑓 ∗ ℎ. Of
course, slowly oscillating has a precise meaning, and the eager reader may skip
ahead to Paper E for the definition.

Before moving on to quantum harmonic analysis, let us recall another classic
result on Fourier series by Wiener. We refer to it as Wiener’s lemma, as Wiener
used it as a lemma to prove the approximation theorem above.

Theorem (Wiener’s lemma). Let 𝑐 = {𝑐𝑛}𝑛∈Z ∈ ℓ1(Z), and consider the associated
absolutely convergent Fourier series

𝑐(𝑥) :=
∑︁
𝑛∈Z

𝑐𝑛𝑒
2𝜋𝑖𝑥𝑛 for 𝑥 ∈ [0, 1] .

If 𝑐 is invertible, meaning that it vanishes nowhere, then the inverse 1/𝑐 is also an
absolutely convergent Fourier series 1/𝑐 = 𝑑 for some 𝑑 ∈ ℓ1(Z).

As we will soon be studying a version of harmonic analysis for operators, it
is worth noting that whereas Wiener’s original proof for this result was rather
complicated, a slick operator-theory flavoured proof due to Gelfand is today a
standard first example in textbooks on Gelfand’s theory of Banach algebras. This is
an early example of methods with roots in operator theory illuminating harmonic
analysis, and many of the results in this thesis fall into a similar category.

The three theorems of Wiener given above have had profound consequences
both within harmonic analysis and in other areas — the Tauberian theorem can
for instance be used to give a proof of the prime number theorem. We should
also mention that formulating the first two theorems for functions and the third for
sequences might be somewhat misleading: there are approximation and Tauberian
theorems for sequences and a version of Wiener’s lemma for functions. In fact,
Weil [250] observed that this circle of ideas can be formulated in the abstract context
of locally compact abelian groups. Picking the groups R𝑑 and Z𝑑 gives results for
functions and sequences, respectively. We bring this up because the assumption
that the group is abelian is crucial for the theory to work in a straightforward way.
For non-abelian groups, the theory of Fourier transforms needs a very abstract
formulation, and if the group is not reasonably nice (the technical term is that the
group is of type 1), the Fourier theory can become quite horrible. Paper G partly
concerns the Fourier analysis on the affine group, which is not abelian yet luckily of
type 1.
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Chapter 1. Quantum harmonic analysis

1.2 Quantum harmonic analysis

We now turn to quantum harmonic analysis. Proofs of many of these results can be
found in [203], which is not included in this doctoral thesis as some of the results
were already contained in the author’s master’s thesis. Unlike the classical results
of Wiener mentioned above, which only deal with functions, quantum harmonic
analysis extends the classical theory to include operators on a Hilbert space. If we
look back to the previous section to see what objects we defined there, it is quite
clear what we need to extend the theory to include operators:

1. A Banach space of operators that can play the role of 𝐿1(R𝑑).

2. A way to translate operators, as an analogue of the translation operator 𝑇𝑥 for
functions.

3. A convolution operation for operators.

4. A Fourier transform that acts on operators.

The list above leads to more new questions than it answers: Operators on which
Hilbert space? What should a “Fourier transform” for operators be? We translate
functions by points 𝑥 ∈ R𝑑 , but what should we translate operators by? The correct
answers to these questions were given by Werner in a seminal paper [251] from
1984. However, before we move to explaining the “how” of quantum harmonic
analysis, it is worth dwelling for a moment on the “why”: what is there to gain by
including operators into the theory?

From the perspective of pure mathematics, this extension is valuable for the
simple reason that it works: it is possible to define all the objects listed above, in
such a way that results like Wiener’s approximation theorem still hold. It is quite
remarkable that the theory for operators works in essentially the same way as for
functions, even though operator composition is not commutative — unlike function
multiplication.

Furthermore, for certain special cases – for instance by picking operators of a
specific form — the objects in quantum harmonic analysis become well-studied
objects from mathematical physics and time-frequency analysis. The analogues
of Wiener’s theorems in quantum harmonic analysis then give results for these
well-known objects. Some of these results will be new in mathematical physics and
time-frequency analysis, others will be familiar. But even when the result is familiar,
quantum harmonic analysis might still offer a more natural and convenient expression
of the result, and it also comes with a wealth of intuition from harmonic analysis.
A familiar, technical result in time-frequency analysis might suddenly express a
natural property of convolutions and Fourier transforms, when the convolutions and
Fourier transforms are those of quantum harmonic analysis.
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1.2. Quantum harmonic analysis

1.2.1 The basic definitions and results

The basic objects of quantum harmonic analysis are functions 𝑓 on phase space
R2𝑑 and operators 𝐴 ∈ L(𝐿2), where L(𝐿2) always denotes the Banach space of
bounded, linear operators on the Hilbert space 𝐿2(R𝑑).

Schatten ideals of bounded operators

We start by considering the space of operators that will play the role of 𝐿1(R𝑑).
As many authors have realized, a natural candidate is the space S1 of trace class
operators on 𝐿2(R𝑑). For any positive bounded, linear operator 𝐴 on 𝐿2(R𝑑), the
trace of 𝐴 is the number

tr(𝐴) =
∞∑︁
𝑛=1
〈𝐴𝑒𝑛, 𝑒𝑛〉𝐿2 , (1.2.1)

where {𝑒𝑛}∞𝑛=1 is any orthonormal basis for 𝐿2(R𝑑). We think of the trace as an
operator-analogue of the integral of a function, and with this in mind the analogue
of 𝐿1(R𝑑) is clearly the set S1 of operators 𝑆 satisfying tr( |𝑆 |) < ∞, with |𝑆 | the
positive part in the polar decomposition of 𝑆. It is well-known that S1 becomes a
Banach space of compact operators with the norm ‖𝑆‖S1 = tr( |𝑆 |), and that the trace
extends to a bounded linear functional on all of S1 by (1.2.1), even for non-positive
operators.

As we will see in this thesis, it is possible to define analogues S 𝑝 of all the
𝐿 𝑝 (R𝑑) spaces for 1 ≤ 𝑝 ≤ ∞. For this introduction, we will need one more of
these spaces, namely the analogue S2 of 𝐿2(R𝑑): the Hilbert-Schmidt operators.
The space S2 consists of those bounded operators 𝑇 on 𝐿2(R𝑑) such that 𝑇∗𝑇 is a
trace class operator. Just like 𝐿2(R𝑑), S2 stands out from the other S 𝑝-spaces by
being a Hilbert space when given the inner product

〈𝑆, 𝑇〉S2 := tr(𝑆𝑇∗).

Proving results in quantum harmonic analysis for S2 is often significantly easier
than for S1, because the Fourier transform for operators that we will define turns out
to be unitary from S2 to 𝐿2(R2𝑑), allowing us to work with functions rather than
operators. A similar trick is not available for S1 — for instance, there is no natural
bijection from S1 to 𝐿1(R2𝑑)— so it will often take some effort to deduce results
for S1. This situation is reminiscent of what we saw for functions. As mentioned,
proving Wiener’s approximation theorem for 𝐿2(R𝑑) is almost trivial, while the
result for 𝐿1(R𝑑) is much deeper.
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Chapter 1. Quantum harmonic analysis

Translations and convolutions of operators

In order to define a translation for operators, we first need to define the time-frequency
shifts 𝜋(𝑧) ∈ L(𝐿2), which for 𝜓 ∈ 𝐿2(R𝑑), 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 are given by

𝜋(𝑧)𝜓(𝑡) = 𝑀𝜔𝑇𝑥𝜓(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡 − 𝑥).

Here 𝑀𝜔 ∈ L(𝐿2) denotes the modulation operator 𝑀𝜔𝜓(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡), and
we have already met the translation operator 𝑇𝑥 in the previous section. As we
will see later, the time-frequency shifts play a fundamental role in time-frequency
analysis, which is where we borrow the terminology from — a physicist would
be more inclined to call 𝜋(𝑧) Weyl operators or the Schrödinger representation.
Using the time-frequency shifts, we can define the translation 𝛼𝑧 (𝑆) of an operator
𝑆 ∈ L(𝐿2) by 𝑧 ∈ R2𝑑 to be

𝛼𝑧 (𝑆) := 𝜋(𝑧)𝑆𝜋(𝑧)∗.

The reader wondering why this is a sensible definition of a translation of operators
may have a look at Remark 2.1 in Section 2.2.2.

To motivate the definition of the convolutions in quantum harmonic analysis,
note that we can rewrite the convolution of 𝑓 , 𝑔 ∈ 𝐿1(R2𝑑) in two ways, namely

𝑓 ∗ 𝑔 =

∫
R2𝑑

𝑓 (𝑧)𝑇𝑧𝑔 𝑑𝑧,

𝑓 ∗ 𝑔(𝑧) =
∫
R2𝑑

𝑓 (𝑧′)𝑇𝑧 �̌�(𝑧′) 𝑑𝑧′,

where �̌�(𝑡) = 𝑔(−𝑡) and the first integral must be interpreted as a Bochner integral
of an integrand taking values in 𝐿1(R2𝑑).

There are two new convolution operations in quantum harmonic analysis. First,
we wish to define the convolution 𝑓 ★ 𝑆 of 𝑓 ∈ 𝐿1(R2𝑑) with 𝑆 ∈ S1. To define
this, consider the first expression for 𝑓 ∗ 𝑔 above. If we replace 𝑔 by 𝑆 and 𝑇𝑧 by 𝛼𝑧 ,
we end up with

𝑓 ★ 𝑆 :=
∫
R2𝑑

𝑓 (𝑧)𝛼𝑧 (𝑆) 𝑑𝑧,

which is a Bochner integral converging in S1. In particular, the reader should note
that the convolution of a function with an operator is an operator. We also define
𝑆 ★ 𝑓 := 𝑓 ★ 𝑆. Then, we wish to define the convolution 𝑆 ★𝑇 of two operators
𝑆, 𝑇 ∈ S1. For this, we turn to the second expression for 𝑓 ∗ 𝑔 above. If we replace
𝑓 by 𝑆, �̌� by 𝑇 , 𝑇𝑧 by 𝛼𝑧 and the integral by a trace, we get

𝑆 ★𝑇 (𝑧) := tr(𝑆𝛼𝑧 (𝑇)).
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1.2. Quantum harmonic analysis

Of course, 𝑇 is more than a formal notation: it is given by 𝑇 = 𝑃𝑇𝑃, where 𝑃 is the
parity operator 𝑃𝜓(𝑡) = 𝜓(−𝑡). The reader should note that the convolution of two
operators is a function on R2𝑑 .
Remark 1.1. The alert reader will note that we use ★ to denote both of these new
convolutions. The correct definition can always be deduced from the context.

Calling these new operations convolutions immediately raises a question: do
they behave at all like the familiar convolutions of functions? The short answer is
that they do, as shown by Werner [251]. One lemma of fundamental importance
concerns the integrability of functions 𝑆 ★𝑇 .

Lemma 1.2.1. Let 𝑆, 𝑇 ∈ S1. Then 𝑆 ★𝑇 ∈ 𝐿1(R2𝑑) with∫
R2𝑑

𝑆 ★𝑇 (𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑇).

This is of course an analogue of the fact from harmonic analysis that 𝑓 ∗ 𝑔 ∈
𝐿1(R𝑑) if 𝑓 , 𝑔 ∈ 𝐿1(R𝑑), with∫

R𝑑
𝑓 ∗ 𝑔(𝑥) 𝑑𝑥 =

(∫
R𝑑
𝑓 (𝑥) 𝑑𝑥

) (∫
R𝑑
𝑔(𝑥) 𝑑𝑥

)
.

On the other hand, if we choose 𝑆 and 𝑇 to be rank-one operators, one can show
that the lemma contains as a special case Moyal’s identity (see Section 2.1).

Proposition 1.2.2. The convolutions introduced above are commutative. Further-
more, they are associative. More precisely, for 𝑓 , 𝑔 ∈ 𝐿1(R2𝑑) and 𝑅, 𝑆, 𝑇 ∈ S1

( 𝑓 ∗ 𝑔) ★ 𝑆 = 𝑓 ∗ (𝑔 ★ 𝑆)
𝑓 ∗ (𝑆 ★𝑇) = ( 𝑓 ★ 𝑆) ★𝑇
(𝑅 ★ 𝑆) ★𝑇 = 𝑅 ★ (𝑆 ★𝑇).

This last proposition is deceptively easy to formulate and prove, but it contains
many noteworthy aspects.
Remark 1.2. 1. The commutativity of the convolution of two operators, i.e.

𝑆 ★ 𝑇 = 𝑇 ★ 𝑆, highlights a very useful property of the trace: it satisfies
tr(𝐴𝐵) = tr(𝐵𝐴) for 𝐴, 𝐵 ∈ S1. So even though 𝑆 ★𝑇 is defined in terms
of the non-commutative product in L(𝐿2), the trace still ensures that the
convolutions are commutative.

2. The associativity conditions show that three different convolution operations
are compatible, and one of these is the usual convolution ∗ of functions.
This suggests that quantum harmonic analysis is not merely an analogue of
harmonic analysis, but an extension. This perspective will reappear when
we consider the quantum harmonic analysis version of Wiener’s Tauberian
theorem.
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Chapter 1. Quantum harmonic analysis

3. The last of the associativity conditions has the most involved proof, and it
might break if one tweaks the setup in different ways, see Papers C and G.

4. If one writes out some of the associativity conditions for specific kinds of
operators or functions, one recovers various known results from the literature,
see for instance [109, Prop. 3.10] and [8, Lem. 4.1]. Quantum harmonic
analysis allows us to give a simple and illuminating proof of these results
as simply associativity of convolutions, whereas the original statements and
proofs tend to be rather technical.

Other results for convolutions of functions also generalize to quantum harmonic
analysis. An important example is the fact that the domains of convolutions can
be extended to other 𝐿 𝑝 and S 𝑝-spaces, giving an analogue of Young’s inequality
as stated in Paper A. However, perhaps the most useful property of convolution
of functions is its interaction with the Fourier transform. It is therefore time to
introduce the Fourier transforms in quantum harmonic analysis.

1.2.2 The Fourier-Wigner transform

As the Fourier transform of an operator 𝑆 ∈ S1, we will use the Fourier-Wigner
transform F𝑊 (𝑆), which defines a function on R2𝑑 by

F𝑊 (𝑆) (𝑧) := 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝑆𝜋(−𝑧)) for 𝑧 = (𝑥, 𝜔).

In particular, the Fourier transform of an operator is a function on phase space R2𝑑 .
To motivate the definition, recall that for 𝑓 ∈ 𝐿1(R2𝑑)

F ( 𝑓 ) (𝑧) =
∫
R2𝑑

𝑓 (𝑧′)𝑒−2𝜋𝑖𝑧 ·𝑧′ 𝑑𝑧′.

If we replace 𝑓 (𝑧′) by 𝑆, the integral by a trace and 𝑒2𝜋𝑖𝑧 ·𝑧′ by 𝑒−𝜋𝑖𝑥 ·𝜔𝜋(𝑧), we
obtain the definition of F𝑊 (𝑆). The definition is therefore natural if we use
𝐸 (𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔𝜋(𝑧) as an analogue of the characters 𝜒𝑧 (𝑧′) = 𝑒2𝜋𝑖𝑧 ·𝑧′ — we will
solidify this analogue using the so-called Weyl transform soon. Let us also mention
that the definition of F𝑊 is essentially the inverse of the group Fourier transform
for the (non-abelian) Heisenberg group.

As one would hope, F𝑊 shares many properties of the usual Fourier transform.
For 𝑆 ∈ S1 there is an analogue of the Riemann-Lebesgue lemma, which says that
F𝑊 (𝑆) belongs to the space 𝐶0(R2𝑑) of continuous functions vanishing at infinity.
The Fourier-Wigner transform also extends to a unitary map F𝑊 : S2 → 𝐿2(R2𝑑),
but the its main property in quantum harmonic analysis is the following.
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1.2. Quantum harmonic analysis

Proposition 1.2.3. Let 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆, 𝑇 ∈ S1. Then

F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 ( 𝑓 )F𝑊 (𝑆)
F𝜎 (𝑆 ★𝑇) = F𝑊 (𝑆)F𝑊 (𝑇),

where F𝜎 denotes the symplectic Fourier transform given by

F𝜎 𝑓 (𝑧) =
∫
R2𝑑

𝑓 (𝑧′)𝑒−2𝜋𝑖𝜎 (𝑧,𝑧′) 𝑑𝑧′

and 𝜎 is the symplectic form 𝜎(𝑧, 𝑧′) = 𝜔 · 𝑥 ′−𝜔′ · 𝑥 of 𝑧 = (𝑥, 𝜔) and 𝑧′ = (𝑥 ′, 𝜔′).

In words, the Fourier transform of a convolution is the product of Fourier
transforms, at least as long as we use the symplectic Fourier transform as the Fourier
transform of functions. This last point is of little consequence, as F𝜎 shares all
relevant properties of the usual Fourier transform F . In fact, F𝜎 appears because
phase space R2𝑑 is more correctly written as R𝑑 × R̂𝑑 , where R̂ denotes the dual
group. This technicality means that results are typically easier to state using the
symplectic Fourier transform, as we will see many times in this thesis.

These facts are all we need to state analogues of Wiener’s theorems for quantum
harmonic analysis, but before we do so it is worth dwelling for a moment on another
property of the Fourier-Wigner transform: the Hausdorff-Young inequality. There
is indeed a Hausdorff-Young inequality in this setting, saying that if 𝑆 ∈ S 𝑝 for
1 ≤ 𝑝 ≤ 2, then F𝑊 (𝑆) ∈ 𝐿𝑞 (R2𝑑) for 1

𝑝
+ 1
𝑞
= 1 with

‖F𝑊 (𝑆)‖𝐿𝑞 ≤ ‖𝑆‖S 𝑝 .

Just as the Hausdorff-Young inequality for functions, this inequality is known to
be unsharp. However, whereas the constants making the usual Hausdorff-Young
inequality sharp have been known for 45 years, the sharp constants in quantum
harmonic analysis is still an open question,1 as recently explored from the perspective
of group Fourier transforms on the Heisenberg group by Cowling et al. [66]. We
mention this to emphasize that obtaining analogues of known results in quantum
harmonic analysis is not necessarily a simple matter.

1.2.3 Wiener’s theorems in quantum harmonic analysis

The analogues of Wiener’s theorems in quantum harmonic analysis have been
proved by different authors over a time span of 35 years. The first of these, the
approximation theorem, was proved already by Werner [251] in 1984, in the paper
introducing quantum harmonic analysis.

1We were able to make some progress on this problem in [203], by showing that a sharp version
for trace class operators follows from an inequality due to Lieb [197].
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Theorem (Wiener’s approximation theorem, QHA). Let 𝑆 ∈ S1. The translates
{𝛼𝑧 (𝑆)}𝑧∈R2𝑑 span a dense subspace (in the norm topology) of S1 if and only if
F𝑊 (𝑆) has no zeros.

The proof of this result is not independent of Wiener’s original approximation
theorem, but exploits the fact that quantum harmonic analysis combines functions
and operators. This makes it possible to move from the operator setting to the
function setting. As an example, F𝑊 (𝑆) for 𝑆 ∈ S1 has no zeros if and only if the
function F𝜎 (𝑆 ★ 𝑆) = F𝑊 (𝑆)2 has no zeros.

An important consequence, also noted by Werner, is a result on injectivity and
dense ranges of convolutions. The proof is simply a bit of functional analysis.

Corollary 1.2.3.1. Let 𝑆 ∈ S1. The following are equivalent:

1. F𝑊 (𝑆) has no zeros.

2. If 𝐴 ∈ L(𝐿2) and 𝐴 ★ 𝑆 = 0, then 𝐴 = 0.

3. 𝐿1(R2𝑑) ★ 𝑆 is dense in S1.

In its current formulation, the corollary has a simple formulation in terms of
convolutions, but is also quite abstract. When we restrict to special classes of
operators in Section 3, we will see that the statements get a more concrete form and
often reduce to questions previously studied in the literature.

Wiener proved his approximation theorem in order to prove a Tauberian theorem.
In quantum harmonic analysis, it would take 35 years before the approximation
theorem was used to obtain a Tauberian theorem. This Tauberian theorem and
its consequences form the content of Paper E. The long time span from Werner’s
work to Paper E is not due to any big difficulties in deducing the Tauberian theorem
from the approximation theorem — it is not unreasonable to assume that Werner
would have included a Tauberian theorem in [251] if he believed that it would be
of interest for the community. Rather, it is a consequence of the fact that Werner’s
theory got little attention besides a few papers in mathematical physics for many
years. The aim of Paper E is therefore not just to prove a Tauberian theorem, but
also to argue that the developments in time-frequency analysis, Toeplitz operator
theory and mathematical physics after Werner’s original paper have shown that the
questions answered by the Tauberian theorems are of interest. The statement below
uses 𝐼𝐿2 to denote the identity operator on 𝐿2(R𝑑).

Theorem (Wiener Tauberian theorem for a bounded function, QHA). Let 𝑓 ∈
𝐿∞(R2𝑑), and assume that one of the following equivalent statements holds for
some 𝐴 ∈ C:
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(i) There is some 𝑆 ∈ S1 such that F𝑊 (𝑆) has no zeros and

𝑓 ★ 𝑆 = 𝐴 · tr(𝑆) · 𝐼𝐿2 + 𝐾

for some compact operator 𝐾 on 𝐿2(R𝑑).

(ii) There is some 𝑎 ∈ 𝐿1(R2𝑑) such that F (𝑎) has no zeros and

𝑓 ∗ 𝑎 = 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 + ℎ

for some ℎ ∈ 𝐶0(R2𝑑).

Then both of the following statements hold:

1. For any 𝑇 ∈ S1, 𝑓 ★𝑇 = 𝐴 · tr(𝑇) · 𝐼𝐿2 + 𝐾𝑇 for some compact operator 𝐾𝑇 .

2. For any 𝑔 ∈ 𝐿1(R2𝑑), 𝑓 ∗ 𝑔 = 𝐴 ·
∫
R2𝑑 𝑔(𝑧) 𝑑𝑧 + ℎ𝑔 for some ℎ𝑔 ∈ 𝐶0(R2𝑑).

The statement of this Tauberian theorem is long, and still only tells half the
story: there is a similar version where 𝑓 ∈ 𝐿∞(R2𝑑) is replaced by 𝑅 ∈ L(𝐿2),
which the reader can find in Paper E. To make the theorem more digestible, we start
by noting that the implication (𝑖𝑖) =⇒ (2) is just Wiener’s original Tauberian
theorem. Hence the new theorem extends the old theorem. Then note that the
function statements in (𝑖𝑖) and (2) concern functions that are constants, apart from a
perturbation that vanishes at infinity. The operator statements in (𝑖) and (1) concern
operators that are constants (times the identity operator), apart from a compact
perturbation. Statements (𝑖), (1) are therefore natural analogues of (𝑖𝑖), (2) if we
employ the widely used intuition that compact perturbations of an operator do not
affect the asymptotics of an operator — the compact operators are, in a sense, the
operator analogue of functions vanishing at infinity.

As we have seen, Pitt improved Wiener’s Tauberian theorem by showing that if
𝑓 is slowly oscillating, (𝑖𝑖) implies that lim |𝑥 |→∞ 𝑓 (𝑥) = 𝐴. An important question
in Paper E is the analogue of this statement (for 𝐴 = 0) when 𝑓 ∈ 𝐿∞(R2𝑑) is
replaced by 𝑅 ∈ L(𝐿2): under what assumptions on 𝑅 does 𝑅 ★ 𝑆 ∈ 𝐶0(R2𝑑) for
𝑆 ∈ S1 such that F𝑊 (𝑆) has no zeros imply that 𝑅 is compact? The answer turns
out to be deeply connected to a question about compactness of Toeplitz operators on
the so-called Bargmann-Fock space. This question has previously received attention
by many researchers in various contexts, see [16, 24, 91, 117].

Periodic operators and Fourier series of operators

Now only one of Wiener’s theorems from Section 1.1 remains: Wiener’s lemma on
Fourier series. Based on our discussion so far, we have a very clear candidate for
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Chapter 1. Quantum harmonic analysis

what a Fourier series of operators should look like: since we claimed that 𝐸 (𝑧) =
𝑒𝜋𝑖𝑥 ·𝜔𝜋(𝑧) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 is the operator analogue of 𝜒𝑧 (𝑧′) = 𝑒2𝜋𝑖𝑧 ·𝑧′, a
Fourier series expansion of an operator should intuitively be∑︁

𝑚,𝑛∈Z𝑑
𝑐𝑚,𝑛𝐸 (𝑚, 𝑛) =

∑︁
𝑚,𝑛∈Z𝑑

𝑐𝑚,𝑛𝑒
𝜋𝑖𝑚·𝑛𝜋(𝑚, 𝑛) (1.2.2)

for some sequence {𝑐𝑚,𝑛}𝑚,𝑛∈Z𝑑 . This notion turns out to be reasonable, and the
corresponding Wiener’s lemma was proved in 2004 by Gröchenig and Leinert [140].

Theorem 1.2.4 (Wiener’s lemma, QHA). Let 𝑎, 𝑏 > 0 and 𝑆 ∈ L(𝐿2) of the form

𝑆 =
∑︁

𝑚,𝑛∈Z𝑑
𝑐𝑚,𝑛𝑒

𝜋𝑖 (𝑎𝑚) ·(𝑏𝑛)𝜋(𝑎𝑚, 𝑏𝑛) (1.2.3)

for {𝑐𝑚,𝑛}𝑚,𝑛∈Z𝑑 ∈ ℓ1(Z2𝑑). If 𝑆 is an invertible operator, then there exists
{𝑑𝑚,𝑛}𝑚,𝑛∈Z𝑑 ∈ ℓ1(Z2𝑑) such that

𝑆−1 =
∑︁

𝑚,𝑛∈Z𝑑
𝑑𝑚,𝑛𝑒

𝜋𝑖 (𝑎𝑚) ·(𝑏𝑛)𝜋(𝑎𝑚, 𝑏𝑛).

Remark 1.3. The reader will note that we have added a couple of parameters 𝑎, 𝑏.
This is not just a trivial extension of considering 𝑎 = 𝑏 = 1 as in (1.2.2), because
the structure of operators given by Fourier series depends heavily on the values
of 𝑎 and 𝑏. For instance, if 𝑎 = 𝑏 = 1, then two operators given by Fourier
series will commute, as one easily shows that 𝜋(𝑚, 𝑛) and 𝜋(𝑚′, 𝑛′) commute for
𝑚, 𝑛, 𝑚′, 𝑛′ ∈ Z𝑑 . In fact, if we let A𝑎𝑏 be the closure in L(𝐿2) of operators of the
form (1.2.3) for fixed 𝑎, 𝑏, then A𝑎𝑏 is the noncommutative torus with parameter
\ = 𝑎𝑏. The first systematic study of noncommutative tori was undertaken by
Rieffel [222], who showed that the structure of A𝑎𝑏 as a 𝐶∗-algebra is very sensitive
to the value of \ = 𝑎𝑏. One can also consider more general lattices in R2𝑑 , not
necessarily of the form 𝑎Z𝑑 × 𝑏Z𝑑 , which we will do in Paper D.

Although this result is clearly an analogue of Wiener’s lemma, its proof is very
far from being a simple translation of Wiener’s original result — this should not be
too surprising, as invertibility of a Fourier series �̂� simply means that �̂� vanishes
nowhere, while invertibility of an operator is significantly more complicated. In
fact, Gröchenig and Leinert did not reference quantum harmonic analysis when
proving the result; they proved it to solve an open problem in Gabor analysis on the
quality of Gabor frame generators and their dual windows — see Section 2.4 .

The notion of Fourier series of operators above fits well with the theory
of periodic operators developed by Feichtinger and Kozek [102]. An operator
𝑆 ∈ L(𝐿2) is said to be periodic with respect to 𝑎Z𝑑 × 𝑏Z𝑑 if for any (𝑚, 𝑛) ∈ Z2𝑑
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we have 𝛼(𝑎𝑚,𝑏𝑛) (𝑆) = 𝑆. For instance, one finds that if 𝑆 is periodic with respect to
𝑏−1Z𝑑 × 𝑎−1Z𝑑 , then 𝑆 does indeed have an expansion of the form (1.2.3). Part of
Paper D concerns revisiting the work of Feichtinger and Kozek from the perspective
of quantum harmonic analysis, adding some details to their proofs and extending
their results to apply to trace class operators. As usual, many statements are not
too difficult to prove for some operators, but extending the results to trace class
operators requires some more technical results. In Paper D, these results are then
used to deduce properties of a generalization of Gabor frames that we call Gabor
g-frames.

This is the end of our brief tour of quantum harmonic analysis, which has covered
both the background material from our paper [203], not included in the thesis, and
hinted at some of the ways in which this thesis extends quantum harmonic analysis.
This survey is far from exhaustive, covering neither all background material nor all
the directions this thesis will extend quantum harmonic analysis. Notable omissions
are the so far unmentioned Paper C, which will combine quantum harmonic analysis
with harmonic analysis of lattices, and Paper G which considers the extension of
quantum harmonic analysis to a non-unimodular group. We will now turn our
attention to the less abstract realm of time-frequency analysis, which also forms an
integral part of this thesis. It will allow us to give more concrete examples of the
objects we have looked at in quantum harmonic analysis, and also to see how the
abstract theorems of quantum harmonic analysis have valuable consequences in this
setting.
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Chapter 2

Time-frequency analysis

We will now give an introduction to relevant aspects of the field of time-frequency
analysis. For more complete treatments we refer to the monographs [57, 113, 131].

2.1 Time-frequency plane, short-time Fourier transform
and uncertainty principle

At its core, time-frequency analysis deals with functions 𝜓 on R𝑑 . At least for
𝑑 = 1, the variable in R𝑑 is thought of as time 𝑡, so that the functions 𝜓 are
considered to be time-dependent signals. The Fourier transform F (𝜓) is then the
frequency distribution of 𝜓: the size of |F (𝜓) (𝜔) |2 shows how much the frequency
𝜔 contributes to the energy of the signal 𝜓. Perhaps the most fundamental objects
in time-frequency analysis are the previously introduced time-frequency shifts
𝜋(𝑧) = 𝑀𝜔𝑇𝑥 for 𝑧 = (𝑥, 𝜔). The reason for their name is now clear: 𝜋(𝑧) is
the composition of 𝑇𝑥 , which shifts the signal 𝜓 in time, and 𝑀𝜔, which shifts
the frequency distribution of the signal since F (𝑀𝜔𝜓) (b) = F (𝜓) (b − 𝜔). We
will often refer to R2𝑑 as the time-frequency plane, as we think of its elements as
𝑧 = (𝑥, 𝜔) for a time 𝑥 and a frequency 𝜔.

By considering both 𝜓 and its Fourier transform F (𝜓), we can study both
the time and the frequency behaviour of a signal 𝜓. Unfortunately, even when
|F (𝜓) (𝜔) | is big, this gives no clue about when (i.e. for which 𝑡) the frequency
𝜔 contributes to the energy of the signal. One goal of time-frequency analysis is
therefore the construction of time-frequency distributions: maps𝑄 sending functions
𝜓 on R𝑑 to functions 𝑄(𝜓) on the time-frequency plane R2𝑑 such that |𝑄(𝜓) (𝑥, 𝜔) |
can be interpreted as the contribution of the frequency 𝜔 at the time 𝑥 to the energy
of the signal 𝜓.

The hope of finding such an ideal time-frequency distribution is severely limited
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by a fundamental metatheorem in time-frequency analysis: the uncertainty principle.
Put informally, the uncertainty principle states that

a function 𝜑 ∈ 𝐿2(R𝑑) cannot be arbitrarily well concentrated in both
time and frequency.

An important consequence of the uncertainty principle is that the concept of
instantaneous frequency will never make sense, in other words, we can never say
that the signal 𝜑 has the frequency 𝜔 at the time 𝑡. It is therefore unrealistic to
hope for a time-frequency distribution 𝑄 such that 𝑄(𝜓) (𝑥, 𝜔) gives precisely the
contribution of the frequency 𝜔 at the time 𝑥 to the energy of the signal 𝜓. However,
even though this interpretation of 𝑄(𝜓) (𝑥, 𝜔) is (at best) only approximately true,
it will still serve as a useful guide for us.

One of the most common time-frequency distributions, which will appear
throughout this thesis, is the short-time Fourier transform (STFT). Given 𝜓, 𝜑 ∈
𝐿2(R𝑑), the STFT of 𝜓 with window 𝜑 is the function 𝑉𝜑𝜓 on R2𝑑 given by

𝑉𝜑𝜓(𝑧) := 〈𝜓, 𝜋(𝑧)𝜑〉𝐿2 =

∫
R𝑑
𝜓(𝑡)𝑒−2𝜋𝑖𝜔 ·𝑡𝜑(𝑡 − 𝑥) 𝑑𝑡.

Its motivation is quite simple. The window 𝜑 should be picked such that |𝜑(𝑡) | is
negligible outside a small neighbourhood of 𝑡 = 0, and |F (𝜑) (𝜔) | is negligible
outside a small neighbourhood of𝜔 = 0. We may then think of 𝜑 as a time-frequency
atom concentrated near (0, 0) in the time-frequency plane R2𝑑 . It follows that
𝜋(𝑧)𝜑 is a time-frequency atom concentrated near 𝑧 in the time-frequency plane.
To measure the contribution to a signal 𝜓 of the frequency 𝜔 at time 𝑥, we simply
project 𝜓 onto our time-frequency atom 𝜋(𝑥, 𝜔)𝜑, i.e. consider 𝑉𝜑𝜓(𝑧). A typical
choice for the window 𝜑 is the normalized Gaussian

𝜑0(𝑡) = 2𝑑/4𝑒−𝜋𝑡 ·𝑡 .

If 𝑄(𝜓) (𝑥, 𝜔) is to represent the contribution of frequency 𝜔 at time 𝑥 to the
energy of 𝜓, then

∫
R2𝑑 𝑄(𝜓) (𝑥, 𝜔) 𝑑𝑥 𝑑𝜔 should represent the total energy ‖𝜓‖2

𝐿2

of 𝜓. We get an important example of such a distribution 𝑄 if we square the
modulus of the STFT for a normalized window 𝜑, which means that we consider
𝑄(𝜓) = |𝑉𝜑𝜓 |2, often called the spectrogram of 𝜓 with window 𝜑. This fact,
known as Moyal’s identity, is one of the most fundamental results in time-frequency
analysis.

Theorem (Moyal’s identity). Let 𝜓, 𝜑, b, [ ∈ 𝐿2(R𝑑). Then∫
R2𝑑

𝑉𝜑𝜓(𝑧)𝑉[b (𝑧) 𝑑𝑧 = 〈𝜓, b〉𝐿2 〈[, 𝜑〉𝐿2 .
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In particular, if ‖𝜑‖𝐿2 = 1, then∫
R2𝑑
|𝑉𝜑𝜓(𝑧) |2 𝑑𝑧 = ‖𝜓‖2𝐿2 .

2.2 Operators and time-frequency distributions

As we have now introduced both the basic building blocks of time-frequency
analysis and the ever-present influence of the uncertainty principle, we can start to
introduce the objects from time-frequency analysis that will be studied in detail in the
thesis: localization operators, Weyl transforms and Cohen’s class of time-frequency
distributions. Each concept will be introduced on its own terms, but we will soon
see that connections between these concepts abound.

2.2.1 Localization operators

A straightforward consequence of Moyal’s identity is a reconstruction formula: if
‖𝜑‖𝐿2 = 1 and we let 𝑉∗𝜑 : 𝐿2(R2𝑑) → 𝐿2(R𝑑) denote the operator

𝑉∗𝜑 (𝐹) =
∫
R2𝑑

𝐹 (𝑧)𝜋(𝑧)𝜑 𝑑𝑧,

where the integral is interpreted weakly, then 𝑉∗𝜑 is the adjoint of the map 𝑉𝜑 : 𝜓 ↦→
𝑉𝜑𝜓, and 𝑉∗𝜑 ◦𝑉𝜑 = 𝐼𝐿2 . In detail,

𝜓 =

∫
R2𝑑

𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧,

where the integral converges weakly. In light of our earlier interpretations, this result
is quite reasonable: we considered 𝜋(𝑥, 𝜔)𝜑 to be a time-frequency atom localized
near (𝑥, 𝜔) in the time-frequency plane R2𝑑 , and the reconstruction formula says
that we can synthesize our signal from all the time-frequency atoms 𝜋(𝑥, 𝜔)𝜑 if we
weight 𝜋(𝑥, 𝜔)𝜑 with the contribution 𝑉𝜑𝜓(𝑥, 𝜔) of the frequency 𝜔 at time 𝑥.

Using the reconstruction formula, we can construct a class of operators called
time-frequency localization operators in a natural way. Given a signal 𝜓 ∈ 𝐿2(R𝑑),
we can represent it in the time-frequency plane by forming 𝑉𝜑𝜓. But instead of
using the reconstruction formula to recover 𝜓, we modify 𝑉𝜑𝜓 by multiplying it
with a function 𝑚 ∈ 𝐿∞(R2𝑑). We then apply 𝑉∗𝜑 to 𝑚 · 𝑉𝜑𝜓 — in total we have
defined the time-frequency localization operator A𝜑

𝑚 acting on 𝜓 ∈ 𝐿2(R𝑑) by

A𝜑
𝑚(𝜓) = 𝑉∗𝜑 (𝑚𝑉𝜑𝜓) =

∫
R2𝑑

𝑚(𝑧)𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧.
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SinceA𝜑
𝑚(𝜓) is obtained by integrating up the time-frequency atoms 𝜋(𝑧)𝜑weighted

by 𝑚(𝑧)𝑉𝜑𝜓(𝑧), our intuition suggests that

𝑉𝜑
(
A𝜑
𝑚(𝜓)

)
(𝑧) = 𝑚(𝑧)𝑉𝜑𝜓(𝑧).

This will not be true. For one thing, the formulas do not work out, but more
fundamentally it would contradict the uncertainty principle: if it were true, we could
pick 𝑚 supported in an arbitrarily small ball around 0 in R2𝑑 , so interpreting the
STFT as a time-frequency distribution we get that A𝜑

𝑚(𝜓) would be supported in
an arbitrarily small subset of the time-frequency plane. Nevertheless, the intuition
that A𝜑

𝑚(𝜓) behaves like 𝑚(𝑧)𝑉𝜑𝜓(𝑧) in the time-frequency plane is often useful.
Often, 𝑚 is picked to be a characteristic function 𝜒Ω for some measurable Ω ⊂ R2𝑑 ,
and one then writes A𝜑

Ω
for A𝜑

𝜒Ω . The intuition then suggests that A𝜑

Ω
(𝜓) picks out

the part of 𝜓 “living in the region Ω in the time-frequency plane.” For instance, if
𝑑 = 1 and Ω = R × [−5, 5], then A𝜑

Ω
is a kind of band-pass filter, resynthesizing a

signal using only frequencies from −5 to 5. Even though these intuitions are not
strictly correct, they will reappear throughout the thesis.

2.2.2 The Wigner distribution and Weyl transform

Another common time-frequency distribution was first introduced in the context
of quantum mechanics by Wigner [254], and it is therefore called the Wigner
distribution. Given 𝜓 ∈ 𝐿2(R𝑑), the Wigner distribution of 𝜓 is the function𝑊 (𝜓)
defined on R2𝑑 by

𝑊 (𝜓) (𝑥, 𝜔) =
∫
R𝑑
𝜓(𝑡 + 𝑥/2)𝜓(𝑡 − 𝑥/2)𝑒−2𝜋𝑖𝜔𝑡 𝑑𝑡.

We postpone a discussion of the Wigner distribution as a time-frequency
distribution to the next subsection, and focus on its role in defining the Weyl
transform. For this, we first note that the Wigner distribution can be polarized to
give the cross-Wigner distribution of 𝜓, 𝜑 ∈ 𝐿2(R𝑑), given by

𝑊 (𝜓, 𝜑) (𝑥, 𝜔) =
∫
R𝑑
𝜓(𝑡 + 𝑥/2)𝜑(𝑡 − 𝑥/2)𝑒−2𝜋𝑖𝜔𝑡 𝑑𝑡.

The Weyl transform is a map sending functions on R2𝑑 to operators on 𝐿2(R𝑑);
in physics one might call it a quantization procedure. Given 𝑓 ∈ 𝐿2(R2𝑑), its
Weyl transform 𝐿 𝑓 can be defined in many equivalent ways, but in this thesis we
will follow the convention in time-frequency analysis and use the following weak
definition: 𝐿 𝑓 ∈ L(𝐿2) is the unique operator satisfying

〈𝐿 𝑓 𝜓, 𝜑〉𝐿2 (R𝑑) = 〈 𝑓 ,𝑊 (𝜑, 𝜓)〉𝐿2 (R2𝑑) for all 𝜓, 𝜑 ∈ 𝐿2(R𝑑).
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Our definition is not very explicit, but has the advantage that it generalizes to
much more general settings. By replacing the inner products in the definition by
duality brackets, one can even consider the Weyl transform of a tempered distribution
on R2𝑑 , which will in general not be a bounded operator on 𝐿2(R𝑑). In fact, our
assumption that 𝑓 ∈ 𝐿2(R2𝑑) is very restrictive: Pool [215] has shown that the Weyl
transform is unitary from 𝐿2(R2𝑑) onto S2, so if 𝑓 ∈ 𝐿2(R2𝑑) we can only obtain
Weyl transforms 𝐿 𝑓 in S2. By working with more general functions or distributions
𝑓 , one gets that any 𝑆 ∈ L(𝐿2) is given by 𝑆 = 𝐿 𝑓 for some unique distribution 𝑓

on R2𝑑 , which will often be exploited in the thesis. We call this 𝑓 the Weyl symbol
of 𝑆 = 𝐿 𝑓 .

Example 2.2.1. Given 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , consider the character 𝜒𝜎𝑧 defined on
R2𝑑 by 𝜒𝜎𝑧 (𝑧′) = 𝑒2𝜋𝑖𝜎 (𝑧,𝑧′) . Its Weyl transform can be shown to be 𝐿𝜒𝜎

𝑧
=

𝑒−𝜋𝑖𝑥 ·𝜔𝜋(𝑥, 𝜔). This explains why we considered operators 𝑒−𝜋𝑖𝑥 ·𝜔𝜋(𝑥, 𝜔) to be
characters in quantum harmonic analysis: they are the Weyl transforms of the natural
characters on R2𝑑 (recall from the discussion of the symplectic Fourier transform
that using 𝜒𝜎𝑧 rather than 𝜒𝑧 (𝑧′) = 𝑒2𝜋𝑖𝑧 ·𝑧′ is merely a matter of convenience).

Remark 2.1 (Weyl transform in quantum harmonic analysis). The Weyl transform
motivates the use of 𝛼𝑧 as a translation of operators. If 𝑓 ∈ 𝐿2(R2𝑑) and 𝑧 ∈ R2𝑑 ,
then

𝛼𝑧 (𝐿 𝑓 ) = 𝐿𝑇𝑧 𝑓 .

So the operator translation 𝛼𝑧 (𝑆) simply means that we translate the Weyl symbol
of 𝑆 by 𝑧. There are similar relations between the Weyl transform and convolutions,
for instance one has that

𝐿 𝑓 ★ 𝐿𝑔 = 𝑓 ∗ 𝑔.

This might suggest that quantum harmonic analysis is simply the image of the
usual harmonic analysis of functions under the Weyl transform, but the picture is
significantly more complicated as the Weyl transform does not send 𝐿1(R2𝑑) into
S1.

2.2.3 Comparing spectrograms and Wigner distributions

As we mentioned when discussing the uncertainty principle, there is no ideal
time-frequency distribution 𝑄. So far, we have met three examples: the STFT,
the spectrogram and the Wigner distribution. Both the spectrogram and Wigner
distribution1 are examples of quadratic time-frequency distributions, meaning
that 𝑄(𝑐𝜓) (𝑧) = |𝑐 |2𝑄(𝜓) (𝑧) for any 𝑧 ∈ R2𝑑 , 𝑐 ∈ C. However, they still have

1Ville [247] was the first to introduce the Wigner distribution as a time-frequency distribution. In
signal analysis it is therefore often called the Wigner-Ville distribution.
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Figure 2.1: Above: Contour plot of the spectrogram with Gaussian window (left) and 
Wigner distribution (right) of a chirp signal. Below: Contour plot of the spectrogram 
with Gaussian window (left) and Wigner distribution (right) of superposition of two 
chirp signals. Plots produced using time-frequency toolbox for Python [82].

somewhat different properties. The most obvious difference is perhaps that the 
spectrogram |𝑉𝜑𝜓 |2 is always a positive function, while Hudson [161] has shown 
that the Wigner distribution 𝑊 (𝜓) is only positive for certain Gaussians 𝜓. To 
get some further intuition about the similarities and differences of spectrograms 
and Wigner distributions, consider the two upper plots in Figure 2.1. It shows the 
spectrogram |𝑉𝜑𝜓 |2 and Wigner distribution of a chirp function 𝜓, i.e. a function 
whose frequency increases linearly with time: 𝜓(𝑡) = 𝑒𝑖𝑎𝑡2 for 𝑎 > 0.

We see that both the spectrogram and Wigner distribution show the expected 
behaviour: the frequency increases linearly with time. However, we also see that 
the Wigner distribution is less spread out along the frequency axis. One might 
therefore be tempted to say that the Wigner distribution gives a better time-frequency 
distribution than the spectrogram, but the picture changes drastically if we consider 
𝜓 that is a sum of two different chirp signals, see the two lower plots in Figure 2.1.

The spectrogram is still more spread out along the frequency axis, but shows the 
behaviour we expect from a superposition of chirp signals. The Wigner distribution
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Chapter 2. Time-frequency analysis

also shows one straight line for each chirp in the signal, but there is a third line
between them which does not correspond to an actual component of the signal. This
is the phenomenon of “ghost frequencies”.

These pictures show that the spectrograms looks like a somewhat smeared out
version of the Wigner distribution. This is not a coincidence, as we have the relation

|𝑉𝜑𝜓 |2 = 𝑊 (𝜓) ∗𝑊 (�̌�).

The spectrogram is therefore obtained by convolving the Wigner function 𝑊 (𝜓)
with the function𝑊 (�̌�). As we have mentioned, taking a convolution with a function
—𝑊 (�̌�) in this case — corresponds to replacing the value of𝑊 (𝜓) (𝑧) by a weighted
average of the values of 𝑊 (𝜓) (𝑧′) for 𝑧′ in a region Ω around 𝑧. Here Ω is the
region in R2𝑑 outside of which the function𝑊 (�̌�) is negligible, which should not
be too large if we pick 𝜑 that has little spread in time and frequency.

The fact that the spectrogram is obtained from the Wigner distribution by local
averaging, explains the behaviour in Figure 2.1. It is clearly the reason why the
spectrogram is more smeared out, but it also the cause of the ghost frequencies
vanishing. More information and illustrations from a more applied perspective may
be found in Flandrin’s recent monograph [113].

2.2.4 Cohen’s class of time-frequency distributions

We have seen that the spectrogram of 𝜓 is obtained by convolving the Wigner
distribution𝑊 (𝜓) with another function Φ = 𝑊 (�̌�) on R2𝑑 . If we allow Φ to vary
among all functions (even tempered distributions) on R2𝑑 , we get a whole class of
time-frequency distributions first defined by Cohen [59]. To be precise, Cohen’s
class of time-frequency distributions consists of time-frequency distributions 𝑄Φ

such that
𝑄Φ(𝜓) = 𝑊 (𝜓) ∗Φ.

Here Φ is a function or distribution on R2𝑑 , while 𝜓 is a signal on R𝑑 . We need to
pick Φ and 𝜓 so that the convolution above is well-defined. For instance, if Φ is a
tempered distribution, we must restrict 𝜓 to being a Schwartz function.

Both the Wigner distribution and spectrogram are examples of Cohen’s class,
corresponding to Φ = 𝛿0 (Dirac’s delta distribution) and Φ = 𝑊 (�̌�), respectively.
More examples will be explored in this thesis, for instance the Born-Jordan
distribution and Rihaczek distribution. Our main focus will, however, be a more
abstract study of the properties of 𝑄Φ in terms of the properties of Φ. Among the
questions we will consider, are the following:

1. For which Φ is 𝑄Φ(𝜓) a positive function for all signals 𝜓?
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2.3. Modulation spaces

2. Which 𝑄Φ preserve the energy, i.e. satisfy
∫
R2𝑑 𝑄Φ(𝜓) (𝑧) 𝑑𝑧 = ‖𝜓‖2𝐿2?

3. The spectrogram has many interesting properties, and it is known that some
of these properties do not hold for a general Cohen’s class distribution 𝑄Φ.
What does Φ need to satisfy for these properties of the spectrogram to hold
for 𝑄Φ?

Some answers to these questions were previously known, and Janssen’s survey
[172] gives a good overview of how properties of Φ influence properties of 𝑄Φ.
However, we will actually study 𝑄Φ in terms of the Weyl transform 𝐿Φ of Φ. This
will allow us to give more precise answers to (1) and (2): (1) becomes a question of
whether 𝐿Φ is a positive operator (this was already known [131]) and (2) a question
of whether 𝐿Φ is a trace class operator. As there are no simple characterizations of Φ
such that 𝐿Φ is positive and/or trace class, this suggests that studying Cohen’s class
in terms of Weyl operators is a fruitful endeavour. The first steps in this direction,
along with answers to (1) and (2), can be found in Paper A. The fact that we work
with operators also means that we are in the domain of quantum harmonic analysis.
This insight is also first laid out in Paper A, and allows us to attack (3) in Papers B,
D and F. We will return to these questions in Section 3.3 in this introduction.

2.3 Modulation spaces

Before we show how quantum harmonic analysis fits with time-frequency analysis,
we need to discuss two more aspects of the latter. The first of these are the
modulation spaces as introduced by Feichtinger [96]. Moyal’s identity shows that
for any 0 ≠ 𝜑 ∈ 𝐿2(R𝑑), the 𝐿2-norm of 𝑉𝜑𝜓 is an equivalent norm to ‖𝜓‖𝐿2 . The
modulation spaces are function spaces on R𝑑 defined by replacing the 𝐿2-norm of
𝑉𝜑𝜓 by other 𝐿 𝑝-norms. Here 𝒮(R𝑑) denotes the space of Schwartz functions.

Definition 2.3.1. Let 0 ≠ 𝜑 ∈ 𝒮(R𝑑) and 1 ≤ 𝑝, 𝑞 ≤ ∞. The modulation space
𝑀 𝑝,𝑞 (R𝑑) consists of all tempered distributions 𝜓 ∈ 𝒮′(R𝑑) such that

‖𝜓‖𝑀 𝑝,𝑞 :=

(∫
R𝑑

(∫
R𝑑
|𝑉𝜑𝜓(𝑥, 𝜔) |𝑝 𝑑𝑥

)𝑞/𝑝
𝑑𝜔

)1/𝑞

< ∞.

If 𝑝 = ∞ and/or 𝑞 = ∞, the corresponding integral is replaced by a supremum in
the usual way.

With the norm ‖𝜓‖𝑀 𝑝,𝑞 , 𝑀 𝑝,𝑞 (R𝑑) becomes a Banach space of distributions,
and it is an important fact that the definition is independent of the window function
𝜑 used — picking a different function gives the same space of distributions with an
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equivalent norm. For this introduction, we have chosen to restrict our attention to
unweighted modulation spaces. In Papers D and F we will add a weight function
to the setup, which leads to an even larger class of modulation spaces. To achieve
this, one needs to use stronger conditions than 𝜑 ∈ 𝒮(R𝑑) on 𝜑, and to work with
an even larger reservoir of distributions than 𝒮

′(R𝑑). This leads to some technical
complications, but even in this very general setting the modulation spaces are
Banach spaces, so they can still be studied effectively using the tools of functional
analysis.

The modulation spaces contain many interesting examples. An obvious example
is that 𝑀2,2(R𝑑) = 𝐿2(R𝑑), which is a reformulation of Moyal’s identity. If we had
allowed weight functions, which we do in Papers D and F, we could also obtain the
Bessel potential spaces

𝐻𝑠 (R𝑑) :=
{
𝜓 ∈ 𝒮′(R𝑑) :

∫
R𝑑
|F (𝜓) (𝜔) |2(1 + |𝜔 |2)𝑠 𝑑𝜔 < ∞

}
for 𝑠 ∈ R as examples. Another important example is the space 𝑀1,1(R𝑑), often
called Feichtinger’s algebra after its introduction by Feichtinger in [95] prior to the
introduction of general modulation spaces. The space 𝑀1,1(R𝑑) is a convenient
test function space in time-frequency analysis. It contains 𝒮(R𝑑) as a dense subset,
consists of continuous functions and is invariant under both the Fourier transform
and the time-frequency shifts. For us, the statement that a function is well-localized
in both time and frequency will often be formalized by assuming that the function
belongs to 𝑀1,1(R𝑑). What makes 𝑀1,1(R𝑑) preferable to 𝒮(R𝑑) in many cases
is that, in addition to simply containing more functions, 𝑀1,1(R𝑑) is a Banach
space whereas 𝒮(R𝑑) is only a Fréchet space. Furthermore, in the definition of
modulation spaces we can replace 𝜑 ∈ 𝒮(R𝑑) by any 𝜙 ∈ 𝑀1,1(R𝑑) and still obtain
an equivalent norm for the modulation spaces.

Much more can be said about modulation spaces. For instance, 𝑀 𝑝1,𝑞1 (R𝑑) ⊂
𝑀 𝑝2,𝑞2 (R𝑑) if and only if 𝑝1 ≤ 𝑝2 and 𝑞1 ≤ 𝑞2, and they satisfy the natural duality
relations (𝑀 𝑝,𝑞 (R𝑑)) ′ = 𝑀 𝑝′,𝑞′ (R𝑑) for 𝑝, 𝑞 < ∞ and 1 = 1/𝑝+1/𝑝′ = 1/𝑞+1/𝑞′.
In particular, 𝑀∞,∞(R𝑑) is the dual of the test function space 𝑀1,1(R𝑑), so in this
sense 𝑀∞,∞(R𝑑) is a natural reservoir of distributions which will play an important
role in Papers D and F. Finally, since we interpret 𝑉𝜑𝜓 as a time-frequency
distribution, the parameters 𝑝 and 𝑞 measure respectively the decay and smoothness
of 𝜓 — see the introduction to Paper F for more on this perspective.

2.4 Gabor frames

So far we have mainly been working in the continuous setting of R2𝑑 , but working
over discrete subsets of R2𝑑 is necessary both in real-world applications (for instance
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to wireless communication [238]) and — more importantly — this thesis. As a
step in this direction, we now consider the theory of Gabor frames. If 𝑎, 𝑏 > 0, a
function 𝜑 ∈ 𝐿2(R𝑑) generates a Gabor frame for 𝐿2(R𝑑) with respect to the lattice
𝑎Z𝑑 × 𝑏Z𝑑 ⊂ R2𝑑 if there exist constants 𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
𝑚,𝑛∈Z𝑑

|𝑉𝜑𝜓(𝑎𝑚, 𝑏𝑛) |2 ≤ 𝐵‖𝜓‖2𝐿2 for all 𝜓 ∈ 𝐿2(R𝑑).

The inequalities above can be viewed as a discretization of Moyal’s identity, but
whereas all 𝜑 ∈ 𝐿2(R𝑑) satisfy Moyal’s identity, the question of which triples
(𝜑, 𝑎, 𝑏) give Gabor frames is notoriously difficult. A famous example due to
Lyubarskii [207] and Seip-Wallstén [229, 230] says that if 𝑑 = 1, the Gaussian
𝜑(𝑡) = 𝑒−𝜋𝑡2 generates a Gabor frame with respect to a lattice 𝑎Z × 𝑏Z if and only
if 𝑎𝑏 < 1. A more recent contribution by Gröchenig and Stöckler [142] shows that
the same holds if 𝜑 is any totally positive function, but an example by Janssen [174]
shows that for other 𝜑 the set of 𝑎, 𝑏 such that 𝜑 generates a Gabor frame can be
very complicated.

An equivalent way of stating that 𝜑 defines a Gabor frame with respect to
𝑎Z𝑑 × 𝑏Z𝑑 is to say that the frame operator 𝑆𝜑 given by

𝑆𝜑 (𝜓) =
∑︁

𝑚,𝑛∈Z𝑑
𝑉𝜑𝜓(𝑎𝑚, 𝑏𝑛)𝜋(𝑎𝑚, 𝑏𝑛)𝜑 for 𝜓 ∈ 𝐿2(R𝑑)

defines a bounded, invertible operator on 𝐿2(R𝑑). It is easy to see that 𝑆𝜑 is the
composition 𝑆𝜑 = 𝐷𝜑𝐶𝜑 of the analysis operator 𝐶𝜑 : 𝐿2(R𝑑) → ℓ2(Z2𝑑), given
by

𝐶𝜑 (𝜓) (𝑚, 𝑛) = 𝑉𝜑𝜓(𝑎𝑚, 𝑏𝑛) for (𝑚, 𝑛) ∈ Z2𝑑 , 𝜓 ∈ 𝐿2(R𝑑),

and the synthesis operator 𝐷𝜑 : ℓ2(Z𝑑) → 𝐿2(R𝑑) given by

𝐷𝜑 (𝑐) =
∑︁

𝑚,𝑛∈Z𝑑
𝑐𝑚,𝑛𝜋(𝑎𝑚, 𝑏𝑛)𝜑 for 𝑐 = {𝑐𝑚,𝑛}𝑚,𝑛∈Z𝑑 ∈ ℓ2(Z2𝑑).

In the very special case that 𝑆𝜑 is not only invertible, but 𝑆𝜑 = 𝐶 · 𝐼𝐿2 for some
non-zero constant 𝐶, we immediately obtain that any 𝜓 ∈ 𝐿2(R𝑑) can be expressed
as a discrete superposition of time-frequency shifts of 𝜑:

𝜓 = 𝐶
∑︁

𝑚,𝑛∈Z𝑑
𝑉𝜑𝜓(𝑎𝑚, 𝑏𝑛)𝜋(𝑎𝑚, 𝑏𝑛)𝜑.

In this case, we say that 𝜑 generates a tight Gabor frame. But if 𝑆𝜑 is invertible
yet not a multiple of the identity operator, we can still write any signal 𝜓 as a
superposition of time-frequency shifts as above. In fact, let [ = (𝑆𝜑)−1(𝜑); the

25



Chapter 2. Time-frequency analysis

so-called canonical dual window of 𝜑. It is not difficult to show that 𝐷𝜑 ◦𝐶[ = 𝐼𝐿2 ,
so that for any 𝜓 ∈ 𝐿2(R𝑑)

𝜓 =
∑︁

𝑚,𝑛∈Z𝑑
𝑉[𝜓(𝑎𝑚, 𝑏𝑛)𝜋(𝑎𝑚, 𝑏𝑛)𝜑.

Expansions in terms of frames or orthonormal basis as above are often useful in
mathematics, but they become even more useful if the behaviour of the expansion
coefficients carry some meaning. What this means in our case is the following
question: what do the decay properties of the coefficients {𝑉[𝜓(𝑎𝑚, 𝑏𝑛)}𝑚,𝑛∈Z𝑑
tell us about 𝜓? To answer this, we need to assume more from 𝜑, b than simply that
they belong to 𝐿2(R𝑑): we need them to belong to 𝑀1,1(R𝑑). Luckily, the result of
Gröchenig and Leinert [140] that gave us Wiener’s lemma in quantum harmonic
analysis makes achieving this significantly easier: if 𝜑 ∈ 𝑀1,1(R𝑑) generates a
Gabor frame, then [ = (𝑆𝜑)−1(𝜑) ∈ 𝑀1,1(R𝑑). This implies the following result,
showing that the decay of the coefficients, as measured by ℓ𝑝,𝑞-norms, does indeed
say something about 𝜓.

Theorem 2.4.1. Assume that 𝜑 ∈ 𝑀1,1(R𝑑) generates a Gabor frame with respect
to 𝑎Z𝑑 × 𝑏Z𝑑 . Then any 𝜓 ∈ 𝑀 𝑝,𝑞 (R𝑑) for 1 ≤ 𝑝, 𝑞 ≤ ∞ has an expansion of the
form

𝜓 =
∑︁

𝑚,𝑛∈Z𝑑
𝑉[𝜓(𝑎𝑚, 𝑏𝑛)𝜋(𝑎𝑚, 𝑏𝑛)𝜑

for some [ ∈ 𝑀1,1(R𝑑), and there exist constants 𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖𝑀 𝑝,𝑞 ≤ ©«
∑︁
𝑛∈Z𝑑

( ∑︁
𝑚∈Z𝑑

|𝑉[𝜓(𝑎𝑚, 𝑏𝑛) |𝑝
)𝑞/𝑝ª®¬

1/𝑞

≤ 𝐵‖𝜓‖𝑀 𝑝,𝑞 .

Recall that in Section 2.2.4 we listed three questions about distributions of
Cohen’s class, and the last asked whether other elements of Cohen’s class shared
known properties of the spectrogram. One such property of the spectrogram is that
it is associated with a class of frames (the spectrogram appears in the definition
of Gabor frames), and these frames give equivalent norms for modulation spaces.
Showing that this generalizes to a much larger subset of Cohen’s class than the
spectrogram is the subject of papers D and F.
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Chapter 3

Time-frequency analysis meets
quantum harmonic analysis

So far, we have only vaguely hinted at the connections between quantum harmonic
analysis and time-frequency analysis. To make the connection precise, we start
by showing how we can recover familiar objects from time-frequency analysis
as special cases of the concepts in quantum harmonic analysis. With this basic
connection in place, we can start to look at how results in either of these fields imply
and motivate results in the other field — it is in this intersection that a substantial
part of the results in this thesis will reside.

3.1 Finding time-frequency analysis within quantum har-
monic analysis

The basic objects in quantum harmonic analysis are the convolutions and the
Fourier-Wigner transform. We will now consider these objects in the special case of
rank-one operators. A rank-one operator 𝜓 ⊗ 𝜑 ∈ S1 for 𝜓, 𝜑 ∈ 𝐿2(R𝑑) is given by

𝜓 ⊗ 𝜑(b) = 〈b, 𝜑〉𝐿2𝜓 for b ∈ 𝐿2(R𝑑).

Evaluating the operations of quantum harmonic analysis for rank-one operators
reproduces concepts of time-frequency analysis, as we first noted in [203]. Recall
that �̌�(𝑡) = 𝜓(−𝑡)

Lemma 3.1.1. Let 𝑓 ∈ 𝐿1(R2𝑑) and 𝜑, 𝜓, b, [ ∈ 𝐿2(R𝑑). Then

1. 𝑓 ★ (𝜑 ⊗ 𝜑) = A𝜑

𝑓
.

2. (𝜓 ⊗ 𝜑) ★ (b̌ ⊗ [̌) (𝑥, 𝜔) = 𝑉[𝜓(𝑥, 𝜔)𝑉b𝜑(𝑥, 𝜔).
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3. F𝑊 (𝜓 ⊗ 𝜑) (𝑥, 𝜔) = 𝑒𝑖 𝜋𝑥 ·𝜔𝑉𝜑𝜓(𝑥, 𝜔).

The first part of the lemma says that localization operators are examples of 
convolutions of functions with operators. The second part gives that spectrograms 
are examples of convolutions of two operators, since

|𝑉𝜑𝜓 |2 = (𝜓 ⊗ 𝜓) ★ (�̌� ⊗ �̌�).

Finally, the last part says that the STFT, apart from a phase factor, is an example of 
a Fourier-Wigner transform.

With these identifications in place, it is clear that we can obtain results on 
localization operators, spectrograms and STFTs by picking rank-one operators in the 
abstract results from Section 1.2.3. Examples of this will be prevalent throughout 
the thesis, but for this introduction we will consider the example that motivated us to 
investigate this connection in the first place in [203]. In [26], Bayer and Gröchenig 
proved several injectivity and density results for localization operators and the 
so-called Berezin transform. Among other results, they proved the following.

Corollary (Bayer and Gröchenig [26]). If 𝜑 ∈ 𝑀1,1 (R𝑑) and 𝑉𝜑 𝜑 has no zeros, 
then:

1. The Berezin transform 𝔅𝜑 is injective on L(𝐿2).

2. The set {A𝜑

𝑓
: 𝑓 ∈ 𝐿1(R2𝑑)} is dense in S1.

Here we have introduced the Berezin transform rather abruptly; a proper
introduction can be found in Paper E, but for now it suffices to note that it can be
written as

𝔅𝜑 (𝐴) = 𝐴 ★ (�̌� ⊗ �̌�) for 𝐴 ∈ L(𝐿2).

To understand how the result of Bayer and Gröchenig fits into quantum harmonic
analysis, let us define 𝑆 = 𝜑⊗𝜑 for 𝜑 ∈ 𝐿2(R𝑑). If we formulate Corollary 1.2.3.1 for
this particular 𝑆, using the lemma above to rewrite convolutions and Fourier-Wigner
transforms, we immediately obtain the following.

Theorem ( [203]). Let 𝜑 ∈ 𝐿2(R𝑑). The following are equivalent:

1. 𝑉𝜑𝜑 has no zeros.

2. If 𝐴 ∈ L(𝐿2) and 𝔅𝜑 (𝐴) = 0, then 𝐴 = 0.

3. 𝐿1(R2𝑑) ★ (𝜑 ⊗ 𝜑) = {A𝜑

𝑓
: 𝑓 ∈ 𝐿1(R2𝑑)} is dense in S1.
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3.2. Gabor frames in quantum harmonic analysis: Fourier series of operators

We see that Wiener’s approximation theorem in quantum harmonic analysis has
easily allowed us to improve the result of Bayer and Gröchenig, showing that their
assumption on the zeros of𝑉𝜑𝜑 can be added to a list of equivalent statements. Less
importantly, we have also replaced the assumption 𝜑 ∈ 𝑀1,1(R𝑑) by the weaker
𝜑 ∈ 𝐿2(R𝑑). The difficulty in showing the equivalences above lie in the previously
mentioned fact that working with S1 is significantly more complicated than working
with the Hilbert space S2 — the analogous result for S2 (with equivalences) was
already proved in [26].

Parts of Paper E is similarly concerned with exploring the consequences in
time-frequency analysis of the Tauberian theorem in quantum harmonic analysis.
Let us give an example, showing how quantum harmonic analysis can act as a bridge
connecting results that seem quite different at first glance. In [109] Fernández and
Galbis characterized those functions 𝑓 ∈ 𝐿∞(R2𝑑) such that A𝜑

𝑓
is compact for all

𝜑 ∈ 𝐿2(R𝑑): they are precisely the 𝑓 such that there is a non-zero Φ ∈ 𝒮(R2𝑑)
such that for every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ 𝑓 (𝑥, 𝜔) | = 0. (3.1.1)

Rewriting the localization operator as a convolution, this characterizes those 𝑓 such
that 𝑓 ★ 𝑆 is compact for all 𝑆 of the form 𝜑 ⊗ 𝜑. However, it is easily seen that
there is 𝑆 of this form such that F𝑊 (𝑆) has no zeros. Hence we are characterizing
those 𝑓 satisfying (𝑖) in the quantum harmonic analysis Tauberian theorem for
𝐴 = 0. Using the equivalence of (𝑖) and (𝑖𝑖) in this Tauberian theorem, we obtain
the following.

Theorem. Let 𝑓 ∈ 𝐿∞(R2𝑑). The following are equivalent:

1. There is some 𝑎 ∈ 𝐿1(R2𝑑) such that F (𝑎) has no zeros and 𝑓 ∗ 𝑎 vanishes
at infinity.

2. There is some 𝑆 ∈ S1 such that F𝑊 (𝑆) has no zeros and 𝑓 ★ 𝑆 is compact.

3. There is a non-zero Φ ∈ 𝒮(R2𝑑) such that for every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ 𝑓 (𝑥, 𝜔) | = 0.

The first of these statements is the original condition in Wiener’s Tauberian
theorem, so the condition of Fernández and Galbis on compactness of localization
operators actually gives a new characterization of the functions satisfying Wiener’s
Tauberian theorem. Implicit in this is also an open problem: does the equivalence
of 1. and 3. still hold when R2𝑑 is replaced by R𝑑? There is no natural analogue of
2. in this case, so it seems unlikely that the methods of [109] — which rely heavily
on functional analysis in spaces of operators — can be modified to fit this case.
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Chapter 3. Time-frequency analysis meets quantum harmonic analysis

3.2 Gabor frames in quantum harmonic analysis: Fourier
series of operators

Recall that if 𝜑 ∈ 𝐿2(R𝑑), then the Gabor frame operator 𝑆𝜑 with respect to the
lattice 𝑎Z𝑑 × 𝑏Z𝑑 is given by

𝑆𝜑 (𝜓) =
∑︁

𝑚,𝑛∈Z𝑑
𝑉𝜑𝜓(𝑎𝑚, 𝑏𝑛)𝜋(𝑎𝑚, 𝑏𝑛)𝜑.

It does not take much work to realize that there is a simple alternative (and
well-known) expression, namely

𝑆𝜑 =
∑︁

𝑚,𝑛∈Z𝑑
𝛼(𝑎𝑚,𝑏𝑛) (𝜑 ⊗ 𝜑).

Since we interpret 𝛼 as a translation, this shows that the Gabor frame operator
is the periodization of a rank-one operator 𝜑. For functions, the Fourier series
of a periodization is given by Poisson’s summation formula. Now we consider
another way in which quantum harmonic analysis and time-frequency analysis meet:
known concepts in time-frequency analysis can inspire generalizations to quantum
harmonic analysis. Let us formulate three natural questions of this kind:

1. Is there a Poisson summation formula for operators?

2. What does this formula say for Gabor frame operators?

3. Since Gabor frames correspond to periodizations of rank-one operators, is
there a kind of generalized Gabor frame that corresponds to periodizations of
general operators?

The answers to these questions are given in Paper D. First, there is indeed a
Poisson summation formula for operators. Here B′ is a Banach space of (potentially
unbounded) operators on 𝐿2(R𝑑), defined using time-frequency analysis by requiring
the Weyl symbol to lie in 𝑀∞,∞(R2𝑑), which includes L(𝐿2) as a subspace.

Theorem. Let 𝑆 ∈ S1. Then∑︁
𝑚,𝑛∈Z𝑑

𝛼(𝑎𝑚,𝑏𝑛) (𝑆) =
1

𝑎𝑑𝑏𝑑

∑︁
𝑚,𝑛∈Z𝑑

F𝑊 (𝑆) (𝑚/𝑏, 𝑛/𝑎)𝑒−𝜋𝑖𝑚·𝑛/𝑎𝑏𝜋(𝑚/𝑏, 𝑛/𝑎),

with weak* convergence of both sums in B′.

The reader should pay particular attention to the Banach spaces S1 and B′ in
the theorem. It is perfectly possible to restrict 𝑆 to a dense subspace of S1, and
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3.3. Cohen’s class as operator convolutions

replace B′ by L(𝐿2) — for this setting the result was already proved by Feichtinger
and Kozek [102]. The extension to 𝑆 ∈ S1 is new in Paper D, and requires a careful
study of continuity of certain mappings — again, proving results for S1 takes extra
care. The result also shows that time-frequency analysis can help make sense of
natural formulas in quantum harmonic analysis: the space L(𝐿2) used in Werner’s
original formulation of quantum harmonic analysis is simply not big enough for the
Poisson summation formula to hold for trace class operators.

To answer the second question, we let 𝑆 = 𝜑 ⊗ 𝜑. Inserting this into the Poisson
summation formula and using F𝑊 (𝑆) (𝑥, 𝜔) = 𝑒𝜋𝑖𝑥 ·𝜔𝑉𝜑𝜑(𝑥, 𝜔), we get that

𝑆𝜑 =
1
(𝑎𝑏)𝑑

∑︁
𝑚,𝑛∈Z𝑑

𝑉𝜑𝜑(𝑚/𝑏, 𝑛/𝑎)𝜋(𝑚/𝑏, 𝑛/𝑎).

This is the famous Janssen representation of the Gabor frame operator, first
established by Rieffel [223].

The third question is the main question in Paper D. The analogue of Gabor
frames are Gabor g-frames, as first defined in the mentioned paper. In short, a
Hilbert Schmidt operator 𝑆 generates a Gabor g-frame with respect to 𝑎Z𝑑 × 𝑏Z𝑑 if
there exist 𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
𝑚,𝑛∈Z𝑑

‖𝛼(𝑎𝑚,𝑏𝑛) (𝑆)𝜓‖2𝐿2 ≤ 𝐵‖𝜓‖2𝐿2 for all 𝜓 ∈ 𝐿2(R𝑑).

The associated g-frame operator on 𝐿2(R𝑑) is then

𝔖𝑆 =
∑︁

𝑚,𝑛∈Z𝑑
𝛼(𝑎𝑚,𝑏𝑛) (𝑆∗𝑆).

which also has a Janssen representation by the Poisson summation formula from
quantum harmonic analysis. We will have more to say on Gabor g-frames in the
next section.

3.3 Cohen’s class as operator convolutions

When we introduced Cohen’s class of time-frequency distributions, we claimed that
we would study it using tools from quantum harmonic analysis. To see how this is
possible, consider a Cohen’s class distribution

𝑄Φ(𝜓) = 𝑊 (𝜓) ∗Φ.

To rewrite this in terms of quantum harmonic analysis, we use a fact from [203]: if
𝑓 , 𝑔 are two functions on R2𝑑 , then

𝑓 ∗ 𝑔 = 𝐿 𝑓 ★ 𝐿𝑔
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Chapter 3. Time-frequency analysis meets quantum harmonic analysis

when these convolutions are defined; here 𝐿 𝑓 is the Weyl transform of 𝑓 . As one
can show that 𝐿𝑊 (𝜓) = 𝜓 ⊗ 𝜓, we get in particular that

𝑄Φ(𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿Φ.

The Weyl transform is defined and bijective on a large class of distributions (for
instance the tempered distributions). Hence nothing is lost by forgetting that 𝐿Φ
is the Weyl transform of a function Φ. We will therefore study Cohen’s class by
studying

𝑄𝑆 (𝜓) (𝑧) = (𝜓 ⊗ 𝜓) ★ 𝑆(𝑧)
for an operator 𝑆 — the ˇ is only there to simplify a few equations.

Example 3.3.1. 1. If 𝑆 = 𝜑 ⊗ 𝜑 for some 𝜑 ∈ 𝐿2(R𝑑), then𝑄𝑆 (𝜓) = |𝑉𝜑𝜓 |2 —
the spectrogram.

2. If 𝑆 = 𝑃, the parity operator, then 𝑄𝑆 (𝜓) = 𝑊 (𝜓) — the Wigner distribu-
tion. The underlying reason is that the Weyl transform 𝐿 𝛿 of Dirac’s delta
distribution is (up to a constant) 𝑃.

3. If we pick a localization operator 𝑆 = A𝜑

Ω
for some Ω ⊂ R2𝑑 , a quick

calculation shows that

𝑄𝑆∗𝑆 (𝜓) (𝑧) = ‖A𝜑

𝑧+Ω𝜓‖
2
𝐿2 .

By our interpretation of localization operators, the value of𝑄𝑆∗𝑆 (𝜓) (𝑧) is the
size of the part of 𝜓 living in the domain Ω + 𝑧 in the time-frequency plane.

More examples can be found in the papers in the thesis, for instance the 𝜏-Wigner
distributions in Paper E.

With this formalism in place, the first two questions in Section 2.2.4 get simple
answers: 𝑄𝑆 (𝜓) is positive for all 𝜓 if and only if 𝑆 is a positive operator, and in
that case 𝑄𝑆 (𝜓) preserves the energy if and only if 𝑆 is a trace class operator. We
also obtain a rather general uncertainty principle, namely:

Theorem. Let 𝑆 ∈ L(𝐿2). If Ω ⊂ R2𝑑 is a measurable subset such that∫
Ω

|𝑄𝑆 (𝜓) | 𝑑𝑧 ≥ (1 − 𝜖)‖𝑆‖L(𝐿2)

for some 𝜓 ∈ 𝐿2(R𝑑) with ‖𝜓‖𝐿2 = 1 and 𝜖 ≥ 0, then

`(Ω) ≥ 1 − 𝜖 .

These results can be found in Paper A. Note that the assumption allowing us to
prove the uncertainty principle, 𝑆 ∈ L(𝐿2), has no simple formulation in terms of
the Weyl symbol of 𝑆, i.e. in terms of Φ for 𝑄Φ.
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3.3. Cohen’s class as operator convolutions

3.3.1 Finer properties of the spectrogram in Cohen’s class

The more significant question in this thesis, however, is question (3) from Section
2.2.4: which Cohen’s class distributions share particular properties of the spec-
trogram? One property of the spectrogram is that it defines equivalent norms for
modulation spaces. After all, we have seen that any non-zero 𝜑 ∈ 𝑀1,1(R𝑑) defines
an equivalent norm on 𝑀 𝑝,𝑞 (R𝑑) by

𝜓 ↦→
(∫
R𝑑

(∫
R𝑑
|𝑉𝜑𝜓(𝑥, 𝜔) |𝑝 𝑑𝑥

)𝑞/𝑝
𝑑𝜔

)1/𝑞

,

and if 𝜑 ∈ 𝑀1(R𝑑) generates a Gabor frame with respect to 𝑎Z𝑑 × 𝑏Z𝑑 then another
equivalent norm on 𝑀 𝑝,𝑞 (R𝑑) is

𝜓 ↦→ ©«
∑︁
𝑛∈Z𝑑

( ∑︁
𝑚∈Z𝑑

|𝑉𝜑𝜓(𝑎𝑚, 𝑏𝑛) |𝑝
)𝑞/𝑝ª®¬

1/𝑞

. (3.3.1)

If we replace the spectrogram |𝑉𝜑𝜓 |2 in these expressions by another Cohen’s
class distribution𝑄𝑇 , what must we require from 𝑇 for the expressions to still define
equivalent norms for 𝑀 𝑝,𝑞 (R𝑑)? The answer is that 𝑇 = 𝑆∗𝑆, where 𝑆∗ is a nuclear
operator from 𝐿2(R𝑑) to 𝑀1,1(R𝑑). 1 The continuous case is covered in Paper F,
showing that an equivalent norm on 𝑀 𝑝,𝑞 (R𝑑) is given by

𝜓 ↦→
(∫
R𝑑

(∫
R𝑑
𝑄𝑆∗𝑆 (𝜓) (𝑥, 𝜔) 𝑝/2 𝑑𝑥

)𝑞/𝑝
𝑑𝜔

)1/𝑞

.

The discrete case is the culmination of the development of Gabor g-frames in
Paper D, where we use the Janssen representation of the Gabor g-frame operator to
show that if 𝑆 generates a Gabor g-frame and 𝑆∗ is nuclear as above, then we can
replace |𝑉𝜑𝜓(𝑎𝑚, 𝑏𝑛) |2 in (3.3.1) by 𝑄𝑆∗𝑆 (𝜓) (𝑎𝑚, 𝑏𝑛). It should be noted that the
requirement that the Cohen class is of the form 𝑄𝑆∗𝑆 for some nuclear 𝑆∗ seems
very difficult to formalize without the operator formulation of Cohen’s class.

By picking different 𝑆, one can obtain Cohen’s class distributions 𝑄𝑆∗𝑆 with
different interpretations. Significant parts of Papers D and F therefore deal with
interpretations and examples. By picking 𝑆 = b ⊗ 𝜑 for any non-zero b ∈ 𝐿2(R𝑑),
we recover the usual result that spectrograms with window 𝜑 determine equivalent
norms for modulation spaces. As another interesting example, picking a localization
operator A𝜑

𝑓
recovers, in the discrete case, a result by Dörfler and Gröchenig [87].

1A stronger condition is used in Paper D, only because the author did not realize that this nuclearity
condition was sufficient.
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Chapter 3. Time-frequency analysis meets quantum harmonic analysis

In these special cases the nuclearity condition on 𝑆∗ also gets a much more concrete
description.

Finally, Paper B considers another interesting property of the spectrogram
from Abreu et al. [8]. If we consider a localization operator A𝜑

Ω
for a compact

domain Ω ⊂ R2𝑑 and 𝜑 ∈ 𝐿2(R𝑑), then the domain can be approximated by the
spectrograms of the first d|Ω|e eigenfunctions 𝜙𝑛 of A𝜑

Ω
:

𝜒Ω ≈
d |Ω | e∑︁
𝑛=1
|𝑉𝜑𝜙𝑛 |2.

The approximation is shown to hold asymptotically in 𝐿1-norm as the size of
Ω increases, and error bounds in 𝐿1-norm and weak 𝐿2-norm are given in the
non-asymptotic case. Paper B considers the same question when A𝜑

Ω
= 𝜒Ω★ (𝜑⊗ 𝜑)

is replaced by 𝜒Ω ★ 𝑆 for some other operator 𝑆. Do the first d|Ω|e eigenfunctions
𝜙𝑆𝑛 of 𝜒Ω ★ 𝑆 approximate Ω by

𝜒Ω ≈
d |Ω | e∑︁
𝑛=1

𝑄𝑆 (𝜙𝑆𝑛)? (3.3.2)

The answer turns out to be yes if one requires that 𝑆 is a positive trace class operator.
It is worth noting that the proofs of Abreu et al. use reproducing kernel Hilbert
spaces, which at the time were not available in the more general case. Some of the
effort in Paper B is therefore spent circumventing the use of these tools, typically by
replacing them by concepts from quantum harmonic analysis.

By analyzing the proofs in Paper B, one sees that the validity of (3.3.2) is
closely related to the statement that the eigenvalues _𝑛 of 𝜒Ω ★ 𝑆 satisfy _𝑛 ≈ 1 for
1 ≤ 𝑛 ≤ d|Ω|e. We can therefore not expect (3.3.2) to be a good approximation for
small domains Ω: Galbis [120] recently showed that the largest eigenvalue _1 of
A𝜑0

Ω
satisfies

_1 ≤ 1 − 𝑒−|Ω |

when 𝜑0 is Gaussian and Ω is radial.

3.4 Extensions of quantum harmonic analysis

One aspect of the thesis that we have mainly ignored until now are the extensions of
quantum harmonic analysis developed in Papers C and G. The extension in Paper
C is motivated by time-frequency analysis. Some close relatives of localization
operators are the Gabor multipliers. If {𝑐𝑚,𝑛}𝑚,𝑛∈Z𝑑 is a sequence, 𝑎, 𝑏 > 0
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and 𝜑 ∈ 𝐿2(R𝑑), the Gabor multiplier G𝜑𝑐 is the operator on 𝐿2(R𝑑) given (in a
non-standard formulation designed to be suggestive of our purposes) by

G𝜑𝑐 =
∑︁

𝑚,𝑛∈Z𝑑
𝑐𝑚,𝑛𝜋(𝑎𝑚, 𝑏𝑛) (𝜑 ⊗ 𝜑)𝜋(𝑎𝑚, 𝑏𝑛)∗.

This is very similar to the definition of the localization operator A𝜑

𝑓
= 𝑓 ★ (𝜑 ⊗ 𝜑),

except that 𝑓 is replaced by a sequence. It therefore suggests a new definition,
namely the convolution 𝑐 ★𝑎,𝑏 𝑆 of a sequence {𝑐𝑚,𝑛}𝑚,𝑛∈Z𝑑 with 𝑆 ∈ L(𝐿2) with
respect to the lattice 𝑎Z𝑑 × 𝑏Z𝑑 given by

𝑐 ★𝑎,𝑏 𝑆 :=
∑︁

𝑚,𝑛∈Z𝑑
𝑐𝑚,𝑛𝛼(𝑎𝑚,𝑏𝑛) (𝑆).

The question of Paper C is whether this definition can be extended to a sensible
theory of quantum harmonic analysis that mixes sequences on lattices with operators
on 𝐿2(R𝑑). Such a theory is indeed developed, leading to both new results and
reinterpretations of old results for Gabor multipliers.

Similarly, as harmonic analysis works in some form on any locally compact
group 𝐺, one can ask if quantum harmonic analysis could also work on other groups
— even nonabelian ones. Due to its connections with wavelet theory, the affine
group is a natural starting point for such a theory. Quantum harmonic analysis on
the affine group is developed in Paper G.
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Summary of papers

4.1 Paper A: Mixed-State Localization Operators: Co-
hen’s Class and Trace Class Operators

The first paper applies the tools of quantum harmonic analysis to problems of
signal localization in the time-frequency plane. It is shown that quantum harmonic
analysis provides a conceptual framework for many concepts of the mathematics
and engineering literature, including localization operators, the spreading function,
multi-window STFT multipliers and Cohen’s class. This allows a simple yet
mathematically rigorous treatment of these concepts.

First, a result is shown on the spreading function of an operator 𝑆, i.e. F𝑊 (𝑆).
It is shown that having a well-localized spectrum (as measured by the trace class
norm ‖𝑆‖S1) is incompatible with having a well-localized spreading function. This
suggests a notion of uncertainty principle for operators that has yet to be explored
further.

We then show that the multi-window STFT multipliers from the engineering
literature are easily described as convolutions of functions with operators, which
allows us to use basic results of quantum harmonic analysis to obtain properties of
these multipliers.

By treating Cohen’s class using quantum harmonic analysis, we are able to
prove precise characterizations of when Cohen’s class distributions are positive
and energy-preserving, 𝐿 𝑝 estimates, a phase retrieval result and an uncertainty
principle valid for a large subclass of Cohen’s class. As we have seen, every Cohen’s
class distribution is 𝑄𝑆 for some operator 𝑆 on 𝐿2(R𝑑). Associated with 𝑆 is also a
quantization procedure 𝑓 ↦→ 𝑓 ★ 𝑆, and we study the relation between the Cohen’s
class and quantization procedure of a given operator 𝑆.

In particular, we are led to introduce the class of mixed-state localization
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operators, which arise from quantization procedures associated with positive trace
class operators 𝑆 with tr(𝑆) = 1. They are of the form 𝜒Ω ★ 𝑆 for Ω ⊂ R2𝑑 , and
include the usual localization operators as the special case where 𝑆 is a rank-one
operator. We use an old result by Werner to show that any reasonable notion of
assigning Ω ⊂ R2𝑑 to a “localization operator” is given by Ω ↦→ 𝜒Ω ★ 𝑆. The
eigenfunctions of a mixed-state localization operator 𝜒Ω ★ 𝑆 are shown to be
maximally localized in Ω as measured by the Cohen’s class distribution 𝑄𝑆 .

Finally, the quantization procedures of mixed-state localization operators are
related to positive operator valued measures, giving a new connection to the
associated Cohen’s class distribution: 𝑄𝑆 arises as a Radon-Nikodym derivative
from the positive operator valued measure of 𝑆.

Changes from published version and comments.

• The reader might wish to note that, unlike the rest of the thesis, duality
brackets are linear in both coordinates in this paper.

• I have tweaked the definition of singular values in Proposition A.3.2 compared
to the published version. Using an infinite index set means that we need
to allow 𝑠𝑛 (𝑆) = 0, whereas the original version said that 𝑠𝑛 (𝑆) > 0. This
minor technicality affects no proofs or results.

• In the published version, Wiener’s approximation theorem was called the
Tauberian theorem. This terminology sometimes appears in the literature due
to the close relationship between the Tauberian theorem and approximation
theorem, but I have changed it to “approximation theorem” to better fit the
terminology of the introduction and Paper E.

• I have replaced a sentence in the proof of the first part of A.5.1, as the original
sentence was too vague.

4.2 Paper B: On Accumulated Cohen’s Class Distributions
and Mixed-State Localization Operators

Inspired by the definition of mixed-state localization operators in the first paper,
the second paper asks whether the theory of accumulated spectrograms can be
generalized to this setting. The question is answered in the affirmative: if 𝑆 is
a positive trace class operator and Ω ⊂ R2𝑑 a compact domain, the first1 d|Ω|e

1When the eigenvalues of 𝜒Ω ★ 𝑆 are ordered non-increasingly.
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eigenfunctions ℎΩ
𝑘

of 𝜒Ω ★ 𝑆 approximate Ω by

𝜒Ω ≈
d |Ω | e∑︁
𝑘=1

𝑄𝑆 (ℎΩ𝑘 ).

To be more precise, let

𝜌𝑆
Ω
(𝑧) :=

d |Ω | e∑︁
𝑘=1

𝑄𝑆 (ℎΩ𝑘 )

be the accumulated Cohen class distribution of 𝑆 and Ω. It is shown that 𝜌𝑆
Ω

approximates 𝜒Ω both asymptotically and under stronger assumptions also non-
asymptotically. The asymptotic result concerns the dilated domain 𝑅Ω = {𝑅𝑧 : 𝑧 ∈
Ω} for large 𝑅 > 0, and states that

‖𝜌𝑆𝑅Ω(𝑅 ·) − 𝜒Ω‖𝐿1 → 0 as 𝑅 →∞.

Non-asymptotic results are shown both Section B.5.2 and Section B.6, and the
cleanest statement and proof is likely the sharp result in Section B.6, which states
that

‖𝜌𝑆
Ω
− 𝜒Ω‖𝐿1 ≤ (1/𝜖 + 2‖𝑆‖2

𝑀 ∗op
) |𝜕Ω|,

where |𝜕Ω| is a quantity describing the size of the perimeter of Ω, |𝜕Ω| ≥ 𝜖 and
‖𝑆‖𝑀 ∗op is a constant depending on 𝑆.

To prove these results it is first necessary to extend results on eigenvalues of
localization operators to mixed-state localization operators, and, unlike the case for
accumulated spectrograms, we work without the use of reproducing kernel Hilbert
spaces. The framework needed to achieve this is quantum harmonic analysis. On
our way we will see the central role played by objects such as the function

𝑆 = 𝑆 ★ 𝑆

and the projection functional
tr(𝑇) − tr(𝑇2)

for trace class operators 𝑇 . Finally, we consider examples and non-examples of the
theory. At the time of writing, interpretations of these results and objects for certain
classes of 𝑆 is work in progress.

Changes from published version and comments.

• The quantity ‖𝑆‖𝑀 ∗op was somewhat misleadingly called a norm in the
published version. I have removed this terminology.
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• In the spectral representation of compact self-adjoint operators, I have removed
the assumption that the set of eigenvectors is complete. Completeness is
not always compatible with non-decreasing order on the eigenvalues. This
technicality affects neither results nor proofs, as we never used completeness
of the eigenvectors.

• In the published version, Wiener’s approximation theorem was called the
Tauberian theorem. This has been fixed.

4.3 Paper C: Quantum Harmonic Analysis on Lattices and
Gabor Multipliers

Motivated by the theory of Gabor multipliers, we extend quantum harmonic analysis
to a hybrid setting of sequences {𝑐_}_∈Λ on a full-rank latticeΛ ⊂ R2𝑑 and operators
𝑆 ∈ L(𝐿2(R𝑑)), hence we mix the discrete and the continuous setting. Given a
sequence 𝑐 over Λ and operators 𝑆, 𝑇 on 𝐿2(R𝑑), we define

• 𝑐 ★Λ 𝑆 =
∑
_∈Λ 𝑐_𝜋(_)𝑆𝜋(_)∗, which gives a new operator on 𝐿2(R𝑑),

• 𝑆 ★Λ 𝑇 (_) = tr(𝑆𝜋(_)𝑇𝜋(_)∗), which gives a new sequence on Λ.

Properties of these convolutions are studied, including associativity — which no
longer holds in general — and interaction with Fourier transforms. The Fourier
transform of an operator is the same Fourier-Wigner transform as in Paper A, hence a
function on R2𝑑 , while the Fourier transform of a sequence is its symplectic Fourier
series. Great care is taken to specify the sense in which formulas relating Fourier
transforms and convolutions are correct. In order for the convolution 𝑆 ★Λ 𝑇 to give
a summable sequence, we need even stronger assumptions than 𝑆, 𝑇 ∈ S1, which
leads to the use of a Banach subspace B of S1 defined in terms of Feichtinger’s
algebra of functions.

Analogues of Wiener’s approximation theorem, Wiener’s lemma and Wiener’s
division lemma are proved in this setting. It is shown that some of the equivalent
statements in Werner’s original quantum harmonic analysis version of Wiener’s
approximation theorem no longer hold. Examples are given in the paper, and we
also mention the recent preprint [12] which implies that 𝑇 ↦→ 𝑇 ★Λ 𝜑0 ⊗ 𝜑0 is not
injective, where 𝜑0 is the standard Gaussian. The Hilbert space theory, concerning
sequences in ℓ2(Λ), is studied by reducing it to the much-studied setting of shift-
invariant subspaces of 𝐿2(R2𝑑). Some of these results were recently extended by
García [121].

When 𝑆 is a rank-one operator, 𝑐 ★Λ 𝑆 is a Gabor multiplier. Hence we recover
as special cases several results on Gabor multipliers and related objects, such as the
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fundamental theorem of Gabor analysis and recoverability of operators from their
channel matrix.

Changes from published version and comments.

• The theorem previously referred to as a Tauberian theorem is now more
correctly referred to as an approximation theorem.

• The constant |Λ| in the definition of F𝑊 (𝐴) in Theorems C.7.4 and C.7.5
was missing in the published version.

4.4 Paper D: On Gabor g-frames and Fourier Series of
Operators

In this paper, we introduce the notion of Gabor g-frames over full-rank lattices
Λ ⊂ R2𝑑 , which are generalizations of Gabor frames where the window function 𝜑
for the short-time Fourier transform is replaced by a Hilbert-Schmidt operator 𝑆.
Their theory is developed from scratch, and they are shown to share many attractive
properties of Gabor frames.

One such property is the existence of a Janssen representation for Gabor g-
frames, which leads us to study a notion of Fourier series for operators. The Janssen
representation is then a consequence of a Poisson summation formula for trace class
operators. Developing the theory of Fourier series of operators requires the use of
Banach subspaces of the trace class operators, and also the dual space which is a
Banach superspace of the bounded operators on 𝐿2(R𝑑). The use of these Banach
spaces is necessary even for establishing results for trace class operators, and a
section of the paper is dedicated to defining these Banach spaces and clearing up
some subtleties in their definitions and properties.

The paper culminates in showing that if the generator 𝑆 of a Gabor g-frame
belongs to a suitable Banach subspace of the trace class operators, then an equivalent
norm of 𝜓 in the weighted modulation space 𝑀 𝑝

𝑚(R𝑑) is given by weighted ℓ𝑝
norms of the sampled Cohen’s class distribution {𝑄𝑆∗𝑆 (𝜓) (_)}_∈Λ, equivalently
{‖𝑆𝜋(_)∗𝜓‖2

𝐿2}_∈Λ. This generalizes both a well-known result for Gabor frames
and a result by Dörfler and Gröchenig [87] on localization operators. However,
the fact that our results follow from a general theory with a Janssen representation
means that we can say more than just a norm equivalence: we obtain a natural
reconstruction formula for 𝜓 ∈ 𝑀 𝑝

𝑚(R𝑑) from {𝑆𝜋(_)∗𝜓}_∈Λ, which was previously
only available for Gabor frames.

Comments. As we hint at in Remark D.13, we often need only 𝑆∗𝑆 ∈ B𝑣⊗𝑣
(as opposed to 𝑆 ∈ B𝑣⊗𝑣 ) for results to hold. A weaker condition to ensure this
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is the condition 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ) from Paper F, but this was only realized after

Paper D was finished. By working with 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ) we would not need the

stronger condition on ℎ (see Remark D.16). The proof of Proposition D.7.7 is also
unnecessarily complicated — a better proof is given in Proposition F.3.4.

4.5 Paper E: A Wiener Tauberian Theorem for Operators
and Functions

The main theorems of this paper are the previously mentioned Tauberian theorems in
quantum harmonic analysis. There are two such theorems: one for a fixed function,
and another for a fixed operator. The statement for a fixed function extends the
original Tauberian theorem of Wiener, and the connection to operators allows us to
add an equivalent statement to Wiener’s theorem based on the theory of compactness
of localization operators.

Applications and interpretations of these Tauberian theorems are then studied
in contexts such as Toeplitz operators, compactness of localization operators,
Cohen’s class and quantization schemes. In particular, a well-known equivalence of
localization operators and Toeplitz operators is used to translate results to image
spaces of the short-time Fourier transform, Bargmann-Fock space and polyanalytic
Bargmann-Fock spaces. The fact that the short-time Fourier transform of a Gaussian
never vanishes allows us to prove stronger results for the Bargmann-Fock space.
Unlike the classical treatment of Bargmann-Fock space, our arguments contain no
complex analysis. The stronger results for Bargmann-Fock space will therefore hold
on certain other reproducing kernel Hilbert spaces, and our methods thus illuminate
which results in Bargmann-Fock space are not dependent on the connection to
complex analysis.

Under a certain continuity assumption on operators, one of the Tauberian
theorems reduces to an earlier result by Werner. In our setup, this result by Werner
becomes an operator-analogue of Pitt’s theorem for functions, which allows us to
deduce compactness of operators from asymptotics of related functions on R2𝑑 . By
translating the problem to the space of Toeplitz operators on the Bargmann-Fock
space, this gives an alternative proof (void of complex analysis) of a result of Bauer
and Isralowitz, and we obtain an addition to their results by employing Pitt’s theorem
for functions in addition to Werner’s operator-analogue of Pitt’s result. The same
result by Werner also leads to a sufficient and necessary condition for compactness
of a given localization operator.
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4.6 Paper F: Equivalent Norms for Modulation Spaces
from Positive Cohen’s Class Distributions

Using the description of Cohen’s class distributions in terms of operators from
Paper A, we show that a subclass of Cohen’s class can be used to give equivalent
norms for modulation spaces. This extends the well-known fact that modulation
spaces are invariant under a change of window in the short-time Fourier transform.
It also provides the continuous analogue of the equivalent norms for modulation
spaces given in terms of Gabor g-frames in Paper D. The main tool of the paper is a
generalized short-time Fourier transform where the window function is replaced by
a Hilbert-Schmidt operator.

In order for weighted 𝐿 𝑝,𝑞-norms of the Cohen’s class distribution 𝑄𝑇 (𝜓) to be
equivalent to modulation space norms of 𝜓, the operator 𝑇 needs to satisfy certain
conditions. We show that 𝑇 = 𝑆∗𝑆 for some 𝑆 satisfying a nuclearity condition
is sufficient. This implies that 𝑄𝑇 is a positive Cohen’s class distribution, and
the nuclearity condition on 𝑆 is interpreted as requiring a certain time-frequency
localization of 𝑆. We study this nuclearity condition in special cases such as
rank-one operators and localization operators, and give sufficient conditions for it to
hold.

The main result is formulated somewhat abstractly, but the last sections of the
paper are dedicated to examples and interpretations in terms of Cohen’s class, Weyl
operators and localization operators.

4.7 Paper G: Affine Quantum Harmonic Analysis

In the final paper, we try to extend the theory of quantum harmonic analysis to the
affine group. The motivation for this was essentially threefold:

1. A wish to know if and how quantum harmonic analysis could work for some
nonabelian group.

2. The coauthors of the paper had recently studied a Weyl transform for the
affine group.

3. It seemed likely that quantum harmonic analysis on the affine group could pro-
vide a conceptual framework for the theory of covariant integral quantizations
in physics.

The affine group Aff has underlying set R × R+, and group operation

(𝑥, 𝑎) ·Aff (𝑦, 𝑏) = (𝑥 + 𝑎𝑦, 𝑎𝑏).
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A unitary representation of Aff on the Hilbert space H = 𝐿2 (
R+, 𝑟−1𝑑𝑟

)
is given by

𝑈 (𝑥, 𝑎)𝜓(𝑡) = 𝑒2𝜋𝑖𝑥𝑡𝜓(𝑎𝑡) (𝑥, 𝑎) ∈ Aff, 𝜓 ∈ H.

We use this representation to define the convolution 𝑓 ★Aff𝑆 of a function 𝑓 ∈ 𝐿1(Aff)
with an operator 𝑆 on H, and the convolution 𝑆 ★Aff 𝑇 of two operators 𝑆, 𝑇 on
H. One would want to obtain that 𝑆 ★Aff 𝑇 is integrable over Aff with respect to
Haar measure when 𝑆, 𝑇 are trace class, but this will not be true in general due to
the noncommutativity of the group Aff. This leads to the introduction of the class
of admissible operators, generalizing the notion of admissible vectors in wavelet
theory. For the class of admissible operators, a larger part of quantum harmonic
analysis still holds on the affine group, hence we study this class in detail.

The natural analogue of the Fourier-Wigner transform, arising from the study of
Fourier analysis on nonabelian groups, is also studied, but we are unable to obtain
the simple interaction with the convolutions that we desire. We do, however, give an
overview of the behaviour of this transform and the ways in which it behaves like a
Fourier transform. In particular, we use a result of Führ to obtain a characterization
of admissible operators in terms of the Fourier-Wigner transform.

We explore the relation of the affine quantum harmonic analysis to the affine
Weyl transform, which turns out to mirror the usual theory quite satisfactory. In
particular, the Weyl transform is shown to be given by convolutions of functions
with a fixed (unbounded) parity operator.

Finally, we show that quantum harmonic analysis provides a conceptual frame-
work for covariant integral quantizations as studied by Gazeau and his collabora-
tors [13, 41, 42, 123–125] : such quantization procedures are given by mapping 𝑓 to
𝑓 ★Aff 𝑆 for some operator 𝑆. The admissibility of this 𝑆 means that the quantization
procedure gives a desirable resolution of the identity operator. We also use a
result from the mathematical physics literature to characterize covariant integral
quantizations in terms of abstract properties. A natural Cohen’s class is introduced
for the affine group, by generalizing the description of Cohen’s class using operators
in Paper A. In fact, we show that this notion of Cohen’s class agrees with the other
natural extensions of Cohen’s class, namely that of taking convolutions with the
affine Wigner distribution. It is also shown that this Cohen’s class contains the class
of affine quadratic time-frequency distributions.

Many of the arguments used in the paper rely only on having an irreducible,
square integrable representation of a type 1 locally compact group. This suggests
that some form of quantum harmonic analysis can be developed in this setting.
In particular, these are all ingredients needed to for the discussion of admissible
operators and defining a Cohen’s class — without the need for a Wigner distribution.
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Paper A

Mixed-State Localization
Operators: Cohen’s Class and
Trace Class Operators

Abstract
We study mixed-state localization operators from the perspective of Werner’s
operator convolutions which allows us to extend known results from the
rank-one case to trace class operators. The idea of localizing a signal to
a domain in phase space is approached from various directions such as
bounds on the spreading function, probability densities associated to mixed-
state localization operators, positive operator valued measures, positive
correspondence rules and variants of approximation theorems for operator
translates. Our results include a rigorous treatment of multiwindow-STFT
filters and a characterization of mixed-state localization operators as positive
correspondence rules. Furthermore we provide a description of the Cohen
class in terms of Werner’s convolution of operators and deduce consequences
on positive Cohen class distributions, an uncertainty principle, uniqueness
and phase retrieval for general elements of Cohen’s class.

A.1 Introduction

We are addressing some key problems of time-frequency analysis: (i) How to
measure the time-frequency content of a signal? (ii) What is the effect a (linear)
filter has on a signal? Over the years engineers and mathematicians have investigated
these questions and have proposed a variety of answers as is demonstrated by the
vast literature [46,48,49,63–65,67,112,172,218,219]. We approach these problems
from the perspective of quantum harmonic analysis and note that notions and results
in [251] provide a unifying umbrella for some of the research in this direction such
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as localization operators, multiwindow STFT-filters, Cohen’s class of quadratic
time-frequency representations and the spreading function of a filter.

Harmonic analysis is based on the interplay between the translation of a function,
convolution of functions and the Fourier transform. In [251] analogues of these
notions are introduced for operators: The translation of an operator 𝐴 on 𝐿2(R𝑑)
by a point 𝑧 = (𝑥, 𝜔) in phase space R2𝑑 is defined by conjugation with the
time-frequency shift 𝜋(𝑧):

𝛼𝑧 (𝐴) := 𝜋(𝑧)𝐴𝜋(𝑧)∗,

where 𝜋(𝑧)𝜓(𝑡) = 𝑒2𝜋𝑖𝜔𝑡𝜓(𝑡−𝑥). In [203] we showed that this yields a natural class
of Banach modules. There are two types of convolutions in this noncommutative
setting: (i) The convolution between a function 𝑓 ∈ 𝐿1(R2𝑑) and a trace class
operator 𝑆:

𝑓 ★ 𝑆 := 𝑆 ★ 𝑓 :=
∫
R2𝑑

𝑓 (𝑦)𝛼𝑦 (𝑆) 𝑑𝑦;

(ii) the convolution between two trace class operators 𝑆 and 𝑇 is defined by

𝑆 ★𝑇 (𝑧) = tr(𝑆𝛼𝑧 (𝑇))

for 𝑧 ∈ R2𝑑 , where 𝑇 = 𝑃𝑇𝑃 is defined by conjugation by the parity operator
𝑃. Finally, the analogue of the Fourier transform is given by the Fourier-Wigner
transform F𝑊 (𝑆) of a trace class operator 𝑆, which is the function given by

F𝑊 (𝑆) (𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝜋(−𝑧)𝑆)

for 𝑧 ∈ R2𝑑 . Note that the Fourier-Wigner transform and the spreading function
differ only by a phase factor. The Fourier-Wigner transform has many properties
analogous to those of the Fourier transform of functions [203, 251].
In the case of rank-one operators these concepts of quantum harmonic analysis turn
into well-known objects from time-frequency analysis. Suppose 𝜑2 ⊗ 𝜑1 is the
rank-one operator for 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑). Then we have

𝑓 ★ (𝜑2 ⊗ 𝜑1) =
∫
R2𝑑

𝑓 (𝑧)𝑉𝜙1𝜓(𝑧)𝜋(𝑧)𝜙2 𝑑𝑧,

which is a localization operator (or STFT-filter or STFT-multiplier [105, 188]) and
is denoted by A𝜑1,𝜑2

𝑓
, and 𝑓 is called the mask of the STFT-filter. Similarly, the

convolution of two rank-one operators becomes

(𝜙 ⊗ 𝜓) ★ (b̌ ⊗ [̌) (𝑧) = 𝑉[𝜙(𝑧)𝑉b𝜓(𝑧),

where b̌ (𝑥) = b (−𝑥), which reduces for [ = 𝜓 and 𝜓 = 𝜙 to the spectrogram
[176]. The Fourier-Wigner transform of a rank-one operator is the ambiguity
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function. There is also a Hausdorff-Young inequality associated to the Fourier-
Wigner transform [203, 251], that in the rank-one case is the non-sharp Lieb’s
inequality for ambiguity functions [197].
Let us return to the objectives of this paper. Since localization operators are
convolutions of a function and a rank-one operator, a natural extension of localization
operators are operators of the form 𝑓 ★ 𝑆 for a trace-class operator 𝑆. The results
of this paper indicate that these operators describe the time-frequency localization
in various ways. For example we are interested in the amount of "spreading" in
time and frequency that an operator performs on a function which we describe
in form of bounds on the concentration of the spreading function, or equivalently
of its Fourier-Wigner transform. The next theorem is an example for the type of
statements we have in mind:

Theorem. Let 𝑆 be a trace-class operator and let Ω ⊂ R2𝑑 have finite Lebesgue
measure |Ω| and assume that∫

Ω

|F𝑊 (𝑆) (𝑧) |2 𝑑𝑧 ≥ 1 − 𝜖

for some 𝜖 ≥ 0. For any 𝑝 > 2 we then have

|Ω| ≥
(1 − 𝜖) 𝑝/(𝑝−2) ( 𝑝

2
)2𝑑/(𝑝−2)

‖𝑆‖2𝑝/(𝑝−2)
S1

,

where ‖𝑆‖S1 denotes the trace class norm of 𝑆.

One interpretation of this uncertainty principle is that a well-concentrated
spreading function comes at the cost of a large trace class norm. The proof is a
consequence of the Hausdorff-Young inequality for the Fourier-Wigner transform of
𝑆.
In the engineering literature [188, 192] one calls an operator

𝐻 =
∑︁
𝑛

_𝑛A
𝜑𝑛,1,𝜑𝑛,2
𝑓

a multiwindow STFT-filter, where {_𝑛}𝑛∈N is a sequence of complex numbers and
{𝜑𝑛,1}𝑛∈N and {𝜑𝑛,2}𝑛∈N are sequences of functions in 𝐿2(R𝑑), [188]. Multiwindow
STFT filters might be thought of as operators that change the signal by some smearing.
We give a rigorous treatment of the boundedness of multiwindow STFT filters
depending on the sequence (_𝑛)𝑛∈N and prove that multiwindow STFT-filters are
given by a function convolved with an operator.
In addition we consider the set of multiwindow STFT-filters 𝑓 ★𝑆 for functions 𝑓 for a
fixed trace-class operator 𝑆. Using the approximation theorem for convolutions with
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operators (Theorem A.3.15), we are able to show (under some assumptions on the
Fourier-Wigner spectrum): (i) any Schatten class operator 𝑇 may be approximated
by operators of the form 𝑓 ★ 𝑆; (2) that the mask 𝑓 is uniquely determined by the
operator 𝑓 ★ 𝑆. As a sample we have results of the following form: For a trace-class
operator 𝑆 the following are equivalent:

1. The set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) = 0} is empty.

2. The set of multiwindow STFT-filters 𝑓 ★ 𝑆 with 𝑓 ∈ 𝐿1(R2𝑑) is dense in the
set of trace-class operators.

3. Any mask 𝑓 ∈ 𝐿∞(R2𝑑) is uniquely determined by the multiwindow STFT-
filter 𝑓 ★ 𝑆.

In order to gain some understanding of the notion of localization in this context, we
focus on operators 𝐻Ω of the form

𝐻Ω = 𝜒Ω ★ 𝑆

where 𝜒Ω is the indicator function of a measurable subsetΩ ofR2𝑑 and 𝑆 is a positive
trace class operator with tr(𝑆) = 1. We refer to these operators as mixed-state
localization operators.
Given a mixed-state localization operator 𝜒Ω ★ 𝑆, one might ask whether it is
possible to recover information about the domain Ω from the operator 𝜒Ω ★ 𝑆. We
show that the measure of Ω may be calculated from the eigenvalues of 𝜒Ω ★ 𝑆 and
we also consider the problem of reconstructing the domain Ω from 𝐻Ω. Finally we
also discuss in which sense an operator 𝐻Ω measures the time-frequency content
of a signal in a domain Ω. These questions have received some attention [4,8] in
recent years. Our techniques provide a way to handle unbounded domains, which
have not been treated previously in the literature.
The treatment of mixed-state localization operators leads us to the investigation of
Cohen class distributions [59]. We show that any Cohen class distribution 𝑄𝑆 (𝜓) is
of the form

𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆,

where 𝑆 is some possibly unbounded operator on 𝐿2(R𝑑). We establish an
uncertainty principle for Cohen class distributions and ask whether any square-
integrable function is uniquely determined by the associated Cohen class distribution,
which in a special case was discussed in [145, Remark A.4] for the spectrogram. In
addition we characterize when Cohen class distributions are positive and have the
correct total energy properties.
We observe also that mixed-state localization operators define positive operator
valued measures (POVMs), a standard tool in quantum mechanics, see [151,152,211]
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for some relations between POVMs and frame theory. By a theorem of Holevo [158]
on positive correspondence rules we have that this is in a sense the only way to
produce (covariant) POVMs. We will also argue that the notion of POVM is a
natural framework for localization operators and Cohen’s class of time-frequency
distributions and that a POVM allows one to construct a probability measure on
phase space. This measure is absolutely continuous with respect to Lebesgue
measure and its Radon-Nikodym derivative is a positive Cohen class distribution.

A.2 Notation and terminology

If 𝑋 is a Banach space we will denote its dual space by 𝑋 ′, and for 𝑥 ∈ 𝑋 and 𝑥∗ ∈ 𝑋 ′
we write 〈𝑥∗, 𝑥〉𝑋 ′,𝑋 to denote 𝑥∗(𝑥). 〈·, ·〉𝐿2 denotes the inner product on the Hilbert
space 𝐿2(R𝑑). Note that 〈·, ·〉𝑋 ′,𝑋 is bilinear, whereas 〈·, ·〉𝐿2 is antilinear in the
second argument. Elements of R2𝑑 will often be written in the form 𝑧 = (𝑥, 𝜔) for
𝑥, 𝜔 ∈ R𝑑 , and the Lebesgue measure of a subset Ω ⊂ R2𝑑 will be denoted by |Ω|.
The characteristic function of Ω ⊂ R2𝑑 is denoted by 𝜒Ω. 𝜎(𝑧, 𝑧′) is the standard
symplectic form 𝜎(𝑧, 𝑧′) = 𝜔1 · 𝑥2 − 𝜔2 · 𝑥1 of 𝑧 = (𝑥1, 𝜔1) and 𝑧′ = (𝑥2, 𝜔2).
For two functions b, [ in the Hilbert space 𝐿2(R𝑑), we define the operator b ⊗ [
on 𝐿2(R𝑑) by b ⊗ [(Z) = 〈Z, [〉𝐿2 b, where Z ∈ 𝐿2(R𝑑). The space of Schwartz
functions on R2𝑑 is denoted by 𝒮(R2𝑑) and its dual space of tempered distributions
by 𝒮

′(R2𝑑). We introduce the parity operator 𝑃 by �̌�(𝑥) = 𝑃𝜓(𝑥) = 𝜓(−𝑥) for any
𝑥 ∈ R𝑑 and 𝜓 : R𝑑 → C, and define 𝜓∗ by 𝜓∗(𝑥) = 𝜓(𝑥).

A.3 Preliminaries

A.3.1 Concepts from time-frequency analysis

The symplectic Fourier transform

For functions 𝑓 ∈ 𝐿1(R2𝑑) we will use the symplectic Fourier transform F𝜎 𝑓 ,
given by

F𝜎 𝑓 (𝑧) =
∫
R2𝑑

𝑓 (𝑧′)𝑒−2𝜋𝑖𝜎 (𝑧,𝑧′) 𝑑𝑧′

for 𝑧 ∈ R2𝑑 , where 𝜎 is the standard symplectic form 𝜎((𝑥1, 𝜔1), (𝑥2, 𝜔2)) =
𝜔1 · 𝑥2 − 𝜔2 · 𝑥1. F𝜎 extends to a unitary operator on 𝐿2(R2𝑑), and this extension
satisfies F2

𝜎 = 𝐼𝐿2 , where 𝐼𝐿2 is the identity operator [72].

The STFT, Wigner distribution and the Weyl calculus

If 𝜓 : R𝑑 → C and 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , we define the translation operator 𝑇𝑥 by
𝑇𝑥𝜓(𝑡) = 𝜓(𝑡 − 𝑥), the modulation operator 𝑀𝜔 by 𝑀𝜔𝜓(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡) and
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the time-frequency shifts 𝜋(𝑧) by 𝜋(𝑧) = 𝑀𝜔𝑇𝑥 . For 𝜓, 𝜙 ∈ 𝐿2(R𝑑) the short-time
Fourier transform (STFT) 𝑉𝜙𝜓 of 𝜓 with window 𝜙 is the function on R2𝑑 defined
by

𝑉𝜙𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜙〉𝐿2

for 𝑧 ∈ R2𝑑 . By replacing the inner product above with a duality bracket, the STFT
may be extended to other spaces, such as 𝜙 ∈ 𝒮(R𝑑), 𝜓 ∈ 𝒮′(R𝑑). We will also
refer to the cross-ambiguity function 𝐴(𝜓, 𝜙) of 𝜓 and 𝜙, defined by multiplying
the STFT with a phase factor:

𝐴(𝜓, 𝜙) (𝑧) = 𝑒𝜋𝑖𝑥 ·𝜔𝑉𝜙𝜓(𝑧).

For more background on the ambiguity function and its utility in the theory of radar
see [114, 131]. A close relative of the STFT is the cross-Wigner distribution of two
functions 𝜓 and 𝜙 on R𝑑 . By definition, the cross-Wigner distribution𝑊 (𝜓, 𝜙) is
given by

𝑊 (𝜓, 𝜙) (𝑥, 𝜔) =
∫
R𝑑
𝜓

(
𝑥 + 𝑡

2

)
𝜙

(
𝑥 − 𝑡

2

)
𝑒−2𝜋𝑖𝜔 ·𝑡 𝑑𝑡.

This expression is similar to the definition of the STFT, and in fact 𝑊 (𝜓, 𝜙) =
F𝜎 (𝐴(𝜓, 𝜙)) [72].

Using the cross-Wigner distribution, we may introduce the Weyl calculus. For
𝑓 ∈ 𝒮′(R2𝑑) and 𝜓, 𝜙 ∈ 𝒮(R𝑑), we define the Weyl transform 𝐿 𝑓 of 𝑓 to be the
operator given by 〈

𝐿 𝑓 𝜓, 𝜙
〉
𝒮′,𝒮 = 〈 𝑓 ,𝑊 (𝜓, 𝜙)〉

𝒮′,𝒮 .

𝑓 is called the Weyl symbol of the operator 𝐿 𝑓 .

Cohen’s class of quadratic time-frequency distributions

A quadratic time-frequency distribution 𝑄 is said to be of Cohen’s class if 𝑄 is
given by

𝑄(𝜓) = 𝑄𝜙 (𝜓) := 𝑊 (𝜓, 𝜓) ∗ 𝜙

for some 𝜙 ∈ 𝒮′(R2𝑑) [59,131]. The class of functions 𝜓 to which we may apply𝑄𝜙
clearly depends on the distribution 𝜙. The Wigner distribution is obtained by picking
𝜙 = 𝛿0, where 𝛿0 is Dirac’s delta distribution centered at 0. Cohen’s class contains
all shift-invariant, weakly continuous quadratic time-frequency distributions, as is
made precise by the following Lemma from [131, Thm. 4.5.1].

Lemma A.3.1. Let 𝑄 be a quadratic time-frequency distribution satisfying

1. 𝑄(𝜋(𝑧)𝜓) = 𝑇𝑧 (𝑄(𝜓)),

2. |𝑄(𝜓1, 𝜓2) (0) | ≤ ‖𝜓1‖2‖𝜓2‖2,
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for all 𝑧 ∈ R2𝑑 and 𝜓1, 𝜓2 ∈ 𝐿2(R𝑑). Then 𝑄(𝜓) = 𝑊 (𝜓, 𝜓) ∗ 𝜙 for some
𝜙 ∈ 𝒮′(R2𝑑).

A.3.2 Concepts from operator theory

The Schatten classes of operators

In classical harmonic analysis one often studies the 𝐿 𝑝-spaces of functions, and
we will similarly need to introduce classes of operators in L(𝐿2) — the space of
bounded linear operators on 𝐿2(R𝑑) — with different properties. To introduce
these classes, we need the singular value decomposition of compact operators on
𝐿2(R𝑑) [220].

Proposition A.3.2. Let 𝑆 be a compact operator on 𝐿2(R𝑑). There exist two
orthonormal sets {𝜓𝑛}𝑛∈N and {𝜙𝑛}𝑛∈N in 𝐿2(R𝑑) and a sequence {𝑠𝑛 (𝑆)}𝑛∈N of
non-negative numbers with 𝑠𝑛 (𝑆) → 0, such that 𝑆 may be expressed as

𝑆 =
∑︁
𝑛∈N

𝑠𝑛 (𝑆)𝜓𝑛 ⊗ 𝜙𝑛,

with convergence in the operator norm. The non-zero numbers among {𝑠𝑛 (𝑆)}𝑛∈N
are called the singular values of 𝑆, and are the non-zero eigenvalues of the operator
|𝑆 |.

For 1 ≤ 𝑝 < ∞ we define the Schatten class S 𝑝 of operators by

S 𝑝 = {𝑇 compact : (𝑠𝑛 (𝑇))𝑛∈N ∈ ℓ𝑝}.

We will also write S∞ = L(𝐿2) with ‖ · ‖S∞ given by the operator norm to simplify
the statement of some results. The Schatten class S 𝑝 becomes a Banach space under

pointwise addition and scalar multiplication in the norm ‖𝑆‖S 𝑝 =

( ∑
𝑛∈N

𝑠𝑛 (𝑆) 𝑝
)1/𝑝

.

Since these norms are defined in terms of ℓ𝑝-norms of sequences, we get that
‖ · ‖L(𝐿2) ≤ ‖ · ‖ 𝑝 ≤ ‖ · ‖1 for 1 ≤ 𝑝 ≤ ∞. Furthermore, the spaces S 𝑝 are ideals in
L(𝐿2), meaning that 𝐴 ∈ L(𝐿2) and 𝑇 ∈ S 𝑝 implies that 𝐴𝑇,𝑇 𝐴 ∈ S 𝑝 [232, Thm.
2.7].

The trace and trace class operators

Recall that an operator 𝑆 ∈ L(𝐿2) is positive if 〈𝑆𝜓, 𝜓〉𝐿2 ≥ 0 for any 𝜓 ∈ 𝐿2(R𝑑).
For a positive operator 𝑆 ∈ L(𝐿2), the trace of 𝑆 is defined to be

tr(𝑆) =
∑︁
𝑛∈N
〈𝑆𝑒𝑛, 𝑒𝑛〉𝐿2 , (A.3.1)
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where {𝑒𝑛}𝑛∈N is an orthonormal basis for 𝐿2(R𝑑). This definition is independent of
the orthonormal basis used, and the trace is linear and satisfies tr(𝑆𝑇) = tr(𝑇𝑆) [220].
However, the expression in (A.3.1) may well be infinite, and is not well-defined for
a general non-positive operator 𝑆. If 𝑆 ∈ S1, then tr(𝑆) is well-defined and a simple
calculation shows that

tr(𝑆) =
∑︁
𝑛∈N

𝑠𝑛 (𝑆),

where the sum of singular values converges by the definition of S1. For this reason
the class S1 is often referred to as trace class operators. By a celebrated theorem
due to Lidskii, the trace tr(𝑆) of 𝑆 ∈ S1 equals the sum

∑∞
𝑖=1 _𝑖 of the eigenvalues

{_𝑖}𝑖∈N of 𝑆, where the eigenvalues are counted with algebraic multiplicity [232].
Using the trace we may state the duality relations of the Schatten 𝑝-classes [232,

Thm 2.8 and 3.2].

Lemma A.3.3. Let 1 ≤ 𝑝 < ∞, and let 𝑞 be the number determined by 1
𝑝
+ 1
𝑞
= 1.

The dual space of S 𝑝 is S𝑞, and the duality may be given by

〈𝑇, 𝑆〉S𝑞 ,S 𝑝 = tr(𝑇𝑆)

for 𝑆 ∈ S 𝑝 and 𝑇 ∈ S𝑞.

Another well-known Schatten class is S2, known as the Hilbert-Schmidt opera-
tors. S2 is a Hilbert space under the inner product 〈𝑆, 𝑇〉S2 := tr(𝑆𝑇∗) for 𝑆, 𝑇 ∈ S2.

Remark A.1. The Schatten classes behave analogously to the 𝐿 𝑝-spaces of functions
— the duality relations are the same, and both 𝐿1(R2𝑑) and S1 have a natural linear
functional given by the integral and trace, respectively. The intuition that 𝐿 𝑝
corresponds to S 𝑝 will often be useful, and is strengthened by the convolutions
defined in Section A.3.4.

Vector-valued integration

We will need to integrate operator-valued functions 𝐺 : R2𝑑 → L(𝐿2) of the
form 𝐺 (𝑧) = 𝑔(𝑧)𝐹 (𝑧), where 𝑔 ∈ 𝐿1(R2𝑑) and 𝐹 : R2𝑑 → L(𝐿2) is measurable,
bounded and strongly continuous. The operator-valued integral

∫
R2𝑑 𝑔(𝑧)𝐹 (𝑧) 𝑑𝑧 ∈

L(𝐿2) is defined in a weak and pointwise sense: for any 𝜓 ∈ 𝐿2(R𝑑) we define(∫
R2𝑑 𝑔(𝑧)𝐹 (𝑧) 𝑑𝑧

)
𝜓 by〈(∫

R2𝑑
𝑔(𝑧)𝐹 (𝑧) 𝑑𝑧

)
𝜓, 𝜙

〉
𝐿2

=

∫
R2𝑑

𝑔(𝑧) 〈𝐹 (𝑧)𝜓, 𝜙〉𝐿2 𝑑𝑧
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for any 𝜙 ∈ 𝐿2(R𝑑). This defines an operator
∫
R2𝑑 𝑔(𝑧)𝐹 (𝑧) 𝑑𝑧, and we get the

norm estimate ‖
∫
R2𝑑 𝑔(𝑧)𝐹 (𝑧) 𝑑𝑧‖L(𝐿2) ≤ ‖𝑔‖𝐿1 sup𝑧∈R2𝑑 ‖𝐹 (𝑧)‖L(𝐿2) [203]. For

fixed 𝜓 ∈ 𝐿2(R𝑑) the 𝐿2(R𝑑)-valued function 𝑧 ↦→ 𝑔(𝑧)𝐹 (𝑧)𝜓 is even Bochner
integrable, so the reader familiar with this theory may interpret the integral∫
R2𝑑 𝑔(𝑧)𝐹 (𝑧)𝜓 𝑑𝑧 ∈ 𝐿2(R𝑑) as a Bochner integral, see [83] for a reference.

A.3.3 Localization operators and multiwindow STFT-filters

Given a function 𝑓 onR2𝑑 and 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑) , we define the localization operator
(or STFT-filter [189]) A𝜑1,𝜑2

𝑓
with mask 𝑓 and windows 𝜑1, 𝜑2 by

A𝜑1,𝜑2
𝑓

𝜓 =

∫
R2𝑑

𝑓 (𝑧)𝑉𝜑1𝜓(𝑧)𝜋(𝑧)𝜑2 𝑑𝑧

for 𝜓 ∈ 𝐿2(R𝑑), where the integral is interpreted in the weak sense discussed above.
We will in particular be interested in the case where 𝜑1 = 𝜑2 and 𝑓 = 𝜒Ω is the
characteristic function of some measurable subset Ω ⊂ R2𝑑 , and we will write
A𝜑

Ω
:= A𝜑,𝜑

𝜒Ω in this case.
We will follow Kozek [189] and call any operator 𝐻 of the form

𝐻 =
∑︁
𝑛

_𝑛A
𝜑𝑛,1,𝜑𝑛,2
𝑓

a multiwindow STFT-filter, where {_𝑛}𝑛∈N is a sequence of complex numbers
and {𝜑𝑛,1}𝑛∈N and {𝜑𝑛,2}𝑛∈N are sequences of functions in 𝐿2(R𝑑). Hence a
multiwindow STFT-filter is a possibly infinite linear combination of localization
operators with common mask 𝑓 . We will return to the question of convergence of the
sum in equation (A.3.3) in Section A.5. For further information on filters and their use
in the engineering literature the reader may consult, for instance, [157,189,192,209].

A.3.4 Convolutions of operators and functions

This section introduces the theory of convolutions of operators and functions due to
Werner [251]. In order to introduce these convolution operations, we will first need
to define a shift for operators. For 𝑧 ∈ R2𝑑 and 𝐴 ∈ L(𝐿2), we define the operator
𝛼𝑧 (𝐴) by

𝛼𝑧 (𝐴) := 𝜋(𝑧)𝐴𝜋(𝑧)∗.

It is easily confirmed that 𝛼𝑧𝛼𝑧′ = 𝛼𝑧+𝑧′ , and we will informally think of 𝛼 as a shift
or translation of operators. The interpretation of 𝛼 as a shift of operators has also
been remarked in the signal processing literature by Kozek [188,189].
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Similarly we define the analogue of the involution 𝑓 ↦→ 𝑓 of a function, for an
operator 𝐴 ∈ L(𝐿2) by

�̌� = 𝑃𝐴𝑃,

where 𝑃 is the parity operator 𝑃𝜓(𝑥) = 𝜓(−𝑥) for 𝜓 ∈ 𝐿2(R𝑑). The intuition that
𝛼 is a shift of operators is supported by considering the Weyl symbol [188, 203].

Lemma A.3.4. Let 𝑓 ∈ 𝐿1(R2𝑑), and let 𝐿 𝑓 be the Weyl transform of 𝑓 .

• 𝛼𝑧 (𝐿 𝑓 ) = 𝐿𝑇𝑧 𝑓 for 𝑧 ∈ R2𝑑 .

• 𝐿 𝑓 = 𝐿 𝑓 .

Using 𝛼, Werner defined a convolution operation between functions and opera-
tors [251]. If 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆 ∈ S1 we define the operator 𝑓 ★ 𝑆 by

𝑓 ★ 𝑆 := 𝑆 ★ 𝑓 :=
∫
R2𝑑

𝑓 (𝑦)𝛼𝑦 (𝑆) 𝑑𝑦

where the integral is interpreted as in Section A.3.2. Then 𝑓 ★ 𝑆 ∈ S1 and
‖ 𝑓 ★ 𝑆‖S1 ≤ ‖ 𝑓 ‖𝐿1 ‖𝑆‖S1 [203, Prop. 2.5].

For two operators 𝑆, 𝑇 ∈ S1, Werner defined the function 𝑆 ★𝑇 by

𝑆 ★𝑇 (𝑧) = tr(𝑆𝛼𝑧 (𝑇))

for 𝑧 ∈ R2𝑑 .
Remark A.2. The notation ★may therefore denote either the convolution of two
functions or the convolution of an operator with a function. The correct interpretation
will be clear from the context.

The following result shows that 𝑆 ★𝑇 ∈ 𝐿1(R2𝑑) for 𝑆, 𝑇 ∈ S1 and provides an
important formula for its integral [251, Lem. 3.1]. In the simplest case where 𝑆
and 𝑇 are rank-one operators, this formula is the so-called Moyal identity for the
STFT [114, p. 57].

Lemma A.3.5. Let 𝑆, 𝑇 ∈ S1. The function 𝑧 ↦→ tr(𝑆𝛼𝑧𝑇) for 𝑧 ∈ R2𝑑 is integrable
and ‖tr(𝑆𝛼𝑧𝑇)‖𝐿1 ≤ ‖𝑆‖S1 ‖𝑇 ‖S1 .

Furthermore, ∫
R2𝑑

tr(𝑆𝛼𝑧𝑇) 𝑑𝑧 = tr(𝑆)tr(𝑇).

The convolutions can be defined on other 𝐿 𝑝-spaces and Schatten 𝑝-classes by
duality [203, 251]. As an important example, the convolution 𝑓 ★ 𝑆 ∈ L(𝐿2) for
𝑓 ∈ 𝐿∞(R2𝑑) and 𝑆 ∈ S1 is defined by the relation

〈 𝑓 ★ 𝑆, 𝑇〉L(𝐿2) ,S1 =
〈
𝑓 , 𝑆 ★𝑇

〉
𝐿∞,𝐿1 for any 𝑇 ∈ S1, (A.3.2)
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By writing these dualities explicitly, the definition becomes

tr(( 𝑓 ★ 𝑆)𝑇) =
∫
R2𝑑

𝑓 (𝑧) (𝑆 ★𝑇) (𝑧) 𝑑𝑧 for any 𝑇 ∈ S1. (A.3.3)

When extended to other functions and operator spaces, the convolutions satisfy
a version of Young’s inequality.

Proposition A.3.6. Let 1 ≤ 𝑝, 𝑞, 𝑟 ≤ ∞ be such that 1
𝑝
+ 1
𝑞
= 1 + 1

𝑟
. If 𝑓 ∈

𝐿 𝑝 (R2𝑑), 𝑆 ∈ S 𝑝 and 𝑇 ∈ S𝑞 , then the following convolutions may be defined and
satisfy the norm estimates

‖ 𝑓 ★𝑇 ‖S𝑟 ≤ ‖ 𝑓 ‖𝐿𝑝 ‖𝑇 ‖S𝑞 ,

‖𝑆 ★𝑇 ‖𝐿𝑟 ≤ ‖𝑆‖S 𝑝 ‖𝑇 ‖S𝑞 .

The convolutions of operators and functions are associative, a fact that is
non-trivial since the convolutions between operators and functions can produce
both operators and functions as output [203,251]. Commutativity and bilinearity,
however, follows straight from the definitions.

Furthermore, the convolutions preserve positivity and identity elements [234].

Proposition A.3.7. 1. If 𝑆, 𝑇 ∈ L(𝐿2) are positive operators and 𝑓 is a positive
function, then 𝑓 ★ 𝑆 is a positive operator and 𝑆 ★𝑇 is a positive function.

2. If 1 is the constant function 1(𝑧) = 1 for 𝑧 ∈ R2𝑑 and 𝐼𝐿2 is the identity
operator on 𝐿2(R𝑑), then 1★ 𝑆 = 𝐼𝐿2 and 𝐼𝐿2 ★ 𝑆 = 1 for every 𝑆 ∈ S1 with
tr(𝑆) = 1.

The convolutions make the Schatten classes S 𝑝 into Banach modules over
𝐿1(R2𝑑) if the module multiplication is defined by ( 𝑓 , 𝑆) ↦→ 𝑓 ★𝑆 for 𝑓 ∈ 𝐿1(R2𝑑)
and 𝑆 ∈ S 𝑝, [203]. By using the Cohen-Hewitt theorem for Banach modules [128],
one obtains that any operator in S 𝑝 for 𝑝 < ∞ can be written as a convolution [203,
Prop. 7.4].

Proposition A.3.8. Given 𝑇 ∈ S 𝑝 for 𝑝 < ∞, there exists 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆 ∈ S 𝑝
such that 𝑇 = 𝑓 ★ 𝑆.

A.3.5 Localization operators and spectrograms as convolutions

In [203] we established that Werner’s convolutions provide a conceptual framework
for localization operators, as shown by the following result.
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Lemma A.3.9. Let 𝑓 be a function on R2𝑑 and 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑). Then the
localization operator A𝜑1,𝜑2

𝑓
can be expressed as the convolution of the function 𝑓

and the rank-one operator 𝜑2 ⊗ 𝜑1,

A𝜑1,𝜑2
𝑓

= 𝑓 ★ (𝜑2 ⊗ 𝜑1).

Similarly, the convolution of two rank-one operators reduces to a familiar object
in the simplest case — namely the spectrogram.

Lemma A.3.10. Let 𝜙, 𝜓, b, [ ∈ 𝐿2(R𝑑). Then the function 𝑉[𝜙(𝑧)𝑉b𝜓(𝑧) may be
expressed as the convolution of two rank-one operators,

(𝜙 ⊗ 𝜓) ★ (b̌ ⊗ [̌) (𝑧) = 𝑉[𝜙(𝑧)𝑉b𝜓(𝑧).

for 𝑧 ∈ R2𝑑 . In particular, if [ = 𝜓 and 𝜓 = 𝜙, then (𝜙 ⊗ 𝜙) ★ ([̌ ⊗ [̌) is the
spectrogram |𝑉[𝜙|2.

Note that in the physics literature the spectrogram |𝑉[𝜙|2 is called the Husimi
function of 𝜙 when [ is a Gaussian [176].

A.3.6 The Fourier-Wigner transform of operators

For operators 𝑆 ∈ S1, the Fourier-Wigner transform F𝑊 (𝑆) of 𝑆 is the function
given by

F𝑊 (𝑆) (𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝜋(−𝑧)𝑆)
for 𝑧 ∈ R2𝑑 . In the special case of an operator of rank one, the Fourier-Wigner
transform is the ambiguity function [203, Lemma 6.1].

Lemma A.3.11. If 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑), then F𝑊 (𝜑2 ⊗ 𝜑1) (𝑧) = 𝐴(𝜑2, 𝜑1) (𝑧).

The Fourier-Wigner transform has many properties analogous to those of
the Fourier transform of functions [203, 251]. It extends to a unitary operator
F𝑊 : S2 → 𝐿2(R2𝑑), and by the following proposition it interacts with the
convolutions defined by Werner in the expected way.

Proposition A.3.12. Let 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆, 𝑇 ∈ S1.

1. F𝜎 (𝑆 ★𝑇) = F𝑊 (𝑆)F𝑊 (𝑇).

2. F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 ( 𝑓 )F𝑊 (𝑆).

In time-frequency analysis and signal processing, operators are sometimes
studied by considering the so-called spreading function [102], which expresses
the operator as an infinite linear combination of time-frequency shifts. In fact,
the Fourier-Wigner transform and the spreading function differ only by a phase
factor [203].
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Proposition A.3.13. 1. If 𝑆 ∈ S1 has spreading function 𝑓 ∈ 𝐿1(R2𝑑), i.e.

𝑆 =

∫
R2𝑑

𝑓 (𝑧)𝜋(𝑧) 𝑑𝑧,

where the integral is interpreted as in Section A.3.2, then

F𝑊 (𝑆) (𝑧) = 𝑒𝑖 𝜋𝑥 ·𝜔 𝑓 (𝑧).

2. The Weyl symbol 𝑎𝑆 of 𝑆 ∈ S1 is given by

𝑎𝑆 = F𝜎F𝑊 (𝑆).

As for the Fourier transform of functions, there is also a Hausdorff-Young
inequality associated to the Fourier-Wigner transform [203,251].

Proposition A.3.14. Let 1 ≤ 𝑝 ≤ 2 and let 𝑞 be the conjugate exponent determined
by 1

𝑝
+ 1
𝑞
= 1. If 𝑆 ∈ S 𝑝, then F𝑊 (𝑆) ∈ 𝐿𝑞 (R2𝑑) with norm estimate

‖F𝑊 (𝑆)‖𝐿𝑞 ≤ ‖𝑆‖S 𝑝 .

Using Lieb’s uncertainty principle [131, 197] we can improve this result in a
special case [203].

Corollary A.3.14.1. Let 2 ≤ 𝑝 < ∞. If 𝑆 ∈ S1, then

‖F𝑊 (𝑆)‖𝐿𝑝 ≤
(
2
𝑝

)𝑑/𝑝
‖𝑆‖S1 .

Approximation theorems for operators

Werner [251] has proved a version of Wiener’s approximation theorem for operators.
The theorem was later generalized in [182], and more equivalent statements and a
proof may be found in [182, 203]. We state the relevant parts of the theorem for our
purposes.

Theorem A.3.15. Let 𝑆 ∈ S1.

(a) The following are equivalent.

(a1) The set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) = 0} is empty.
(a2) If 𝑓 ∈ 𝐿∞(R2𝑑) and 𝑓 ★ 𝑆 = 0, then 𝑓 = 0.
(a3) 𝐿1(R2𝑑) ★ 𝑆 is dense in S1.
(a4) If 𝑇 ∈ L(𝐿2) and 𝑆 ★𝑇 = 0, then 𝑇 = 0.
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(b) The following are equivalent.

(b1) The set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) = 0} has Lebesgue measure 0.
(b2) If 𝑓 ∈ 𝐿2(R2𝑑) and 𝑓 ★ 𝑆 = 0, then 𝑓 = 0.
(b3) 𝐿2(R2𝑑) ★ 𝑆 is dense in S2.
(b4) If 𝑇 ∈ S2 and 𝑆 ★𝑇 = 0, then 𝑇 = 0.

(c) The following are equivalent.

(c1) The set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) = 0} has dense complement.
(c2) If 𝑓 ∈ 𝐿1(R2𝑑) and 𝑓 ★ 𝑆 = 0, then 𝑓 = 0.
(c3) 𝐿∞(R2𝑑) ★ 𝑆 is weak* dense in L(𝐿2).
(c4) If 𝑇 ∈ S1 and 𝑆 ★𝑇 = 0, then 𝑇 = 0.

A.3.7 Schwartz operators and tempered distributions

The theory of convolutions and Fourier transforms of operators can be extended to
more general objects than bounded operators, just as the convolution and Fourier
transform of functions is extended from the 𝐿 𝑝-spaces to tempered distributions. To
define this extension, we start by defining two classes of operators. We let 𝔖 be the
set of pseudodifferential operators with Weyl symbol in the Schwartz class 𝒮(R2𝑑),
and we let 𝔖′ be the set of pseudodifferential operators with Weyl symbol in the
tempered distributions 𝒮′(R2𝑑). These sets of operators were studied in detail by
Keyl et al. in [179]. They show that 𝔖 may be equipped with a topology making
it a Frechet space, and that 𝔖′ is the topological dual space of 𝔖 in this topology.
Hence one may define convolutions and Fourier transforms on 𝔖′ using duality.
We summarize the main results in the following proposition, and refer to Section 5
of [179] for proofs.

Proposition A.3.16. 1. Let 𝑆, 𝑇 ∈ 𝔖, 𝐴 ∈ 𝔖′, 𝑓 ∈ 𝒮(R2𝑑) and 𝜙 ∈ 𝒮
′(R2𝑑).

The following convolutions may be defined:

𝑆 ★𝑇 ∈ 𝒮(R2𝑑) 𝑓 ★ 𝑆 ∈ 𝔖
𝑆 ★ 𝐴 ∈ 𝒮′(R2𝑑) 𝜙 ★ 𝑆 ∈ 𝔖′

𝑓 ★ 𝐴 ∈ 𝔖′.

2. The definitions in part (1) are compatible with those in Section A.3.4 whenever
both are applicable.

3. The Fourier-Wigner transform may be extended to a topological isomorphism
F𝑊 : 𝔖′→ 𝒮

′(R2𝑑).
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4. The relations F𝜎 (𝑆★𝑇) = F𝑊 (𝑆)F𝑊 (𝑇) and F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 ( 𝑓 )F𝑊 (𝑆)
still hold for operators 𝑆,𝑇 and a function 𝑓 whenever the convolutions are
defined by part (1).

5. The Weyl symbol of 𝐴 ∈ 𝔖′ is given by F𝜎F𝑊 (𝐴).
Remark A.3. By the Schwartz kernel theorem (see [159]), we know that we may
identify 𝔖′ with the continuous operators from 𝒮(R2𝑑) to 𝒮

′(R2𝑑).

A.3.8 Positive operator valued measures

In Section A.9 of this paper we will argue that the notion of a positive operator
valued measure is a natural framework for localization operators and Cohen’s class
of time-frequency distributions. This notion is more commonly used in operator
theory and quantum mechanics [33]. We recall the basic concepts.

Definition A.3.1. Let B(R2𝑑) denote the 𝜎-algebra of Borel subsets of R2𝑑 . A
positive operator valued measure (POVM) on R2𝑑 is a mapping 𝐹 : B(R2𝑑) →
L(𝐿2) such that

1. 𝐹 (𝑀) is a positive operator for any 𝑀 ∈ B(R2𝑑),

2. 𝐹 (R2𝑑) is the identity operator on 𝐿2(R𝑑),

3. 𝐹 (∪𝑖∈N𝑀𝑖) =
∑
𝑖∈N 𝐹 (𝑀𝑖) for any countable collection of disjoint, measur-

able subsets {𝑀𝑖}𝑖∈N of R2𝑑 , where the sum converges in the weak operator
topology.

Hence a POVM on R2𝑑 assigns a positive operator on 𝐿2(R𝑑) to each Borel
subset of R2𝑑 . Convergence in the weak operator topology of the sum

∑
𝑖∈N 𝐹 (𝑀𝑖)

to the operator 𝑇 := 𝐹 (∪𝑖∈N𝑀𝑖) means that for any 𝜓, 𝜙 ∈ 𝐿2(R𝑑) we have∑
𝑖∈N 〈𝐹 (𝑀𝑖)𝜓, 𝜙〉𝐿2 = 〈𝑇𝜓, 𝜙〉𝐿2 . Any POVM 𝐹 appearing in this text will be

covariant, meaning that 𝛼𝑧 (𝐹 (𝑀)) = 𝐹 (𝑀 + 𝑧) for any 𝑧 ∈ R2𝑑 and 𝑀 ∈ B(R2𝑑),
where 𝑀 + 𝑧 = {𝑚 + 𝑧 : 𝑚 ∈ 𝑀} and 𝛼 is the shift of operators defined in Section
A.3.4.

Integration and the probability measures associated to a POVM

Let 𝐹 be a fixed POVM. For each 𝜓 ∈ 𝐿2(R𝑑) with ‖𝜓‖𝐿2 = 1, 𝐹 allows us to
construct a probability measure `𝐹

𝜓
on R2𝑑 by defining

`𝐹𝜓 (Ω) = 〈𝐹 (Ω)𝜓, 𝜓〉𝐿2

for Ω ⊂ R2𝑑 .
Using the measures `𝐹

𝜓
, we may define a notion of integration w.r.t. the POVM

𝐹 [37, Sec. 5 Thm. 9]
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Lemma A.3.17. If 𝑓 : R2𝑑 → C is a measurable, bounded function and 𝐹

a POVM on R2𝑑 , then there exists a unique operator 𝐴 𝑓 ∈ L(𝐿2) such that〈
𝐴 𝑓 𝜓, 𝜓

〉
𝐿2 =

∫
R2𝑑 𝑓 (𝑧)𝑑`𝐹𝜓 for any 𝜓 ∈ 𝐿2(R𝑑).

We denote the operator 𝐴 𝑓 by
∫
R2𝑑 𝑓 (𝑧)𝑑𝐹. For 𝑓 ∈ 𝐿∞(R2𝑑) and Ω ⊂ R2𝑑 ,

we define
∫
Ω
𝑓 𝑑𝐹 :=

∫
R2𝑑 𝜒Ω 𝑓 𝑑𝐹. It is easily seen that

∫
Ω
𝑑𝐹 = 𝐹 (Ω).

A.4 The time-frequency concentration of the spreading
function

When considering a filter 𝐻, it is often of interest to determine the amount of
"spreading" in time and frequency that 𝐻 performs on a signal. By Proposition
A.3.13, the Fourier-Wigner function F𝑊 (𝐻) is, up to a phase factor, the spreading
function of 𝐻. Hence the Fourier-Wigner transform F𝑊 (𝐻) (𝑧) is the weight of
the time-frequency shift 𝜋(𝑧) when 𝐻 is decomposed as a linear combination of
time-frequency shifts:

𝐻 =

∫
R2𝑑

𝑒𝑖 𝜋𝑥 ·𝜔F𝑊 (𝐻) (𝑧)𝜋(𝑧) 𝑑𝑧,

where the integral is interpreted in the sense of Section A.3.2 for 𝐻 ∈ S1. For
instance, an operator which only shifts signals slightly in time and frequency will
have a spreading function concentrated around 0 in R2𝑑 .

To measure the effect of 𝐻 on a signal, we would therefore like to obtain bounds
on the concentration of the spreading function, or equivalently of F𝑊 (𝐻). In fact,
the Hausdorff Young inequality in Proposition A.3.14 does exactly this. By this
inequality, if 1 ≤ 𝑝 ≤ 2 and 1

𝑝
+ 1
𝑞
= 1, then if 𝐻 ∈ S 𝑝 we get(∫

R2𝑑
|F𝑊 (𝐻) |𝑞 𝑑𝑧

)1/𝑞
≤ ‖𝐻‖S 𝑝 . (A.4.1)

Hence we can interpret the Hausdorff Young inequality as saying that the Schatten
class norm of 𝐻 provides information on the concentration of the spreading function
of 𝐻. If 𝐻 is trace class, then the above inequality holds for all 2 ≤ 𝑞 < ∞, and we
may replace ‖𝐻‖S 𝑝 by ‖𝐻‖S1 , since ‖𝐻‖S 𝑝 ≤ ‖𝐻‖S1 for any 𝑝 ≥ 1.

Remark A.4. Since the Fourier-Wigner transform is unitary from S2 to 𝐿2(R2𝑑)
[203], we actually have an equality in equation (A.4.1) for 𝑝 = 𝑞 = 2.

Following the reasoning used by Gröchenig to prove an uncertainty principle
for functions in [131, Thm. 3.3.3.], we can use Corollary A.3.14.1 to obtain an
uncertainty principle for spreading functions of filters.
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Theorem A.4.1. Let 𝑆 ∈ S1 and let Ω ⊂ R2𝑑 with |Ω| < ∞ and assume that∫
Ω

|F𝑊 (𝑆) (𝑧) |2 𝑑𝑧 ≥ 1 − 𝜖

for some 𝜖 ≥ 0. For any 𝑝 > 2 we then have

|Ω| ≥
(1 − 𝜖) 𝑝/(𝑝−2) ( 𝑝

2
)2𝑑/(𝑝−2)

‖𝑆‖2𝑝/(𝑝−2)
S1

.

In particular, for 𝑝 = 4 we obtain

|Ω| ≥ (1 − 𝜖)
22𝑑

‖𝑆‖4S1

.

Proof. By Hölder’s inequality with 𝑝′ = 𝑝

2 and 𝑞′ = 𝑝

𝑝−2 , we find that

1 − 𝜖 ≤
∫
Ω

|F𝑊 (𝑆) (𝑧) |2 𝑑𝑧

≤
(∫
R2𝑑
|F𝑊 (𝑆) |2

𝑝

2 𝑑𝑧

)2/𝑝 (∫
R2𝑑

𝜒Ω(𝑧)
𝑝

𝑝−2 𝑑𝑧

) (𝑝−2)/𝑝

≤
(
2
𝑝

)2𝑑/𝑝
‖𝑆‖2S1 |Ω| (𝑝−2)/𝑝,

where the last inequality follows from Corollary A.3.14.1. Rearranging this
inequality, we obtain

|Ω| ≥
(1 − 𝜖) 𝑝/(𝑝−2) ( 𝑝

2
)2𝑑/(𝑝−2)

‖𝑆‖2𝑝/(𝑝−2)
S1

.

�

One interpretation of this uncertainty principle is that a well-concentrated
spreading function comes at the cost of a large trace class norm. As an example,
consider the special case of an underspread trace class operator 𝑆, meaning that the
support of 𝑆 is contained in some bounded subset Ω ⊂ R2𝑑 with |Ω| << 1 [190].
Assume that 𝑆 is normalized in the sense that ‖𝑆‖2S2 =

∫
R2𝑑 |F𝑊 (𝑆) |2 𝑑𝑧 = 1. By

assumption we then have ∫
Ω

|F𝑊 (𝑆) |2 𝑑𝑧 = 1,

and by the previous result with 𝜖 = 0 we conclude that

1 >> |Ω| ≥ 2𝑑

‖𝑆‖4S1

,

hence ‖𝑆‖S1 >> 1.
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A.5 Multiwindow STFT-filters are convolutions

One aim of the recent paper [203] was to apply Werner’s theory of convolutions to
localization operators (or STFT-filters [104, 189]) using the identity

A𝜑1,𝜑2
𝑓

= 𝑓 ★ (𝜑2 ⊗ 𝜑1).

There are several advantages to this approach. Proposition A.3.6 provides a simple
relationship between the properties of the mask 𝑓 and the operator A𝜑1,𝜑2

𝑓
, the

Fourier-Wigner transform is a useful tool for considering the Weyl symbol of A𝜑1,𝜑2
𝑓

and the approximation theorem (Theorem A.3.15) is a powerful tool to deduce
new insights into localization operators. We will now show that multiwindow
STFT-filters also allow a description in terms of convolutions.

In Section A.3.3, a multiwindow STFT-filter 𝐻 was defined as a linear combina-
tion of localization operators with a fixed mask 𝑓 :

𝐻 =

𝑁∑︁
𝑛=1

_𝑛A
𝜑𝑛,1,𝜑𝑛,2
𝑓

for some sequence {_𝑛}𝑛∈N inC and sequences {𝜑𝑛,1}𝑛∈N and {𝜑𝑛,2}𝑛∈N in 𝐿2(R𝑑).
Since any A𝜑𝑛,1,𝜑𝑛,2

𝑓
may be written as the convolution 𝑓 ★ (𝜑𝑛,2 ⊗ 𝜑𝑛,1), we get by

the linearity of convolutions that

𝐻 = 𝑓 ★

𝑁∑︁
𝑛=1

_𝑛𝜑𝑛,2 ⊗ 𝜑𝑛,1.

Hence 𝐻 is the convolution of 𝑓 with the operator
∑𝑁
𝑛=1 _𝑛𝜑𝑛,2 ⊗ 𝜑𝑛,1. When 𝑁 is

finite, the sum
∑𝑁
𝑛=1 _𝑛𝜑𝑛,2 ⊗ 𝜑𝑛,1 is always a trace class operator, so by Proposition

A.3.6 we may pick the mask 𝑓 ∈ 𝐿 𝑝 (R2𝑑) for any 1 ≤ 𝑝 ≤ ∞ and obtain a bounded
operator. However, if we follow Hlawatsch and Kozek [192] and introduce infinite
linear combinations of localization operators, both the properties of the mask 𝑓 and
convergence must be considered more carefully.

Proposition A.5.1. Fix 1 ≤ 𝑝, 𝑞, 𝑟 ≤ ∞ such that 1
𝑝
+ 1
𝑞
= 1 + 1

𝑟
. Let {𝜑𝑛,1}𝑛∈N

and {𝜑𝑛,2}𝑛∈N be two orthonormal sequences in 𝐿2(R𝑑).

1. If {_𝑛}𝑛∈N ∈ ℓ𝑝 and 𝑓 ∈ 𝐿𝑞 (R2𝑑), then the sum defining the multiwindow
STFT-filter

∑∞
𝑛=1 _𝑛A

𝜑𝑛,1,𝜑𝑛,2
𝑓

converges in S𝑟 . Furthermore,

∞∑︁
𝑛=1

_𝑛A
𝜑𝑛,1,𝜑𝑛,2
𝑓

= 𝑓 ★

∞∑︁
𝑛=1

_𝑛𝜑2,𝑛 ⊗ 𝜑1,𝑛.
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2. Conversely, any operator of the form 𝑓 ★𝑆 ∈ S𝑟 for 𝑓 ∈ 𝐿𝑞 (R2𝑑) and 𝑆 ∈ S 𝑝
can be written as a multiwindow STFT-filter with mask 𝑓 . That is, there
exists some sequence {_𝑛}𝑛∈N ∈ ℓ𝑝 of non-negative numbers and {𝜑′

𝑛,1}𝑛∈N,
{𝜑′
𝑛,2}𝑛∈N two orthonormal sequences in 𝐿2(R𝑑) such that

𝑓 ★ 𝑆 =

∞∑︁
𝑛=1

_𝑛A
𝜑′
𝑛,1,𝜑

′
𝑛,2

𝑓

where the sum converges in S𝑟 .

Proof. 1. The sum
∑∞
𝑛=1 _𝑛𝜑2,𝑛 ⊗ 𝜑1,𝑛 converges in the norm of S 𝑝 to an

operator in S 𝑝 — this follows by showing that the partial sums form a Cauchy
sequence in S 𝑝. By Proposition A.3.6 the convolution (ℎ, 𝑆) ↦→ ℎ ★ 𝑆 is
continuous from 𝐿𝑞 (R2𝑑) × S 𝑝 into S𝑟 , and we may write

∞∑︁
𝑛=1

_𝑛A
𝜑𝑛,1,𝜑𝑛,2
𝑓

=

∞∑︁
𝑛=1

_𝑛 𝑓 ★ (𝜑2,𝑛 ⊗ 𝜑1,𝑛)

= 𝑓 ★

∞∑︁
𝑛=1

_𝑛 (𝜑2,𝑛 ⊗ 𝜑1,𝑛),

where continuity considerations were used in the last step.

2. 𝑆 has a singular value decomposition

𝑆 =

∞∑︁
𝑛=1

_𝑛𝜑
′
2,𝑛 ⊗ 𝜑

′
1,𝑛

converging in the norm of S 𝑝, with {_𝑛}𝑛∈N ∈ ℓ𝑝 and {𝜑′
𝑛,1}𝑛∈N, {𝜑′

𝑛,2}𝑛∈N
two orthonormal sequences in 𝐿2(R𝑑). By the continuity properties of the
convolutions, we can write

𝑓 ★ 𝑆 = 𝑓 ★

∞∑︁
𝑛=1

_𝑛𝜑
′
2,𝑛 ⊗ 𝜑

′
1,𝑛

=

∞∑︁
𝑛=1

_𝑛 𝑓 ★ (𝜑′2,𝑛 ⊗ 𝜑
′
1,𝑛)

=

∞∑︁
𝑛=1

_𝑛A
𝜑′
𝑛,1,𝜑

′
𝑛,2

𝑓
. �

Remark A.5. The setting in [192] is that of square-summable sequences {_𝑛}𝑛∈N ∈
ℓ2 and masks 𝑓 with unspecified properties. The above proposition makes the
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relationship between properties of {_𝑛}𝑛∈N, 𝑓 and the multi-window STFT-filter
more transparent, showing how properties of {_𝑛}𝑛∈N and 𝑓 are reflected in Schatten
class properties of the multi-window STFT-filter. In particular the proposition gives
conditions on {_𝑛}𝑛∈N and 𝑓 to guarantee that the filter is a well-defined bounded
operator, analogous to the conditions for the convolutions of two functions to be
well-defined by Young’s inequality.
Remark A.6. 1. By Proposition A.3.8 any operator 𝐻 ∈ S 𝑝 for 1 ≤ 𝑝 < ∞ can

be written in the form 𝐻 = 𝑓 ★ 𝑆 for 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆 ∈ S 𝑝. With this
in mind, the study of multiwindow STFT-filters is the study of the Schatten
classes S 𝑝 from a certain perspective.

2. By Proposition A.3.16, one might also define multiwindow STFT-filters 𝑓 ★𝑆
when 𝑓 ∈ 𝒮(R2𝑑) and 𝑆 ∈ 𝔖′, or when 𝑓 ∈ 𝒮′(R2𝑑) and 𝑆 ∈ 𝔖.

A.5.1 The Fourier-Wigner transform and multiwindow STFT-filters

In [188], Kozek studied multiwindow STFT-filters by considering their Weyl
symbols. One advantage from writing multiwindow STFT-filters using convolutions
is that the relationship between such filters and their Weyl symbol becomes the
relationship between convolutions and Fourier transforms.

Proposition A.5.2. Let 𝑆 ∈ S1 and 𝑓 ∈ 𝐿1(R2𝑑). The Weyl symbol 𝑎 𝑓 ★𝑆 of the
multiwindow STFT 𝑓 ★ 𝑆 is given by 𝑓 ∗ 𝑎𝑆 , where 𝑎𝑆 is the Weyl symbol of 𝑆.

Proof. By Proposition A.3.13, 𝑎 𝑓 ★𝑆 = F𝜎F𝑊 ( 𝑓 ★ 𝑆). From Proposition A.3.12
we know that F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 ( 𝑓 ) ∗ F𝑊 (𝑆). Furthermore, we have the relation
F𝜎 (𝑔ℎ) = F𝜎 (𝑔) ∗ F𝜎 (ℎ) for 𝑔, ℎ ∈ 𝐿1(R2𝑑); a fact that follows easily from the
corresponding fact for the regular Fourier transform. Hence

𝑎 𝑓 ★𝑆 = F𝜎F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 (F𝜎 ( 𝑓 )F𝑊 (𝑆))
= 𝑓 ∗ F𝜎F𝑊 (𝑆) = 𝑓 ∗ 𝑎𝑆 ,

where we have used that F𝜎 is its own inverse. �

Remark A.7. Proposition 4.2 holds for more general 𝑓 and 𝑆, as long as the
convolutions, F𝜎 and F𝑊 are interpreted as their extensions to 𝒮

′(R2𝑑) and 𝔖′,
respectively [179].

Since the Weyl symbol of the operator 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑) is the Wigner
function𝑊 (𝜑, 𝜑) [203], we get in particular that the Weyl symbol 𝑎Ω of a localization
operator A𝜑

Ω
= 𝜒Ω ★ (𝜑 ⊗ 𝜑) is

𝑎Ω = 𝜒Ω ∗𝑊 (𝜑, 𝜑),

as is well-known [63].
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Remark A.8. Consider 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑). By the same arguments as above we get
that the Weyl symbol of the localization operator 𝑓 ★ (𝜑2 ⊗ 𝜑1) is 𝑓 ∗𝑊 (𝜑2, 𝜑1).
When Kozek and Hlawatsch generalized from localization operators (or STFT-filters)
𝑓 ★ (𝜑2 ⊗ 𝜑1) to multiwindow STFT-filters 𝑓 ★ 𝑆 for 𝑆 ∈ S2(R𝑑) in [192], they did
so by considering the Weyl symbol 𝑓 ∗𝑊 (𝜑2, 𝜑1) of a localization operator, and
replaced𝑊 (𝜑2, 𝜑1) with an arbitrary function 𝑘 in 𝐿2(R2𝑑). Hence they considered
the operator with Weyl symbol 𝑓 ∗ 𝑘 , which by Proposition A.5.2 is the operator
𝑓 ★ 𝐿𝑘 , where 𝐿𝑘 is the Weyl transform of 𝑘 . Since S2(R𝑑) is exactly the set of
bounded operators with Weyl symbol in 𝐿2(R2𝑑) [215], the set of operators 𝑓 ★ 𝐿𝑘
for 𝑘 ∈ 𝐿2(R2𝑑) equals the set of operators 𝑓 ★ 𝑆 for 𝑆 ∈ S2(R𝑑).

A.5.2 Density of multiwindow STFT-filters and uniqueness of masks

We will now fix an operator 𝑆 ∈ S1, and consider the corresponding set of
multiwindow STFT-filters 𝑓 ★ 𝑆 for functions 𝑓 . Using the approximation theorem
for convolutions with operators (Theorem A.3.15), we will be able to answer two
questions about this set of filters. First, we ask whether any operator 𝑇 may be
approximated by operators of the form 𝑓 ★ 𝑆, where 𝑇 belongs some specified
Schatten 𝑝-class of operators. We then ask whether the mask 𝑓 is uniquely
determined by the operator 𝑓 ★ 𝑆.

Proposition A.5.3. Let 𝑆 ∈ S1. The following are equivalent.

1. The set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) = 0} is empty.

2. The set of multiwindow STFT-filters 𝑓 ★ 𝑆 with 𝑓 ∈ 𝐿1(R2𝑑) is dense in S1.

3. Any mask 𝑓 ∈ 𝐿∞(R2𝑑) is uniquely determined by the multiwindow STFT-
filter 𝑓 ★ 𝑆.

Proof. The result is simply a restatement of parts (a1), (a2) and (a3) of Theorem
A.3.15 in the terminology of multiwindow STFT-filters. �

Remark A.9. Since the Weyl symbol of 𝑆 is 𝑎𝑆 = F𝜎F𝑊 (𝑆), we see that F𝑊 (𝑆) =
F𝜎𝑎𝑆 . Hence part (1) of the result could equivalently have been formulated using
the set of zeros of F𝜎𝑎𝑆 — the symplectic Fourier transform of the Weyl symbol
of 𝑆.

By relaxing the conditions on the set of zeros of the Fourier-Wigner transform
of 𝑆, we obtain a result for Hilbert-Schmidt operators from Theorem A.3.15.

Proposition A.5.4. Let 𝑆 ∈ S1. The following are equivalent.

1. The set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) = 0} has Lebesgue measure zero.
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2. The set of multiwindow STFT-filters 𝑓 ★ 𝑆 with 𝑓 ∈ 𝐿2(R2𝑑) is dense in S2.

3. Any mask 𝑓 ∈ 𝐿2(R2𝑑) is uniquely determined by the multiwindow STFT-filter
𝑓 ★ 𝑆.

With an even weaker assumption on the zeros of F𝑊 (𝑆), Theorem A.3.15 gives
yet another result.

Proposition A.5.5. Let 𝑆 ∈ S1. The following are equivalent.

1. The set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) = 0} has dense complement in R2𝑑 .

2. The set of multiwindow STFT-filters 𝑓 ★ 𝑆 with 𝑓 ∈ 𝐿∞(R2𝑑) is weak*-dense
in L(𝐿2).

3. Any mask 𝑓 ∈ 𝐿1(R2𝑑) is uniquely determined by the multiwindow STFT-filter
𝑓 ★ 𝑆.

If we pick 𝑆 = 𝜑2 ⊗ 𝜑1 for 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑) in the three previous propositions,
the conditions on the set of zeros of F𝑊 (𝑆) becomes a condition on the zeros of
the ambiguity function 𝐴(𝜑2, 𝜑1). We noted this in [203], where we generalized
previous results from [25,26]. For such rank-one operators, Proposition A.5.3 raises
a natural question: Does there exist a pair of windows 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑) such that
𝐴(𝜑2, 𝜑1) has no zeros, except when 𝜑1 = 𝜑2 is a Gaussian? In the case where
𝜑1 = 𝜑2 Hudson’s Theorem [131] requires 𝜑 to be a Gaussian. Similarly, Toft [244]
has shown that 𝑉𝜑1𝜑2 can only be a positive function if 𝜑1 = 𝜑2 is a Gaussian.
However, the question of whether one may find 𝜑1 ≠ 𝜑2 such that 𝐴(𝜑2, 𝜑1) has no
zeros has been adressed in [139].

Example A.5.1. Condition (1) of Proposition A.5.4 is much weaker than the
corresponding condition in Proposition A.5.3. It will for instance be satisfied by
𝑆 = ℎ𝑛 ⊗ ℎ𝑛, where ℎ𝑛 is the 𝑛’th Hermite function. In fact, 𝐴(ℎ𝑛, ℎ𝑛) has a finite
number of zeros, namely the zeros of some 𝑛’th Laguerre polynomials [114, p. 64].

A.6 Mixed-state localization operators

Among the localization operators A𝜑1,𝜑2
𝑓

, those of the form A𝜑

Ω
for some measurable

Ω ⊂ R2𝑑 have a special interpretation: if 𝜓 ∈ 𝐿2(R𝑑), the signal A𝜑

Ω
𝜓 is interpreted

as the part of 𝜓 "living on" Ω [63], which explains the "localization" terminology.
In Section A.5 we considered multiwindow STFT-filters as a generalization of
localization operators — a natural question is then whether we can find some subset
of the multiwindow STFT-filters where the "localization" interpretation above is
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still reasonable. We define a mixed-state localization operator to be an operator 𝐻Ω

of the form
𝐻Ω = 𝜒Ω ★ 𝑆

where Ω ⊂ R2𝑑 is a measurable subset and 𝑆 is a positive trace class operator with
tr(𝑆) = 1.
Remark A.10. 1. The relation between general localization operators A𝜑1,𝜑2

𝑓

and those of the form A𝜑

Ω
is the same as the relationship between multiwindow

STFT-filters and mixed-state localization operators: A general localization
operator may be written as A𝜑1,𝜑2

𝑓
= 𝑓 ★ (𝜑2 ⊗ 𝜑1), and the localization

operators A𝜑

Ω
are exactly those localization operators 𝑓 ★ (𝜑2 ⊗ 𝜑1) such

that 𝑓 = 𝜒Ω for some Ω ⊂ R2𝑑 and 𝜑2 ⊗ 𝜑1 is a positive operator with
tr(𝜑2 ⊗ 𝜑1) = 1. This follows from the fact that 𝜑2 ⊗ 𝜑1 is positive if and
only if 𝜑1 = 𝜑2, and tr(𝜑2 ⊗ 𝜑1) = 〈𝜑2, 𝜑1〉𝐿2 .

2. In quantum mechanics, operators 𝜑 ⊗ 𝜑 with ‖𝜑‖𝐿2 = 1 describe pure states
of a system [72]. More general states, the mixed states are described by
a positive operator 𝑆 ∈ S1 with tr(𝑆) = 1. So a mixed-state localization
operator is by definition given by the convolution of 𝜒Ω with an operator
describing a mixed state — hence the name.

Given a mixed-state localization operator 𝜒Ω ★ 𝑆, one might ask whether it
is possible to recover information about the domain Ω from the operator 𝜒Ω ★ 𝑆.
The next proposition shows that the measure of Ω may be calculated from the
eigenvalues 𝜒Ω★𝑆. In Section A.6.2 we will consider the problem of reconstructing
the domain Ω in more detail.

Proposition A.6.1. Let Ω ⊂ R2𝑑 be a subset of finite Lebesgue measure, and let
𝑆 ∈ S1 be a positive operator with tr(𝑆) = 1. Then

1. tr(𝜒Ω ★ 𝑆) = |Ω|.

2. If {_𝑖}𝑁𝑖=1 are the eigenvalues of 𝜒Ω ★ 𝑆 counted with algebraic multiplicity,
then

𝑁∑︁
𝑖=1

_𝑖 = |Ω|.

Proof. 1. By Proposition A.3.12, we have that

F𝑊 (𝜒Ω ★ 𝑆) (0) = F𝜎 (𝜒Ω) (0)F𝑊 (𝑆) (0),

and by the definitions of F𝑊 and F𝜎 we we have that

F𝜎 (𝜒Ω) (0)F𝑊 (𝑆) (0) = |Ω|tr(𝑆) = |Ω|.
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2. This follows from the first part along with Lidskii’s equality from Section
A.3.2. �

Remark A.11. 1. The proof of this proposition would work equally well if 𝜒Ω
is replaced by any 𝑓 ∈ 𝐿1(R2𝑑), as long as |Ω| is replaced by

∫
R2𝑑 𝑓 (𝑧) 𝑑𝑧.

2. This result holds in particular for the localization operators A𝜑

𝑓
by picking

𝑆 = 𝜑 ⊗ 𝜑. In this context it is well-known, see for instance [104]. The
proposition therefore supports the intuition that 𝜒Ω ★ 𝑆 is a generalized
localization operator.

A.6.1 A characterization of mixed-state localization operators

By our definition of mixed-state localization operators, a positive trace class operator
𝑆 with tr(𝑆) = 1 assigns to each domain Ω ⊂ R2𝑑 a mixed-state localization operator
𝜒Ω ★ 𝑆. In fact, 𝑓 ★ 𝑆 belongs to L(𝐿2) for any 𝑓 ∈ 𝐿∞(R2𝑑) by Proposition
A.3.6, and in this way 𝑆 defines a bounded, linear mapping from 𝐿∞(R2𝑑) to L(𝐿2).
The next theorem, originally due to Holevo [158], characterizes all bounded linear
mappings 𝐿∞(R2𝑑) → L(𝐿2) of this form in terms of four properties. We provide
an outline of the proof in [251] in our notation for completeness. The details may
also be found in Proposition 1 and Lemma 3 in [183] where the result is proved in a
more general setting.

Theorem A.6.2. Let Γ : 𝐿∞(R2𝑑) → L(𝐿2) be a linear operator satisfying

1. Γ(𝜒R2𝑑 ) = 𝐼𝐿2 , where 𝐼𝐿2 the identity operator,

2. Γ(𝑇𝑧 𝑓 ) = 𝛼𝑧 (Γ( 𝑓 )) for any 𝑧 ∈ R2𝑑 and 𝑓 ∈ 𝐿∞(R2𝑑),

3. Γ( 𝑓 ) is a positive operator whenever 𝑓 is a positive function,

4. Γ is weak* to weak*-continuous.

Then there exists a positive operator 𝑆 ∈ S1(R𝑑) with tr(𝑆) = 1 such that

Γ( 𝑓 ) = 𝑓 ★ 𝑆

for any 𝑓 ∈ 𝐿∞(R2𝑑).

Proof. Before we begin, we remark that assumption (4) is exactly what we need
to conclude that Γ is the Banach space adjoint of some bounded linear operator
Γ∗ : S1 → 𝐿1(R2𝑑). The existence of Γ∗ is how assumption (4) will be used,
although it will not be explicitly mentioned in this brief outline.
The first step of the proof is to show that Γ induces a bounded mapping Γ :
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𝐿1(R2𝑑) → S1. A calculation using all the assumptions of the proposition shows
that for a positive 𝑓 ∈ 𝐿∞(R2𝑑) ∩ 𝐿1(R𝑑) and a positive operator 𝑇 ∈ S1 we have∫

R2𝑑
tr(𝑇𝛼𝑧 (Γ( 𝑓 ))) 𝑑𝑧 =

∫
R2𝑑

𝑓 (𝑧) 𝑑𝑧 tr(𝑇).

Comparing this with Lemma A.3.5 we see that Γ( 𝑓 ) ∈ S1 with ‖Γ( 𝑓 )‖S1 =

tr(Γ( 𝑓 )) =
∫
R2𝑑 𝑓 (𝑧) 𝑑𝑧. This result holds for positive 𝑓 ∈ 𝐿∞(R2𝑑) ∩ 𝐿1(R2𝑑),

and using this we may extend Γ to a well-defined bounded operator from 𝐿1(R2𝑑)
to S1.

Using Γ : 𝐿1(R2𝑑) → S1 we can construct a measure on R2𝑑 with values in
S1. For a bounded, Lebesgue measurable subset Ω ⊂ R2𝑑 , we define a measure by
Ω ↦→ Γ(𝜒Ω). By our previous calculation we have ‖Γ(𝜒Ω)‖S1 =

∫
R2𝑑 𝜒Ω(𝑧) 𝑑𝑧 =

|Ω|. This shows that our S1-valued measure is absolutely continuous with respect
to Lebesgue measure, and since S1 has the Radon-Nikodym property 1 it follows
that there is some measurable 𝑆 : R2𝑑 → S1 such that 2

Γ( 𝑓 ) =
∫
R2𝑑

𝑓 (𝑧)𝑆(𝑧) 𝑑𝑧.

The proof is now concluded by showing that assumption (2) and uniqueness of
Radon-Nikodym derivatives imply that the function 𝑆(𝑧) is given by 𝑆(𝑧) = 𝛼𝑧 (𝑆)
for some fixed 𝑆 ∈ S1 — see [251] or [183] for the details. �

Remark A.12. 1. MappingsΓ : 𝐿∞(R2𝑑) → L(𝐿2) having these four properties
are called positive correspondence rules by Werner [251].

2. Recently, a similar result for Γ : 𝒮′(R2𝑑) → 𝔖′ has been proved by Cordero
et al. [60, Thm. 4.7] at the level of Weyl symbols.

3. The proof that mappings of the form Γ( 𝑓 ) = 𝑓 ★𝑆 are positive correspondence
rules, for positive 𝑆 ∈ S1 with tr(𝑆) = 1, is deferred to Section A.9 — see the
remark following Proposition A.9.4.

We claim that Theorem A.6.2 shows that our definition of mixed-state localization
operators is natural. Consider the case of a localization operator A𝜑

Ω
for Ω ⊂ R2𝑑

and 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1. These localization operators define a mapping
Γ𝜑 : 𝐿∞(R2𝑑) → L(𝐿2) by 𝑓 ↦→ A𝜑

𝑓
= 𝑓 ★ (𝜑 ⊗ 𝜑). For Γ𝜑 , the four properties

in Theorem A.6.2 are true and have natural interpretations:

1This follows from Theorem 1 on page 79 of [83], as S1 is the dual space of the compact operators.
2We have ignored one issue: we need to restrict Ω to bounded subsets to ensure that 𝜒Ω ∈ 𝐿1 (R2𝑑).

The technical details needed to circumvent this issue are given in the proof of Lemma 3.1 in [183].
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1. We have that Γ𝜑 (𝜒R2𝑑 )𝜓 = A𝜑

R2𝑑𝜓 = 𝜓 for 𝜓 ∈ 𝐿2(R𝑑), which formalizes
the fact that localizing 𝜓 ∈ 𝐿2(R𝑑) to the whole time-frequency plane R2𝑑

should return 𝜓.

2. For a characteristic function 𝜒Ω, the property

Γ𝜑 (𝑇𝑧𝜒Ω) = 𝛼𝑧 (Γ𝜑𝜒Ω)

says that
A𝜑

Ω−𝑧 = A𝜋 (𝑧)𝜑
Ω

where Ω− 𝑧 = {𝑧′ − 𝑧 : 𝑧′ ∈ Ω}. We may interpret this as saying that shifting
the domain Ω of a localization operator by 𝑧 ∈ R2𝑑 is equivalent to replacing
the window 𝜑 with the time-frequency shift 𝜋(𝑧)𝜑.

3. Since Γ𝜑 (𝜒Ω) = A𝜑

Ω
is interpreted as an operator that picks out the part

of a signal living in Ω in the time-frequency plane, it makes sense that〈
A𝜑

Ω
𝜓, 𝜓

〉
𝐿2 ≥ 0 — i.e. Γ𝜑 (𝜒Ω) is a positive operator.

4. Γ𝜑 : 𝐿∞(R2𝑑) → L(𝐿2) is weak* to weak*-continuous, in particular as-
signing a localization operator A𝜑

Ω
to a domain Ω is continuous in this

sense.

It seems natural to require that a generalization of localization operators also satisfies
(1), (2), (3) and (4), and Theorem A.6.2 shows that we are then lead to our definition
of mixed-state localization operators.

A.6.2 Uniqueness of the domain

In recent years the question of obtaining the domain Ω from the localization operator
A𝜑

Ω
has received some attention [4,8]. In this section we will consider the theoretical

possibility of such reconstruction for the mixed-state localization operators: if
𝑆 ∈ S1, when is the domain Ω ⊂ R2𝑑 uniquely determined by the mixed-state
localization operator 𝜒Ω ★ 𝑆, up to sets of Lebesgue measure zero?3 Since the
localization operators A𝜑

Ω
form a subset of the mixed-state localization operators,

our results will also be applicable to such operators. Our results follow from
Theorem A.3.15 — the approximation theorem for convolutions with operators.
The first result concerns domains Ω with |Ω| < ∞.

Theorem A.6.3. 1. If 𝑆 ∈ S1 is such that the set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) (𝑧) = 0} has
dense complement in R2𝑑 , then any Ω ⊂ R2𝑑 with finite Lebesgue measure is
uniquely determined by the operator 𝜒Ω ★ 𝑆, up to Lebesgue measure zero.

3By "up to sets of Lebesgue measure zero" we mean that we regard two sets Ω,Ω′ to be equal if
|Ω4Ω′ | = 0, where 4 is the symmetric difference of sets.
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2. If 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑) are windows such that the set {𝑧 ∈ R2𝑑 : 𝐴(𝜑2, 𝜑1) (𝑧) =
0} has dense complement in R2𝑑 , then any Ω ⊂ R2𝑑 with finite Lebesgue
measure is uniquely determined by the operator A𝜑1,𝜑2

Ω
, up to Lebesgue

measure zero.

Proof. Follows from the implication (1) =⇒ (3) in Proposition A.5.3. �

Remark A.13. In [8] it is shown that the theory of accumulated spectrograms gives
a method for reconstructing a compact domain Ω, using the spectrograms of a finite
subset of the eigenfunctions of A𝜑

𝑅 ·Ω as 𝑅 →∞. Note, however, that this requires
knowledge of A𝜑

𝑅 ·Ω as 𝑅 →∞, and hence not merely of A𝜑

Ω
. On the other hand it

is also shown in [8] that 𝜒Ω can be estimated using only the spectrograms of a finite
number of eigenfunctions of A𝜑

Ω
. In a coming work we use quantum harmonic

analysis to show that this is possible for any mixed-state localization operator with
compact domain.

To the knowledge of the authors, the problem of reconstructing unbounded
domains Ω from localization operators A𝜑

Ω
for 𝜑 ∈ 𝐿2(R𝑑) has not previously

been considered in the literature. We will cover the more general question of
reconstructing an unbounded domain Ω from a mixed-state localization operator
𝜒Ω★𝑆. Since an unbounded set Ω may have infinite Lebesgue measure, we will not
be able to use that 𝜒Ω ∈ 𝐿1(R2𝑑) as we did in the proof of the previous corollary. We
need to consider 𝜒Ω as an element of 𝐿∞(R2𝑑). This leads to a stronger condition
on the set of zeros of the Fourier-Wigner transform.

Theorem A.6.4. 1. If 𝑆 ∈ S1 is such that the set {𝑧 ∈ R2𝑑 : F𝑊 (𝑆) (𝑧) = 0} is
empty, then any measurable Ω ⊂ R2𝑑 is uniquely determined by the operator
𝜒Ω ★ 𝑆, up to Lebesgue measure zero.

2. If 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑) are windows such that the set {𝑧 ∈ R2𝑑 : 𝐴(𝜑2, 𝜑1) (𝑧) =
0} is empty, then any measurable Ω ⊂ R2𝑑 is uniquely determined by the
operator A𝜑1,𝜑2

Ω
, up to Lebesgue measure zero.

Proof. The proof is the same as in Theorem A.6.3, except that we use Proposition
A.5.5. �

A.7 Cohen’s class and convolutions of operators

In Section A.3.1 we defined Cohen’s class to be those quadratic time-frequency
representations 𝑄𝜙 of the form

𝑄𝜙 (𝜓) = 𝑊 (𝜓, 𝜓) ∗ 𝜙 (A.7.1)
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for some 𝜙 ∈ 𝒮′(R2𝑑) and any 𝜓 ∈ 𝒮(R𝑑). In this section we give a characterization
of Cohen’s class as convolutions with a fixed operator. We will show that many
properties of the Cohen’s class distribution may be precisely described as properties
of the corresponding operator.

Proposition A.7.1. For 𝜙 ∈ 𝒮′(R2𝑑), the associated Cohen’s class distribution 𝑄𝜙
is given by

𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 for 𝜓 ∈ 𝒮(R𝑑), (A.7.2)

where 𝐿𝜙 is the Weyl transform of 𝜙.
Conversely, any operator 𝐴 ∈ 𝔖′ determines a Cohen’s class distribution by

𝑄𝐴(𝜓) := (𝜓 ⊗ 𝜓) ★ �̌� for 𝜓 ∈ 𝒮(R𝑑).

Proof. We will apply the symplectic Fourier transform twice to equation (A.7.2)
and use parts (4) and (5) of Proposition A.3.16. First note that

F𝜎 ((𝜓 ⊗ 𝜓) ★ 𝐿𝜙) = F𝑊 (𝜓 ⊗ 𝜓)F𝑊 (𝐿𝜙) = 𝐴(𝜓, 𝜓)F𝑊 (𝐿𝜙)

using Lemma A.3.11. We now apply F𝜎 again, and since F𝜎F𝜎 is the identity
operator we find

(𝜓 ⊗ 𝜓) ★ 𝐿𝜙 = F𝜎 (𝐴(𝜓, 𝜓)F𝑊 (𝐿𝜙))
= F𝜎 (𝐴(𝜓, 𝜓)) ∗ F𝜎F𝑊 (𝐿𝜙)
= 𝑊 (𝜓, 𝜓) ∗ 𝜙 = 𝑄𝜙 (𝜓),

where we have used that F𝜎 (𝐴(𝜓, 𝜓)) = 𝑊 (𝜓, 𝜓) and that F𝜎F𝑊 𝐿𝜙 is the Weyl
symbol of 𝐿𝜙 by part (5) of Proposition A.3.16. The second statement follows
easily from the first: let 𝜙 be the Weyl symbol of �̌�. The first part states that
𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 = (𝜓 ⊗ 𝜓) ★ �̌� = 𝑄𝐴(𝜓), showing that 𝑄𝐴 is of Cohen’s
class. �

Remark A.14. In light of Lemma A.3.1, this proposition shows that any shift-
invariant, 4 weakly continuous quadratic time-frequency distribution is given by a
convolution with a fixed operator on 𝐿2(R𝑑).

By Proposition A.7.1, any Cohen’s class distribution may be described by either
a distribution 𝜙 ∈ 𝒮′(R2𝑑) or by an operator 𝐴 ∈ 𝔖′, where

𝑄𝜙 = 𝑄𝐴 if 𝐿𝜙 = �̌�.

We have defined 𝑄𝐴 in terms of �̌� to simplify formulas in Section A.8, and the
reader should note that 𝐴 and �̌� share all relevant properties, such as positivity,

4In the sense that 𝑄(𝜋(𝑧)𝜓) = 𝑇𝑧 (𝑄(𝜓)) for 𝑧 ∈ R2𝑑 and 𝜓 ∈ 𝐿2 (R𝑑).
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trace and membership of Schatten classes. Using that 𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿𝜙, we
may apply the theory of convolutions of operators to deduce some simple results on
Cohen’s class distributions.

Proposition A.7.2. Fix 1 ≤ 𝑝 ≤ ∞. Consider a Cohen’s class distribution
𝑄𝜙 for 𝜙 ∈ 𝒮

′(R2𝑑). Let 𝐿𝜙 be the Weyl transform of 𝜙. If 𝐿𝜙 ∈ S 𝑝,
then 𝑄𝜙 (𝜓) is well-defined for any 𝜓 ∈ 𝐿2(R𝑑) and 𝑄𝜙 (𝜓) ∈ 𝐿 𝑝 (R2𝑑) with
‖𝑄(𝜓)‖𝐿𝑝 ≤ ‖𝜓‖2

𝐿2 ‖𝑆‖S 𝑝 . In particular, if 𝐿𝜙 ∈ L(𝐿2), then 𝑄𝜙 (𝜓) ∈ 𝐿∞(R2𝑑)
with ‖𝑄(𝜓)‖𝐿∞ ≤ ‖𝜓‖2𝐿2 ‖𝑆‖L(𝐿2) .

Proof. For any 𝜓 ∈ 𝐿2(R𝑑) we have that 𝜓 ⊗ 𝜓 ∈ S1 with ‖𝜓 ⊗ 𝜓‖S1 = ‖𝜓‖2
𝐿2 .

Since 𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 by Proposition A.7.1, the results follow from
Proposition A.3.6. �

Remark A.15. By Pool’s Theorem [215], the condition that 𝐿𝜙 ∈ S2 is equivalent
to 𝜙 ∈ 𝐿2(R2𝑑). Unfortunately there is no equally simple characterization of those
𝜙 such that 𝐿𝜙 ∈ S1 or 𝐿𝜙 ∈ L(𝐿2).

Example A.7.1. 1. The Wigner distribution 𝑄𝜙 (𝜓) = 𝑊 (𝜓, 𝜓) is given by
𝜙 = 𝛿0 in equation (A.7.1). By Proposition A.7.1,𝑊 (𝜓, 𝜓) is also given by

𝑊 (𝜓, 𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿 𝛿0

for 𝜓 ∈ 𝒮(R𝑑). By a result of Grossmann, 𝐿 𝛿0 = 2𝑑𝑃, where 𝑃 is the parity
operator [146].

2. Fix a window 𝜑 ∈ 𝐿2(R𝑑) and consider the operator 𝑆 = 𝜑 ⊗ 𝜑. Then
𝑆 = �̌� ⊗ �̌�, and by Proposition A.7.1, 𝑆 defines a Cohen’s class distribution
𝑄𝑆 by

𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ (�̌� ⊗ �̌�) = |𝑉𝜑𝜓 |2,

where the last expression follows from Lemma A.3.10. This Cohen’s class
distribution is therefore the spectrogram. The corresponding function 𝜙, i.e.
the Weyl symbol of �̌� ⊗ �̌�, is the Wigner distribution𝑊 (�̌�, �̌�).

The idea of using operators to define time-frequency distributions appeared in
the work of Wigner [255]. Wigner assumed the existence of a self-adjoint operator
𝐴(𝑧) ∈ L(𝐿2) for each 𝑧 ∈ R2𝑑 , and then defined a distribution 𝑄𝐴(𝜓) (𝑧) =
〈𝐴(𝑧)𝜓, 𝜓〉𝐿2 for 𝜓 ∈ 𝐿2(R𝑑). As Janssen notes [172], it follows from Lemma
A.3.1 that the desirable property 𝑄𝐴(𝜋(𝑧′)𝜓) = 𝑇𝑧′𝑄𝐴(𝜓) is only satisfied if
𝐴(𝑧) = 𝜋(𝑧)𝐴𝜋(𝑧)∗ for some fixed operator 𝐴 ∈ L(𝐿2). In this case we get by the
definition of the convolution of two operators that 𝑄𝐴(𝜓) = (𝜓 ⊗ 𝜓) ★ �̌�. However,
this approach is not pursued any further than this remark in [172].
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A.7.1 Positive Cohen’s class distributions

We say that a Cohen’s class distribution 𝑄𝜙 is positive if 𝑄𝜙 (𝜓) (𝑧) ≥ 0 for all
𝑧 ∈ R2𝑑 and 𝜓 in the domain of𝑄𝜙. As has been pointed out by Gröchenig [131, Ch.
14.6], positivity of 𝑄𝜙 may be expressed in terms of the corresponding operator 𝐿𝜙.

Proposition A.7.3. Let 𝑄𝜙 be a Cohen’s class distribution such that the Weyl
transform 𝐿𝜙 is bounded on 𝐿2(R𝑑). Then 𝑄𝜙 is positive if and only if 𝐿𝜙 is a
positive operator.

Proof. If 𝑄𝜙 (𝜓) is positive, then we have in particular for any 𝜓 ∈ 𝐿2(R𝑑) that

0 ≤ 𝑄𝜙 (𝜓) (0) =
〈
𝐿𝜙𝜋(0)∗𝜓, 𝜋(0)∗𝜓

〉
𝐿2 =

〈
𝐿𝜙𝜓, 𝜓

〉
𝐿2 ,

where we have used that (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 (𝑧) =
〈
𝐿𝜙𝜋(𝑧)∗𝜓, 𝜋(𝑧)∗𝜓

〉
𝐿2 , as follows

from the definition of the convolution of operators. This shows that 𝐿𝜙 is positive,
hence 𝐿𝜙 is positive. We have used that the function (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 (𝑧) is in fact a
continuous function [203, Prop 3.3 (3)] to ensure that it has a well-defined value
at 0. If we assume that 𝐿𝜙 is positive, then we get that 𝑄𝜙 is positive since
𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓)★𝐿𝜙, 𝜓 ⊗ 𝜓 is a positive operator and the convolution of positive
operators is a positive function by Proposition A.3.7. �

The condition that a time-frequency distribution 𝑄𝜙 should be positive is
a natural requirement. One might therefore ask what conditions 𝜙 ∈ 𝒮

′(R2𝑑)
should satisfy to ensure that 𝑄𝜙 is positive. By the previous proposition, we may
equivalently ask which conditions 𝜙 must satisfy to ensure that the Weyl transform
𝐿𝜙 is a positive operator. This question is of interest in quantum mechanics, and
providing a general answer has turned out to be difficult. The so-called KLM
conditions due to Kastler [175], and Loupias and Miracle-Sole [199,200] are the
most famous result of this kind, and we now formulate these conditions in our
context, using the notation from [61,72].

Theorem A.7.4. Let 𝜙 be a real-valued function onR2𝑑 such that the Weyl transform
𝐿𝜙 ∈ S1. The Cohen’s class distribution 𝑄𝜙 is positive if and only if

1. 𝜙 is continuous.

2. For every 𝑁 ≥ 1 and every 𝑁-tuple (𝑧1, ..., 𝑧𝑁 ) ∈
(
R2𝑑 )𝑁 the 𝑁 × 𝑁 matrix

with entries
𝑀 𝑗𝑘 = 𝑒

−2𝜋𝑖𝜎 (𝑧 𝑗 ,𝑧𝑘 )F𝜎 (𝜙) (𝑧 𝑗 − 𝑧𝑘)

is positive semidefinite.
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Proof. The KLM-conditions state that if 𝜙 is a real-valued function on R2𝑑 such
that the Weyl transform 𝐿𝜙 ∈ S1, then the operator 𝐿𝜙 is positive if and only if
𝜙 satisfies the two properties above [72, Prop 306 and Thm 309]. By Proposition
A.7.3, 𝑄𝜙 is positive if and only if 𝐿𝜙 is a positive operator. �

There are other, more recent results of this nature. Cordero, de Gosson and
Nicola [61] have recently proved a version of the KLM-conditions that seems more
tractable for numerical verification. In fact, their conditions characterize those
𝜙 ∈ 𝐿2(R2𝑑) such that the Weyl transform 𝐿𝜙 ∈ S2 is a positive operator. In terms
of Cohen’s class, their condition characterizes those 𝜙 ∈ 𝐿2(R2𝑑) such that 𝑄𝜙 is
positive. The reader is referred to [61] for precise statements and proofs.

A.7.2 Cohen’s class distributions with the correct total energy property

Following Janssen [172], we say that a Cohen’s class distribution𝑄𝜙 has the correct
total energy property if ∫

R2𝑑
𝑄𝜙 (𝜓) (𝑧) 𝑑𝑧 = ‖𝜓‖2𝐿2

for all 𝜓 ∈ 𝐿2(R𝑑). One might think of 𝑄𝜙 (𝜓) as an energy distribution for the
signal 𝜓, and so one would hope that the total energy ‖𝜓‖2

𝐿2 equals the integral of
the energy distribution 𝑄𝜙 (𝜓). We now show how this property of the distribution
𝑄𝜙 is related to properties of the Weyl transform 𝐿𝜙.

Proposition A.7.5. Let 𝑄𝜙 be a Cohen’s class distribution, and let 𝐿𝜙 be the Weyl
transform of 𝜙. If 𝐿𝜙 ∈ S1, then∫

R2𝑑
𝑄𝜙 (𝜓) 𝑑𝑧 = ‖𝜓‖2𝐿2 tr(𝐿𝜙) (A.7.3)

for any 𝜓 ∈ 𝐿2(R𝑑). If in addition 𝜙 ∈ 𝐿1(R2𝑑) , then∫
R2𝑑

𝑄𝜙 (𝜓) 𝑑𝑧 = ‖𝜓‖2𝐿2

∫
R2𝑑

𝜙(𝑧) 𝑑𝑧 (A.7.4)

Proof. By Proposition A.7.1

𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 .

By the definition of the convolution of two operators, (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 = tr((𝜓 ⊗
𝜓)𝛼𝑧 (𝑃𝐿𝜙𝑃)). Since 𝐿𝜙 is assumed to be trace class, we may apply Lemma A.3.5
to find that∫

R2𝑑
tr((𝜓 ⊗ 𝜓)𝛼𝑧 (𝑃𝐿𝜙𝑃)) 𝑑𝑧 = tr(𝜓 ⊗ 𝜓)tr(𝑃𝐿𝜙𝑃)

= ‖𝜓‖2
𝐿2 tr(𝑃2𝐿𝜙) = ‖𝜓‖2𝐿2 tr(𝐿𝜙).
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We have used that tr(𝜓 ⊗ 𝜓) = ‖𝜓‖2
𝐿2 , which is a simple consequence of the

definition of the trace. If 𝜙 ∈ 𝐿1(R2𝑑), we may use the well-known relation

tr(𝐿𝜙) =
∫
R2𝑑

𝜙(𝑧) 𝑑𝑧

between a distribution 𝜙 and its Weyl transform in this case to complete the
proof [72, Prop. 286]. �

Remark A.16. There are many examples of Cohen’s class distributions 𝑄𝜙 where
𝐿𝜙 ∈ S1 yet 𝜙 ∉ 𝐿1(R2𝑑), so that equation (A.7.4) does not apply. For instance, if
𝜙 = 𝑊 (�̌�, �̌�) for 𝜑 ∈ 𝐿2(R𝑑), we saw in Example A.7.1 that 𝑄𝜙 is a spectrogram
and 𝐿𝜙 = �̌� ⊗ �̌� ∈ S1. For 𝑊 (�̌�, �̌�) ∈ 𝐿1(R2𝑑) to hold, 𝜑 must be an element
of the so-called Feichtinger algebra [72, 95], in particular 𝜑 must be continuous.
Hence equation (A.7.3) holds for a set of Cohen’s class distributions where equation
(A.7.4) does not even make sense, and equation (A.7.3) and the connection to the
trace of an operator is new to the best of our knowledge.

In the special case of 𝜙 ∈ 𝒮(R2𝑑), equation (A.7.4) is contained in Section
2.4.2 of Janssen’s survey [172]. In this case both 𝐿𝜙 ∈ S1 and 𝜙 ∈ 𝐿1(R2𝑑) are
satisfied, so Janssen needed neither equation (A.7.3) nor the connection to trace
class operators.

A recurring theme in Janssen’s thorough survey [172] is that positivity for a
Cohen’s class distribution 𝑄𝜙 is incompatible with many other desirable properties
of 𝑄𝜙. Proposition A.7.5 shows that 𝑄𝜙 may be both positive and have the correct
total energy property if 𝐿𝜙 ∈ S1, but the next corollary shows that this fails
spectacularly whenever 𝐿𝜙 ∉ S1.

Corollary A.7.5.1. Let 𝑄𝜙 a be a positive Cohen’s class distribution, and let 𝐿𝜙
be the Weyl transform of 𝜙. If 𝐿𝜙 ∈ L(𝐿2) \ S1, then∫

R2𝑑
𝑄𝜙 (𝜓) 𝑑𝑧 = ∞

for all 𝜓 ∈ 𝐿2(R𝑑).

Proof. A simple approximation argument shows that the relation
∫
R2𝑑 𝑄𝜙 (𝜓) 𝑑𝑧 =

‖𝜓‖2
𝐿2 tr(𝐿𝜙) actually holds when 𝐿𝜙 is any bounded positive operator on 𝐿2(R𝑑),

where tr(𝐿𝜙) = ∞ if 𝐿𝜙 ∉ S1. �
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A.7.3 Characterization of positive Cohen’s class distributions with
correct total energy property

The previous two subsections have introduced two desirable properties in a Cohen’s
class distribution 𝑄𝜙, namely positivity and

∫
R2𝑑 𝑄𝜙 (𝜓) (𝑧) 𝑑𝑧 = ‖𝜓‖2𝐿2 for any

𝜓 ∈ 𝐿2(R𝑑). Using the results from these subsections, we may now characterize
those Cohen’s class distributions with both these properties. In short, they are all
given as linear combinations of the spectrogram.

Theorem A.7.6. Let 𝑄𝜙 be a Cohen’s class distribution. 𝑄𝜙 is positive and has
the correct total energy property if and only if the Weyl transform 𝐿𝜙 is a positive
trace class operator with tr(𝐿𝜙) = 1. If this is the case, there exists an orthonormal
basis {𝜑𝑛}𝑛∈N in 𝐿2(R𝑑) and a sequence {_𝑛}𝑛∈N of non-negative numbers with∑∞
𝑛=1 _𝑛 = 1 such that

𝑄𝜙 (𝜓) (𝑧) =
∞∑︁
𝑛=1

_𝑛 |𝑉𝜑𝑛𝜓 |2(𝑧),

and this sum converges uniformly for each 𝜓 ∈ 𝐿2(R𝑑).

Proof. The main idea is to study 𝑄𝜙 using the Weyl transform 𝐿𝜙, since 𝑄𝜙 (𝜓) =
(𝜓 ⊗ 𝜓) ★ 𝐿𝜙. Since 𝑄𝜙 is positive, Proposition A.7.3 gives that 𝐿𝜙 is a positive
operator. As we remarked in the proof of Corollary A.7.5.1, we then have that∫

R2𝑑
𝑄𝜙 (𝜓) 𝑑𝑧 = ‖𝜓‖2𝐿2 tr(𝐿𝜙),

for 𝜓 ∈ 𝐿2(R𝑑), where tr(𝐿𝜙) = ∞ if 𝐿𝜙 is not trace class. We easily see from
this expression that we need 𝐿𝜙 ∈ S1 with tr(𝐿𝜙) = 1 in order to have that∫
R2𝑑 𝑄𝜙 (𝜓) (𝑧) 𝑑𝑧 = ‖𝜓‖2𝐿2 . Hence 𝐿𝜙 is a positive trace class operator, so we may

use the singular value decomposition of 𝐿𝜙 to write

𝐿𝜙 =

∞∑︁
𝑛=1

_𝑛𝜑
′
𝑛 ⊗ 𝜑′𝑛

where {𝜑′𝑛}𝑛∈N is an orthonormal basis in 𝐿2(R𝑑) and {_𝑛}𝑛∈N is a sequence of
non-negative numbers with

∑∞
𝑛=1 _𝑛 = tr(𝐿𝜙) = 1. This sum of operators converges

to 𝐿𝜙 in the operator norm on L(𝐿2). In order to make the end results more aesthetic
we define 𝜑𝑛 = 𝑃𝜑′𝑛 for each 𝑛 ∈ N, so that 𝜑′𝑛 = �̌�𝑛. The sequence {𝜑𝑛}𝑛∈N is
clearly also orthonormal, and we have that

𝐿𝜙 =

∞∑︁
𝑛=1

_𝑛�̌�𝑛 ⊗ �̌�𝑛.
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Now recall that (𝜓 ⊗ 𝜓) ★ (�̌�𝑛 ⊗ �̌�𝑛) = |𝑉𝜑𝑛𝜓 |2 by Lemma A.3.10 . For each
𝜓 ∈ 𝐿2(R𝑑) the operator 𝜓 ⊗ 𝜓 is trace class, and since the convolution of operators
is continuous S1 × L(𝐿2) → 𝐿∞(R2𝑑) by Proposition A.3.6 we get that

𝑄𝜙 (𝜓) = 𝐿𝜙 ★ (𝜓 ⊗ 𝜓)

=

(
lim
𝑁→∞

𝑁∑︁
𝑛=1

_𝑛�̌�𝑛 ⊗ �̌�𝑛

)
★ (𝜓 ⊗ 𝜓)

= lim
𝑁→∞

(
𝑁∑︁
𝑛=1

_𝑛�̌�𝑛 ⊗ �̌�𝑛 ★ (𝜓 ⊗ 𝜓)
)

= lim
𝑁→∞

(
𝑁∑︁
𝑛=1

_𝑛 |𝑉𝜑𝑛𝜓 |2
)

with convergence in the norm of 𝐿∞(R2𝑑), i.e. uniform convergence. �

A restatement of the previous theorem is that the Cohen’s class distributions 𝑄
that are positive with the correct total energy property are exactly given by

𝑄(𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆𝑄

for some positive operator 𝑆𝑄 ∈ S1 with tr(𝑆𝑄) = 1. Operators of the form 𝑆𝑄
are also known as density operators and play a central role in quantum mechanics,
see [74] for a modern and rigorous treatment. Examples of Cohen class distributions
satisfying this property and characterization have been given in [25].

Example A.7.2. 1. The spectrogram |𝑉𝜑𝜓(𝑧) |2 = (𝜓 ⊗ 𝜓) ★ (�̌� ⊗ �̌�) for 𝜑 ∈
𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1 is both positive and has the correct total energy
property. This agrees with Theorem A.7.6 since the operator �̌� ⊗ �̌� is positive
and tr(�̌� ⊗ �̌�) = 〈�̌�, �̌�〉𝐿2 = 1.

2. The Wigner distribution𝑊 (𝜓) = (𝜓 ⊗𝜓)★2𝑑𝑃 is not positive by Proposition
A.7.3, as 𝑃 is not a positive operator. The correct total energy property holds
for some, but not all 𝜓 ∈ 𝐿2(R𝑑) [131].

3. Using a result due to Gracia-Bondía and Várilly [127], we may now give a
characterization of the Gaussians that give positive Cohen’s class distributions
with the correct total energy property. To make this precise, let Φ𝑀 be the
normalized Gaussian

Φ𝑀 (𝑧) = 2𝑑
1

det(𝑀)1/4
𝑒−𝑧

𝑇 ·𝑀 ·𝑧 for 𝑧 ∈ R2𝑑 ,
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where 𝑀 is a 2𝑑 × 2𝑑-matrix. The result of [127] states that the Weyl
transform 𝐿Φ𝑀

is a positive trace class operator if and only if

𝑀 = 𝑆𝑇Λ𝑆,

where 𝑆 is a symplectic matrix and Λ is diagonal matrix of the form

Λ = diag(_1, _2, . . . , _𝑑 , _1, _2, . . . , _𝑑)

with 0 < _𝑖 ≤ 1. Hence these Gaussians Φ𝑀 are exactly the Gaussians such
that the Cohen’s class distribution 𝑄Φ𝑀

is positive with the correct total
energy property. Note that this provides examples of positive Cohen’s class
distributions with the correct total energy property that are not spectrograms,
since some of the Gaussians above do not correspond to operators of the form
�̌� ⊗ �̌� under the Weyl transform [74, 127]. These results are also linked with
the symplectic structure of the phase space [75].

A.7.4 Uncertainty principles for Cohen’s class

By using the connection between Cohen’s class and convolutions of operators we
obtain a weak uncertainty principle for Cohen’s class distributions. The result is
modeled on uncertainty principles for the spectrogram and Wigner distribution [131].

Proposition A.7.7. Let 𝑆 ∈ L(𝐿2) and let 𝑄𝑆 be the Cohen’s class distribution
determined by 𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆 for 𝜓 ∈ 𝐿2(R𝑑). If Ω ⊂ R2𝑑 is a measurable
subset such that ∫

Ω

|𝑄𝑆 (𝜓) | 𝑑𝑧 ≥ (1 − 𝜖)‖𝑆‖L(𝐿2)

for some 𝜓 ∈ 𝐿2(R𝑑) with ‖𝜓‖𝐿2 = 1 and 𝜖 ≥ 0, then

|Ω| ≥ 1 − 𝜖 .

Proof. By Proposition A.7.2, we know that 𝑄𝑆 (𝜓) ∈ 𝐿∞(R2𝑑) with ‖𝑄𝑆 (𝜓)‖𝐿∞ ≤
‖𝜓‖2

𝐿2 ‖𝑆‖L(𝐿2) . It follows that∫
Ω

|𝑄𝑆 (𝜓) | 𝑑𝑧 ≤ ‖𝜓‖2𝐿2 ‖𝑆‖L(𝐿2)

∫
Ω

𝑑𝑧 = ‖𝜓‖2
𝐿2 ‖𝑆‖L(𝐿2) |Ω|.

Hence if ∫
Ω

|𝑄𝑆 (𝜓) | 𝑑𝑧 ≥ (1 − 𝜖)‖𝜓‖2𝐿2 ‖𝑆‖L(𝐿2) ,

we must have that

‖𝜓‖2
𝐿2 ‖𝑆‖L(𝐿2) |Ω| ≥ (1 − 𝜖)‖𝜓‖2𝐿2 ‖𝑆‖L(𝐿2) ,

and therefore |Ω| ≥ 1 − 𝜖 . �
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A.7.5 Phase retrieval for Cohen’s class distribution

Given a Cohen’s class distribution 𝑄𝜙, one might ask whether any 𝜓 ∈ 𝐿2(R𝑑)
is uniquely determined by 𝑄𝜙 (𝜓). Since Proposition A.7.1 shows that 𝜓 enters
the expression for 𝑄𝜙 (𝜓) via 𝜓 ⊗ 𝜓, we can at most hope that 𝜓 ⊗ 𝜓 is uniquely
determined by 𝑄𝜙 (𝜓). It is simple to show that 𝜓1 ⊗ 𝜓1 = 𝜓2 ⊗ 𝜓2 if and only if
𝜓1 = 𝑒𝑖𝑎𝜓2 for some 𝑎 ∈ R, so we will ask whether 𝜓 is determined by 𝑄𝜙 (𝜓) up
to some constant phase 𝑒𝑖𝑎 with 𝑎 ∈ R. In the special case where 𝐿𝜙 ∈ S1, a rather
weak condition on 𝜙 is enough to ensure this.

Proposition A.7.8. Let 𝜙 ∈ 𝐿2(R2𝑑) be a function such that the Weyl transform 𝐿𝜙
is trace class. Assume that the set {𝑧 ∈ R2𝑑 : F𝜎𝜙(𝑧) = 0} has dense complement
in R2𝑑 . If 𝑄𝜙 (𝜓1) = 𝑄𝜙 (𝜓2) for 𝜓1, 𝜓2 ∈ 𝐿2(R𝑑), then 𝜓1 = 𝑒𝑖𝑎𝜓2 for some
constant 𝑎 ∈ R.

Proof. By Proposition A.7.1, we know that 𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿𝜙. If the set
{𝑧 ∈ R2𝑑 : F𝑊 𝐿𝜙 (𝑧) = 0} has dense complement in R2𝑑 , we get from Theorem
A.3.15 that the mapping 𝜓 ⊗ 𝜓 ↦→ (𝜓 ⊗ 𝜓) ★ 𝐿𝜙 = 𝑄𝜙 (𝜓) is injective. Hence,
if 𝑄𝜙 (𝜓1) = 𝑄𝜙 (𝜓2), then 𝜓1 ⊗ 𝜓1 = 𝜓2 ⊗ 𝜓2. By the discussion preceding the
Proposition this implies that 𝜓1 = 𝑒𝑖𝑎𝜓2 for some constant 𝑎 ∈ R. Furthermore,
we know by Proposition A.3.13 that 𝜙 = F𝜎F𝑊 (𝐿𝜙), and applying F𝜎 to this
equation we obtain F𝜎𝜙 = F𝑊 (𝐿𝜙), so the sets {𝑧 :∈ R2𝑑 : F𝑊 𝐿𝜙 (𝑧) = 0} and
{𝑧 :∈ R2𝑑 : F𝜎𝜙(𝑧) = 0} are equal. �

When 𝜙 = 𝑊 (𝜑, 𝜑) for some 𝜑 ∈ 𝐿2(R𝑑), the previous result gives a condition
on the window 𝜑 ∈ 𝐿2(R𝑑) to ensure that any 𝜓 ∈ 𝐿2(R𝑑) is determined by its
spectrogram |𝑉𝜑𝜓 |2 up to a phase 𝑒𝑖𝑎 for 𝑎 ∈ R. This is the problem of phase
retrieval for the spectrogram [145].

Corollary A.7.8.1. If 𝜑 ∈ 𝐿2(R𝑑) and the set {𝑧 :∈ R2𝑑 : 𝐴(𝜑, 𝜑) (𝑧) = 0} has
dense complement in R2𝑑 and |𝑉𝜑𝜓1 | = |𝑉𝜑𝜓2 |, then 𝜓1 = 𝑒𝑖𝑎𝜓2 for some constant
𝑎 ∈ R.

Proof. Let 𝜙 = 𝑊 (�̌�, �̌�). As we saw in Example A.7.1, we then have

𝑄𝜙 (𝜓) = |𝑉𝜑𝜓 |2.

The result now follows from Proposition A.7.8 by noting that F𝜎𝑊 (�̌�, �̌�) =

𝐴(�̌�, �̌�) = 𝐴(𝜑, 𝜑), where the last equality follows from the definition of 𝐴(𝜑, 𝜑).
�

Remark A.17. This corollary appears in [145, Remark A.4] under the stronger
assumption that the set of zeros of the ambiguity function has Lebesgue measure
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0. The same paper also proves that when 𝜑 ∈ 𝒮(R2𝑑) and its ambiguity function
has no zeros, then the same result holds for 𝜓1, 𝜓2 ∈ 𝒮′(R2𝑑) [145, Thm. 2.3] — a
result that is referred to as "folklore" by [145].

A.8 Multiwindow STFTs and Cohen’s class

In Sections A.5 and A.6 we saw that an operator 𝑆 can be used to assign to a function
𝑓 on R2𝑑 a multiwindow STFT-filter 𝑓 ★𝑆. On the other hand we saw in Section A.7
that 𝑆 defines a Cohen’s class distribution 𝑄𝑆 by 𝑄𝑆 (𝜓) (𝑧) = (𝜓 ⊗ 𝜓) ★ 𝑆(𝑧). In
fact, there is a close connection between operators 𝑓 ★𝑆 and Cohen class distribution
𝑄𝑆 .

Proposition A.8.1. Let 𝑆 ∈ S1, 𝑓 ∈ 𝐿∞(R2𝑑) and 𝜓 ∈ 𝐿2(R𝑑). Let 𝑄𝑆 be the
Cohen’s class distribution 𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆. Then

〈 𝑓 ★ 𝑆, 𝜓 ⊗ 𝜓〉L(𝐿2)) ,S1 = 〈 𝑓 , 𝑄𝑆 (𝜓)〉𝐿∞,𝐿1 . (A.8.1)

More explicitly

〈( 𝑓 ★ 𝑆)𝜓, 𝜓〉𝐿2 =

∫
R2𝑑

𝑓 (𝑧)𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧. (A.8.2)

Proof. When 𝑓 ∈ 𝐿∞(R2𝑑), the operator 𝑓 ★ 𝑆 is defined by the relation

〈 𝑓 ★ 𝑆, 𝑇〉L(𝐿2) ,S1 =
〈
𝑓 , 𝑆 ★𝑇

〉
𝐿∞,𝐿1

for any 𝑇 ∈ S1, as we noted in equation (A.3.2). In particular this must hold for
𝑇 = 𝜓 ⊗ 𝜓. Since 𝑄𝑆 (𝜓) = 𝑆 ★ (𝜓 ⊗ 𝜓), we get that

〈 𝑓 ★ 𝑆, 𝜓 ⊗ 𝜓〉L(𝐿2) ,S1 =
〈
𝑓 , 𝑆 ★ (𝜓 ⊗ 𝜓)

〉
𝐿∞,𝐿1 = 〈 𝑓 , 𝑄𝑆 (𝜓)〉𝐿∞,𝐿1 .

To prove equation (A.8.2) we recall that the duality action of L(𝐿2) on S1 is given
by

〈 𝑓 ★ 𝑆, 𝜓 ⊗ 𝜓〉L(𝐿2) ,S1 = tr(( 𝑓 ★ 𝑆) (𝜓 ⊗ 𝜓)).

By picking an orthonormal basis {𝑒𝑛}𝑛∈N for 𝐿2(R𝑑) we calculate that

tr(( 𝑓 ★ 𝑆) (𝜓 ⊗ 𝜓)) =
∑︁
𝑛∈N
〈( 𝑓 ★ 𝑆) (𝜓 ⊗ 𝜓)𝑒𝑛, 𝑒𝑛〉𝐿2

=
∑︁
𝑛∈N
〈𝑒𝑛, 𝜓〉𝐿2 〈( 𝑓 ★ 𝑆)𝜓, 𝑒𝑛〉𝐿2

= 〈( 𝑓 ★ 𝑆)𝜓, 𝜓〉𝐿2 ,

where we have used Parseval’s equality to remove the sum. �
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Remark A.18. The same result holds whenever 𝑓 ★𝑆 is defined in Proposition A.3.6
and the brackets in equation (A.8.1) may be interpreted as duality. In the most
general case we have 𝑆 ∈ 𝔖′, and we then have for 𝑓 ∈ 𝒮(R2𝑑) and 𝜓 ∈ 𝒮(R𝑑) that

〈( 𝑓 ★ 𝑆)𝜓, 𝜓〉
𝒮′,𝒮 = 〈 𝑓 , 𝑄𝑆 (𝜓)〉𝒮′,𝒮

where 𝑄𝑆 is given by 𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆.
The proposition shows that the Cohen’s class distribution 𝑄𝑆 has a naturally

associated operator 𝑓 ★𝑆 for any 𝑓 ∈ 𝐿∞(R2𝑑). The idea of associating operators to
Cohen’s class distributions has also been considered previously, but in this context
it seems to be a novel insight that both the Cohen’s class distribution and the
associated operators are given by convolutions with a fixed operator 𝑆 (and 𝑆).
Previous discussions of such results appear in [49,219], and more recently in [46,47]
where the operators 𝑓 ★ 𝑆 are called Cohen operators. In these references a Cohen’s
class distribution 𝑄 was taken as a starting point, and it was shown that one could
associate operators to 𝑄 using a version of equation (A.8.2).

Proposition A.8.1 generalizes several known relations between pseudodifferential
operators and Cohen’s class distributions.

Example A.8.1. 1. If we pick 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑), then 𝑆 ∈ S1 and
𝑆 = �̌� ⊗ �̌�. For 𝑓 ∈ 𝐿∞(R2𝑑) the operator 𝑓 ★ 𝑆 is the localization operator
A𝜑

𝑓
by Proposition A.3.9. The Cohen’s class distribution determined by 𝑆 is

the spectrogram by Example A.7.1

𝑄𝑆 (𝜓) (𝑧) = (𝜓 ⊗ 𝜓) ★ (�̌� ⊗ �̌�) (𝑧) = |𝑉𝜑𝜓(𝑧) |2.

Equation (A.8.2) states the familiar relation〈
A𝜑

𝑓
𝜓, 𝜓

〉
𝐿2

=

∫
R2𝑑

𝑓 (𝑧) |𝑉𝜑𝜓(𝑧) |2 𝑑𝑧.

2. For 𝑆 = 2𝑑𝑃 the proposition describes the Weyl calculus. As we observed in
Example A.7.1 the Cohen’s class distribution associated to 2𝑑𝑃 =

(
2𝑑𝑃

)
ˇ is

the Wigner distribution

𝑄2𝑑𝑃 (𝜓) = (𝜓 ⊗ 𝜓) ★ 2𝑑𝑃(𝑧) = 𝑊 (𝜓) (𝑧).

For a function 𝑓 ∈ 𝐿1(R2𝑑) the operator 𝑓 ★ 2𝑑𝑃 is the Weyl transform 𝐿 𝑓
of 𝑓 : the Weyl symbol of 2𝑑𝑃 is 𝛿0 [146] and hence the Weyl symbol of
𝑓 ★ 2𝑑𝑃 is 𝑓 by Proposition A.5.2. Equation (A.8.2) becomes〈

𝐿 𝑓 𝜓, 𝜓
〉
𝐿2 =

∫
R2𝑑

𝑓 (𝑧)𝑊 (𝜓) (𝑧) 𝑑𝑧

which is the equation we used to define the Weyl transform 𝐿 𝑓 .

86



A.8. Multiwindow STFTs and Cohen’s class

3. When 𝜙 = F𝜎Θ, where Θ(𝑧) = sin(𝜋𝑥𝜔)
𝜋𝑥𝜔

, the Cohen’s class distribution 𝑄𝜙
is closely related to Born-Jordan quantization [59, 76]. By Proposition A.7.1
we may write 𝑄𝜙 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝐿𝜙, where 𝐿𝜙 is the Weyl transform of 𝜙.
For 𝑓 ∈ 𝒮(R2𝑑) we get the associated operators 𝑓 ★ 𝐿𝜙 . In fact, 𝑓 ★ 𝐿𝜙 is
the Born-Jordan quantization of the function 𝑓 . To prove this, we note that
in [61] the Born-Jordan quantization of 𝑓 is defined to be the operator with
Weyl symbol 𝑓 ∗ 𝜙. By Proposition A.5.2 the Weyl symbol of 𝑓 ★ 𝐿𝜙 is 𝑓 ∗ 𝜙,
so 𝑓 ★ 𝐿𝜙 really is the Born-Jordan quantization of 𝑓 .
Equation (A.8.1) is a well-known relation between Born-Jordan quantization
and the Cohen’s class distribution determined by 𝜙, in fact this is used to
define Born-Jordan quantization in [73].

A.8.1 The localization problem for Cohen’s class

The previous section showed that an operator 𝑆 allows the construction of operators
𝑓 ★ 𝑆 and a Cohen’s class distribution 𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆, and that the operators
𝑓 ★ 𝑆 are related to 𝑄𝑆 (𝜓) in a natural way. We will now consider this relationship
when 𝑓 is the characteristic function 𝜒Ω of some domain Ω ⊂ R2𝑑 . In this case
equation (A.8.2) from the previous section becomes

〈𝜒Ω ★ 𝑆𝜓, 𝜓〉𝐿2 =

∫
Ω

𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧. (A.8.3)

The right hand side of this equation may be interpreted as a measure of the
concentration of the energy of 𝜓 in the region Ω of the time-frequency plane, and
leads to a natural localization problem for Cohen’s class [112, 198, 217, 219]
: for a Cohen’s class distribution 𝑄 and a measurable Ω ⊂ R2𝑑 , find the signal
𝜓 ∈ 𝐿2(R𝑑) with ‖𝜓‖𝐿2 = 1 that maximizes∫

Ω

𝑄(𝜓) (𝑧) 𝑑𝑧.

Equation (A.8.3) implies that the problem is solved by considering the eigenfunctions
of the operator 𝜒Ω ★ 𝑆 by Courant’s min-max principle [194, Thm. 28.4], as the
next proposition makes formal.

Proposition A.8.2. Let Ω ⊂ R2𝑑 be a measurable subset, let 𝑆 ∈ L(𝐿2) be
a self-adjoint operator and let 𝑄𝑆 be the associated Cohen’s class distribution
𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆. Assume that 𝜒Ω ★ 𝑆 is a compact operator. Let _1 ≥ _2, ...

be the positive eigenvalues of 𝜒Ω ★ 𝑆 (counted with multiplicities) and let 𝜙𝑖 be the
eigenvector corresponding to _𝑖 for 𝑖 ∈ N. Then∫

Ω

𝑄𝑆 (𝜙𝑛) (𝑧) 𝑑𝑧 = max
{∫

Ω

𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧 : ‖𝜓‖𝐿2 = 1, 𝜓 ⊥ 𝜙1, 𝜙2, ..., 𝜙𝑛−1

}
.
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Proof. By the min-max principle [194, Thm. 28.4] we know that

_𝑛 = min
𝜓1,...,𝜓𝑛−1

max
𝜓⊥𝜓1,...,𝜓𝑛−1
‖𝜓 ‖

𝐿2=1

〈(𝜒Ω ★ 𝑆)𝜓, 𝜓〉𝐿2 , (A.8.4)

where 𝜓1, 𝜓2, ..., 𝜓𝑛−1 is any set of linearly independent vectors in 𝐿2(R𝑑). Since
_𝑛 = 〈(𝜒Ω ★ 𝑆)𝜙𝑛, 𝜙𝑛〉𝐿2 and 𝜙𝑛 ⊥ 𝜙1, ...𝜙𝑛−1, the minimum in equation (A.8.4)
is achieved when 𝜓1 = 𝜙1, 𝜓2 = 𝜙2, ..., 𝜓𝑛−1 = 𝜙𝑛−1, hence

_𝑛 = max
𝜓⊥𝜙1,...,𝜙𝑛−1
‖𝜓 ‖

𝐿2=1

〈(𝜒Ω ★ 𝑆)𝜓, 𝜓〉𝐿2 . (A.8.5)

By equation (A.8.3) we know that 〈(𝜒Ω ★ 𝑆)𝜓, 𝜓〉𝐿2 =
∫
Ω
𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧, and since

_𝑛 = 〈(𝜒Ω ★ 𝑆)𝜙𝑛, 𝜙𝑛〉𝐿2 equation (A.8.5) states that∫
Ω

𝑄𝑆 (𝜙𝑛) (𝑧) 𝑑𝑧 = max
{∫

Ω

𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧 : ‖𝜓‖𝐿2 = 1, 𝜓 ⊥ 𝜙1, 𝜙2, ..., 𝜙𝑛−1

}
.

�

Remark A.19. We have formulated the result by requiring that 𝜒Ω ★ 𝑆 is compact.
It is easy to find conditions making this true; by Proposition A.3.6 it will be true if
|Ω| < ∞ and 𝑆 ∈ S 𝑝 for some 𝑝 < ∞. However, 𝜒Ω ★ 𝑆 may well be compact in
other cases too.

This idea of solving the localization problem by considering eigenfunctions
of operators goes back to the work of Flandrin [112] for the Wigner distribution.
Ramanathan and Topiwala [219] later showed that similar techniques were possible
for other Cohen’s class distributions, by defining the operators 𝜒Ω ★ 𝑆 in equation
(A.8.3) using the Weyl calculus. Recently Boggiatto et. al have considered the same
problem in [46] using methods very similar to those we consider, but without the
convolutions of operators and functions.

Example A.8.2. 1. If 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑), then we know from Examples
A.7.1 and A.8.1 that 𝑄𝑆 (𝜓) = |𝑉𝜑𝜓 |2, the spectrogram, and 𝜒Ω ★ 𝑆 is the
localization operator A𝜑

Ω
. Proposition A.8.2 says that the functions 𝜓 that

minimize ∫
Ω

|𝑉𝜑𝜓 |2(𝑧) 𝑑𝑧

are the eigenfunctions of the operator A𝜑

Ω
. This relation is well known [218],

and exploited in the recent work of Abreu et al. on accumulated spectrograms
[4, 8].
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2. When 𝑆 = 2𝑑𝑃, we have seen in Examples A.7.1 and A.8.1 that 𝜒Ω ★ 2𝑑𝑃 is
the Weyl transform 𝐿𝜒Ω and that 𝑄𝑆 (𝜓) = 𝑊 (𝜓) — the Wigner distribution
of 𝜓. If we wish to find the functions 𝜓 ∈ 𝐿2(R𝑑) whose Wigner distributions
is maximally concentrated in a domain Ω ⊂ R2𝑑 , Proposition A.8.2 5 reduces
the problem to finding the eigenfunctions of the Weyl transform 𝐿𝜒Ω . This
insight was first formulated in Flandrin’s paper [112], and extensions of his
results include [217] and [198].

Although Proposition A.8.2 only assumes that 𝜒Ω★𝑆 is compact and self-adjoint,
the interpretation of ∫

Ω

𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧

as the energy concentration of 𝜓 in Ω is more natural when 𝑄𝑆 is positive and
normalized in the sense that∫

R2𝑑
𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧 = ‖𝜓‖2𝐿2 .

As we observed in Section A.7.3, this is satisfied exactly when 𝑆 ∈ S1 is a positive
operator with tr(𝑆) = 1. In this case the operators 𝜒Ω ★ 𝑆 are the mixed-state
localization operators introduced in Section A.6 using different arguments, and the
next section considers this special case in detail.

A.9 Localization operators and positive operator valued
measures

In this section we will approach the mixed-state localization operators 𝜒Ω ★ 𝑆 from
another perspective, namely that of covariant positive operator valued measures
(POVMs). This perspective has been ever-present when the convolutions of operators
have been introduced and discussed in quantum physics [158,182,183,251], and we
wish to show that it may be of interest also in time-frequency analysis. A POVM
𝐹 gives two possible measures of the time-frequency content of a signal 𝜓 in a
domain Ω in the the time-frequency plane. On the one hand, the signal 𝐹 (Ω)𝜓 may
be interpreted as the component of 𝜓 with time-frequency components in Ω. On
the other hand, we know from Section A.3.8 that 𝜓 induces a probability measure
`𝐹
𝜓

, and the number `𝐹
𝜓
(Ω) measures the time-frequency content of 𝜓 in Ω.

Given a signal 𝜓 ∈ 𝐿2(R𝑑), we wish to show that these two ways of measuring

5The proposition requires that 𝜒Ω ★ 2𝑑𝑃 = 𝐿𝜒Ω is compact. Even though 𝑃 is not a compact
operator, the operator 𝐿𝜒Ω is compact whenever |Ω| < ∞, since 𝜒Ω ∈ 𝐿2 (R2𝑑) in this case and
𝐿 𝑓 ∈ S2 whenever 𝑓 ∈ 𝐿2 (R2𝑑) by Pool’s Theorem [215].
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the time-frequency content of 𝜓 in a domain Ω lead to the study of mixed-state
localization operators and Cohen’s class distributions, respectively. The first step in
this direction is to note that mixed-state localization operators define POVMs.

Proposition A.9.1. Let 𝑆 ∈ S1 be a positive operator with tr(𝑆) = 1. Then 𝑆 defines
a covariant POVM 𝐹 by

𝐹 (Ω) = 𝜒Ω ★ 𝑆

for any measurable Ω ⊂ R2𝑑 .

Proof. We get from Proposition A.3.7 that 𝐹 (Ω) ≥ 0 and 𝐹 (R2𝑑) = 𝐼𝐿2 . The
covariance of 𝐹 follows from the relation 𝛼𝑧 ( 𝑓 ★ 𝑆) = (𝑇𝑧 𝑓 ) ★ 𝑆 for 𝑓 ∈ 𝐿∞(R2𝑑)
[234], since 𝛼𝑧 (𝐹 (Ω)) = 𝛼𝑧 (𝜒Ω ★ 𝑆) = (𝑇𝑧𝜒Ω) ★ 𝑆 = 𝜒Ω+𝑧 ★ 𝑆 = 𝐹 (Ω + 𝑧).
If {Ω𝑖}𝑖∈N is a collection of disjoint, measurable subsets of R2𝑑 and Ω := ∪𝑖∈NΩ𝑖 ,
then 𝜒Ω =

∑∞
𝑖=1 𝜒Ω𝑖

, where the sum converges pointwise. We need to show
that 𝜒Ω ★ 𝑆 =

∑∞
𝑖=1 𝜒Ω𝑖

★ 𝑆 with convergence in the weak operator topology,
i.e.

∑∞
𝑖=1

〈
𝜒Ω𝑖

★ 𝑆𝜙, 𝜓
〉
𝐿2 = 〈𝜒Ω ★ 𝑆𝜙, 𝜓〉𝐿2 for all 𝜙, 𝜓 ∈ 𝐿2(R𝑑). Since 𝜒Ω ∈

𝐿∞(R2𝑑), we know from equation (A.3.3) in Section A.3.4 that the operator
𝜒Ω ★ 𝑆 ∈ L(𝐿2) is defined by the duality relation

tr(𝑇 (𝜒Ω ★ 𝑆)) =
∫
R2𝑑

𝜒Ω(𝑧)𝑆 ★𝑇 (𝑧) 𝑑𝑧

for any 𝑇 ∈ S1. In particular, with 𝑇 = 𝜙 ⊗ 𝜓 with 𝜙, 𝜓 ∈ 𝐿2(R𝑑) we get that

〈𝜒Ω ★ 𝑆𝜙, 𝜓〉𝐿2 =

∫
R2𝑑

𝜒Ω(𝑧) (𝑆 ★ (𝜙 ⊗ 𝜓)) (𝑧) 𝑑𝑧. (A.9.1)

This implies that

∞∑︁
𝑖=1

〈
𝜒Ω𝑖

★ 𝑆𝜙, 𝜓
〉
𝐿2 =

∞∑︁
𝑖=1

∫
R2𝑑

𝜒Ω𝑖
(𝑧) (𝑆 ★ (𝜙 ⊗ 𝜓)) (𝑧) 𝑑𝑧.

Since
∑∞
𝑖=1 𝜒Ω𝑖

= 𝜒Ω and 𝑆★ (𝜙 ⊗ 𝜓) ∈ 𝐿1(R2𝑑) by Proposition A.3.6, we may use
Fubini’s theorem to change the order of integration, and we obtain that

∞∑︁
𝑖=1

〈
𝜒Ω𝑖

★ 𝑆𝜙, 𝜓
〉
𝐿2 =

∫
R2𝑑

∞∑︁
𝑖=1

𝜒Ω𝑖
(𝑧) (𝑆 ★ (𝜙 ⊗ 𝜓)) (𝑧) 𝑑𝑧

=

∫
R2𝑑

𝜒Ω(𝑧) (𝑆 ★ (𝜙 ⊗ 𝜓)) (𝑧) 𝑑𝑧

= 〈𝜒Ω ★ 𝑆𝜙, 𝜓〉𝐿2 ,

where the final line follows from equation (A.9.1). �
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In particular, this result implies that the localization operators A𝜑

Ω
may be

interpreted as POVMs.

Corollary A.9.1.1. Let 𝜑 ∈ 𝐿2(R𝑑) be a window with ‖𝜑‖2 = 1. Then 𝜑 defines a
POVM 𝐹 by

𝐹 (Ω) = A𝜑

Ω
.

Proof. Follows from Lemma A.3.9 and the previous Proposition with 𝑆 = 𝜑⊗𝜑. �

Remark A.20. The fact that a localization operator determines a POVM has been
remarked by other authors, such as [13].

A.9.1 Cohen’s class and POVMs

By Proposition A.9.1, a positive operator 𝑆 ∈ S1 with tr(𝑆) = 1 defines a POVM 𝐹

via the mixed-state localization operators 𝐹 (Ω) = 𝜒Ω ★ 𝑆. Once we have a POVM
𝐹, we know from Section A.3.8 that we obtain a probability measure `𝐹

𝜓
for each

𝜓 ∈ 𝐿2(R𝑑). As we mentioned at the start of the section, the time-frequency content
of 𝜓 in Ω may be measured either by 𝐹 (Ω)𝜓, or by the induced probability measure
`𝐹
𝜓

. When the POVM 𝐹 is of the form in Proposition A.9.1, the measures `𝐹
𝜓

are
given by the positive Cohen’s class distribution induced by 𝑆 as in Proposition A.8.1.

Lemma A.9.2. Let 𝑆 ∈ S1 be a positive operator with tr(𝑆) = 1, and consider the
POVM 𝐹 (Ω) = 𝜒Ω ★ 𝑆. For 𝜓 ∈ 𝐿2(R𝑑), the induced probability measure `𝐹

𝜓
on

R2𝑑 is given by

`𝐹𝜓 (Ω) =
∫
Ω

(
(𝜓 ⊗ 𝜓) ★ 𝑆

)
(𝑧) 𝑑𝑧.

In other words, the Radon-Nikodym derivative of `𝐹
𝜓

w.r.t. Lebesgue measure 𝑑𝑧 is
the Cohen class distribution

𝑄𝑆 (𝜓) = (𝜓 ⊗ 𝜓) ★ 𝑆.

Proof. This is merely a restatement of Proposition A.8.1 in the terminology of
POVMs, since `𝐹

𝜓
is defined by `𝐹

𝜓
(Ω) = 〈𝐹 (Ω)𝜓, 𝜓〉𝐿2 = 〈(𝜒Ω ★ 𝑆)𝜓, 𝜓〉𝐿2 . �

Since 𝑆 is assumed to be a positive operator with tr(𝑆) = 1, we know that the
Cohen’s class distribution 𝑄𝑆 in Lemma A.9.2 is positive and has the correct total
energy property by Theorem A.7.6. This is exactly what we need to get that `𝐹

𝜓
is a

probability measure.
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Example A.9.1. Let 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1. As we have seen
in Example A.8.1, the POVM 𝐹 (Ω) = 𝜒Ω ★ 𝑆 is given by the localization operators
𝐹 (Ω) = A𝜑

Ω
, and the associated Cohen’s class distribution is the spectrogram:

𝑄𝑆 (𝜓) = |𝑉𝜑𝜓 |2. By Lemma A.9.2 the induced probability measures `𝐹
𝜓

are given
by

`𝐹𝜓 (Ω) =
∫
Ω

|𝑉𝜑𝜓(𝑧) |2 𝑑𝑧,

hence the Radon-Nikodym derivatives of the probability measures induced by
localization operators are spectrograms.

Another way of stating the relation between the mixed-state localization operators
and the POVM 𝐹 that they induce, is to express the localization operators as an
integral over the POVM.

Proposition A.9.3. Let 𝐹 be a POVM given by 𝐹 (Ω) = 𝜒Ω ★ 𝑆 for some positive
𝑆 ∈ S1 with tr(𝑆) = 1. Then

𝑓 ★ 𝑆 =

∫
R2𝑑

𝑓 𝑑𝐹.

In particular, the mixed-state localization operators 𝜒Ω ★ 𝑆 may be expressed as

𝜒Ω ★ 𝑆 =

∫
Ω

𝑑𝐹.

Proof. The operator
∫
R2𝑑 𝑓 𝑑𝐹 is by definition the unique operator satisfying〈∫

R2𝑑
𝑓 𝑑𝐹𝜓, 𝜓

〉
𝐿2

=

∫
R2𝑑

𝑓 𝑑`𝐹𝜓

for each 𝜓 ∈ 𝐿2(R𝑑). We need to show that 𝑓 ★ 𝑆 satisfies this condition.

〈 𝑓 ★ 𝑆𝜓, 𝜓〉𝐿2 =

〈∫
R2𝑑

𝑓 (𝑧)𝛼𝑧 (𝑆) 𝑑𝑧 𝜓, 𝜓
〉
𝐿2

=

∫
R2𝑑

𝑓 (𝑧) 〈𝛼𝑧 (𝑆)𝜓, 𝜓〉𝐿2 𝑑𝑧

=

∫
R2𝑑

𝑓 (𝑧)
(
(𝜓 ⊗ 𝜓) ★ 𝑆

)
(𝑧) 𝑑𝑧

=

∫
R2𝑑

𝑓 𝑑`𝐹𝜓 .

In the calculation we have moved the inner product inside the integral. This is an
instance of the definition of 𝑓 ★ 𝑆 in equation (A.3.3), when 𝑇 = 𝜓 ⊗ 𝜓. We have
also used the equality 〈𝛼𝑧 (𝑆)𝜓, 𝜓〉𝐿2 =

(
(𝜓 ⊗ 𝜓) ★ 𝑆

)
(𝑧), which follows from the

definition of the convolution of two operators. In the last line we used Lemma
A.9.2. �
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Corollary A.9.3.1. Let 𝐹 be a POVM given by 𝐹 (Ω) = A𝜑

Ω
for some window

𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖2 = 1. Then

A𝜑

𝑓
=

∫
R2𝑑

𝑓 𝑑𝐹.

In particular, the localization operators A𝜑

Ω
may be expressed as

A𝜑

Ω
=

∫
Ω

𝑑𝐹.

A much deeper result than Proposition A.9.1 is that the converse is also true:
any covariant POVM 𝐹 is of the form in Proposition A.9.1 [158, 183, 251]. We
provide the proof in our terminology for completeness.

Proposition A.9.4. Let 𝐹 be a covariant POVM. There exists some positive 𝑆 ∈ S1

with tr(𝑆) = 1 such that
𝐹 (Ω) = 𝜒Ω ★ 𝑆

for all Ω ⊂ R2𝑑 .

Proof. We will show that the map Γ : 𝐿∞(R2𝑑) → L(𝐿2) defined by

Γ( 𝑓 ) =
∫
R2𝑑

𝑓 𝑑𝐹

satisfies the conditions of Theorem A.6.2. By that theorem we could then conclude
that there is some positive 𝑆 ∈ S1 with tr(𝑆) = 1 such that∫

R2𝑑
𝑓 𝑑𝐹 = 𝑓 ★ 𝑆

for any 𝑓 ∈ 𝐿∞(R2𝑑), and in particular 𝐹 (Ω) =
∫
R2𝑑 𝜒Ω𝑑𝐹 = 𝜒Ω ★ 𝑆. We check

that the conditions in Theorem A.6.2 are satisfied.

1. Γ(𝜒R2𝑑 ) =
∫
R2𝑑 𝜒R2𝑑𝑑𝐹 = 𝐹 (R2𝑑) = 𝐼𝐿2 , by the definition of a POVM.

2. Fix 𝑧′ ∈ R2𝑑 and 𝑓 ∈ 𝐿∞(R2𝑑). We need to show that Γ(𝑇𝑧′ 𝑓 ) = 𝛼𝑧′ (Γ( 𝑓 )),
and by the uniqueness part of Lemma A.3.17 it suffices to show that∫

R2𝑑
𝑇𝑧′ 𝑓 𝑑`

𝐹
𝜓 = 〈𝛼𝑧′ (Γ( 𝑓 ))𝜓, 𝜓〉𝐿2 . (A.9.2)

Note that

〈𝛼𝑧′ (Γ( 𝑓 ))𝜓, 𝜓〉𝐿2 = 〈𝜋(𝑧′)Γ( 𝑓 )𝜋(𝑧′)∗𝜓, 𝜓〉𝐿2

= 〈Γ( 𝑓 )𝜋(𝑧′)∗𝜓, 𝜋(𝑧′)∗𝜓〉𝐿2

=

∫
R2𝑑

𝑓 𝑑`𝐹
𝜋 (𝑧′)∗𝜓
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by Lemma A.3.17. From the definition of the probability measure `𝐹
𝜋 (𝑧′)∗𝜓

and the covariance of 𝐹 we find that

`𝐹
𝜋 (𝑧′)∗𝜓 (Ω) = 〈𝐹 (Ω)𝜋(𝑧

′)∗𝜓, 𝜋(𝑧′)∗𝜓〉𝐿2

= 〈𝛼𝑧′ (𝐹 (Ω))𝜓, 𝜓〉𝐿2

= 〈(𝐹 (Ω + 𝑧′))𝜓, 𝜓〉𝐿2

= `𝐹𝜓 (Ω + 𝑧′).

Hence ∫
R2𝑑

𝑓 𝑑`𝐹
𝜋 (𝑧′)∗𝜓 =

∫
R2𝑑

𝑇𝑧′ 𝑓 𝑑`
𝐹
𝜓

by a change of variable, which proves equation (A.9.2).

3. By Lemma A.3.17, the operator Γ( 𝑓 ) =
∫
R2𝑑 𝑓 𝑑𝐹 satisfies

〈Γ( 𝑓 )𝜓, 𝜓〉𝐿2 =

∫
R2𝑑

𝑓 (𝑧) 𝑑`𝐹𝜓 .

If 𝑓 is positive, the integral on the right hand side is clearly positive. Hence
〈Γ( 𝑓 )𝜓, 𝜓〉𝐿2 ≥ 0 for all 𝜓 ∈ 𝐿2(R𝑑), so Γ( 𝑓 ) is a positive operator.

4. To show that Γ is weak*-weak*-continuous, we assume that a sequence
{ 𝑓𝑛}𝑛∈N in 𝐿∞(R2𝑑) converges in the weak*-topology to some 𝑓 ∈ 𝐿∞.
We need to show that tr(𝑆Γ( 𝑓𝑛)) converges to tr(𝑆Γ( 𝑓 )) for each 𝑆 ∈ S1,
since L(𝐿2) is the dual space of S1. For each 𝑆 ∈ S1, the expression
`𝐹
𝑆
(Ω) = tr(𝑆𝐹 (Ω)) defines a complex, finite measure on R2𝑑 , and Lemma

A.3.17 may be extended to obtain that

tr
(
𝑆

∫
R2𝑑

𝑓 𝑑𝐹

)
=

∫
R2𝑑

𝑓 𝑑`𝐹𝑆

for each 𝑓 ∈ 𝐿∞(R2𝑑), see the proof of Lemma 6 in [183]. Furthermore,
one can show [183, Lemma 6(b)] that the covariance of 𝐹 implies that the
measures `𝐹

𝑆
are all absolutely continuous with respect to Lebesgue measure

𝑑𝑧. Hence `𝐹
𝑆

has a Radon-Nikodym derivative 𝑔𝑆 ∈ 𝐿1(R2𝑑) such that
𝑑`𝐹
𝑆
= 𝑔𝑆 (𝑧)𝑑𝑧. Using these facts we find that

tr(𝑆Γ( 𝑓 )) = tr
(
𝑆

∫
R2𝑑

𝑓𝑛 𝑑𝐹

)
=

∫
R2𝑑

𝑓𝑛 𝑑`
𝐹
𝑆

=

∫
R2𝑑

𝑓𝑛 (𝑧)𝑔𝑆 (𝑧)𝑑𝑧 →
∫
R2𝑑

𝑓 (𝑧)𝑔𝑆 (𝑧)𝑑𝑧 = tr(𝑆Γ( 𝑓 ))

by the weak*-convergence of { 𝑓𝑛}𝑛∈N.
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�

Remark A.21. If 𝑆 ∈ S1 is positive with tr(𝑆) = 1, then 𝐹 (Ω) = 𝜒Ω★𝑆 for Ω ⊂ R2𝑑

defines a covariant POVM 𝐹 by Proposition A.9.1, and
∫
R2𝑑 𝑓 𝑑𝐹 = 𝑓 ★ 𝑆 for

𝑓 ∈ 𝐿∞(R2𝑑) by Proposition A.9.3. The proof of Proposition A.9.4 shows that
𝑓 ↦→

∫
R2𝑑 𝑓 𝑑𝐹 = 𝑓 ★ 𝑆 satisfies the four axioms of Theorem A.6.2, as we claimed

in Section A.6.
In our terminology this means that any covariant POVM 𝐹 is given by mixed-

state localization operators: 𝐹 (Ω) = 𝜒Ω★𝑆 for some positive 𝑆 ∈ S1 with tr(𝑆) = 1.
In particular, the induced probability measures `𝐹

𝜓
for 𝜓 ∈ 𝐿2(R𝑑) must be given

by positive Cohen’s class distributions with the correct total energy property, by
Lemma A.9.2.
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Paper B

On Accumulated Cohen’s Class
Distributions and Mixed-State
Localization Operators

Abstract
Recently we introduced mixed-state localization operators associated to a
density operator and a (compact) domain in phase space. We continue the
investigations of their eigenvalues and eigenfunctions. Our main focus is the
definition of a time-frequency distribution which is based on the Cohen class
distribution associated to the density operator and the eigenfunctions of the
mixed-state localization operator. This time-frequency distribution is called
the accumulated Cohen class distribution. If the trace class operator is a rank-
one operator, then the mixed-state localization operators and the accumulated
Cohen class distribution reduce to Daubechies’ localization operators and the
accumulated spectrogram. We extend all the results about the accumulated
spectrogram to the accumulated Cohen class distribution. The techniques
used in the case of spectrograms cannot be adapted to other distributions
in Cohen’s class since they rely on the reproducing kernel property of the
short-time Fourier transform. Our approach is based on quantum harmonic
analysis on phase space which also provides the tools and notions to introduce
the analogues of the accumulated spectrogram for mixed-state localization
operators; the accumulated Cohen’s class distributions.

B.1 Introduction

In their study of the spectral behavior of localization operators Abreu et al. introduced
the accumulated spectrogram and established interesting results in [8, 9], which
revealed some intriguing features of localization operators. We show how the
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theorems in [8, 9] may be extended to a setting involving (infinite) sums of
localization operators, also known as mixed-state localization operators.

The main object of this paper is an in-depth treatment of the mixed-state
localization operators from [204] and their associated time-frequency distributions
from the perspective developed in [8, 9], and to describe them we first recall some
facts about quantum harmonic analysis [203, 251]. Concretely, the convolution
between two trace class operators on 𝐿2(R𝑑) and the convolution between a function
and a trace class operator. Both convolutions are defined in terms of the translation
of an operator 𝑆 by a point 𝑧 = (𝑥, 𝜔) in phase space R2𝑑:

𝛼𝑧 (𝑆) = 𝜋(𝑧)𝑆𝜋(𝑧)∗,

where 𝜋(𝑧) denotes the time-frequency shift of 𝜓 ∈ 𝐿2(R𝑑) by 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 ,
𝜋(𝑧)𝜓(𝑡) = 𝑒2𝜋𝑖𝑡𝜔𝜓(𝑡 − 𝑥). The convolution between two trace class operators 𝑆
and 𝑇 is the function on R2𝑑 given by

𝑆 ★𝑇 (𝑧) = tr(𝑆𝛼𝑧 (𝑇)) for 𝑧 ∈ R2𝑑 ,

where 𝑇 = 𝑃𝑇𝑃 for 𝑃𝜓(𝑥) = 𝜓(−𝑥). An interesting example is the convolution of
rank-one operators:

(𝜓 ⊗ 𝜓) ★ (�̌� ⊗ �̌�) (𝑧) = |𝑉𝜑𝜓(𝑧) |2,

where �̌� = 𝑃𝜑 and 𝜑 ⊗ 𝜑 is given by 𝜑 ⊗ 𝜑(b) = 〈b, 𝜑〉𝐿2𝜑.
The convolution between a function 𝑓 ∈ 𝐿1(R2𝑑) and a trace class operator 𝑆

is given by

𝑓 ★ 𝑆 :=
∫
R2𝑑

𝑓 (𝑧)𝛼𝑧 (𝑆) 𝑑𝑧.

For a rank-one operator 𝑆 = 𝜑2 ⊗ 𝜑1 with 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑), we have that

𝑓 ★ (𝜑2 ⊗ 𝜑1) (𝜓) =
∫
R2𝑑

𝑓 (𝑧)𝑉𝜑1𝜓(𝑧)𝜋(𝑧)𝜑2 𝑑𝑧,

which is a STFT-multiplier [192], also known as a localization operator. In the
case of 𝑓 = 𝜒Ω, the characteristic function of a measurable subset Ω of R2𝑑 , and
𝜑1 = 𝜑2 we obtain Daubechies’ localization operator A𝜑

Ω
[67]. Interesting results

on the relation between the eigenfunctions of a localization operator and its domain
Ω have been given in [4], and there is also an extensive literature on the study of
localization operators 𝑓 ★ (𝜑2 ⊗ 𝜑1) for more general symbols 𝑓 [63,64,241–243] .

A mixed-state localization operator is an operator of the form 𝜒Ω★𝑆, where 𝑆 is
a positive trace class operator with tr(𝑆) = 1 – a density operator. The main theme
of our paper is the step from rank-one operators 𝜑 ⊗ 𝜑 to arbitrary density operators,
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i.e. the step from Daubechies’ localization operators to mixed-state localization
operators.

The quadratic time-frequency representation associated to localization operators
is the spectrogram |𝑉𝜑𝜓(𝑧) |2. In order to extend the results in [8, 9] to mixed-state
localization operators we have to find a quadratic time-frequency representation
defined by the density operator 𝑆. It turns out that elements of Cohen’s class provide
the desired object.

We have shown in [204] that 𝑄 belongs to Cohen’s class if it is of the form
𝑄𝑆 (𝜓) = 𝑆★(𝜓⊗𝜓), where 𝑆 is a linear operator mapping the Schwartz class𝒮(R2𝑑)
to the space of tempered distributions 𝒮′(R2𝑑). In particular, density operators 𝑆
provide distributions in Cohen’s class, and Cohen’s class distributions defined by
density operators have been considered in the physics literature [176,184,185]. The
relevance of Cohen’s class distributions has also been noted by [46, 47, 49, 219].

Furthermore we have given the following characterization in [204]: 𝑆 is a density
operator if and only if 𝑄𝑆 (𝜓) is a positive function and

∫
R2𝑑 𝑄𝑆 (𝜓) (𝑧)𝑑𝑧 = ‖𝜓‖22

for any 𝜓 ∈ 𝐿2(R2𝑑). Note that 𝑄𝜑⊗𝜑 (𝜓) is the spectrogram |𝑉𝜑𝜓(𝑧) |2 and thus
𝑄𝑆 is the correct generalization of the spectrogram.

Since the mixed-state localization operator 𝜒Ω ★ 𝑆 is a positive trace class
operator, the spectral theorem yields the existence of a sequence of eigenvalues and
of eigenfunctions. We will denote the non-zero eigenvalues of 𝜒Ω ★ 𝑆 by {_Ω

𝑘
}𝑘∈N

and the orthonormal system formed by its eigenfunctions by {ℎΩ
𝑘
}𝑘∈N, thus the

spectral representation is

𝜒Ω ★ 𝑆 =

∞∑︁
𝑘=1

_Ω𝑘 ℎ
Ω
𝑘 ⊗ ℎ

Ω
𝑘 . (B.1.1)

We always assume that the eigenvalues are arranged in non-increasing order, i.e.
_Ω1 ≥ _

Ω
2 ≥ . . . .

Quantum harmonic analysis seems to provide the natural setting for the investi-
gations of eigenvalues and eigenfunctions of (mixed-state) localization operators
as in this setup many of the proofs in [8, 9, 80] become natural statements about
convolutions between operators. An important aspect of this paper is that one can
reformulate the results of [8] in terms of quantum harmonic analysis which then
allows us to formulate their results for mixed-state localization operators. Note
that our approach provides an alternative proof of results for the accumulated
spectrogram as well.

Let us briefly present our results: The first result is that the eigenvalues of a
mixed-state localization operator have the same asymptotic behaviour as the one
for localization operators [80,219], see Theorem B.4.4. This is a prerequisite for
generalizing the results [8,9]. A key fact is that the approach in [8,9] is only feasible
in the case of rank-one operators. For a general density operator one has to develop
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a different strategy. Ours is based on noting that the reproducing kernel techniques
can be bypassed if one notes that the replacement of the spectrogram in this case
is the function 𝑆 = 𝑆 ★ 𝑆 on phase space R2𝑑 , which reduces to the spectrogram
for 𝑆 = 𝜑 ⊗ 𝜑. A crucial observation is an intrinsic link between mixed-state
localization operators and Cohen class distributions:

𝜒Ω ∗ 𝑆(𝑧) =
∞∑︁
𝑘=1

_Ω𝑘𝑄𝑆 (ℎ
Ω
𝑘 ) (𝑧), for 𝑧 ∈ R2𝑑 .

We are now in the position to introduce the accumulated spectrogram associated
to a mixed-state localization operator 𝜒Ω ★ 𝑆 for a compact set Ω ⊂ R2𝑑 . The
accumulated Cohen class distribution is defined by

𝜌𝑆
Ω
(𝑧) :=

𝐴Ω∑︁
𝑘=1

𝑄𝑆 (ℎΩ𝑘 ) (𝑧) for 𝑧 ∈ R2𝑑 ,

where 𝐴Ω = d|Ω|e, i.e. the least integer greater than or equal to |Ω|.
Note that 𝜌𝜓⊗𝜓

Ω
is the accumulated spectrogram which is an intriguing object

both from a mathematical and application point of view. Our main results are the
extension of the theorems in [8, 9] on the accumulated spectrogram to accumulated
Cohen’s class distributions. Our proofs are non-trivial adaptations of the ones
in [8,9] and we have tried to emphasize the modifications required by the mixed-state
setting.

In Theorem B.1.1 we demonstrate the asymptotic convergence of accumulated
Cohen class distributions to the characteristic function of the domain:

Theorem B.1.1 (Asymptotic convergence). Let 𝑆 be a density operator andΩ ⊂ R2𝑑

a compact domain. Then

‖𝜌𝑆𝑅Ω(𝑅 ·) − 𝜒Ω‖𝐿1 → 0 as 𝑅 →∞.

We then move on to study the non-asymptotic convergence of accumulated
Cohen class distributions, where the bounds depend on the size of the perimeter of
the domain Ω ⊂ R2𝑑 . To quantify the size of the perimeter, we will use the variation
of its characteristic function 𝜒Ω and a subset 𝑀∗op of density operators:

𝑀∗op = {𝑆 trace class operator : 𝑆 ≥ 0, tr(𝑆) = 1 and
∫
R2𝑑

𝑆(𝑧) |𝑧 | 𝑑𝑧 < ∞},

where |𝑧 | is the Euclidean norm of 𝑧, with

‖𝑆‖2
𝑀 ∗op

=

∫
R2𝑑

𝑆(𝑧) |𝑧 | 𝑑𝑧.

This lets us bound the approximation of 𝜒Ω by 𝜒Ω ∗ 𝑆. Consequently, we are able to
prove the next statement:
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Theorem B.1.2 (Non-asymptotic convergence). If 𝑆 ∈ 𝑀∗op and Ω ⊂ is a compact
domain with finite perimeter such that ‖𝑆‖2

𝑀 ∗op
|𝜕Ω| ≥ 1, then for any 𝛿 > 0

��{𝑧 ∈ R2𝑑 :
��𝜌𝑆

Ω
(𝑧) − 𝜒Ω(𝑧)

�� > 𝛿}�� . 1
𝛿2 ‖𝑆‖

2
𝑀 ∗op
|𝜕Ω|.

In [9] the sharpness of this bound for the spectrogram was shown by considering
Euclidean balls 𝐵(𝑧, 𝑅) = {𝑧′ ∈ R2𝑑 : |𝑧 | < 𝑅} as the domain Ω. In Theorem B.1.3
we demonstrate this sharpness for accumulated Cohen class distributions 𝑄𝑆 for
𝑆 ∈ 𝑀∗op. Our approach is inspired by the spectrogram results in [80, 106] where
the projection functional enters in a crucial manner. We give an expression for this
projection functional applied to 𝜒Ω ★ 𝑆:

tr(𝜒Ω ★ 𝑆) − tr((𝜒Ω ★ 𝑆)2) =
∫
Ω

∫
R2𝑑\Ω

𝑆(𝑧 − 𝑧′) 𝑑𝑧′𝑑𝑧.

The results above also shed some light on results in [204], where we considered the
question of recovering Ω from 𝜒Ω ★ 𝑆. The approach in [204] was only concerned
with establishing conditions on 𝑆 for this to be possible, and offered no clue as to
how Ω could be recovered. Theorem B.1.2 shows that 𝜌𝑆

Ω
, defined using a finite

number of eigenfunctions of 𝜒Ω ★ 𝑆, estimates 𝜒Ω.The sharpness of the bounds is
contained in Theorem B.1.3:

Theorem B.1.3 (Sharpness). Let 𝑆 ∈ 𝑀∗op. There exist constants 𝐶1
𝑆

and 𝐶2
𝑆

such
that for 𝑅 > 1

𝐶1
𝑆𝑅

2𝑑−1 ≤ ‖𝜌𝑆
𝐵 (0,𝑅) − 𝜒𝐵 (0,𝑅) ‖𝐿1 ≤ 𝐶2

𝑆𝑅
2𝑑−1.

We close this paper by discussing some examples of Cohen’s class distributions
suitable for the accumulated Cohen’s class construction, namely those given by a
density operator 𝑆. In particular we show that any such distribution can be used to
obtain new examples by convolving an operator with a positive function, previously
noted in a different setting by Gracia-Bondía and Várilly [127].

B.2 Preliminaries

B.2.1 The short-time Fourier transform

If 𝜓 : R𝑑 → C and 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , we define the translation operator 𝑇𝑥 by
𝑇𝑥𝜓(𝑡) = 𝜓(𝑡 − 𝑥), the modulation operator 𝑀𝜔 by 𝑀𝜔𝜓(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡) and
the time-frequency shifts 𝜋(𝑧) by 𝜋(𝑧) = 𝑀𝜔𝑇𝑥 . For 𝜓, 𝜙 ∈ 𝐿2(R𝑑) the short-time
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Fourier transform (STFT) 𝑉𝜙𝜓 of 𝜓 with window 𝜙 is the function on R2𝑑 defined
by

𝑉𝜙𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜙〉𝐿2 for 𝑧 ∈ R2𝑑 ,

where 〈·, ·〉𝐿2 is the usual inner product on 𝐿2(R𝑑). By replacing the inner product
above with a duality bracket,1 the STFT may be extended to other spaces, such as
𝜙 ∈ 𝒮(R𝑑), 𝜓 ∈ 𝒮′(R𝑑) where 𝒮(R𝑑) is the Schwartz space and 𝒮

′(R𝑑) its dual
space of tempered distributions. We will also meet a close relative of the STFT: the
cross-Wigner distribution, defined for 𝜓, b ∈ 𝐿2(R𝑑) by

𝑊 (𝜓, b) (𝑥, 𝜔) =
∫
R𝑑
𝜓

(
𝑥 + 𝑡

2

)
b

(
𝑥 − 𝑡

2

)
𝑒−2𝜋𝑖𝜔 ·𝑡 𝑑𝑡 for (𝑥, 𝜔) ∈ R2𝑑 .

B.2.2 Operator theory

Our approach relies heavily on properties of the bounded operators L(𝐿2) on
𝐿2(R𝑑), and a basic result is the spectral representation of self-adjoint compact
operators [54, Thm. 3.5].

Proposition B.2.1. Let 𝑆 be a self-adjoint, compact operator on 𝐿2(R𝑑) with
non-zero eigenvalues {_𝑘 }𝑘∈N. There exists an orthonormal system {𝜑𝑘 }𝑘∈N in
𝐿2(R𝑑) such that 𝑆 may be expressed as

𝑆 =
∑︁
𝑘∈N

_𝑘𝜑𝑘 ⊗ 𝜑𝑘 ,

with convergence in the operator norm. Here 𝜑𝑘 ⊗ 𝜑𝑘 is the rank-one operator
defined by 𝜑𝑘 ⊗ 𝜑𝑘 (b) = 〈b, 𝜑𝑘〉𝐿2 𝜑𝑘 for b ∈ 𝐿2(R𝑑).

The notation above suggests that the set of non-zero eigenvalues is infinite, as
will almost always be true in this paper, hence we use this notation. If 𝑆 has finite
rank it is a trivial matter to replace the sum by a finite sum.

The trace and trace class operators

For a positive operator 𝑆 ∈ L(𝐿2), one can define the trace of 𝑆 by

tr(𝑆) =
∑︁
𝑘∈N
〈𝑆𝑒𝑘 , 𝑒𝑘〉𝐿2 , (B.2.1)

where {𝑒𝑘 }𝑘∈N is an orthonormal basis for 𝐿2(R𝑑). The Banach space S1 of trace
class operators consists of those compact operators 𝑆 where tr( |𝑆 |) < ∞, with norm

1Which we always assume is antilinear in the second coordinate, to be consistent with the inner
product on 𝐿2 (R𝑑).
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‖𝑆‖S1 = tr( |𝑆 |). The trace in (B.2.1) defines a linear functional on S1 that satisfies
tr(𝑆𝑇) = tr(𝑇𝑆), and the definition in (B.2.1) is independent of the orthonormal
basis used [54]. By a celebrated theorem due to Lidskii, for 𝑆 ∈ S1,

tr(𝑆) =
∞∑︁
𝑘=1

_𝑘 (B.2.2)

where the eigenvalues {_𝑘 }𝑘∈N of 𝑆 are counted with multiplicity [232].

The Weyl transform

An important concept for associating operators on 𝐿2(R𝑑) with functions on R2𝑑 is
the Weyl transform. If 𝜙 ∈ 𝒮′(R2𝑑), then we define the Weyl transform 𝐿𝜙 as an
operator 𝒮(R𝑑) → 𝒮

′(R𝑑) by〈
𝐿𝜙b, 𝜓

〉
𝐿2 = 〈𝜙,𝑊 (𝜓, b)〉𝐿2 for b, 𝜓 ∈ 𝒮(R𝑑),

where the bracket denotes the action of 𝒮′(R𝑑) as functionals on 𝒮(R𝑑). We call 𝜙
the Weyl symbol of the operator 𝐿𝜙. For more information on the Weyl transform in
the same spirit as this short introduction, such as conditions to ensure 𝐿𝜙 ∈ L(𝐿2),
we refer to [131].

B.2.3 Quantum harmonic analysis

This section introduces the theory of convolutions of operators and functions due to
Werner [251]. For 𝑧 ∈ R2𝑑 and 𝐴 ∈ L(𝐿2), we define the operator 𝛼𝑧 (𝐴) by

𝛼𝑧 (𝐴) := 𝜋(𝑧)𝐴𝜋(𝑧)∗.

It is easily confirmed that 𝛼𝑧𝛼𝑧′ = 𝛼𝑧+𝑧′ , and we will informally think of 𝛼 as a shift
or translation of operators.

Similarly we define the analogue of the involution 𝑓 (𝑧) := 𝑓 (−𝑧) of a function,
for an operator 𝐴 ∈ L(𝐿2) by

�̌� := 𝑃𝐴𝑃,

where 𝑃 is the parity operator 𝑃𝜓(𝑥) = 𝜓(−𝑥) for 𝜓 ∈ 𝐿2(R𝑑).
Using 𝛼, Werner defined a convolution operation between functions and opera-

tors [251]. If 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆 ∈ S1 we define the operator 𝑓 ★ 𝑆 by

𝑓 ★ 𝑆 := 𝑆 ★ 𝑓 :=
∫
R2𝑑

𝑓 (𝑧)𝛼𝑧 (𝑆) 𝑑𝑧

where the integral is interpreted in the weak sense by requiring that

〈( 𝑓 ★ 𝑆)𝜓, b〉𝐿2 =

∫
R2𝑑

𝑓 (𝑧) 〈𝛼𝑧 (𝑆)𝜓, b〉𝐿2 𝑑𝑧, for 𝜓, b ∈ 𝐿2(R𝑑).
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Then 𝑓 ★ 𝑆 ∈ S1 and ‖ 𝑓 ★ 𝑆‖S1 ≤ ‖ 𝑓 ‖𝐿1 ‖𝑆‖S1 [203, Prop. 2.5].
For two operators 𝑆, 𝑇 ∈ S1, Werner defined the function 𝑆 ★𝑇 by

𝑆 ★𝑇 (𝑧) := tr(𝑆𝛼𝑧 (𝑇)) for 𝑧 ∈ R2𝑑 . (B.2.3)

Remark B.1. The notation ★ may therefore denote either the convolution of two
functions or the convolution of an operator with a function. The correct interpretation
will be clear from the context.

The following result relates the convolutions of operators to the standard
convolutions of Weyl symbols. The statements follow by combining Propositions
3.12 and 3.16(5) in [204].

Proposition B.2.2. Let 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆, 𝑇 ∈ S1. Let 𝑎𝑆 and 𝑎𝑇 be the Weyl
symbols of 𝑆 and 𝑇 . Then

1. 𝑆 ★𝑇 (𝑧) = 𝑎𝑆 ∗ 𝑎𝑇 (𝑧) for 𝑧 ∈ R2𝑑 .

2. The Weyl symbol of 𝑓 ★ 𝑆 is 𝑓 ∗ 𝑎𝑆 .

Here ∗ denotes the usual convolution of functions.

The following result shows that 𝑆 ★𝑇 ∈ 𝐿1(R2𝑑) for 𝑆, 𝑇 ∈ S1 and provides an
important formula for its integral [251, Lem. 3.1]. In the simplest case where 𝑆
and 𝑇 are rank-one operators, this formula is the so-called Moyal identity for the
STFT [114, p. 57].

Lemma B.2.3. Let 𝑆, 𝑇 ∈ S1. The function 𝑧 ↦→ 𝑆 ★𝑇 (𝑧) for 𝑧 ∈ R2𝑑 is integrable
and ‖𝑆 ★𝑇 ‖𝐿1 ≤ ‖𝑆‖S1 ‖𝑇 ‖S1 . Furthermore,∫

R2𝑑
𝑆 ★𝑇 (𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑇).

The convolutions can be defined on other 𝐿 𝑝-spaces and Schatten 𝑝-classes by
duality [203, 251]. As a special case we mention that (B.2.3) defines a continuous
function even when 𝑇 ∈ L(𝐿2) [203]; in particular it is clear from (B.2.3) that

𝑆 ★ 𝐼𝐿2 (𝑧) = tr(𝑆) (B.2.4)

for any 𝑧 ∈ R2𝑑 when 𝐼𝐿2 is the identity operator and 𝑆 ∈ S1. The convolutions
of operators and functions are associative, a fact that is non-trivial since the
convolutions between operators and functions can produce both operators and
functions as output [203,251]. The fact that the convolution of an operator with a
function is commutative, i.e. 𝑓 ★ 𝑆 = 𝑆 ★ 𝑓 , is true by definition. The convolution
of two operators is also commutative, see [203, Prop. 4.4] for the simple proof. One
may also easily check that the convolutions are bilinear. We will need the following
simple property.
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Lemma B.2.4. Let 𝑆 ∈ S1 be a positive operator. If {b𝑛}𝑛∈N is an orthonormal
basis for 𝐿2(R𝑑), then

∞∑︁
𝑛=1

𝑆 ★ (b𝑛 ⊗ b𝑛) (𝑧) = tr(𝑆), for any 𝑧 ∈ R2𝑑 .

Proof. A simple calculation (see the proof of [203, Thm. 5.1]) shows that

𝑆 ★ (b𝑛 ⊗ b𝑛) (𝑧) =
〈
𝑆𝜋(−𝑧)b𝑛, 𝜋(−𝑧)b𝑛

〉
𝐿2 .

By Proposition B.2.1, 𝑆 has a spectral representation

𝑆 =

∞∑︁
𝑘=1

_𝑘𝜑𝑘 ⊗ 𝜑𝑘 ,

where {𝜑𝑘 }𝑘∈N is an orthonormal system in 𝐿2(R𝑑) and {_𝑘 }𝑘∈N are the non-zero
eigenvalues of 𝑆. We insert this into the previous formula and apply Parseval’s
theorem to get

∞∑︁
𝑛=1

𝑆 ★ (b𝑛 ⊗ b𝑛) (𝑧) =
∞∑︁
𝑛=1

〈 ∞∑︁
𝑘=1

_𝑘𝜑𝑘 ⊗ 𝜑𝑘𝜋(−𝑧)b𝑛, 𝜋(−𝑧)b𝑛

〉
𝐿2

=

∞∑︁
𝑛=1

∞∑︁
𝑘=1

_𝑘 〈𝜋(−𝑧)b𝑛, 𝜑𝑘〉𝐿2 〈𝜑𝑘 , 𝜋(−𝑧)b𝑛〉𝐿2

=

∞∑︁
𝑘=1

_𝑘

∞∑︁
𝑛=1
〈𝜑𝑘 , 𝜋(−𝑧)b𝑛〉𝐿2 〈𝜋(−𝑧)b𝑛, 𝜑𝑘〉𝐿2

=

∞∑︁
𝑘=1

_𝑘 〈𝜑𝑘 , 𝜑𝑘〉𝐿2 =

∞∑︁
𝑘=1

_𝑘 = tr(𝑆) = tr(𝑆).

The final line uses (B.2.2), and that tr(𝑆) = tr(𝑃𝑆𝑃) = tr(𝑃2𝑆) = tr(𝑆). Note that
we used that 𝜋(−𝑧) is unitary to get that {𝜋(−𝑧)b𝑛}𝑛∈N is an orthonormal basis. �

The convolutions preserve positivity [202, Lem. 4.1] .

Lemma B.2.5. If 𝑆, 𝑇 ∈ L(𝐿2) are positive operators and 𝑓 is a positive function,
then 𝑓 ★ 𝑆 is a positive operator and 𝑆 ★𝑇 is a positive function.
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B.3 Cohen’s class and mixed-state localization operators

A quadratic time-frequency distribution 𝑄 is said to be of Cohen’s class if 𝑄 is
given by

𝑄(𝜓) = 𝑄𝜙 (𝜓) := 𝑊 (𝜓, 𝜓) ∗ 𝜙
for some 𝜙 ∈ 𝒮′(R2𝑑) [59,131]. In [204] we emphasized another way of defining
Cohen’s class, namely that 𝑄 belongs to Cohen’s class if 𝑄 is given by

𝑄(𝜓) = 𝑄𝑆 (𝜓) = 𝑆 ★ (𝜓 ⊗ 𝜓), (B.3.1)

where 𝑆 : 𝒮(R2𝑑) → 𝒮
′(R2𝑑) is a continuous linear operator. It can be shown

using Proposition B.2.2 that these two definitions are equivalent [204], since

𝑄𝜙 = 𝑄𝑆 when 𝐿𝜙 = 𝑆. (B.3.2)

We will be particularly interested in𝑄𝑆 when 𝑆 is a positive trace class operator with
tr(𝑆) = 1. In quantum mechanics, such operators are often called density operators,
and we will adopt this terminology in this paper. There is a simple characterization
of those Cohen’s class distributions 𝑄𝑆 where 𝑆 is a density operator [204].

Proposition B.3.1. Let 𝑆 ∈ L(𝐿2). 𝑆 is a density operator if and only if, for any
𝜓 ∈ 𝐿2(R𝑑), 𝑄𝑆 (𝜓) is a positive function and

∫
R2𝑑 𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧 = ‖𝜓‖2𝐿2 .

In light of (B.3.2), the set of Cohen’s class distributions 𝑄𝑆 with 𝑆 a density
operator equals {𝑄𝜙 : 𝜙 ∈ W}, where

W := {𝜙 ∈ 𝒮′(R2𝑑) : 𝐿𝜙 is a density operator }.

Remark B.2. Due to (B.3.2), the operator 𝑆 will appear many times. The reader
should therefore note that 𝑆 and 𝑆 are unitarily equivalent by definition, and share
relevant properties such as positivity and trace.

In [204] we also introduced the notion of a mixed-state localization operator,
which is an operator of the form 𝜒Ω ★ 𝑆 where 𝑆 is a density operator and 𝜒Ω
the characteristic function of a domain Ω ⊂ R2𝑑 . By definition 𝜒Ω ★ 𝑆 acts on
𝜓 ∈ 𝐿2(R𝑑) by

(𝜒Ω ★ 𝑆)𝜓 =

∫
Ω

𝜋(𝑧)𝑆𝜋(𝑧)∗𝜓 𝑑𝑧.

The simplest examples of density operators are given by the rank-one operators
𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1. In this case, the Cohen class distribution
𝑄𝜑⊗𝜑 is the spectrogram:

𝑄𝜑⊗𝜑 (𝜓) = (�̌� ⊗ �̌�) ★ (𝜓 ⊗ 𝜓) = |𝑉𝜑𝜓 |2, (B.3.3)
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and the mixed-state localization operators 𝜒Ω ★ (𝜑 ⊗ 𝜑) are the usual localization
operators introduced by Daubechies [67], which act on 𝜓 ∈ 𝐿2(R𝑑) by

(𝜒Ω ★ (𝜑 ⊗ 𝜑)) (𝜓) =
∫
Ω

𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧.

Remark B.3. In quantum mechanics, a rank-one operator 𝜑⊗ 𝜑 describes a so-called
pure state of a system [72]. More general states are called mixed states, and are
described by density operators – hence the terminology of mixed-state localization
operators.

B.3.1 Notation for mixed-state localization operators

In order to fix notation, we briefly consider the spectral representation of mixed-state
localization operators. If Ω ⊂ R2𝑑 is compact and 𝑆 is a density operator, we know
from Lemma B.2.5 and Section B.2.3 that 𝜒Ω ★ 𝑆 is a positive trace class operator.
For the rest of the paper we will denote the non-zero eigenvalues of 𝜒Ω ★ 𝑆 by
{_Ω
𝑘
}𝑘∈N and the orthonormal system formed by its eigenfunctions by {ℎΩ

𝑘
}𝑘∈N,

thus the spectral representation is

𝜒Ω ★ 𝑆 =

∞∑︁
𝑘=1

_Ω𝑘 ℎ
Ω
𝑘 ⊗ ℎ

Ω
𝑘 . (B.3.4)

We always assume that the eigenvalues are in non-increasing order, i.e. _Ω1 ≥ _
Ω
2 ≥

. . . . The function 𝑆 ★ 𝑆, for some operator 𝑆 ∈ S1, will play an important role in
our results. To emphasize this, we introduce the notation

𝑆(𝑧) := 𝑆 ★ 𝑆(𝑧).

If 𝑆 is a density operator, it follows from Section B.2.3 that 𝑆 is a positive, continuous
function such that

∫
R2𝑑 𝑆(𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑆) = 1. In the special case where 𝑆 = 𝜑⊗𝜑

for some 𝜑 ∈ 𝐿2(R𝑑), we get by (B.3.3) that 𝑆(𝑧) = |𝑉𝜑𝜑(𝑧) |2.

B.3.2 A consequence of associativity

As we have mentioned, the associativity of the convolutions introduced in Section
B.2.3 is non-trivial. It leads to the following relation between Cohen’s class
distributions and mixed-state localization operators, see [8, Lem. 4.1] for an
alternative proof for spectrograms.

Proposition B.3.2. Let 𝑆 be a density operator and let Ω ⊂ R2𝑑 be a compact set.
Then

𝜒Ω ∗ 𝑆(𝑧) =
∞∑︁
𝑘=1

_Ω𝑘𝑄𝑆 (ℎ
Ω
𝑘 ) (𝑧), for 𝑧 ∈ R2𝑑 .
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Proof. By the associativity of convolutions, we have that 𝜒Ω ∗ 𝑆 = 𝜒Ω ∗ (𝑆 ★ 𝑆) =
(𝜒Ω ★ 𝑆) ★ 𝑆 in 𝐿1(R2𝑑) ∩ 𝐿∞(R2𝑑). Now insert the spectral representation from
(B.1.1):

(𝜒Ω ★ 𝑆) ★ 𝑆 =

( ∞∑︁
𝑘=1

_Ω𝑘 ℎ
Ω
𝑘 ⊗ ℎ

Ω
𝑘

)
★ 𝑆

=

∞∑︁
𝑘=1

_Ω𝑘 (ℎ
Ω
𝑘 ⊗ ℎ

Ω
𝑘 ) ★ 𝑆

=

∞∑︁
𝑘=1

_Ω𝑘𝑄𝑆 (ℎ
Ω
𝑘 ).

When moving to the second line, we have used that the spectral representation
converges in the operator norm and that convolutions with a fixed operator is norm-
continuous from L(𝐿2) to 𝐿∞(R2𝑑) [203, Prop. 4.2]. Furthermore, 𝜒Ω ∗ (𝑆 ★ 𝑆) =
(𝜒Ω★𝑆)★𝑆 holds pointwise since both sides are continuous functions – the left side
is the convolution of a bounded function 𝜒Ω with 𝑆★𝑆 ∈ 𝐿1(R2𝑑), and the right side
is the convolution of two trace class operators which is continuous by [203, Prop.
3.3]. �

B.3.3 Approximate identities for 𝐿1(R2𝑑)
In the section we will obtain an approximate identity for 𝐿1(R2𝑑) for each normalized
trace class operator 𝑆. Recall that a family {𝜙`}`>0 in 𝐿1(R𝑑) is an approximate
identity for 𝐿1(R𝑑) if it satisfies the following three conditions:

1.
∫
R𝑑
𝜙` (𝑥) 𝑑𝑥 = 1 for any ` > 0,

2. sup`>0 ‖𝜙`‖𝐿1 < ∞,

3. For every 𝛿 > 0, lim`→∞
∫
|𝑥 |>0 |𝜙` (𝑥) | 𝑑𝑥,

The three conditions above imply that lim`→∞ 𝜙` ∗𝜙 = 𝜙 in the norm of 𝐿1(R𝑑) for
any 𝜙 ∈ 𝐿1(R𝑑). The following standard result is easily proved by straightforward
calculations.

Proposition B.3.3. Let 𝜙 ∈ 𝐿1(R𝑑) satisfy
∫
R𝑑
𝜙(𝑥) 𝑑𝑥 = 1. The family {𝜙𝑅}𝑅>0 of

normalized dilations of 𝜙 defined by 𝜙𝑅 (𝑥) = 𝑅𝑑𝜙(𝑅𝑥) is an approximate identity
for 𝐿1(R𝑑).

As a consequence we obtain the following result, which is Lemma 3 in [218]
when 𝜙 is positive.

110



B.4. The eigenvalues of mixed-state localization operators

Lemma B.3.4. Let 𝜙 ∈ 𝐿1(R𝑑) be a function with
∫
R2𝑑 𝜙(𝑧) 𝑑𝑧 = 1, and let Ω ⊂ R𝑑

be a compact domain. Then

1
𝑅𝑑

∫
𝑅Ω

∫
𝑅Ω

𝜙(𝑥 − 𝑥 ′) 𝑑𝑥 𝑑𝑥 ′→ |Ω|

as 𝑅 →∞.

Proof. By the previous proposition we know that the family {𝜙𝑅}𝑅>0 is an approxi-
mate identity for 𝐿1(R𝑑). In particular we have that 𝜒Ω ∗ 𝜙𝑅 → 𝜒Ω in 𝐿1(R𝑑) as
𝑅 →∞. Since 𝜓 ↦→

∫
R𝑑
𝜓(𝑥)𝜒Ω(𝑥) 𝑑𝑥 is a linear functional on 𝐿1(R𝑑), we get as

a consequence that
∫
Ω
𝜒Ω ∗ 𝜙𝑅 (𝑥) 𝑑𝑥 → |Ω| as 𝑅 → ∞. It only remains to show

that
∫
Ω
𝜒Ω ∗ 𝜙𝑅 (𝑥) 𝑑𝑥 equals the left hand side in the statement of the theorem:∫

Ω

𝜒Ω ∗ 𝜙𝑅 𝑑𝑥 =
∫
Ω

∫
R𝑑
𝜒Ω(𝑥 ′)𝑅𝑑𝜙(𝑅(𝑥 − 𝑥 ′)) 𝑑𝑥 ′ 𝑑𝑥

= 𝑅𝑑
∫
Ω

∫
Ω

𝜙(𝑅(𝑥 − 𝑥 ′)) 𝑑𝑥 ′ 𝑑𝑥

=
1
𝑅𝑑

∫
𝑅Ω

∫
𝑅Ω

𝜙(𝑢 − 𝑣) 𝑑𝑢 𝑑𝑣,

where we have introduced the new variables 𝑢 = 𝑅𝑥 and 𝑣 = 𝑅𝑥 ′. �

This allows us to introduce an important class of approximate identities based
on trace class operators.

Corollary B.3.4.1. Let 𝑆 ∈ S1 be an operator with tr(𝑆) = 1. The functions
{𝑆𝑅}𝑅>0 form an approximate identity for 𝐿1(R2𝑑) and

1
𝑅2𝑑

∫
𝑅Ω

∫
𝑅Ω

𝑆(𝑧 − 𝑧′) 𝑑𝑧 𝑑𝑧′→ |Ω|

as 𝑅 →∞ for any compact domain Ω ⊂ R2𝑑 .

Proof. By Lemma B.2.3, 𝑆 = 𝑆★𝑆 ∈ 𝐿1(R2𝑑) and
∫
R2𝑑 𝑆★𝑆(𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑆) = 1,

hence the result follows from the previous lemma and proposition. �

B.4 The eigenvalues of mixed-state localization operators

In this section we will be interested in the eigenvalues of mixed-state localization
operators 𝜒𝑅Ω★𝑆 as 𝑅 →∞, where 𝑅Ω = {𝑅𝑧 : 𝑧 ∈ Ω}. In the case of localization
operators, corresponding to 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑), the following behaviour of
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the eigenvalues {_𝑅Ω
𝑘
}𝑘∈N of 𝜒𝑅Ω ★ (𝜑 ⊗ 𝜑) has been established in [104,218] for

any fixed 𝛿 ∈ (0, 1):

#{𝑘 : _𝑅Ω
𝑘

> 1 − 𝛿}
𝑅2𝑑 |Ω|

→ 1 as 𝑅 →∞. (B.4.1)

To show that this holds for the eigenvalues {_𝑅Ω
𝑘
}𝑘∈N of any mixed-state localization

operator 𝜒𝑅Ω ★ 𝑆, we need a few lemmas.

Lemma B.4.1. If 𝑆 is a density operator and Ω ⊂ R2𝑑 a compact domain, the
eigenvalues of 𝜒Ω ★ 𝑆 satisfy 0 ≤ _Ω

𝑘
≤ 1.

Proof. As we saw in Section B.3.1, 𝜒Ω ★ 𝑆 is a positive operator, so its eigenvalues
are non-negative. By equation (9) in [204], 〈𝜒Ω ★ 𝑆𝜓, 𝜓〉𝐿2 =

∫
Ω
𝑄𝑆 (𝜓) (𝑧) 𝑑𝑧 for

𝜓 ∈ 𝐿2(R𝑑). If we let 𝜓 be the eigenfunction ℎΩ
𝑘
, Proposition B.3.1 now gives

_Ω𝑘 =

∫
Ω

𝑄𝑆 (ℎΩ𝑘 ) (𝑧) 𝑑𝑧 ≤
∫
R2𝑑

𝑄𝑆 (ℎΩ𝑘 ) (𝑧) 𝑑𝑧 = ‖ℎ
Ω
𝑘 ‖

2
𝐿2 = 1. �

Lemma B.4.2. Let Ω ⊂ R2𝑑 be a compact domain, and let 𝑆 ∈ S1.

tr(𝜒Ω ★ 𝑆) =
∞∑︁
𝑘=1

_Ω𝑘 = |Ω|tr(𝑆),

tr((𝜒Ω ★ 𝑆)2) =
∫
Ω

∫
Ω

𝑆(𝑧 − 𝑧′) 𝑑𝑧 𝑑𝑧′.

Proof. The formula tr(𝜒Ω ★ 𝑆) =
∑∞
𝑘=1 _

Ω
𝑘

is Lidskii’s theorem from (B.2.2). To
prove tr(𝜒Ω★𝑆) = |Ω|tr(𝑆), we note that (B.2.4) says that (𝜒Ω★𝑆)★𝐼𝐿2 (𝑧) = tr(𝜒Ω★
𝑆) for any 𝑧 ∈ R2𝑑 . However, by associativity of convolutions and 𝑆★𝐼𝐿2 (𝑧) = tr(𝑆)
we also have that

(𝜒Ω ★ 𝑆) ★ 𝐼𝐿2 (𝑧) = 𝜒Ω ∗ (𝑆 ★ 𝐼𝐿2) (𝑧)

=

∫
R2𝑑

𝜒Ω(𝑧′) (𝑆 ★ 𝐼𝐿2) (𝑧 − 𝑧′) 𝑑𝑧′ = tr(𝑆) |Ω|.

For the second part, note that 𝑇 ★𝑇 (0) = tr(𝑇2) for any 𝑇 ∈ S1 by the definition
of convolution of operators. In particular2 (𝜒Ω ★ 𝑆) ★ (𝜒Ω ★ 𝑆) (0) = tr((𝜒Ω ★ 𝑆)2).

2The alert reader will note that we use (𝜒Ω ★ 𝑆) ˇ = 𝜒Ω ★ 𝑆. See [234] for the simple proof.
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Hence, using associativity and commutativity of convolutions,

tr((𝜒Ω ★ 𝑆)2) = 𝜒Ω ∗ (𝜒Ω ∗ (𝑆 ★ 𝑆)) (0)

=

∫
Ω

𝜒Ω ∗ (𝑆 ★ 𝑆) (−𝑧′) 𝑑𝑧′

=

∫
Ω

∫
R2𝑑

𝜒Ω(−𝑧) (𝑆 ★ 𝑆) (−𝑧′ − 𝑧) 𝑑𝑧 𝑑𝑧′

=

∫
Ω

∫
Ω

(𝑆 ★ 𝑆) (𝑧 − 𝑧′) 𝑑𝑧 𝑑𝑧′,

where we substituted 𝑧 ↦→ −𝑧 in the last line. �

Remark B.4. For rank-one operators 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑) these formulas
are well known and used to obtain the profile of the eigenvalues of localization
operators, see for instance [8, 104, 218]. The approach used to obtain the second
formula in these papers uses the reproducing kernel Hilbert space associated with
the short-time Fourier transform. Our approach does not rely on this property of the
STFT, which allows us to prove the result for general trace class operators.

The following is a generalization of [8, Lem 3.3] to mixed-state localization
operators. Our proof follows the proof from that paper, which is based on the
approach in [104].

Lemma B.4.3. Let 𝑆 be a density operator, let Ω ⊂ R2𝑑 be a compact domain and
fix 𝛿 ∈ (0, 1). Then��#{𝑘 ≥ 1 : _Ω𝑘 > 1 − 𝛿} − |Ω|

�� ≤ max
{

1
𝛿
,

1
1 − 𝛿

} ����∫
Ω

∫
Ω

𝑆(𝑧 − 𝑧′)𝑑𝑧𝑑𝑧′ − |Ω|
����

Proof. Following [8] we define the function

𝐺 (𝑡) :=

{
−𝑡 if 0 ≤ 𝑡 ≤ 1 − 𝛿
1 − 𝑡 if 1 − 𝛿 < 𝑡 ≤ 1.

We may apply 𝐺 to the eigenvalues in the spectral representation (B.1.1) to obtain a
new operator 𝐺 (𝜒Ω ★ 𝑆):

𝐺 (𝜒Ω ★ 𝑆) =
∞∑︁
𝑘=1

𝐺 (_Ω𝑘 )ℎ
Ω
𝑘 ⊗ ℎ

Ω
𝑘 .

Since 𝜒Ω★𝑆 is trace class, {_Ω
𝑘
}∞
𝑘=1 ∈ ℓ

1. As
∑∞
𝑘=1 _

Ω
𝑘
= |Ω|, only finitely many _Ω

𝑘

can satisfy _Ω
𝑘
> 1 − 𝛿, and it follows that {𝐺 (_Ω

𝑘
)}∞
𝑘=1 ∈ ℓ

1 because |𝐺 (𝑡) | = |𝑡 |
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for 𝑡 ∈ [0, 1 − 𝛿]. Hence 𝐺 (𝜒Ω ★ 𝑆) is a trace class operator with trace

tr(𝐺 (𝜒Ω ★ 𝑆)) =
∞∑︁
𝑘=1

𝐺 (_Ω𝑘 )

= #{𝑘 : _Ω𝑘 > 1 − 𝛿} −
∞∑︁
𝑘=1

_Ω𝑘

= #{𝑘 ≥ 1 : _Ω𝑘 > 1 − 𝛿} − |Ω|.

Therefore��#{𝑘 ≥ 1 : _Ω𝑘 > 1 − 𝛿} − |Ω|
�� = |tr(𝐺 (𝜒Ω ★ 𝑆)) |
≤ tr( |𝐺 | (𝜒Ω ★ 𝑆))

≤ max
{

1
𝛿
,

1
1 − 𝛿

}
tr

(
𝜒Ω ★ 𝑆 − (𝜒Ω ★ 𝑆)2

)
,

where we have used |𝐺 (𝑡) | ≤ max{ 1
𝛿
, 1

1−𝛿 }(𝑡 − 𝑡
2) for 𝑡 ∈ [0, 1]. The final result

follows from inserting the expressions for tr(𝜒Ω★𝑆) and tr((𝜒Ω★𝑆)2) from Lemma
B.4.2. �

The following is the main result of this section, which shows that (B.4.1) is
valid for mixed-state localization operators.

Theorem B.4.4. Let 𝑆 be a density operator, let Ω ⊂ R2𝑑 be a compact domain
and fix 𝛿 ∈ (0, 1). If {_𝑅Ω

𝑘
}𝑘∈N are the non-zero eigenvalues of 𝜒𝑅Ω ★ 𝑆, then

#{𝑘 : _𝑅Ω
𝑘

> 1 − 𝛿}
𝑅2𝑑 |Ω|

→ 1 as 𝑅 →∞.

Proof. By the previous lemma,���#{𝑘 ≥ 1 : _𝑅Ω
𝑘

> 1 − 𝛿} − 𝑅2𝑑 |Ω|
��� ≤ max

{
1
𝛿
,

1
1 − 𝛿

} ����∫
𝑅Ω

∫
𝑅Ω

𝑆(𝑧 − 𝑧′)𝑑𝑧𝑑𝑧′ − 𝑅2𝑑 |Ω|
���� .

Hence if we divide by 𝑅2𝑑 |Ω|�����#{𝑘 ≥ 1 : _𝑅Ω
𝑘

> 1 − 𝛿}
𝑅2𝑑 |Ω|

− 1

����� ≤ max
{

1
𝛿
,

1
1 − 𝛿

}
1
|Ω|

���� 1
𝑅2𝑑

∫
𝑅Ω

∫
𝑅Ω

𝑆(𝑧 − 𝑧′)𝑑𝑧𝑑𝑧′ − |Ω|
���� .

The result now follows from Corollary B.3.4.1. �
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B.5 Accumulated Cohen class distributions

For any density operator 𝑆 and compact domain Ω ⊂ R2𝑑 , we define an associated
accumulated Cohen class distribution by

𝜌𝑆
Ω
(𝑧) :=

𝐴Ω∑︁
𝑘=1

𝑄𝑆 (ℎΩ𝑘 ) for 𝑧 ∈ R2𝑑 ,

where 𝐴Ω = d|Ω|e and ℎΩ
𝑘

are the eigenfunctions of 𝜒Ω ★ 𝑆. Note that 𝜌𝑆
Ω

may also
be written as a convolution of operators, since

𝜌𝑆
Ω
=

𝐴Ω∑︁
𝑘=1

𝑆 ★ (ℎΩ𝑘 ⊗ ℎ
Ω
𝑘 ) = 𝑆 ★

𝐴Ω∑︁
𝑘=1
(ℎΩ𝑘 ⊗ ℎ

Ω
𝑘 ).

As a consequence, Lemma B.2.4 gives that 𝜌𝑆
Ω
(𝑧) ≤ 1 for any 𝑧 ∈ R2𝑑 , since

{ℎΩ
𝑘
}𝑘∈N can be extended to an orthonormal basis and

𝜌𝑆
Ω
(𝑧) =

𝐴Ω∑︁
𝑛=1

𝑆 ★ (ℎΩ𝑘 ⊗ ℎ
Ω
𝑘 ) (𝑧) ≤

∞∑︁
𝑛=1

𝑆 ★ (ℎΩ𝑘 ⊗ ℎ
Ω
𝑘 ) (𝑧) ≤ tr(𝑆) = 1.

In [8], Abreu et al. prove results showing that when 𝑄𝑆 is a spectrogram, 𝜌𝑆
Ω

is
an approximation of the characteristic function 𝜒Ω. We will show that their results
hold when 𝑆 is any density operator. Our presentation and proofs follow those
in [8]. The proofs will typically consist of two parts: the easy part is to show that
the function 𝜒Ω ∗ 𝑆 approximates 𝜒Ω. The more intricate part is to show that 𝜒Ω ∗ 𝑆
also approximates 𝜌𝑆

Ω
. We start by generalizing [8, Lem. 4.2, 4.3].

Lemma B.5.1. Let Ω ⊂ R2𝑑 be a compact domain and define

𝐸 (Ω) = 1 −
∑𝐴Ω

𝑘=1 _
Ω
𝑘

|Ω| .

Then
1
|Ω| ‖𝜌

𝑆
Ω
− 𝜒Ω ∗ 𝑆‖𝐿1 ≤

(
1
|Ω| + 2𝐸 (Ω)

)
,

and
𝐸 (𝑅Ω) → 0 as 𝑅 →∞.
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Proof. Using Lemma B.2.3 and the associativity of convolutions, we find that

‖𝜌𝑆
Ω
− 𝜒Ω ∗ (𝑆 ★ 𝑆)‖𝐿1 =


(
𝐴Ω∑︁
𝑘=1

ℎΩ𝑘 ⊗ ℎ
Ω
𝑘

)
★ 𝑆 − (𝜒Ω ★ 𝑆) ★ 𝑆


𝐿1

≤
 𝐴Ω∑︁
𝑘=1

ℎΩ𝑘 ⊗ ℎ
Ω
𝑘 − 𝜒Ω ★ 𝑆


S1

𝑆S1

=

 𝐴Ω∑︁
𝑘=1

ℎΩ𝑘 ⊗ ℎ
Ω
𝑘 −

∞∑︁
𝑘=1

_Ω𝑘 ℎ
Ω
𝑘 ⊗ ℎ

Ω
𝑘


S1

=

𝐴Ω∑︁
𝑘=1
(1 − _Ω𝑘 ) +

∞∑︁
𝑘=𝐴Ω+1

_Ω𝑘 .

We have expanded 𝜒Ω ★ 𝑆 using the spectral representation (B.1.1), and the last
equality uses that ‖𝑇 ‖S1 is the sum of the eigenvalues for positive operators 𝑇 ∈ S1.
Since

∑∞
𝑘=1 _

Ω
𝑘
= |Ω|, we further get that

𝐴Ω∑︁
𝑘=1
(1 − _Ω𝑘 ) +

∞∑︁
𝑘=𝐴Ω+1

_Ω𝑘 = |Ω| + 𝐴Ω − 2
𝐴Ω∑︁
𝑘=1

_Ω𝑘

= (𝐴Ω − |Ω|) + 2

(
|Ω| −

𝐴Ω∑︁
𝑘=1

_Ω𝑘

)
≤ 1 + 2𝐸 (Ω) |Ω|.

To prove that 𝐸 (𝑅Ω) → 0 as 𝑅 → ∞, we will pick 𝛿 ∈ (0, 1) and find an upper
bound of 𝐸 (𝑅Ω) in terms of #{𝑘:_𝑅Ω

𝑘
>1−𝛿 }
|Ω | – an application of Theorem B.4.4 will

then give the desired result. For a fixed 𝛿 ∈ (0, 1) and domain Ω, we define

𝑙𝛿 (Ω) = min{𝐴Ω, #{𝑘 : _Ω𝑘 > 1 − 𝛿}}.

By definition 𝑙𝛿 (Ω) ≤ 𝐴Ω, and since the eigenvalues _Ω
𝑘

are arranged in non-
increasing order we see that _Ω

𝑘
> 1 − 𝛿 for 𝑘 ≤ 𝑙𝛿 (Ω). Using this we estimate

that

𝐸 (Ω) = 1 −
∑𝐴Ω

𝑘=1 _
Ω
𝑘

|Ω|

≤ 1 −
∑𝑙𝛿 (Ω)
𝑘=1 _Ω

𝑘

|Ω|

≤ 1 − (1 − 𝛿) 𝑙𝛿 (Ω)|Ω| ,
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where we have also used that the eigenvalues _Ω
𝑘

are non-negative. Note that we
always have 𝐸 (Ω) ≥ 0, since

∑∞
𝑘=1 _

Ω
𝑘
= |Ω|. If we replace the domain Ω by the

new domain 𝑅Ω in the previous estimate and insert the definition of 𝑙𝛿 (𝑅Ω), we
obtain

0 ≤ 𝐸 (𝑅Ω) ≤ 1 − (1 − 𝛿)min

{
𝐴𝑅Ω

𝑅2𝑑 |Ω|
,
#{𝑘 : _𝑅Ω

𝑘
> 1 − 𝛿}

𝑅2𝑑 |Ω|

}
.

By definition of 𝐴Ω we know that 𝐴𝑅Ω

|Ω |𝑅2𝑑 ≥ 1, hence we get the estimate

0 ≤ 𝐸 (𝑅Ω) ≤ 1 − (1 − 𝛿)min

{
1,

#{𝑘 : _𝑅Ω
𝑘

> 1 − 𝛿}
𝑅2𝑑 |Ω|

}
. (B.5.1)

The behaviour of the term #{𝑘:_𝑅Ω
𝑘
>1−𝛿 }

𝑅2𝑑 |Ω | is described by Theorem B.4.4, which
says that this fraction approaches 1 as 𝑅 →∞. Therefore

0 ≤ lim sup
𝑅→∞

𝐸 (𝑅Ω) ≤ 1 − (1 − 𝛿) = 𝛿,

and by picking 𝛿 arbitrarily close to 0 we see that in fact 𝐸 (𝑅Ω) → 0 as 𝑅 →∞.
�

B.5.1 Asymptotic convergence of accumulated Cohen class distribu-
tions

We are now ready to prove the generalization of [8, Thm. 1.3] – the asymptotic
convergence of accumulated Cohen’s class distributions to the characteristic function
of the domain.

Proof of Theorem B.1.1. We will use the estimate

‖𝜌𝑆𝑅Ω(𝑅 ·) − 𝜒Ω‖𝐿1 ≤ ‖𝜌𝑆𝑅Ω(𝑅 ·) − 𝜒Ω ∗ 𝑆𝑅‖𝐿1 + ‖𝜒Ω ∗ 𝑆𝑅 − 𝜒Ω‖𝐿1 ,

where 𝑆𝑅 (𝑧) = 𝑅2𝑑𝑆(𝑅𝑧). The second term converges to 0 as 𝑅 →∞ by Corollary
B.3.4.1. To bound the first term, we note that a straightforward calculation using a
change of variable gives that 𝜒Ω ∗ 𝑆𝑅 (𝑧) = 𝜒Ω ∗ (𝑆 ★ 𝑆)𝑅 (𝑧) = 𝜒𝑅Ω ∗ (𝑆 ★ 𝑆) (𝑅𝑧).
Hence we find, with 𝑧′ = 𝑅𝑧, that

‖𝜌𝑆𝑅Ω(𝑅 ·) − 𝜒Ω ∗ 𝑆𝑅‖𝐿1 =

∫
R2𝑑
|𝜌𝑆𝑅Ω(𝑅𝑧) − 𝜒𝑅Ω ∗ (𝑆 ★ 𝑆) (𝑅𝑧) | 𝑑𝑧

=
1
𝑅2𝑑

∫
R2𝑑
|𝜌𝑆𝑅Ω(𝑧

′) − 𝜒𝑅Ω ∗ (𝑆 ★ 𝑆) (𝑧′) | 𝑑𝑧′

≤ 1
𝑅2𝑑 + 2𝐸 (𝑅Ω) |Ω|,
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where the last inequality is Lemma B.5.1. By the same lemma, this expression
converges to 0 as 𝑅 →∞. �

The above result shows that the domain Ω is uniquely determined by 𝜌𝑆
𝑅Ω

as
𝑅 → ∞, i.e. from knowledge of 𝑆 and the first 𝐴𝑅Ω = d|𝑅Ω|e eigenfunctions of
𝜒𝑅Ω ★ 𝑆 for infinitely many 𝑅. In [204] we used an approximation theorem for
operators due to Werner [251] to establish certain conditions on 𝑆, formulated in
terms of a Fourier transform for operators, that guarantee that Ω can be recovered
from only 𝜒Ω ★ 𝑆. The next two sections will show that we may estimate Ω from
𝜒Ω ★ 𝑆, but make no claim that Ω is determined by 𝜒Ω ★ 𝑆 for any density operator
𝑆.

B.5.2 Non-asymptotic approximation of 𝜒Ω by accumulated Cohen
class distributions

The bounds for the non-asymptotic convergence of accumulated Cohen class
distributions will depend on the size of the perimeter of the domain Ω ⊂ R2𝑑 . To
quantify the size of the perimeter, we will use the variation of its characteristic
function 𝜒Ω. Recall that the variation of function 𝑓 ∈ 𝐿1(R𝑑) is

Var( 𝑓 ) = sup
{∫
R𝑑
𝑓 (𝑥)div𝜙(𝑥) 𝑑𝑥 : 𝜙 ∈ 𝐶1

𝑐 (R𝑑 ,R𝑑), |𝜙(𝑥) | ≤ 1 ∀𝑥 ∈ R𝑑
}
,

where div𝜙 is the divergence of 𝜙, 𝐶1
𝑐 (R𝑑 ,R𝑑) is the set of compactly supported

differentiable functions from R𝑑 to R𝑑 and |𝜙(𝑥) | denotes the Euclidean norm on
R𝑑 . We say that 𝑓 has bounded variation if Var( 𝑓 ) < ∞. We define

|𝜕Ω| = Var(𝜒Ω)

for a domain Ω ⊂ R2𝑑 , and say that Ω has finite perimeter if 𝜒Ω has bounded
variation. The reader may find more relevant discussion regarding functions of
bounded variation in chapter 5 of [93]. The only way this concept will enter our
considerations is via the following lemma, which is proved in [8, Lem. 3.2].

Lemma B.5.2. Let 𝑓 ∈ 𝐿1(R𝑑) have bounded variation, and let 𝜑 ∈ 𝐿1(R𝑑) satisfy∫
R𝑑
𝜑(𝑧) 𝑑𝑧 = 1. Then

‖ 𝑓 ∗ 𝜑 − 𝑓 ‖1 ≤ Var( 𝑓 )
∫
R𝑑
|𝑥 | |𝜑(𝑥) | 𝑑𝑥,

where |𝑥 | denotes the Euclidean norm on R𝑑 .
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We also define a subset 𝑀∗op of density operators by

𝑀∗op = {𝑆 ∈ S1 : 𝑆 ≥ 0, tr(𝑆) = 1 and
∫
R2𝑑

𝑆(𝑧) |𝑧 | 𝑑𝑧 < ∞},

where |𝑧 | is the Euclidean norm of 𝑧, with

‖𝑆‖2
𝑀 ∗op

=

∫
R2𝑑

𝑆(𝑧) |𝑧 | 𝑑𝑧.

This lets us bound the approximation of 𝜒Ω by 𝜒Ω ∗ 𝑆, since Lemma B.5.2 gives

‖𝜒Ω − 𝜒Ω ∗ 𝑆‖𝐿1 ≤ |𝜕Ω|‖𝑆‖2𝑀 ∗op
. (B.5.2)

When 𝑄𝑆 is a spectrogram, i.e. 𝑆 = 𝜑 ⊗ 𝜑 for some 𝜑 ∈ 𝐿2(R2𝑑) by (B.3.3),
the quantity ‖𝑆‖2

𝑀 ∗op
becomes

∫
R2𝑑 |𝑉𝜑𝜑(𝑧) |2 |𝑧 | 𝑑𝑧, which is the quantity ‖𝜑‖𝑀 ∗

introduced in [8] for accumulated spectrograms. We now prove the generalization
of [8, Prop. 3.4].

Lemma B.5.3. Let Ω ⊂ R2𝑑 be a compact domain with finite perimeter and
𝑆 ∈ 𝑀∗op(R𝑑). If 𝛿 ∈ (0, 1), then��#{𝑘 : _Ω𝑘 > 1 − 𝛿} − |Ω|

�� ≤ max
{

1
𝛿
,

1
1 − 𝛿

}
‖𝑆‖2

𝑀 ∗op
|𝜕Ω|

Proof. By Lemma B.4.3, it suffices to bound the expression����∫
Ω

∫
Ω

𝑆(𝑧 − 𝑧′)𝑑𝑧𝑑𝑧′ − |Ω|
���� .

We may rewrite this expression as����∫
Ω

∫
R2𝑑

𝜒Ω(𝑧)𝑆(𝑧 − 𝑧′)𝑑𝑧𝑑𝑧′ − |Ω|
���� = ����∫

Ω

𝜒Ω ∗ 𝑆(𝑧′)𝑑𝑧′ −
∫
Ω

𝜒Ω(𝑧′) 𝑑𝑧′
����

=

����∫
Ω

(
𝜒Ω ∗ 𝑆(𝑧′) − 𝜒Ω(𝑧′)

)
𝑑𝑧′

����
≤

∫
R2𝑑

��𝜒Ω ∗ 𝑆(𝑧′) − 𝜒Ω(𝑧′)�� 𝑑𝑧′
= ‖𝜒Ω ∗ 𝑆 − 𝜒Ω‖𝐿1 ,

where we have used 𝑆(𝑧− 𝑧′) = 𝑆(𝑧′− 𝑧) to write the left summand as a convolution
with 𝜒Ω. This relation holds since 𝑆 ★ 𝑆(−𝑧) = 𝑆 ★ ˇ̌

𝑆(𝑧) = 𝑆 ★ 𝑆(𝑧) = 𝑆 ★ 𝑆(𝑧),
see [234, Lem. 4.7]. The result now follows from Lemma B.4.3 and (B.5.2). �
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The following 𝐿1-bound generalizes [8, Thm. 1.4] to general 𝑆 ∈ 𝑀∗op.

Theorem B.5.4. If 𝑆 ∈ 𝑀∗op and Ω ⊂ R2𝑑 is a compact domain with finite perimeter,
then

1
|Ω| ‖𝜌

𝑆
Ω
− 𝜒Ω ∗ 𝑆‖𝐿1 ≤

(
1
|Ω| + 4‖𝑆‖𝑀 ∗op

√︄
|𝜕Ω|
|Ω|

)
.

Proof. From Lemma B.5.1,

1
|Ω| ‖𝜌

𝑆
Ω
− 𝜒Ω ∗ 𝑆‖𝐿1 ≤

(
1
|Ω| + 2𝐸 (Ω)

)
.

We will prove the theorem by proving the estimate 𝐸 (Ω) ≤ 2‖𝑆‖𝑀 ∗op

√︃
|𝜕Ω |
|Ω | , which

generalizes [8, Lem. 4.3]. We therefore jump back to our estimate in (B.5.1), which
was the estimate for 𝐸 (𝑅Ω) we obtained when we did not assume 𝑆 ∈ 𝑀∗op. For
𝑅 = 1 this equation gives

0 ≤ 𝐸 (Ω) ≤ 1 − (1 − 𝛿)
#{𝑘 : _Ω

𝑘
> 1 − 𝛿}
|Ω| . (B.5.3)

To bound this expression, we note that Lemma B.5.3 gives

#{𝑘 : _Ω
𝑘
> 1 − 𝛿}
|Ω| ≥ 1 −max

{
1
𝛿
,

1
1 − 𝛿

}
‖𝑆‖2𝑀 ∗

|𝜕Ω|
|Ω| .

Inserting this estimate into (B.5.3) and setting 𝛿 = ‖𝑆‖𝑀 ∗op

√︃
|𝜕Ω |
|Ω | now gives the

desired estimate – we refer to the proof of [8, Lem 4.3] for the details. �

As a corollary, one can derive an estimate for ‖𝜌𝑆
Ω
− 𝜒Ω‖𝐿1 . We return to this

question in Section B.6.

B.5.3 Weak 𝐿2-convergence of accumulated Cohen class distributions

Finally, we show that the weak-𝐿2 bounds for 𝜌𝑆
Ω
− 𝜒Ω in [8, Thm 1.5] hold in the

more general case where 𝑆 is a density operator. Following the proof in [8] we start
by proving a technical lemma.

Lemma B.5.5. If 𝑆 ∈ 𝑀∗op and Ω ⊂ R2𝑑 is a compact domain with finite perimeter
such that ‖𝑆‖2

𝑀 ∗op
|𝜕Ω| ≥ 1, then for any 𝛿 > 0

��{𝑧 ∈ R2𝑑 :
��𝜌𝑆

Ω
(𝑧) − 𝜒Ω ∗ 𝑆(𝑧)

�� > 𝛿}�� . 1
𝛿2 ‖𝑆‖

2
𝑀 ∗op
|𝜕Ω|.
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Proof. By Proposition B.3.2 we find that

|𝜌𝑆
Ω
(𝑧) − 𝜒Ω ∗ 𝑆(𝑧) | =

����� 𝐴Ω∑︁
𝑘=1

𝑄𝑆 (ℎΩ𝑘 ) (𝑧) −
∞∑︁
𝑘=1

_Ω𝑘𝑄𝑆 (ℎ
Ω
𝑘 ) (𝑧)

�����
≤
∞∑︁
𝑘=1

`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧),

where we have introduced `𝑘 = _Ω
𝑘

for 𝑘 > 𝐴Ω and `𝑘 = 1 − _Ω
𝑘

for 𝑘 ≤ 𝐴Ω. To
obtain our desired bound, we will split this sum into three parts. Following the lead
of the proof in [8, Prop. 4.4], we assume that 0 < 𝛿 ≤ 1

2 and define

𝑎 𝛿 := #{𝑘 : _Ω𝑘 > 1 − 𝛿},
𝑏 𝛿 := #{𝑘 : _Ω𝑘 > 𝛿}.

Then let

𝑎′𝛿 := min{𝑎 𝛿 , 𝐴Ω},
𝑏′𝛿 := max{𝑏 𝛿 , 𝐴Ω}.

Now note that
∑∞
𝑘=1𝑄𝑆 (ℎΩ𝑘 ) (𝑧) ≤ 1 for all 𝑧 ∈ R2𝑑 by Lemma B.2.4 and that

`𝑘 ≤ 𝛿 for 𝑘 ∉ [𝑎′
𝛿
+ 1, 𝑏′

𝛿
],

∞∑︁
𝑘=1

`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧) =
𝑎′
𝛿∑︁

𝑘=1
`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧) +

𝑏′
𝛿∑︁

𝑎′
𝛿
+1
`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧) +

∞∑︁
𝑘=𝑏′

𝛿
+1
`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧)

≤ 2𝛿 +
𝑏′
𝛿∑︁

𝑎′
𝛿
+1
`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧).

As a consequence we clearly get

��{𝑧 ∈ R2𝑑 :
��𝜌𝑆

Ω
(𝑧) − 𝜒Ω ∗ 𝑆(𝑧)

�� > 3𝛿
}�� ≤ ������

𝑧 ∈ R2𝑑 :
𝑏′
𝛿∑︁

𝑎′
𝛿
+1
`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧) > 𝛿


������ .

To control this expression, one may use Lemma B.5.3 and the assumptions 0 < 𝛿 ≤ 1
2 ,

‖𝑆‖2
𝑀 ∗op
|𝜕Ω| ≥ 1 to get (see [8, Prop. 4.4] for details)

0 ≤ 𝑏′𝛿 − 𝑎′𝛿 .
1
𝛿
‖𝑆‖𝑀 ∗op |𝜕Ω|.
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By using 0 ≤ `𝑘 ≤ 1 and ‖𝑄𝑆 (ℎΩ𝑘 )‖𝐿1 = ‖ℎΩ
𝑘
‖2
𝐿2 = 1 (see (B.3.1) and Lemma

B.2.3), we then get������
𝑧 ∈ R2𝑑 :

𝑏′
𝛿∑︁

𝑎′
𝛿
+1
`𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧) > 𝛿


������ ≤ 1

𝛿


𝑏′
𝛿∑︁

𝑎′
𝛿
+1
`𝑘𝑄𝑆 (ℎΩ𝑘 )


𝐿1

=
1
𝛿

𝑏′
𝛿∑︁

𝑎′
𝛿
+1
`𝑘

𝑄𝑆 (ℎΩ𝑘 )𝐿1

≤ 1
𝛿

𝑏′
𝛿∑︁

𝑎′
𝛿
+1

1 .
1
𝛿2 ‖𝑆‖𝑀 ∗op |𝜕Ω|.

The substitution 𝛿 ↦→ 𝛿
3 proves the result for 0 < 𝛿 ≤ 3

2 , and the result is trivial for
𝛿 > 1 since we always have the bound |𝜌𝑆

Ω
(𝑧) − 𝜒Ω ∗ 𝑆(𝑧) | ≤

∑∞
𝑘=1 `𝑘𝑄𝑆 (ℎΩ𝑘 ) (𝑧) ≤∑∞

𝑘=1𝑄𝑆 (ℎΩ𝑘 ) (𝑧) ≤ 1 by Lemma B.2.4. �

Proof of Theorem B.1.2. By the previous lemma we have the weak-𝐿2 bound��{𝑧 ∈ R2𝑑 :
��𝜌𝑆

Ω
(𝑧) − 𝜒Ω ∗ 𝑆(𝑧)

�� > 𝛿/2}�� . 1
𝛿2 ‖𝑆‖

2
𝑀 ∗op
|𝜕Ω|,

and we obviously have the weak-𝐿1 bound��{𝑧 ∈ R2𝑑 : |𝜒Ω ∗ 𝑆(𝑧) − 𝜒Ω(𝑧) | > 𝛿/2
}�� ≤ 2

𝛿
‖𝜒Ω ∗ 𝑆(𝑧) − 𝜒Ω(𝑧)‖𝐿1

≤ 1
𝛿
‖𝑆‖2

𝑀 ∗op
|𝜕Ω|,

where the last bound is Lemma B.5.2. Combining these bounds, we get��{𝑧 ∈ R2𝑑 :
��𝜌𝑆

Ω
(𝑧) − 𝜒Ω(𝑧)

�� > 𝛿}�� . 1
𝛿2 ‖𝑆‖

2
𝑀 ∗op
|𝜕Ω| + 1

𝛿
‖𝑆‖2

𝑀 ∗op
|𝜕Ω|.

When 𝛿 ≤ 2 we have that 1/𝛿 ≤ 2/𝛿2, so the result is proved in this case. In
fact, this is the only case we need to consider, as 𝜌𝑆

Ω
(𝑧), 𝜒Ω(𝑧) ≤ 1 implies

{𝑧 ∈ R2𝑑 : |𝜌𝑆
Ω
(𝑧) − 𝜒Ω(𝑧) | > 𝛿} = ∅ for 𝛿 > 2. �

B.6 Sharp bounds for accumulated Cohen’s class distribu-
tions

As a simple consequence of Theorem B.5.4 one can derive the bound

‖𝜒Ω − 𝜌𝑆Ω‖𝐿1 .
√︁
|𝜕Ω| |Ω|
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for 𝑆,Ω satisfying the assumptions of that theorem and |Ω| ≥ 1, see [8, Cor. 5.1]
for a proof when 𝑄𝑆 is a spectrogram. In [9], Abreu et al. were able to improve this
bound in the case of spectrograms to

‖𝜒Ω − 𝜌𝑆Ω‖𝐿1 . |𝜕Ω|. (B.6.1)

The very elegant proof of (B.6.1) in [9] exploits the spectral theory of localization
operators. Since Section B.4 indicates that the spectral theory is largely the same
for mixed-state localization operators, we will be able to prove (B.6.1) for general
density operators 𝑆 based on the same arguments.

Theorem B.6.1. Fix 𝜖 > 0. If 𝑆 ∈ 𝑀∗op and Ω ⊂ R2𝑑 is a compact domain with
finite perimeter satisfying |𝜕Ω| ≥ 𝜖 , then

‖𝜌𝑆
Ω
− 𝜒Ω‖𝐿1 ≤ (1/𝜖 + 2‖𝑆‖2

𝑀 ∗op
) |𝜕Ω|.

Proof. To estimate the left hand side, we will split the integral into two parts. First
note that since 0 ≤ 𝜌𝑆

Ω
(𝑧) ≤ 1 for any 𝑧 ∈ R2𝑑 ,

∫
Ω

|𝜌𝑆
Ω
(𝑧) − 𝜒Ω(𝑧) | 𝑑𝑧 =

∫
Ω

(1 − 𝜌𝑆
Ω
(𝑧)) 𝑑𝑧

= |Ω| −
∫
Ω

𝐴Ω∑︁
𝑘=1

𝑆 ★ (ℎΩ𝑘 ⊗ ℎ
Ω
𝑘 ) (𝑧) 𝑑𝑧

= |Ω| −
𝐴Ω∑︁
𝑘=1

∫
R2𝑑

𝜒Ω(𝑧)
(
𝑆 ★ (ℎΩ𝑘 ⊗ ℎ

Ω
𝑘 )

)
(𝑧) 𝑑𝑧

= |Ω| −
𝐴Ω∑︁
𝑘=1

_Ω𝑘 .

The final equality uses a relation between convolutions and duality, namely the fact
that

〈
𝜒Ω, 𝑆 ★ (ℎΩ𝑘 ⊗ ℎ

Ω
𝑘
)
〉
𝐿∞,𝐿1 =

〈
𝜒Ω ★ 𝑆, ℎ

Ω
𝑘
⊗ ℎΩ

𝑘

〉
L(𝐿2) ,S1 , where the bracket

denotes duality. See [234] for a verification. A simple calculation using the spectral
representation of 𝜒Ω ★ 𝑆 gives that

〈
𝜒Ω ★ 𝑆, ℎ

Ω
𝑘 ⊗ ℎ

Ω
𝑘

〉
L(𝐿2) ,S1 = tr((𝜒Ω ★ 𝑆)ℎΩ𝑘 ⊗ ℎ

Ω
𝑘 ) = _

Ω
𝑘 .
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The other part of the integral satisfies

∫
R2𝑑\Ω

|𝜌𝑆
Ω
(𝑧) − 𝜒Ω(𝑧) | 𝑑𝑧 =

∫
R2𝑑\Ω

𝜌𝑆
Ω
(𝑧) 𝑑𝑧

=

∫
R2𝑑

𝜌𝑆
Ω
(𝑧) 𝑑𝑧 −

∫
Ω

𝜌𝑆
Ω
(𝑧) 𝑑𝑧

=

𝐴Ω∑︁
𝑘=1

∫
R2𝑑

𝑆 ★ (ℎΩ𝑘 ⊗ ℎ
Ω
𝑘 ) (𝑧) 𝑑𝑧 −

𝐴Ω∑︁
𝑘=1

_Ω𝑘

= 𝐴Ω −
𝐴Ω∑︁
𝑘=1

_Ω𝑘 ≤ 1 + |Ω| −
𝐴Ω∑︁
𝑘=1

_Ω𝑘 ,

where we have used Lemma B.2.3 to calculate
∫
R2𝑑 𝑆 ★ (ℎΩ𝑘 ⊗ ℎ

Ω
𝑘
) (𝑧) 𝑑𝑧 = 1, and

used our expression for
∫
Ω
𝜌𝑆
Ω
(𝑧) 𝑑𝑧 from the previous calculation. In total

∫
R2𝑑
|𝜌𝑆

Ω
(𝑧) − 𝜒Ω(𝑧) | 𝑑𝑧 ≤ 1 + 2

(
|Ω| −

𝐴Ω∑︁
𝑘=1

_Ω𝑘

)
. (B.6.2)

To bound |Ω| −∑𝐴Ω

𝑘=1 _
Ω
𝑘

we will look at tr(𝜒Ω★𝑆) − tr((𝜒Ω★𝑆)2). On the one
hand it follows easily from Lemma B.4.2 that

tr(𝜒Ω ★ 𝑆) − tr((𝜒Ω ★ 𝑆)2) =
∫
Ω

(
1 − 𝜒Ω ∗ 𝑆(𝑧)

)
𝑑𝑧

≤ ‖𝜒Ω ∗ 𝑆 − 𝜒Ω‖𝐿1

≤ |𝜕Ω|‖𝑆‖2
𝑀 ∗op
,

where the last inequality is Lemma B.5.2. On the other hand we know that
tr(𝜒Ω ★ 𝑆) =

∑∞
𝑘=1 _

Ω
𝑘
= |Ω| and tr((𝜒Ω ★ 𝑆)2) =

∑∞
𝑘=1

(
_Ω
𝑘

)2, which leads to the

124



B.6. Sharp bounds for accumulated Cohen’s class distributions

following estimate:

tr(𝜒Ω ★ 𝑆) − tr((𝜒Ω ★ 𝑆)2) =
𝐴Ω∑︁
𝑘=1

_Ω𝑘 (1 − _
Ω
𝑘 ) +

∞∑︁
𝑘=𝐴Ω+1

_Ω𝑘 (1 − _
Ω
𝑘 )

≥ _Ω𝐴Ω

𝐴Ω∑︁
𝑘=1
(1 − _Ω𝑘 ) + (1 − _

Ω
𝐴Ω
)

∞∑︁
𝑘=𝐴Ω+1

_Ω𝑘

= _Ω𝐴Ω
𝐴Ω − _Ω𝐴Ω

|Ω| +
∞∑︁

𝑘=𝐴Ω+1
_Ω𝑘

= _Ω𝐴Ω
(𝐴Ω − |Ω|) + |Ω| −

𝐴Ω∑︁
𝑘=1

_Ω𝑘

≥ |Ω| −
𝐴Ω∑︁
𝑘=1

_Ω𝑘 .

We therefore have |Ω| −∑𝐴Ω

𝑘=1 _
Ω
𝑘
≤ tr(𝜒Ω★𝑆) − tr((𝜒Ω★𝑆)2) ≤ |𝜕Ω|‖𝑆‖2𝑀 ∗op

, and
inserting this into (B.6.2) gives us∫

R2𝑑
|𝜌𝑆

Ω
(𝑧) − 𝜒Ω(𝑧) | 𝑑𝑧 ≤

(
1/𝜖 + 2‖𝑆‖2

𝑀 ∗op

)
|𝜕Ω|

when we also use the assumption |𝜕Ω|/𝜖 ≥ 1. �

B.6.1 Sharpness of the bound

By considering Euclidean balls 𝐵(𝑧, 𝑅) = {𝑧′ ∈ R2𝑑 : |𝑧 | < 𝑅}, it was shown in [9]
that (B.6.1) gives a sharp bound for the convergence of accumulated spectrograms.
As we will now show (see Theorem B.1.3), the same is true when the spectrogram is
replaced with the Cohen class distribution𝑄𝑆 for 𝑆 ∈ 𝑀∗op. Our approach is inspired
by [80], which deals with the case of spectrograms using the associated reproducing
kernel Hilbert spaces. These Hilbert spaces are not available for general density
operators 𝑆, so our proofs must instead rely on techniques from quantum harmonic
analysis. In the terminology of [106, 107], the following result gives an expression
for the projection functional applied to 𝜒Ω ★ 𝑆.

Lemma B.6.2. Let 𝑆 be a density operator and Ω ⊂ R2𝑑 a compact domain. Then

tr(𝜒Ω ★ 𝑆) − tr((𝜒Ω ★ 𝑆)2) =
∫
Ω

∫
R2𝑑\Ω

𝑆(𝑧 − 𝑧′) 𝑑𝑧′𝑑𝑧.
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Proof. From Lemma B.4.2 we have that

tr(𝜒Ω ★ 𝑆) =
∫
R2𝑑

𝜒Ω(𝑧) 𝑑𝑧

tr((𝜒Ω ★ 𝑆)2) =
∫
Ω

∫
Ω

𝑆(𝑧 − 𝑧′) 𝑑𝑧′ 𝑑𝑧.

In order to combine these two formulas, we note that∫
R2𝑑

𝑆(𝑧 − 𝑧′) 𝑑𝑧 =
∫
R2𝑑

𝑆 ★ 𝑆(𝑧 − 𝑧′) 𝑑𝑧′ = tr(𝑆)tr(𝑆) = 1

for each 𝑧 ∈ R2𝑑 by Lemma B.2.3. Hence we can in fact write

tr(𝜒Ω ★ 𝑆) =
∫
R2𝑑

𝜒Ω(𝑧)
∫
R2𝑑

𝑆(𝑧 − 𝑧′) 𝑑𝑧′ 𝑑𝑧

=

∫
Ω

∫
R2𝑑

𝑆(𝑧 − 𝑧′) 𝑑𝑧′ 𝑑𝑧.

We may now combine our formulas to get that

tr(𝜒Ω ★ 𝑆) − tr((𝜒Ω ★ 𝑆)2) =
∫
Ω

∫
R2𝑑

𝑆(𝑧 − 𝑧′) 𝑑𝑧′ 𝑑𝑧 −
∫
Ω

∫
Ω

𝑆(𝑧 − 𝑧′) 𝑑𝑧′ 𝑑𝑧

=

∫
Ω

∫
R2𝑑\Ω

𝑆(𝑧 − 𝑧′) 𝑑𝑧′ 𝑑𝑧.

�

We will also need the following technical consequence of the continuity of 𝑆.

Lemma B.6.3. Let 𝑆 be a density operator. There exist constants 𝑟𝑆 > 0 and 𝑚 > 0
such that whenever 𝑟 ≤ 𝑟𝑆

𝑆(𝑧 − 𝑧′) ≥ 𝑚

|𝐵(0, 𝑟) |

∫
R2𝑑

𝜒𝐵 (𝑧′′,𝑟 ) (𝑧)𝜒𝐵 (𝑧′′,𝑟 ) (𝑧′) 𝑑𝑧′′ (B.6.3)

for all 𝑧, 𝑧′ ∈ R2𝑑 .

Proof. The function 𝑆 = 𝑆 ★ 𝑆 is continuous, positive and satisfies 𝑆 ★ 𝑆(0) =
tr(𝑆2) > 0. Let 𝑚 = tr(𝑆2)/2 > 0. By continuity of 𝑆 at the origin, there must exist
a constant 𝛿 > 0 such that 𝑆 ★ 𝑆(𝑧) > 𝑚 whenever 𝑧 ∈ 𝐵(0, 𝛿). Now let 𝑟𝑆 = 𝛿/2,
and consider the integral∫

R2𝑑
𝜒𝐵 (𝑧′′,𝑟 ) (𝑧)𝜒𝐵 (𝑧′′,𝑟 ) (𝑧′) 𝑑𝑧′′
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for 𝑟 ≤ 𝑟𝑆 . We note that the integrand is zero whenever 𝑧 − 𝑧′ ∉ 𝐵(0, 2𝑟). When
𝑧 − 𝑧′ ∈ 𝐵(0, 2𝑟) ⊂ 𝐵(0, 𝛿) we know by construction of 𝛿 that 𝑆 ★ 𝑆(𝑧 − 𝑧′) ≥ 𝑚.
We may also estimate that for any 𝑧, 𝑧′ ∈ R2𝑑∫

R2𝑑
𝜒𝐵 (𝑧′′,𝑟 ) (𝑧)𝜒𝐵 (𝑧′′,𝑟 ) (𝑧′) 𝑑𝑧′′ ≤

∫
R2𝑑

𝜒𝐵 (𝑧′′,𝑟 ) (𝑧) 𝑑𝑧′′

= |𝐵(0, 𝑟) |.

Hence (B.6.3) holds: if 𝑧 − 𝑧′ ∉ 𝐵(0, 2𝑟) it holds trivially as the integrand is zero,
and if 𝑧 − 𝑧′ ∈ 𝐵(0, 2𝑟), we know that 𝑆★𝑆(𝑧 − 𝑧′) ≥ 𝑚 and the integral is bounded
from above by 𝐵(0, 𝑟). �

The previous two results lead to a lower bound for the projection functional for
mixed-state localization operators with Ω = 𝐵(0, 𝑅).

Proposition B.6.4. Let 𝑆 be a density operator. Then there exists a constant 𝐶𝑆
such that

tr(𝜒𝐵 (0,𝑅) ★ 𝑆) − tr((𝜒𝐵 (0,𝑅) ★ 𝑆)2) ≥ 𝐶𝑆𝑅2𝑑−1, for 𝑅 > 1.

Proof. Let 𝑟𝑆 be as in Lemma B.6.3, and let 𝑟 = min{𝑟𝑆 , 1}. By Lemma B.6.2 we
know that

tr(𝜒𝐵 (0,𝑅) ★ 𝑆) − tr((𝜒𝐵 (0,𝑅) ★ 𝑆)2) =
∫
𝐵 (0,𝑅)

∫
R2𝑑\𝐵 (0,𝑅)

𝑆(𝑧 − 𝑧′) 𝑑𝑧′𝑑𝑧,

and by inserting the estimate from Lemma B.6.3 we get that tr(𝜒𝐵 (0,𝑅) ★ 𝑆) −
tr((𝜒𝐵 (0,𝑅) ★ 𝑆)2) is bounded from below by

𝑚

|𝐵(0, 𝑟) |

∫
𝐵 (0,𝑅)

∫
R2𝑑\𝐵 (0,𝑅)

∫
R2𝑑

𝜒𝐵 (𝑧′′,𝑟 ) (𝑧)𝜒𝐵 (𝑧′′,𝑟 ) (𝑧′) 𝑑𝑧′′𝑑𝑧′𝑑𝑧.

By changing the order of integration this lower bound becomes

𝑚

|𝐵(0, 𝑟) |

∫
R2𝑑
|𝐵(0, 𝑅) ∩ 𝐵(𝑧′′, 𝑟) | ·

���(R2𝑑 \ 𝐵(0, 𝑅)
)
∩ 𝐵(𝑧′′, 𝑟)

��� 𝑑𝑧′′. (B.6.4)

Now assume that 𝑧′′ lies in the strip in R2𝑑 defined by 𝑅 − 𝑟/2 ≤ |𝑧′′ | ≤ 𝑅 + 𝑟/2. A
simple estimate shows that both 𝐵(0, 𝑅) ∩ 𝐵(𝑧′′, 𝑟) and

(
R2𝑑 \ 𝐵(0, 𝑅)

)
∩ 𝐵(𝑧′′, 𝑟)

must contain a ball of radius 𝑟/4 in this case, so that

|𝐵(0, 𝑅) ∩ 𝐵(𝑧′′, 𝑟) | ·
���(R2𝑑 \ 𝐵(0, 𝑅)

)
∩ 𝐵(𝑧′′, 𝑟)

��� ≥ |𝐵(0, 𝑟/4) |2.
The expression in (B.6.4) is therefore bounded from below by
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|𝐵(0, 𝑟/4) |2 𝑚

|𝐵(0, 𝑟) |

∫
𝑅−𝑟/2≤ |𝑧′′ | ≤𝑅+𝑟/2

𝑑𝑧′′

= |𝐵(0, 𝑟/4) |2 𝑚

|𝐵(0, 𝑟) |𝐶𝑑
(
(𝑅 + 𝑟/2)2𝑑 − (𝑅 − 𝑟/2)2𝑑

)
≥ |𝐵(0, 𝑟/4) |2 𝑚

|𝐵(0, 𝑟) |𝐶𝑑2𝑑𝑟𝑅2𝑑−1,

which finishes the proof by setting 𝐶𝑆 := |𝐵(0, 𝑟/4) |2 𝑚
|𝐵 (0,𝑟 ) |𝐶𝑑2𝑑𝑟 . Here 𝐶𝑑 is the

measure of the unit sphere in R2𝑑 , and the fact that (𝑅 + 𝑟/2)2𝑑 − (𝑅 − 𝑟/2)2𝑑 ≥
2𝑑𝑟𝑅2𝑑−1 is a simple consequence of the binomial theorem. �

Using these results we may now prove the desired sharpness of (B.6.1) with
exactly the same arguments that were used to prove it for accumulated spectrograms
in [9].
Proof of Theorem B.1.3. Since |𝜕𝐵(0, 𝑅) | = 𝐶𝑑𝑅2𝑑−1, where 𝐶𝑑 is the measure of
the unit sphere in R2𝑑 , the upper bound follows from Theorem B.6.1 with 𝜖 = 1/𝐶𝑑 .
For the lower bound we will bound ‖𝜌𝑆

𝐵 (0,𝑅)−𝜒𝐵 (0,𝑅) ‖𝐿1 by tr(𝜒Ω★𝑆)−tr((𝜒Ω★𝑆)2
from below, which will imply the result by Proposition B.6.4. In the proof of
Theorem B.6.1 we derived the equalities∫

Ω

|𝜌𝑆
Ω
(𝑧) − 𝜒Ω(𝑧) | 𝑑𝑧 = |Ω| −

𝐴Ω∑︁
𝑘=1

_Ω𝑘∫
R2𝑑\Ω

|𝜌𝑆
Ω
(𝑧) − 𝜒Ω(𝑧) | 𝑑𝑧 = 𝐴Ω −

𝐴Ω∑︁
𝑘=1

_Ω𝑘 ,

which together give us — when using
∑∞
𝑘=1 _

Ω
𝑘
= |Ω| by Lemma B.4.2 — that

‖𝜌𝑆
𝐵 (0,𝑅) − 𝜒𝐵 (0,𝑅) ‖𝐿1 = |Ω| −

𝐴Ω∑︁
𝑘=1

_Ω𝑘 + 𝐴Ω −
𝐴Ω∑︁
𝑘=1

_Ω𝑘

=

∞∑︁
𝑘=1

_Ω𝑘 −
𝐴Ω∑︁
𝑘=1

_Ω𝑘 +
𝐴Ω∑︁
𝑘=1
(1 − _Ω𝑘 )

=

∞∑︁
𝑘=𝐴Ω+1

_Ω𝑘 +
𝐴Ω∑︁
𝑘=1
(1 − _Ω𝑘 )

≥
∞∑︁

𝑘=𝐴Ω+1
_Ω𝑘 (1 − _

Ω
𝑘 ) +

𝐴Ω∑︁
𝑘=1

_Ω𝑘 (1 − _
Ω
𝑘 )

=

∞∑︁
𝑘=1

_Ω𝑘 −
∞∑︁
𝑘=1

(
_Ω𝑘

)2
= tr(𝜒Ω ★ 𝑆) − tr((𝜒Ω ★ 𝑆)2.
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As mentioned, the result now follows from Proposition B.6.4. �

Remark B.5. In [9], the previous result is stated for spectrograms when 𝑅 > 0. We
have only obtained the result for 𝑅 > 1, but this is not because we consider a more
general setting. In fact, the proof for the upper bound in [9] is simply Theorem
B.6.1 with 𝜖 = 1, which needs the assumption |𝜕Ω| ≥ 1. This is clearly not satisfied
for arbitrarily small 𝑅.

B.7 Examples and other perspectives

We now turn to examples of Cohen’s class distributions such that the theory of
accumulated Cohen’s class distributions works, namely those given by

𝑄𝑆 (𝜓) = 𝑆 ★ (𝜓 ⊗ 𝜓)

for some density operator 𝑆. As we have mentioned, the definition above is
equivalent to the more standard definition of Cohen’s class, where 𝜙 ∈ 𝒮′(R2𝑑)
defines a Cohen’s class distribution by

𝑄𝜙 (𝜓) = 𝜙 ∗𝑊 (𝜓, 𝜓).

In fact, we introduced the set W such that 𝜙 ∈ W if and only if 𝑄𝜙 = 𝑄𝑆 for some
density operator 𝑆. We will therefore look for functions 𝜙 that belong to W .

A Weyl symbol characterization of 𝑀∗op

Before we look at the examples, we reformulate the definition of𝑀∗op. By Proposition
B.2.2, 𝑆 ∈ 𝑀∗op if and only if the Weyl symbol 𝜙 of 𝑆 satisfies 𝜙 ∈ W and∫

R2𝑑
𝜙 ∗ 𝜙(𝑧) |𝑧 | 𝑑𝑧 < ∞. (B.7.1)

B.7.1 Examples

Spectrograms

If 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1, such that 𝑆 has Weyl symbol
𝜙 = 𝑊 (�̌�, �̌�), then 𝑆 is a density operator and by (B.3.3) 𝑄𝑆 is the spectrogram
𝑄𝑆 (𝜓) = |𝑉𝜑𝜓 |2. A calculation using the definition of convolutions of operators
reveals that 𝑆 = |𝑉𝜑𝜑 |2, so that 𝑆 ∈ 𝑀∗op if and only if

∫
R2𝑑 |𝑉𝜑𝜑 |2(𝑧) |𝑧 | 𝑑𝑧 < ∞.

This is the setting considered in the theory of accumulated spectrograms [8, 9].
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Schwartz functions

If 𝜙 belongs to the Schwartz space 𝒮(R2𝑑), then it is well-known [72, Prop. 286]
that 𝐿𝜙 is a trace class operator with

tr(𝐿𝜙) =
∫
R2𝑑

𝜙(𝑧) 𝑑𝑧.

Hence any suitably normalized 𝜙 ∈ 𝒮(R2𝑑) gives us an operator 𝐿𝜙 that is trace
class with tr(𝐿𝜙) = 1, and it is also clear from (B.7.1) that 𝐿𝜙 ∈ 𝑀∗op in this
case. The problem of determining whether 𝐿𝜙 is positive is much more difficult.
The classical conditions on 𝜙 for 𝐿𝜙 to be a positive operator are the KLM-
conditions [175,199,200], see also the more recent results in [61]. In the case where
𝜙 is a normalized, generalized Gaussian

𝜙(𝑧) = 2𝑑
1

det(𝑀)1/4
𝑒−𝑧

𝑇 ·𝑀 ·𝑧 for 𝑧 ∈ R2𝑑 ,

for some 2𝑑 × 2𝑑-matrix 𝑀 , it is known [127, 233] that the Weyl transform 𝐿𝜙 is a
positive operator if and only if

𝑀 = 𝑆𝑇Λ𝑆,

where 𝑆 is a symplectic matrix and Λ is diagonal matrix of the form

Λ = diag(_1, _2, . . . , _𝑑 , _1, _2, . . . , _𝑑)

with 0 < _𝑖 ≤ 1. Hence 𝐿𝜙 is a density operator in this case, and the theory of
accumulated Cohen’s class distributions will work for all such Gaussians. One
should note that 𝑄𝜙 is not a spectrogram for many of these Gaussians [74, 127].
Versions of these results on positivity of mixed Gaussian states have been obtained
several times, see Section 4.2 in [172] and references therein, and they are also
linked with the symplectic structure of the phase space [75].

A nonexample: the Wigner distribution

The prototype of a Cohen’s class distribution is the Wigner distribution𝑊 (𝜓, 𝜓).
By a result due to Grossmann [146], the Wigner distribution corresponds to 𝑆 = 2𝑑𝑃
in (B.3.1), i.e.

𝑊 (𝜓, 𝜓) = 𝑄𝑃 (𝜓) = 2𝑑𝑃 ★ (𝜓 ⊗ 𝜓),
see [204] for a proof. The parity operator 𝑃 is not a density operator, and so our
approach does not apply to the Wigner distribution. In fact, it has been shown that
the operators 𝜒Ω ★ 𝑃 are never trace class for a non-trivial domain Ω [217, Prop.
11]. As a consequence, the methods exploited in this paper, which often consider
the sum of eigenvalues of such operators, will fail for the Wigner distribution.
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B.7.2 Generating new examples from old

Checking whether a given function 𝜙 belongs to W is in general a non-trivial task.
However, using quantum harmonic analysis we can use our examples of 𝜙 ∈ W to
obtain new elements of W .

Lemma B.7.1. Let 𝑆 be a density operator, and let 𝑓 ∈ 𝐿1(R2𝑑) be a positive
function such that

∫
R2𝑑 𝑓 (𝑧) 𝑑𝑧 = 1. Then 𝑓 ★ 𝑆 is a density operator.

Proof. By Lemma B.2.5, 𝑓 ★ 𝑆 is a positive operator, and the same proof as for the
first part of Lemma B.4.2 gives that

tr ( 𝑓 ★ 𝑆) =
∫
R2𝑑

𝑓 (𝑧) 𝑑𝑧 tr(𝑆) = 1. �

Using associativity of convolutions we see that the Cohen’s class distribution
associated to 𝑓 ★ 𝑆 is given by

𝑄 𝑓 ★𝑆 (𝜓) = ( 𝑓 ★ 𝑆) ˇ ★ (𝜓 ⊗ 𝜓) = 𝑓 ∗𝑄𝑆 (𝜓).

Corollary B.7.1.1. Let 𝜙 ∈ W , and let 𝑓 ∈ 𝐿1(R2𝑑) be a positive function such that∫
R2𝑑 𝑓 (𝑧) 𝑑𝑧 = 1. Then 𝑓 ∗ 𝜙 ∈ W , and the Cohen’s class distributions associated

to 𝜙 and 𝑓 ∗ 𝜙 are related by

𝑄 𝑓 ∗𝜙 (𝜓) = 𝑓 ∗𝑄𝜙 (𝜓) for 𝜓 ∈ 𝐿2(R𝑑). (B.7.2)

Proof. We know from Proposition B.2.2 that 𝐿 𝑓 ∗𝜙 = 𝑓 ★𝐿𝜙, and as 𝐿𝜙 is a density
operator by assumption the previous lemma gives that 𝑓 ∗ 𝜙 ∈ W . By definition

𝑄 𝑓 ∗𝜙 (𝜓) = ( 𝑓 ∗ 𝜙) ∗𝑊 (𝜓, 𝜓) = 𝑓 ∗ (𝜙 ∗𝑊 (𝜓, 𝜓)) = 𝑓 ∗𝑄𝜙 (𝜓). �

In particular, this works when 𝑄𝜙 is a spectrogram, i.e. 𝑄𝜙 (𝜓) = |𝑉𝜑𝜓 |2 for
some 𝜑 ∈ 𝐿2(R2𝑑). We then obtain the new Cohen’s class distribution

𝑄𝜙∗ 𝑓 (𝜓) = 𝑓 ∗ |𝑉𝜑𝜓 |2.

The non-asymptotic bounds on the convergence of accumulated Cohen’s class
distributions 𝜌𝑆

Ω
in Theorems B.5.4, B.1.2 and B.6.1 depend on the quantity ‖𝑆‖𝑀 ∗op .

We are therefore interested in how this quantity changes when 𝑆 is replaced by the
new density operator 𝑓 ★ 𝑆 discussed above, or equivalently when 𝑄𝜙 is replaced
by 𝑓 ∗𝑄𝜙.

Proposition B.7.2. Let 𝑆 ∈ 𝑀∗op, and let 𝑓 be a positive function such that∫
R2𝑑 𝑓 (𝑧) 𝑑𝑧 = 1 and

∫
R2𝑑 𝑓 (𝑧) |𝑧 | 𝑑𝑧 < ∞. Then 𝑓 ★ 𝑆 ∈ 𝑀∗op, and

‖ 𝑓 ★ 𝑆‖2
𝑀 ∗op
≤ ‖𝑆‖2

𝑀 ∗op
+ 2

∫
R2𝑑

𝑓 (𝑧) |𝑧 | 𝑑𝑧.
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Proof. We begin by proving a general result. Assume that 𝑔, ℎ are positive functions
on R2𝑑 such that

∫
R2𝑑 𝑔(𝑧) 𝑑𝑧 =

∫
R2𝑑 ℎ(𝑧) 𝑑𝑧 = 1. Then∫

R2𝑑
𝑔 ∗ ℎ(𝑧) |𝑧 | 𝑑𝑧 =

∫
R2𝑑

∫
R2𝑑

𝑔(𝑧′)ℎ(𝑧 − 𝑧′) |𝑧 | 𝑑𝑧′ 𝑑𝑧

=

∫
R2𝑑

𝑔(𝑧′)
∫
R2𝑑

ℎ(𝑧′′) |𝑧′′ + 𝑧′ | 𝑑𝑧′′ 𝑑𝑧′ (𝑧′′ := 𝑧 − 𝑧′)

≤
∫
R2𝑑

𝑔(𝑧′)
∫
R2𝑑

ℎ(𝑧′′) ( |𝑧′′ | + |𝑧′ |) 𝑑𝑧′′ 𝑑𝑧′

=

∫
R2𝑑

ℎ(𝑧) |𝑧 | 𝑑𝑧 +
∫
R2𝑑

𝑔(𝑧) |𝑧 | 𝑑𝑧.

Now note that

‖ 𝑓 ★ 𝑆‖2
𝑀 ∗op

=

∫
R2𝑑
( 𝑓 ★ 𝑆) ★ ( 𝑓 ★ 𝑆) ˇ (𝑧) |𝑧 | 𝑑𝑧 =

∫
R2𝑑
( 𝑓 ∗ 𝑓 ) ∗ (𝑆 ★ 𝑆) (𝑧) |𝑧 | 𝑑𝑧,

where we have used ( 𝑓 ★ 𝑆) ˇ = 𝑓 ★ 𝑆 and the commutativity and associativity of
convolutions. The functions 𝑔 = 𝑓 ∗ 𝑓 and ℎ = 𝑆 ★ 𝑆 satisfy the assumptions of
the calculation above, since they are positive functions by Lemma B.2.5,

∫
R2𝑑 𝑆 ★

𝑆(𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑆) = 1 by Lemma B.2.3 and
∫
R2𝑑 𝑓 ∗ 𝑓 (𝑧) 𝑑𝑧 =

(∫
R2𝑑 𝑓 (𝑧) 𝑑𝑧

)2
=

1 by a simple calculation using Tonelli’s theorem. So we apply our calculation with
these functions, and find that

‖ 𝑓 ★ 𝑆‖2
𝑀 ∗op
≤

∫
R2𝑑

𝑓 ∗ 𝑓 (𝑧) |𝑧 | 𝑑𝑧 +
∫
R2𝑑

𝑆 ★ 𝑆(𝑧) |𝑧 | 𝑑𝑧

= ‖𝑆‖2
𝑀 ∗op
+

∫
R2𝑑

𝑓 ∗ 𝑓 (𝑧) |𝑧 | 𝑑𝑧.

Furthermore, if we pick 𝑔 = 𝑓 and ℎ = 𝑓 , we get
∫
R2𝑑 𝑓 ∗ 𝑓 (𝑧) |𝑧 | 𝑑𝑧 ≤

2
∫
R2𝑑 𝑓 (𝑧) |𝑧 | 𝑑𝑧. If we insert this into the estimate above, our result follows. �

Remark B.6. The idea of smoothing a time-frequency distribution 𝑄 by taking
convolutions with a function 𝑓 on R2𝑑 , as in (B.7.2), is useful in practice [172].
In a sense, this is the idea behind Cohen’s class, which by definition consists of
smoothened versions of the Wigner distribution. Janssen mentions the case where𝑄
has ”rapidly alternating positive and negative values“ [172, p. 3], where smoothing
can remove this behaviour. In fact, we saw in Example B.7.1 that convolving the
Wigner distribution with a Gaussian 𝜙 produces a positive distribution 𝑄𝜙.

Another simple way of obtaining new examples is to consider convex combi-
nations. If 𝜙𝑛 ∈ W for each 1 ≤ 𝑛 ≤ 𝑁 and {_𝑛}𝑁𝑛=1 is a sequence of nonnegative
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numbers with
∑𝑁
𝑛=1 _𝑛 = 1, then

𝜙 :=
𝑁∑︁
𝑛=1

_𝑛𝜙𝑛

also belongs to W since 𝐿𝜙 =
∑𝑁
𝑛=1 _𝑛𝐿𝜙𝑛 . Using the definition of positivity for

operators it is trivial to check that 𝐿𝜙 is positive, and

tr(𝐿𝜙) =
𝑁∑︁
𝑛=1

_𝑛tr(𝐿𝜙𝑛) =
𝑁∑︁
𝑛=1

_𝑛 = 1.
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Paper C

Quantum Harmonic Analysis on
Lattices and Gabor Multipliers

Abstract
We develop a theory of quantum harmonic analysis on lattices in R2𝑑 .
Convolutions of a sequence with an operator and of two operators are defined
over a lattice, and using corresponding Fourier transforms of sequences
and operators we develop a version of harmonic analysis for these objects.
We prove analogues of results from classical harmonic analysis and the
quantum harmonic analysis of Werner, including approximation theorems
and a Wiener division lemma. Gabor multipliers from time-frequency analysis
are described as convolutions in this setting. The quantum harmonic analysis
is thus a conceptual framework for the study of Gabor multipliers, and several
of the results include results on Gabor multipliers as special cases.

C.1 Introduction

In time-frequency analysis, one studies a signal 𝜓 ∈ 𝐿2(R𝑑) by considering
various time-frequency representations of 𝜓. An important class of time-frequency
representations is obtained by fixing 𝜑 ∈ 𝐿2(R𝑑) and considering the short-time
Fourier transform 𝑉𝜑𝜓 of 𝜓 with window 𝜑, which is the function on the time-
frequency plane R2𝑑 given by

𝑉𝜑𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜑〉𝐿2 for 𝑧 ∈ R2𝑑 ,

where 𝜋(𝑧) : 𝐿2(R𝑑) → 𝐿2(R𝑑) is the time-frequency shift given by 𝜋(𝑧)𝜑(𝑡) =
𝑒2𝜋𝑖𝜔 ·𝑡𝜑(𝑡 − 𝑥) for 𝑧 = (𝑥, 𝜔). The intuition is that 𝑉𝜑𝜓(𝑧) carries information
about the components of the signal 𝜓 with frequency 𝜔 at time 𝑥.

137



Paper C. Quantum Harmonic Analysis on Lattices and Gabor Multipliers

A question going back to von Neumann [248] and Gabor [119] is the validity of
reconstruction formulas of the form

𝜓 =
∑︁
_∈Λ

𝑉𝜑𝜓(_)𝜋(_)b for any 𝜓 ∈ 𝐿2(R𝑑), (C.1.1)

where Λ = 𝐴Z2𝑑 for 𝐴 ∈ 𝐺𝐿 (2𝑑,R) is a lattice in R2𝑑 and 𝜑, b ∈ 𝐿2(R𝑑). It is
known that (C.1.1) is indeed true for certain windows 𝜑, b and lattices Λ, and such
formulas naturally lead to the concept of Gabor multipliers. If 𝜑, b ∈ 𝐿2(R𝑑) and
𝑚 = {𝑚(_)}_∈Λ is a sequence of complex numbers, we define the Gabor multiplier
G𝜑, b𝑚 : 𝐿2(R𝑑) → 𝐿2(R𝑑) by

G𝜑, b𝑚 (𝜓) :=
∑︁
_∈Λ

𝑚(_)𝑉𝜑𝜓(_)𝜋(_)b.

Compared to (C.1.1) we see that G𝜑, b𝑚 modifies the time-frequency content of 𝜓 in a
simple way, namely by multiplying the samples of its time-frequency representation
with a mask 𝑚. Gabor multipliers have been studied in the mathematics literature
by [32,63,89,97,105,108,137,144] among others, and also in more application-
oriented contributions [20, 216, 240].

Gabor multipliers are the discrete analogues of the much-studied localization
operators [26, 63, 68, 143]. In [203] we showed that the quantum harmonic analysis
developed by Werner and coauthors [182, 251] provides a conceptual framework
for localization operators, leading to new results and interesting reinterpretations
of older results on localization operators. The goal of this paper is therefore to
develop a version of quantum harmonic analysis for lattices to provide a similar
conceptual framework for Gabor multipliers. Hence we continue the line of research
into applications of quantum harmonic analysis from [202–204].

With this aim we introduce two convolutions of operators and sequences in
Section C.4. Following [102, 188, 251] we first define the translation of an operator
𝑆 on 𝐿2(R𝑑) by _ ∈ Λ to be the operator

𝛼_(𝑆) := 𝜋(_)𝑆𝜋(_)∗.

If 𝑐 ∈ ℓ1(Λ) and 𝑆 is a trace class operator on 𝐿2(R𝑑), the convolution 𝑐 ★Λ 𝑆 is
defined to be the operator

𝑐 ★Λ 𝑆 :=
∑︁
_∈Λ

𝑐(_)𝛼_(𝑆).

Gabor multipliers are then given by convolutions

G𝜑, b𝑚 = 𝑚 ★Λ (b ⊗ 𝜑),
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where b ⊗ 𝜑 is the rank-one operator b ⊗ 𝜑(𝜓) = 〈𝜓, 𝜑〉𝐿2 b. Furthermore, we define
the convolution 𝑆 ★Λ 𝑇 of two trace class operators 𝑆 and 𝑇 to be the sequence over
Λ given by

𝑆 ★Λ 𝑇 (_) := tr(𝑆𝛼_(𝑇)),
where 𝑇 = 𝑃𝑇𝑃 with 𝑃 the parity operator 𝑃𝜓(𝑡) = 𝜓(−𝑡) for 𝜓 ∈ 𝐿2(R𝑑). In
Section C.4 we investigate the commutativity and associativity of these convolutions,
extend their domains and in Proposition C.4.3 we establish a version of Young’s
inequality for convolutions of operators and sequences.

An important tool throughout the paper is a Banach space B of trace class
operators, consisting of operators with Weyl symbol in the so-called Feichtinger
algebra [95]. The use of B allows us to obtain continuity results for the convolutions
with respect to ℓ𝑝 (Λ) and Schatten-𝑝 classes – an important example is Proposition
C.4.1 which states that

‖𝑆 ★Λ 𝑇 ‖ℓ1 (Λ) . ‖𝑆‖B‖𝑇 ‖S1

for 𝑆 ∈ B and trace class 𝑇 , where ‖ · ‖S1 is the trace class norm. While there are
other classes of operators that would ensure that 𝑆 ★Λ 𝑇 ∈ ℓ1(Λ), see for instance
the Schwartz operators [179], B has the advantage of being a Banach space, hence
allowing the use of tools such as Banach space adjoints. The space B has previously
been studied by [89, 102, 168] among others.

To complement the convolutions, we introduce Fourier transforms of sequences
and operators in Section C.5. For a sequence 𝑐 ∈ ℓ1(Λ) we use its symplectic
Fourier series

FΛ
𝜎 (𝑐) (𝑧) :=

∑︁
_∈Λ

𝑐(_)𝑒2𝜋𝑖𝜎 (_,𝑧) for 𝑧 ∈ R2𝑑 ,

where 𝜎(𝑧, 𝑧′) = 𝜔 · 𝑥 ′ − 𝑥 · 𝜔′ for 𝑧 = (𝑥, 𝜔), 𝑧′ = (𝑥 ′, 𝜔′). As a Fourier transform
for trace class operators 𝑆 we use the Fourier-Wigner transform

F𝑊 (𝑆) (𝑧) := 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝜋(−𝑧)𝑆) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 .

Equipped with both convolutions and Fourier transforms, we naturally ask whether
the Fourier transforms turn convolutions into products. We show in Theorem C.5.3
for 𝑧 ∈ R2𝑑 that

FΛ
𝜎 (𝑆 ★Λ 𝑇) (𝑧) =

1
|Λ|

∑︁
_◦∈Λ◦

𝐹𝑊 (𝑆) (𝑧 + _◦)F𝑊 (𝑇) (𝑧 + _◦), (C.1.2)

where Λ◦ is the adjoint lattice of Λ defined in Section C.5, and in Propositions C.5.4
and C.5.5 we show that

F𝑊 (𝑐 ★Λ 𝑆) (𝑧) = FΛ
𝜎 (𝑐) (𝑧)F𝑊 (𝑆) (𝑧). (C.1.3)
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These results include as special cases the so-called fundamental identity of Gabor
analysis [103,170,223,245] and results on the spreading function of Gabor multipliers
due to [89]. Equations (C.1.2) and (C.1.3) hold for general classes of operators
and sequences, and we take care to give a precise interpretation of the objects and
equalities in all cases.

A fruitful approach to Gabor multipliers due to Feichtinger [97] is to consider
the so-called Kohn-Nirenberg symbol of operators. The Kohn-Nirenberg symbol of
an operator 𝑆 on 𝐿2(R𝑑) is a function on R2𝑑 , and Feichtinger used this to reduce
questions about Gabor multipliers in the Hilbert Schmidt operators to questions
about functions in 𝐿2(R2𝑑). This approach has later been used in other papers on
Gabor multipliers [32, 89, 105]. As Gabor multipliers are examples of convolutions,
we show in Section C.6 that this approach can be generalized and phrased in terms
of our quantum harmonic analysis, and that one of the main results of [97] finds
a natural interpretation as a Wiener’s lemma in our setting – see Theorem C.6.3,
Corollary C.6.3.1 and the remarks following the corollary.

In Section C.7 we show the extension of some deeper results of harmonic analysis
on R𝑑 to our setting. We obtain an analogue of Wiener’s classical approximation
theorem in Theorem C.7.3, similar to the results of Werner and coauthors [182,251]
in the continuous setting. As an example we have the following equivalent statements
for 𝑆 ∈ B :

(i) The set of zeros of FΛ
𝜎 (𝑆 ★Λ 𝑆

∗) contains no open subsets in R2𝑑/Λ◦.

(ii) If 𝑐 ★Λ 𝑆 = 0 for 𝑐 ∈ ℓ1(Λ), then 𝑐 = 0.

(iii) B′ ★Λ 𝑆 is weak*-dense in ℓ∞(Λ).

These results are related to earlier investigations of Gabor multipliers by Feichtinger
[97]. In particular, he showed that if 𝑆 = b⊗𝜑 is a rank-one operator andFΛ

𝜎 (𝑆★Λ𝑆
∗)

has no zeros, then any 𝑚 ∈ ℓ∞(Λ) can be recovered from the Gabor multiplier G𝜑, b𝑚 .
Since Gabor multipliers are given by convolutions, the equivalence (i) ⇐⇒ (ii)
shows that we can recover 𝑚 ∈ ℓ1(Λ) from G𝜑, b𝑚 under the weaker condition (i) –
this holds in particular for finite sequences 𝑚.

Finally, we apply our techniques to prove a version of Wiener’s division lemma
in Theorem C.7.4. At the level of Weyl symbols this turns out to reproduce a
result by Gröchenig and Pauwels [141], but in our context it has the following
interpretation:

If F𝑊 (𝑆) has compact support for some operator 𝑆, and the support
is sufficiently small compared to the density of Λ, then there exists
a sequence 𝑚 ∈ ℓ∞(Λ) such that 𝑆 = 𝑚 ★Λ 𝐴 for some 𝐴 ∈ B. If 𝑆
belongs to the Schatten-𝑝 class of compact operators, then 𝑚 ∈ ℓ𝑝 (Λ).
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The above result fits well into the common intuition that operators 𝑆 with compactly
supported F𝑊 (𝑆) (so-called underspread operators) can be approximated by Gabor
multipliers [89] – i.e. by operators 𝑐★Λ𝑇 where 𝑇 is a rank-one operator. The result
shows that if we allow 𝑇 to be any operator in B, then any underspread operator 𝑆 is
precisely of the form 𝑆 = 𝑐 ★Λ 𝑇 for a sufficiently dense lattice Λ.

We end this introduction by emphasizing the hybrid nature of our setting.
In [251], Werner introduced quantum harmonic analysis of functions on R2𝑑 and
operators on the Hilbert space 𝐿2(R𝑑). We are considering the discrete setting of
sequences on a lattice instead of functions on R2𝑑 . If we had modified the Hilbert
space 𝐿2(R𝑑) accordingly, many of our results would follow by the arguments
of [251], as already outlined in [182]. However, we keep the same Hilbert space
𝐿2(R𝑑) as in the continuous setting. We are therefore mixing the discrete (lattices)
and the continuous (𝐿2(R𝑑)), which leads to some extra intricacies.

C.2 Conventions

By a lattice Λ we mean a full-rank lattice in R2𝑑 , i.e. Λ = 𝐴Z2𝑑 for 𝐴 ∈ 𝐺𝐿 (2𝑑,R).
The volume of Λ = 𝐴Z2𝑑 is |Λ| := det(𝐴). For a lattice Λ, the Haar measure on
R2𝑑/Λ will always be normalized so that R2𝑑/Λ has total measure 1.

If 𝑋 is a Banach (or Fréchet) space and 𝑋 ′ its dual space, the action of 𝑦 ∈ 𝑋 ′
on 𝑥 ∈ 𝑋 is denoted by the bracket 〈𝑦, 𝑥〉𝑋 ′,𝑋 , where the bracket is antilinear in
the second coordinate to be compatible with the notation for inner products in
Hilbert spaces. This means that we are identifying the dual space 𝑋 ′ with antilinear
functionals on 𝑋 . For two Banach spaces 𝑋,𝑌 we use L(𝑋,𝑌 ) to denote the Banach
space of continuous linear operators from 𝑋 to 𝑌 , and if 𝑋 = 𝑌 we simply write
L(𝑋). The notation 𝑃 . 𝑄 means that there is some 𝐶 > 0 such that 𝑃 ≤ 𝐶 · 𝑄.

C.3 Spaces of operators and functions

C.3.1 Time-frequency shifts and the short-time Fourier transform

For 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 we define the time-frequency shift operator 𝜋(𝑧) by

(𝜋(𝑧)𝜓) (𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡 − 𝑥) for 𝜓 ∈ 𝐿2(R𝑑).

Hence 𝜋(𝑧) can be written as the composition 𝑀𝜔𝑇𝑥 of a translation operator
(𝑇𝑥𝜓) (𝑡) = 𝜓(𝑡 − 𝑥) and a modulation operator (𝑀𝜔𝜓) (𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡). The
time-frequency shifts 𝜋(𝑧) are unitary operators on 𝐿2(R𝑑). For 𝜓, 𝜑 ∈ 𝐿2(R𝑑) we
can use the time-frequency shifts to define the short-time Fourier transform 𝑉𝜑𝜓

of 𝜓 with window 𝜑 by

𝑉𝜑𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜑〉𝐿2 for 𝑧 ∈ R2𝑑 .
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The short-time Fourier transform satisfies an orthogonality condition, sometimes
called Moyal’s identity [114, 131].

Lemma C.3.1 (Moyal’s identity). If 𝜓1, 𝜓2, 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑), then 𝑉𝜑𝑖𝜓 𝑗 ∈
𝐿2(R2𝑑) for 𝑖, 𝑗 ∈ {1, 2}, and the relation〈

𝑉𝜑1𝜓1, 𝑉𝜑2𝜓2
〉
𝐿2 = 〈𝜓1, 𝜓2〉𝐿2 〈𝜑1, 𝜑2〉𝐿2

holds, where the leftmost inner product is in 𝐿2(R2𝑑) and those on the right are in
𝐿2(R𝑑).

By replacing the inner product in the definition of 𝑉𝜑𝜓 by a duality bracket,
one can define the short-time Fourier transform for other classes of 𝜓, 𝜑. The most
general case we need is that of a Schwartz function 𝜑 ∈ 𝒮(R𝑑) and a tempered
distribution 𝜓 ∈ 𝒮′(R𝑑); we define

𝑉𝜓𝜑(𝑧) = 〈𝜓, 𝜋(𝑧)𝜑〉𝒮′,𝒮 for 𝑧 ∈ R2𝑑 .

C.3.2 Feichtinger’s algebra

An appropriate space of functions for our purposes will be Feichtinger’s algebra
𝑆0(R𝑑), first introduced by Feichtinger in [95]. To define 𝑆0(R𝑑), let 𝜑0 denote the
𝐿2-normalized Gaussian 𝜑0(𝑥) = 2𝑑/4𝑒−𝜋 |𝑥 |2 for 𝑥 ∈ R𝑑 . Then 𝑆0(R𝑑) is the space
of all 𝜓 ∈ 𝒮′(R𝑑) such that

‖𝜓‖𝑆0 :=
∫
R2𝑑
|𝑉𝜑0𝜓(𝑧) | 𝑑𝑧 < ∞.

With the norm above, 𝑆0(R𝑑) is a Banach space of continuous functions and an
algebra under multiplication and convolution [95]. By [131, Thm. 11.3.6], the dual
space of 𝑆0(R𝑑) is the space 𝑆′0(R

𝑑) consisting of all 𝜓 ∈ 𝒮′(R𝑑) such that

‖𝜓‖𝑆′0 := sup
𝑧∈R2𝑑

|𝑉𝜑0𝜓(𝑧) | 𝑑𝑧 < ∞,

where an element 𝜓 ∈ 𝑆′0(R
𝑑) acts on 𝜙 ∈ 𝑆0(R𝑑) by

〈𝜙, 𝜓〉𝑆′0,𝑆0 =

∫
R2𝑑

𝑉𝜑0𝜙(𝑧)𝑉𝜑0𝜓(𝑧) 𝑑𝑧.

We get the following chain of continuous inclusions:

𝒮(R𝑑) ↩→ 𝑆0(R𝑑) ↩→ 𝐿2(R𝑑) ↩→ 𝑆′0(R
𝑑) ↩→ 𝒮

′(R𝑑).

One important reason for using Feichtinger’s algebra is that it consists of
continuous functions, and that sampling them over a lattice produces a summable
sequence [95, Thm. 7C)].
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Lemma C.3.2 (Sampling Feichtinger’s algebra). Let Λ be a lattice in R2𝑑 and
𝑓 ∈ 𝑆0(R2𝑑). Then 𝑓 |Λ = { 𝑓 (_)}_∈Λ ∈ ℓ1(Λ) with

‖ 𝑓 |Λ‖ℓ1 . ‖ 𝑓 ‖𝑆0 ,

where the implicit constant depends only on the lattice Λ.

C.3.3 The symplectic Fourier transform

We will use the symplectic Fourier transform F𝜎 𝑓 of functions 𝑓 ∈ 𝐿1(R2𝑑),
defined by

F𝜎 𝑓 (𝑧) =
∫
R2𝑑

𝑓 (𝑧′)𝑒−2𝜋𝑖𝜎 (𝑧,𝑧′) 𝑑𝑧′,

where 𝜎 is the standard symplectic form 𝜎(𝑧, 𝑧′) = 𝜔 · 𝑥 ′ − 𝑥 · 𝜔′ for 𝑧 =

(𝑥, 𝜔), 𝑧′ = (𝑥 ′, 𝜔′). F𝜎 is a Banach space isomorphism 𝑆0(R2𝑑) → 𝑆0(R2𝑑),
extends to a unitary operator 𝐿2(R2𝑑) → 𝐿2(R2𝑑) and a Banach space isomorphism
𝑆′0(R

2𝑑) → 𝑆′0(R
2𝑑) [102, Lem. 7.6.2]. In fact, F𝜎 is its own inverse, so that

F𝜎 (F𝜎 ( 𝑓 )) = 𝑓 for 𝑓 ∈ 𝑆′0(R
2𝑑) [72, Prop. 144].

C.3.4 Banach spaces of operators on 𝐿2(R𝑑)
The results of this paper concern operators on various function spaces, and we will
pick operators from two kinds of spaces: the Schatten-𝑝 classes S 𝑝 for 1 ≤ 𝑝 ≤ ∞
and a space B of operators defined using the Feichtinger algebra.

The Schatten classes

Starting with the Schatten classes, we recall that any compact operator 𝑆 on 𝐿2(R𝑑)
has a singular value decomposition [54, Remark 3.1], i.e. there exist two orthonormal
sets {𝜓𝑛}𝑛∈N and {𝜙𝑛}𝑛∈N in 𝐿2(R𝑑) and a bounded sequence of non-negative
numbers {𝑠𝑛 (𝑆)}𝑛∈N such that 𝑆 may be expressed as

𝑆 =
∑︁
𝑛∈N

𝑠𝑛 (𝑆)𝜓𝑛 ⊗ 𝜙𝑛,

with convergence of the sum in the operator norm. Here 𝜓 ⊗ 𝜙 for 𝜓, 𝜙 ∈ 𝐿2(R𝑑)
denotes the rank-one operator 𝜓 ⊗ 𝜙(b) = 〈b, 𝜙〉𝐿2 𝜓.

For 1 ≤ 𝑝 < ∞ we define the Schatten-𝑝 class S 𝑝 of operators on 𝐿2(R𝑑) by

S 𝑝 = {𝑇 compact : {𝑠𝑛 (𝑇)}𝑛∈N ∈ ℓ𝑝}.

To simplify the statement of some results, we also define S∞ = L(𝐿2) with ‖ · ‖S∞
given by the operator norm. The Schatten-𝑝 class S 𝑝 is a Banach space with the
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norm ‖𝑆‖S 𝑝 =

( ∑
𝑛∈N

𝑠𝑛 (𝑆) 𝑝
)1/𝑝

. Of particular interest is the space S1; the so-called

trace class operators. Given an orthonormal basis {𝑒𝑛}𝑛∈N of 𝐿2(R𝑑), the trace
defined by

tr(𝑆) =
∑︁
𝑛∈N
〈𝑆𝑒𝑛, 𝑒𝑛〉𝐿2

is a well-defined and bounded linear functional on S1, and independent of the
orthonormal basis {𝑒𝑛}𝑛∈N used. The dual space of S1 is L(𝐿2) [54, Thm. 3.13],
and 𝑇 ∈ L(𝐿2) defines a bounded antilinear functional on S1 by

〈𝑇, 𝑆〉L(𝐿2) ,S1 = tr(𝑇𝑆∗) for 𝑆 ∈ S1.

Another special case is the space of Hilbert-Schmidt operators HS := S2, which
is a Hilbert space with inner product

〈𝑆, 𝑇〉HS = tr(𝑆𝑇∗).

The Weyl transform and operators with symbol in 𝑆0(R2𝑑)

The other class of operators we will use will be defined in terms of the Weyl
transform. We first need the cross-Wigner distribution 𝑊 (b, [) of two functions
b, [ ∈ 𝐿2(R𝑑), defined by

𝑊 (b, [) (𝑥, 𝜔) =
∫
R𝑑
b

(
𝑥 + 𝑡

2

)
[

(
𝑥 − 𝑡

2

)
𝑒−2𝜋𝑖𝜔 ·𝑡 𝑑𝑡 for (𝑥, 𝜔) ∈ R2𝑑 .

For 𝑓 ∈ 𝑆′0(R
2𝑑), we define the Weyl transform 𝐿 𝑓 of 𝑓 to be the operator

𝐿 𝑓 : 𝑆0(R𝑑) → 𝑆′0(R
𝑑) given by〈

𝐿 𝑓 [, b
〉
𝑆′0,𝑆0

:= 〈 𝑓 ,𝑊 (b, [)〉𝑆′0,𝑆0 for any b, [ ∈ 𝑆0(R𝑑).

𝑓 is called the Weyl symbol of the operator 𝐿 𝑓 . By the kernel theorem for
modulation spaces [131, Thm. 14.4.1], the Weyl transform is a bijection from
𝑆′0(R

2𝑑) to L(𝑆0(R𝑑), 𝑆′0(R
𝑑)).

Notation. In particular, any 𝑆 ∈ L(𝑆0(R𝑑), 𝑆′0(R
𝑑)) has a Weyl symbol, and we

will denote the Weyl symbol of 𝑆 by 𝑎𝑆 . By definition, this means that 𝐿𝑎𝑆 = 𝑆.

It is also well-known that the Weyl transform is a unitary mapping from 𝐿2(R2𝑑)
to HS [215]. This means in particular that

〈𝑆, 𝑇〉HS = 〈𝑎𝑆 , 𝑎𝑇 〉𝐿2 for 𝑆, 𝑇 ∈ HS,
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which often allows us to reduce statements about Hilbert Schmidt operators to
statements about 𝐿2(R2𝑑).

We then define B to be the Banach space of continuous operators 𝑆 : 𝑆0(R𝑑) →
𝑆′0(R

𝑑) such that 𝑎𝑆 ∈ 𝑆0(R2𝑑), with norm

‖𝑆‖B := ‖𝑎𝑆 ‖𝑆0 .

B consists of trace class operators 𝐿2(R𝑑) and we have a norm-continuous inclusion
] : B ↩→ S1 [129, 138].

Example C.3.1. If 𝜙, 𝜓 ∈ 𝐿2(R𝑑), consider the rank-one operator 𝜙 ⊗ 𝜓. Its Weyl
symbol is the cross-Wigner distribution 𝑊 (𝜙, 𝜓) [72, Cor. 207], and 𝑊 (𝜙, 𝜓) ∈
𝑆0(R2𝑑) if and only if 𝜙, 𝜓 ∈ 𝑆0(R𝑑) [72, Prop. 365]. The simplest examples of
operators in B are therefore 𝜙 ⊗ 𝜓 for 𝜙, 𝜓 ∈ 𝑆0(R𝑑).

The dual space B′ can also be identified with a Banach space of operators. By
definition, 𝜏 : B → 𝑆0(R2𝑑) given by 𝜏(𝑆) = 𝑎𝑆 is an isometric isomorphism.
Hence the Banach space adjoint 𝜏∗ : 𝑆′0(R

2𝑑) → B′ is also an isomorphism. Since
the Weyl transform is a bijection from 𝑆′0(R

2𝑑) to L(𝑆0(R𝑑), 𝑆′0(R
𝑑)), we can

identify B′ with operators 𝑆0(R𝑑) → 𝑆′0(R
𝑑):

B′ 𝜏∗←−−→ 𝑆′0(R
2𝑑)

Weyl calculus
←−−−−−−−−→ L(𝑆0(R𝑑), 𝑆′0(R

𝑑)).

In this paper we will always consider elements of B′ as operators 𝑆0(R𝑑) →
𝑆′0(R

𝑑) using these identifications. Since L(𝐿2) is the dual space of S1, the Banach
space adjoint ]∗ : L(𝐿2) → B′ is a weak*-to-weak*-continuous inclusion of L(𝐿2)
into B′.
Remark C.1. For more results on B and B′ we refer to [102,168]. In particular we
mention that we could have defined B using other pseudodifferential calculi, such as
the Kohn Nirenberg calculus, and still get the same space B with an equivalent norm.
We would also like to point out that the statements of this section may naturally be
rephrased using the notion of Gelfand triples, see [102].

C.3.5 Translation of operators

The idea of translating an operator 𝑆 ∈ L(𝐿2) by 𝑧 ∈ R2𝑑 using conjugation with
𝜋(𝑧) has been utilized both in physics [251] and time-frequency analysis [102, 188].
More precisely, we define for 𝑧 ∈ R2𝑑 and 𝑆 ∈ B′ the translation of 𝑆 by 𝑧 to be the
operator

𝛼𝑧 (𝑆) = 𝜋(𝑧)𝑆𝜋(𝑧)∗.
We will also need the operation 𝑆 ↦→ 𝑆 = 𝑃𝑆𝑃, where 𝑃 is the parity operator
(𝑃𝜓) (𝑡) = 𝜓(−𝑡) for 𝜓 ∈ 𝐿2(R𝑑). The main properties of these operations are listed
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below, note in particular that part (𝑖) supports the intuition that 𝛼𝑧 is a translation
of operators. See Lemmas 3.1 and 3.2 in [203] for the proofs.

Lemma C.3.3. Let 𝑆 ∈ B′.

(i) If 𝑎𝑆 is the Weyl symbol of 𝑆, then the Weyl symbol of 𝛼𝑧 (𝑆) is 𝑇𝑧 (𝑎𝑆).

(ii) 𝛼𝑧 (𝛼𝑧′ (𝑆)) = 𝛼𝑧+𝑧′ (𝑆).

(iii) The operations 𝛼𝑧 , ∗ and ˇ are isometries on B,B′ and S 𝑝 for 1 ≤ 𝑝 ≤ ∞.

(iv) (𝑆∗)q= (𝑆)∗.

By the last part we can unambiguously write 𝑆∗.

C.4 Convolutions of sequences and operators

In [251], the convolution of a function 𝑓 ∈ 𝐿1(R2𝑑) and an operator 𝑆 ∈ S1 was
defined by the operator-valued integral

𝑓 ★ 𝑆 :=
∫
R2𝑑

𝑓 (𝑧)𝛼𝑧 (𝑆) 𝑑𝑧

and the convolution of two operators 𝑆, 𝑇 ∈ S1 was defined to be the function

𝑆 ★𝑇 (𝑧) := tr(𝑆𝛼𝑧 (𝑇)) for 𝑧 ∈ R2𝑑 .

These definitions, along with a Fourier transform defined for operators, have
been shown to produce a theory of quantum harmonic analysis with non-trivial
consequences for topics such as quantum measurement theory [182] and time-
frequency analysis [203]. The setting where R2𝑑 is replaced by some lattice
Λ ⊂ R2𝑑 is frequently studied in time-frequency analysis, and our goal is therefore
to develop a theory of convolutions and Fourier transforms of operators in that
setting.

For a sequence 𝑐 ∈ ℓ1(Λ) and 𝑆 ∈ S1, we define the operator

𝑐 ★Λ 𝑆 := 𝑆 ★Λ 𝑐 :=
∑︁
_∈Λ

𝑐(_)𝛼_(𝑆), (C.4.1)

and for operators 𝑆 ∈ B and 𝑇 ∈ S1 we define the sequence

𝑆 ★Λ 𝑇 (_) := 𝑆 ★𝑇 (_) for _ ∈ Λ. (C.4.2)

Hence 𝑆 ★Λ 𝑇 is the sequence obtained by restricting the function 𝑆 ★𝑇 to Λ.
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Remark C.2. We use the same notation ★Λ for the convolution of an operator and a
sequence and for the convolution of two operators. The correct interpretation of ★Λ

will always be clear from the context.
Since 𝛼_ is an isometry on S1 and B, 𝑐 ★Λ 𝑆 is well-defined with ‖𝑐 ★Λ 𝑆‖S1 ≤

‖𝑐‖ℓ1 ‖𝑆‖S1 for 𝑆 ∈ S1 and similarly ‖𝑐 ★Λ 𝑆‖B ≤ ‖𝑐‖ℓ1 ‖𝑆‖B for 𝑆 ∈ B. The fact
that 𝑆 ★Λ 𝑇 is a well-defined and summable sequence on Λ is less straightforward.

Proposition C.4.1. If 𝑆 ∈ B and 𝑇 ∈ S1, then 𝑆 ★Λ 𝑇 ∈ ℓ1(Λ) with ‖𝑆 ★Λ 𝑇 ‖ℓ1 .
‖𝑆‖B‖𝑇 ‖S1 .

Proof. By [203, Thm. 8.1] we know that 𝑆 ★ 𝑇 ∈ 𝑆0(R2𝑑) with ‖𝑆 ★ 𝑇 ‖𝑆0 .
‖𝑆‖B‖𝑇 ‖S1 . Hence the result follows from Lemma C.3.2 and 𝑆 ★Λ 𝑇 (_) = 𝑆 ★

𝑇 (_). �

C.4.1 Gabor multipliers and sampled spectrograms

If we consider rank-one operators, these convolutions reproduce well-known objects
from time-frequency analysis. First consider the rank-one operator b1 ⊗ b2 for
b1, b2 ∈ 𝐿2(R𝑑). The operators 𝑐 ★Λ (b1 ⊗ b2) are well-known in time-frequency
analysis as Gabor multipliers [32, 89, 97, 105]: it is simple to show that

𝛼_(b1 ⊗ b2) = (𝜋(_)b1) ⊗ (𝜋(_)b2),

so if 𝑐 ∈ ℓ1(Λ) it follows from the definition (C.4.1) that 𝑐 ★Λ (b1 ⊗ b2) acts on
𝜓 ∈ 𝐿2(R𝑑) by

𝑐 ★Λ (b1 ⊗ b2)𝜓 =
∑︁
_∈Λ

𝑐(_)𝑉b2𝜓(_)𝜋(_)b1, (C.4.3)

which is the definition of the Gabor multiplier G b2, b1
𝑐 used in time-frequency

analysis [105], i.e. G b2, b1
𝑐 = 𝑐 ★Λ (b1 ⊗ b2).

Remark C.3. In this sense, operators of the form 𝑐★Λ 𝑆 are a generalization of Gabor
multipliers. We mention that this is a different generalization from the multiple
Gabor multipliers introduced in [89].

If we pick another rank-one operator 𝜑1 ⊗ 𝜑2 for 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑) (here
�̌�(𝑡) = 𝜑(−𝑡)), one can calculate using the definition (C.4.2) that

(b1 ⊗ b2) ★Λ (𝜑1 ⊗ 𝜑2) (_) = 𝑉𝜑2b1(_)𝑉𝜑1b2(_). (C.4.4)

In particular, if 𝜑1 = 𝜑2 = 𝜑 and b1 = b2 = b, then

(b ⊗ b) ★Λ (�̌� ⊗ �̌�) (_) = |𝑉𝜑b (_) |2. (C.4.5)
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The function |𝑉𝜑b (𝑧) |2 is the so-called spectrogram of b with window 𝜑, hence
(b ⊗ b) ★Λ (�̌� ⊗ �̌�) consists of samples of the spectrogram over Λ.

Finally, if 𝑆 ∈ S1 is any operator, then one may calculate that

𝑆 ★Λ 𝜑1 ⊗ 𝜑2(_) = 〈𝑆𝜋(_)𝜑1, 𝜋(_)𝜑2〉𝐿2 , (C.4.6)

often called the lower symbol of 𝑆 with respect to 𝜑1, 𝜑2 and Λ [97].

Remark C.4. In particular, Proposition C.4.1 does not hold for all 𝑆 ∈ S1. By
Remark 4.6 in [32], there exists a function 𝜓 ∈ 𝐿2(R) such that∑︁

(𝑚,𝑛) ∈Z2

(𝜓 ⊗ 𝜓) ★Z2 (�̌� ⊗ �̌�) (𝑚, 𝑛) =
∑︁

(𝑚,𝑛) ∈Z2

|𝑉𝜓𝜓(𝑚, 𝑛) |2 = ∞.

Since 𝜓 ⊗ 𝜓, �̌� ⊗ �̌� ∈ S1, this shows that the assumption 𝑆 ∈ B in Proposition C.4.1
is necessary.

C.4.2 Associativity and commutativity of convolutions

Since the convolution 𝑆 ★𝑇 of two operators 𝑆, 𝑇 ∈ S1 is commutative in the con-
tinuous setting [251, Prop. 3.2], it follows from the definitions that the convolutions
(C.4.1) and (C.4.2) are commutative. It is also a straightforward consequence of
the definitions that the convolutions are bilinear.

In the original theory of Werner [251], the associativity of the convolution
operations is of fundamental importance. Associativity still holds in some cases
when moving from R2𝑑 to Λ, but we will later see in Corollary C.7.2.2 that the
convolution of three operators over a lattice is not associative in general. In what
follows, 𝑐 ∗Λ 𝑑 denotes the usual convolution of sequences

𝑐 ∗Λ 𝑑 (_) =
∑︁
_′∈Λ

𝑐(_′)𝑑 (_ − _′).

Proposition C.4.2 (Associativity). Let 𝑐, 𝑑 ∈ ℓ1(Λ), 𝑆 ∈ B and 𝑇 ∈ S1. Then

(i) 𝑐 ∗Λ (𝑆 ★Λ 𝑇) = (𝑐 ★Λ 𝑆) ★Λ 𝑇 ,

(ii) (𝑐 ∗Λ 𝑑) ★Λ 𝑇 = 𝑐 ★Λ (𝑑 ★Λ 𝑇).

Proof. For the proof of (𝑖), we write out the definitions of the convolutions and use
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the commutativity 𝑆 ★Λ 𝑇 = 𝑇 ★Λ 𝑆 to get

𝑐 ∗Λ (𝑆 ★Λ 𝑇) (_) = 𝑐 ∗Λ (𝑇 ★Λ 𝑆) (_)
=

∑︁
_′∈Λ

𝑐(_′)tr(𝑇𝛼_−_′ (𝑆))

= tr

(
𝑇

∑︁
_′∈Λ

𝑐(_′)𝛼_−_′ (𝑆)
)

= tr

(
𝑇𝛼_

(∑︁
_′∈Λ

𝑐(_′)𝛼−_′ (𝑆)
))

by Lemma C.3.3

= tr

(
𝑇𝛼_

(
𝑃

∑︁
_′∈Λ

𝑐(_′)𝛼_′ (𝑆)𝑃
))

= 𝑇 ★Λ (𝑐 ★Λ 𝑆) by (C.4.1) and (C.4.2)
= (𝑐 ★Λ 𝑆) ★Λ 𝑇 by commutativity.

We have used the easily checked relation 𝛼−_′ (𝑆) = 𝑃𝛼_′ (𝑆)𝑃. For the second part,
we find that

(𝑐 ∗Λ 𝑑) ★Λ 𝑇 =
∑︁
_∈Λ
(𝑐 ∗Λ 𝑑) (_)𝛼_(𝑇)

=
∑︁
_∈Λ

∑︁
_′∈Λ

𝑐(_′)𝑑 (_ − _′)𝛼_(𝑇)

=
∑︁
_′∈Λ

𝑐(_′)
∑︁
_∈Λ

𝑑 (_ − _′)𝛼_(𝑇)

=
∑︁
_′∈Λ

𝑐(_′)𝛼_′ (𝑑 ★Λ 𝑇) = 𝑐 ★Λ (𝑑 ★Λ 𝑇).

To pass to the last line we have used the relation 𝛼_′ (𝑑 ★Λ 𝑇) =
∑
_ 𝑑 (_ − _′)𝛼_(𝑇),

which is easily verified. �

Remark C.5. Part (𝑖𝑖) of this result along with the trivial estimate ‖𝑐 ★Λ 𝑇 ‖S1 ≤
‖𝑐‖ℓ1 ‖𝑇 ‖S1 shows that S1 is a Banach module (see [128]) over ℓ1(Λ) if we define
the action of 𝑐 ∈ ℓ1(Λ) on 𝑇 ∈ S1 by 𝑐 ★Λ 𝑇 . The same proofs also show that this
is true when S1 is replaced by B or any Schatten class S 𝑝 for 1 ≤ 𝑝 ≤ ∞.

Example C.4.1. Let 𝜑, b ∈ 𝐿2(R𝑑) and 𝑐 ∈ ℓ1(Λ), and define 𝑆 = b ⊗ b and
𝑇 = �̌�⊗ �̌�. If we use (C.4.5) to simplify 𝑆★Λ𝑇 and (C.4.6) to simplify (𝑐★Λ 𝑆)★Λ𝑇 ,
the first part of the result above becomes

𝑐 ∗Λ |𝑉𝜑b |2(_) = 〈(𝑐 ★Λ b ⊗ b)𝜋(_)𝜑, 𝜋(_)𝜑〉𝐿2 . (C.4.7)
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In words, the convolution of a sequence 𝑐 with samples of a spectrogram |𝑉𝜑b |2
can be described using the action of a Gabor multiplier 𝑐 ★ (b ⊗ b). In applications
of convolutional neural networks to audio processing, one often considers the
spectrogram of an audio signal as the input to the network. Convolutions of
sequences with samples of spectrograms therefore appear naturally in such networks,
and the connection (C.4.7) has been exploited in this context – see the proof
of [86, Thm. 1].

C.4.3 Young’s inequality

The convolutions in (C.4.1) and (C.4.2) can be defined for more general sequences
and operators by establishing a version of Young’s inequality [131, Thm. 1.2.1]. In
the continuous case such an inequality was established by Werner [251] using the
𝐿 𝑝-norms of functions and Schatten-𝑝-norms of operators. In the discrete case, it
is not always possible to use the Schatten-𝑝-norms, since Proposition C.4.1 requires
𝑆 ∈ B. We will therefore always require that one of the operators belongs to B.

A Young’s inequality for Schatten classes can then be established by first
extending the domains of the convolutions by duality. If 𝑆 ∈ B and 𝑐 ∈ ℓ∞(Λ), we
define 𝑐 ★Λ 𝑆 ∈ L(𝐿2) by

〈𝑐 ★Λ 𝑆, 𝑅〉L(𝐿2) ,S1 :=
〈
𝑐, 𝑅 ★Λ 𝑆

∗〉
ℓ∞,ℓ1 for any 𝑅 ∈ S1. (C.4.8)

and if 𝑆 ∈ B and 𝑇 ∈ L(𝐿2) = S∞ we define 𝑇 ★Λ 𝑆 ∈ ℓ∞(Λ) by

〈𝑇 ★Λ 𝑆, 𝑐〉ℓ∞ (Λ) ,ℓ1 (Λ) :=
〈
𝑇, 𝑐 ★Λ 𝑆

∗〉
L(𝐿2) ,S1 for any 𝑐 ∈ ℓ1(Λ). (C.4.9)

It is a simple exercise to show that these definitions define elements of L(𝐿2) and
ℓ∞(Λ) satisfying ‖𝑐 ★Λ 𝑆‖L(𝐿2) . ‖𝑐‖ℓ∞ ‖𝑆‖B and ‖𝑇 ★Λ 𝑆‖ℓ∞ ≤ ‖𝑇 ‖L(𝐿2) ‖𝑆‖B,
and that they agree with (C.4.1) and (C.4.2) when 𝑐 ∈ ℓ1(Λ) or 𝑇 ∈ S1. A
standard (complex) interpolation argument then gives the following result, since
(ℓ1(Λ), ℓ∞(Λ))\ = ℓ𝑝 (Λ) and (S1,S∞)\ = S 𝑝 with 1

𝑝
= 1 − \ [43]. For Gabor

multipliers the second part of this result is well-known [105, Thm. 5.4.1], and a
weaker version of the first part is known for 𝑝 = 1, 2,∞ [105, Thm. 5.8.3].

Proposition C.4.3 (Young’s inequality). Let 𝑆 ∈ B and 1 ≤ 𝑝 ≤ ∞.

(i) If 𝑇 ∈ S 𝑝, then ‖𝑇 ★Λ 𝑆‖ℓ𝑝 . ‖𝑇 ‖S 𝑝 ‖𝑆‖B.

(ii) If 𝑐 ∈ ℓ𝑝 (Λ), then ‖𝑐 ★Λ 𝑆‖S 𝑝 . ‖𝑐‖ℓ𝑝 ‖𝑆‖B.

Remark C.6. If 1 ∈ ℓ∞(Λ) is given by 1(_) = 1 for any _, then Feichtinger observed
in [97, Thm. 5.15] that 𝜙 ∈ 𝑆0(R𝑑) generates a so-called tight Gabor frame if and
only if the Gabor multiplier 1★Λ (𝜙 ⊗ 𝜙) is the identity operator 𝐼𝐿2 in L(𝐿2). A
similar result holds in the more general case: if 𝑆 ∈ B, then 1★Λ 𝑆

∗𝑆 = 𝐼𝐿2 if and
only if 𝑆 generates a tight Gabor g-frame, recently introduced in [236].
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We may also use duality to define the convolution 𝑇 ★Λ 𝑆 ∈ ℓ∞(Λ) of 𝑆 ∈ B
with 𝑇 ∈ B′ by

〈𝑇 ★Λ 𝑆, 𝑐〉ℓ∞,ℓ1 :=
〈
𝑇, 𝑐 ★Λ 𝑆

∗〉
B′,B for any 𝑐 ∈ ℓ1(Λ), (C.4.10)

which agrees with (C.4.9) when 𝑇 ∈ L(𝐿2) ⊂ B′ and satisfies ‖𝑆 ★Λ 𝑇 ‖ℓ∞ ≤
‖𝑆‖B‖𝑇 ‖B′. We end this section by showing that the space 𝑐0(Λ) of sequences
vanishing at infinity corresponds to compact operators under convolutions with
𝑆 ∈ B. The second part of this statement is due to Feichtinger [97, Thm. 5.15] for
the special case of Gabor multipliers.

Proposition C.4.4. Let 𝑆 ∈ B. If 𝑇 is a compact operator, then 𝑇 ★Λ 𝑆 ∈ 𝑐0(Λ). If
𝑐 ∈ 𝑐0(Λ), then 𝑐 ★Λ 𝑆 is a compact operator on 𝐿2(R𝑑).

Proof. By [203, Prop. 4.6], the function 𝑇 ★ 𝑆 belongs to the space 𝐶0(R2𝑑) of
continuous functions vanishing at infinity. Since 𝑇 ★Λ 𝑆 is simply the restriction
of 𝑇 ★ 𝑆 to Λ, it follows that 𝑇 ★Λ 𝑆 ∈ 𝑐0(Λ). For the second part, let 𝑐𝑁 be the
sequence

𝑐𝑁 (_) =
{
𝑐(_) if |_ | < 𝑁
0 otherwise.

Then 𝑐𝑁 ★Λ 𝑆 =
∑
|_ |<𝑁 𝑐(_)𝛼_(𝑆) is a compact operator for each 𝑁 ∈ N, and by

Proposition C.4.3 and the bilinearity of convolutions

‖𝑐 ★Λ 𝑆 − 𝑐𝑁 ★Λ 𝑆‖L(𝐿2) ≤ ‖𝑐 − 𝑐𝑁 ‖ℓ∞ ‖𝑆‖B → 0 as 𝑁 →∞.

Hence 𝑐 ★Λ 𝑆 is the limit in the operator topology of compact operators, and is
therefore itself compact. �

C.5 Fourier transforms

In [251], Werner observed that if one defines a Fourier transform of an operator
𝑆 ∈ S1 to be the function

F𝑊 (𝑆) (𝑧) := 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝜋(−𝑧)𝑆) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 ,

then the formulas

F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 ( 𝑓 )F𝑊 (𝑆), F𝜎 (𝑆 ★𝑇) = F𝑊 (𝑆)F𝑊 (𝑇) (C.5.1)

hold for 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆, 𝑇 ∈ S1. The transform F𝑊 , called the Fourier-
Wigner transform (or the Fourier-Weyl transform [251]) is an isomorphism F𝑊 :
B → 𝑆0(R2𝑑), can be extended to a unitary map F𝑊 : HS → 𝐿2(R2𝑑), and
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to an isomorphism F𝑊 : B′ → 𝑆′0(R
2𝑑) by defining F𝑊 (𝑆) for 𝑆 ∈ B′ by

duality [102, Cor. 7.6.3]:

〈𝐹𝑊 (𝑆), 𝑓 〉𝑆′0,𝑆0 := 〈𝑆, 𝜌( 𝑓 )〉B′,B for any 𝑓 ∈ 𝑆0(R2𝑑). (C.5.2)

Here 𝜌 : 𝑆0(R2𝑑) → B is the inverse of F𝑊 . In fact, F𝑊 and the Weyl transform
are related by a symplectic Fourier transform: for any 𝑆 ∈ B′ we have

F𝑊 (𝑆) = F𝜎 (𝑎𝑆),

where 𝑎𝑆 is the Weyl symbol of 𝑆. As an important special case, the Fourier-Wigner
transform of a rank-one operator 𝜙 ⊗ 𝜓 is

F𝑊 (𝜙 ⊗ 𝜓) (𝑥, 𝜔) = 𝑒𝜋𝑖𝑥 ·𝜔𝑉𝜓𝜙(𝑥, 𝜔). (C.5.3)

Since we have defined convolutions of operators and sequences, it is natural to
ask whether a version of (C.5.1) holds in our setting. We start by defining a suitable
Fourier transform of sequences.

Symplectic Fourier series

For the purposes of this paper, we identify the dual group R̂2𝑑 with R2𝑑 by
the bijection R2𝑑 3 𝑧 ↦→ 𝜒𝑧 ∈ R̂2𝑑 , where 𝜒𝑧 is the symplectic character1
𝜒𝑧 (𝑧′) = 𝑒2𝜋𝑖𝜎 (𝑧,𝑧′) . Given a lattice Λ ⊂ R2𝑑 , it follows that the dual group of Λ is
identified with R2𝑑/Λ◦ (see [81, Prop. 3.6.1]), where Λ◦ is the annihilator group

Λ◦ = {_◦ ∈ R2𝑑 : 𝜒_◦ (_) = 1 for any _ ∈ Λ}
= {_◦ ∈ R2𝑑 : 𝑒2𝜋𝑖𝜎 (_◦,_) = 1 for any _ ∈ Λ}.

The group Λ◦ is itself a lattice, namely the so-called adjoint lattice of Λ from
[102,223]. Given this identification of the dual group of Λ, the Fourier transform
of 𝑐 ∈ ℓ1(Λ) is the symplectic Fourier series

FΛ
𝜎 (𝑐) ( ¤𝑧) :=

∑︁
_∈Λ

𝑐(_)𝑒2𝜋𝑖𝜎 (_,𝑧) .

Here ¤𝑧 denotes the image of 𝑧 ∈ R2𝑑 under the natural quotient map R2𝑑 → R2𝑑/Λ◦,
so FΛ

𝜎 (𝑐) is a function on R2𝑑/Λ◦. If we denote by 𝐴(R2𝑑/Λ◦) the Banach space of
functions on R2𝑑/Λ◦ with symplectic Fourier coefficients in ℓ1(Λ), the Feichtinger
algebra has the following property [95, Thm. 7 B)].

1Phase space, which in this paper is R2𝑑 , is more properly described by (the isomorphic) space
R𝑑 × R̂𝑑 . The symplectic characters appear because they are the natural way of identifying the group
R𝑑 × R̂𝑑 with its dual group.
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Lemma C.5.1. If Λ is a lattice, the periodization operator 𝑃Λ : 𝑆0(R2𝑑) →
𝐴(R2𝑑/Λ) defined by

𝑃Λ( 𝑓 ) ( ¤𝑧) = |Λ|
∑︁
_∈Λ

𝑓 (𝑧 + _) for 𝑧 ∈ R2𝑑

is continuous and surjective.

Remark C.7. (i) Since |Λ◦ | = 1
|Λ | [102, Lem. 7.7.4], we have

𝑃Λ◦ ( 𝑓 ) ( ¤𝑧) =
1
|Λ|

∑︁
_◦∈Λ

𝑓 (𝑧 + _◦).

(ii) One may define Feichtinger’s algebra 𝑆0(𝐺) for any locally compact abelian
group 𝐺 [95]. In fact, all our function spaces besides 𝐿2(R𝑑) are examples of
Feichtinger’s algebra, since 𝑆0(Λ) = ℓ1(Λ) and 𝑆0(R2𝑑/Λ◦) = 𝐴(R2𝑑/Λ◦).

When we identify the dual group of Λ with R2𝑑/Λ◦, the Poisson summation
formula for functions in 𝑆0(R2𝑑) takes the following form.

Theorem C.5.2 (Poisson summation). Let Λ be a lattice in R2𝑑 and assume that
𝑓 ∈ 𝑆0(R2𝑑). Then

1
|Λ|

∑︁
_◦∈Λ◦

𝑓 (𝑧 + _◦) =
∑︁
_∈Λ

F𝜎 ( 𝑓 ) (_)𝑒2𝜋𝑖𝜎 (_,𝑧) for 𝑧 ∈ R2𝑑 .

Proof. This is [81, Thm. 3.6.3] with 𝐴 = R2𝑑 , 𝐵 = Λ◦ and using (Λ◦)◦ = Λ. To
get equality for any 𝑧 ∈ R2𝑑 , we use that

∑
_◦∈Λ◦ 𝑓 (𝑧 + _◦) defines a continuous

function on R2𝑑/Λ◦ by Lemma C.5.1. �

Since FΛ
𝜎 is a Fourier transform it extends to a unitary mapping FΛ

𝜎 : ℓ2(Λ) →
𝐿2(R2𝑑/Λ◦) satisfying

FΛ
𝜎 (𝑐 ∗Λ 𝑑) = FΛ

𝜎 (𝑐)FΛ
𝜎 (𝑑) (C.5.4)

for 𝑐 ∈ ℓ1(Λ) and 𝑑 ∈ ℓ2(Λ).

C.5.1 The Fourier transform of 𝑆 ★Λ 𝑇

We now consider a version of (C.5.1) for sequences. The formula for FΛ
𝜎 (𝑆 ★Λ 𝑇)

is a simple consequence of the Poisson summation formula.
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Theorem C.5.3. Let 𝑆 ∈ B and 𝑇 ∈ S1. Then

FΛ
𝜎 (𝑆 ★Λ 𝑇) ( ¤𝑧) =

1
|Λ|

∑︁
_◦∈Λ◦

𝐹𝑊 (𝑆) (𝑧 + _◦)F𝑊 (𝑇) (𝑧 + _◦)

= 𝑃Λ◦ (F𝑊 (𝑆)F𝑊 (𝑇)) ( ¤𝑧)

for any 𝑧 ∈ R2𝑑 .

Proof. From [203, Thm. 8.2], we know that 𝑆 ★𝑇 ∈ 𝑆0(R2𝑑). Hence F𝜎 (𝑆 ★𝑇) =
F𝑊 (𝑆)F𝑊 (𝑇) ∈ 𝑆0(R2𝑑) since F𝜎 : 𝑆0(R2𝑑) → 𝑆0(R2𝑑) is an isomorphism. By
applying Poisson’s summation formula from Theorem C.5.2 to 𝑓 = F𝑊 (𝑆)F𝑊 (𝑇),
we find that

1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆) (𝑧 + _◦)F𝑊 (𝑇) (𝑧 + _◦) =
∑︁
_∈Λ

F𝜎 (F𝑊 (𝑆)F𝑊 (𝑇)) (_)𝑒2𝜋𝑖𝜎 (_,𝑧)

=
∑︁
_∈Λ

𝑆 ★Λ 𝑇 (_)𝑒2𝜋𝑖𝜎 (_,𝑧) ,

where we used that F𝜎 is its own inverse to conclude that

F𝜎 (F𝑊 (𝑆)F𝑊 (𝑇)) (_) = F𝜎 (F𝜎 (𝑆 ★𝑇)) (_) = 𝑆 ★𝑇 (_) = 𝑆 ★Λ 𝑇 (_).

Since F𝑊 (𝑆)F𝑊 (𝑇) ∈ 𝑆0(R2𝑑), Theorem C.5.2 says that the equation holds for
any 𝑧 ∈ R2𝑑 . �

Remark C.8. Theorem C.5.3 has also been proved and used in [196, Cor. A.3] in
noncommutative geometry, with stronger assumptions on 𝑆, 𝑇 .

Theorem C.5.3 has many interesting special cases. We will frequently refer to
the following version, which follows since a short calculation using the definition of
the Fourier-Wigner transform shows that

F𝑊 (𝑆∗) (𝑧) = F𝑊 (𝑆) (𝑧). (C.5.5)

Corollary C.5.3.1. Let 𝑆 ∈ B. Then

FΛ
𝜎 (𝑆 ★Λ 𝑆

∗) ( ¤𝑧) = 1
|Λ|

∑︁
_◦∈Λ◦

|F𝑊 (𝑆) (𝑧 + _◦) |2 for any 𝑧 ∈ R2𝑑 .

Corollary C.5.3.2. Let 𝑆 ∈ B and 𝑇 ∈ S1. Then∑︁
_∈Λ

𝑆 ★Λ 𝑇 (_) =
1
|Λ|

∑︁
_◦∈Λ◦

𝐹𝑊 (𝑆) (_◦)𝐹𝑊 (𝑇) (_◦).

Proof. This follows from Theorem C.5.3 with 𝑧 = 0. �
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Now assume that 𝑆 and𝑇 are rank-one operators: 𝑆 = b1⊗b2 for b1, b2 ∈ 𝑆0(R𝑑)
and 𝑇 = 𝜑1 ⊗ 𝜑2 for 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑). By (C.4.4)

𝑆 ★Λ 𝑇 (_) = 𝑉𝜑2b1(_)𝑉𝜑1b2(_),

and noting that 𝑇 = 𝑇0
∗ for 𝑇0 = 𝜑2 ⊗ 𝜑1, we can use (C.5.3) and (C.5.5) to find

F𝑊 (𝑆) (𝑧) = 𝑒𝜋𝑖𝑥 ·𝜔𝑉b2b1(𝑧)
F𝑊 (𝑇) (𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔𝑉𝜑1𝜑2(𝑧)

Hence Theorem C.5.3 says that

FΛ
𝜎 (𝑉𝜑2b1𝑉𝜑1b2 |Λ) ( ¤𝑧) =

1
|Λ|

∑︁
_◦∈Λ◦

𝑉b2b1(𝑧 + _◦)𝑉𝜑1𝜑2(𝑧 + _◦).

Furthermore, Corollary C.5.3.2 gives∑︁
_∈Λ

𝑉𝜑2b1(_)𝑉𝜑1b2(_) =
1
|Λ|

∑︁
_◦∈Λ◦

𝑉b2b1(_◦)𝑉𝜑1𝜑2(_◦),

which is the fundamental identity of Gabor analysis [103, 170, 223, 245].

C.5.2 The Fourier transform of 𝑐 ★Λ 𝑆

When 𝑐 ∈ ℓ1(Λ), we obtain the expected formula for F𝑊 (𝑐 ★Λ 𝑆).

Proposition C.5.4. If 𝑐 ∈ ℓ1(Λ) and 𝑆 ∈ S1, then

F𝑊 (𝑐 ★Λ 𝑆) (𝑧) = FΛ
𝜎 (𝑐) ( ¤𝑧)F𝑊 (𝑆) (𝑧) for 𝑧 ∈ R2𝑑 .

Proof. One easily verifies the formula

F𝑊 (𝛼_(𝑆)) (𝑧) = 𝑒2𝜋𝑖𝜎 (_,𝑧)F𝑊 (𝑆) (𝑧),

showing that the Fourier transform of a translation is a modulation. Hence

F𝑊 (𝑐 ★Λ 𝑆) (𝑧) =
∑︁
_∈Λ

𝑐(_)F𝑊 (𝛼_(𝑆))

=
∑︁
_∈Λ

𝑐(_)𝑒2𝜋𝑖𝜎 (_,𝑧)F𝑊 (𝑆) (𝑧)

= F𝑊 (𝑆) (𝑧)
∑︁
_∈Λ

𝑐(_)𝑒2𝜋𝑖𝜎 (_,𝑧) .

To move F𝑊 inside the sum, we use that the sum
∑
_∈Λ 𝑐(_)𝛼_(𝑆) converges

absolutely in S1, and F𝑊 is continuous from S1 to 𝐿∞(R2𝑑) by the Riemann-
Lebesgue lemma for F𝑊 [203, Prop. 6.6]. �
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Technical intermezzo

Let 𝐴′(R2𝑑/Λ◦) denote the dual space of 𝐴(R2𝑑/Λ◦), consisting of distributions
on R2𝑑/Λ◦ with symplectic Fourier coefficients in ℓ∞(Λ). To understand the
statement in Proposition C.5.4 when 𝑐 ∈ ℓ∞(Λ), we need to ‘extend’ distributions
in 𝐴′(R2𝑑/Λ◦) to distributions in 𝑆′0(R

2𝑑). When 𝑓 ∈ 𝐴(R2𝑑/Λ◦) this is achieved
by

𝐴(R2𝑑/Λ◦) 3 𝑓 ↦→ 𝑓 ◦ 𝑞 ∈ 𝑆′0(R
2𝑑),

where 𝑞 : R2𝑑 → R2𝑑/Λ◦ is the natural quotient map. To extend this map to
distributions 𝑓 ∈ 𝐴′(R2𝑑/Λ◦), one can use Weil’s formula [130, (6.2.11)] to show
that for 𝑓 ∈ 𝐴(R2𝑑/Λ◦) and 𝑔 ∈ 𝑆0(R2𝑑) one has

〈 𝑓 ◦ 𝑞, 𝑔〉𝑆′0,𝑆0 = 〈 𝑓 , 𝑃Λ◦𝑔〉𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑 ,Λ◦) .

This shows that the map 𝑓 ↦→ 𝑓 ◦ 𝑞 agrees with the Banach space adjoint 𝑃∗
Λ◦ :

𝐴′(R2𝑑/Λ◦) → 𝑆′0(R
2𝑑) for 𝑓 ∈ 𝐴(R2𝑑/Λ◦). The natural way to extend 𝑓 ∈

𝐴′(R2𝑑/Λ◦) is therefore to consider 𝑃∗
Λ◦ 𝑓 ∈ 𝑆

′
0(R

2𝑑), and by an abuse of notation
we will use 𝑓 to also denote the extension 𝑃∗

Λ◦ 𝑓 – by definition this means that when
𝑓 ∈ 𝐴′(R2𝑑/Λ◦) is considered an element of 𝑆′0(R

2𝑑), it satisfies for 𝑔 ∈ 𝑆0(R2𝑑)

〈 𝑓 , 𝑔〉𝑆′0,𝑆0 = 〈 𝑓 , 𝑃Λ◦𝑔〉𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑 ,Λ◦) . (C.5.6)

We also remind the reader that for 𝑐 ∈ ℓ∞(Λ) one defines FΛ
𝜎 (𝑐) as an element of

𝐴′(R2𝑑/Λ◦) by〈
FΛ
𝜎 (𝑐), 𝑔

〉
𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑/Λ◦) :=

〈
𝑐, (FΛ

𝜎)−1(𝑔)
〉
ℓ∞ (Λ) ,ℓ1 (Λ) , (C.5.7)

where (FΛ
𝜎)−1(𝑔) are the symplectic Fourier coefficients of 𝑔. This is [167, Example

6.8] for the group 𝐺 = R2𝑑/Λ◦. Finally, recall that we can multiply 𝑓 ∈ 𝑆′0(R
2𝑑)

with 𝑔 ∈ 𝑆0(R2𝑑) to obtain an element 𝑓 𝑔 ∈ 𝑆′0(R
2𝑑) given by

〈 𝑓 𝑔, ℎ〉𝑆′0,𝑆0 := 〈 𝑓 , 𝑔ℎ〉𝑆′0,𝑆0 for ℎ ∈ 𝑆0(R2𝑑). (C.5.8)

The case 𝑐 ∈ ℓ∞(Λ)

The technical intermezzo allows us to make sense of the following generalization of
Proposition C.5.4. Recall in particular that FΛ

𝜎 (𝑐) is shorthand for the distribution
𝑃∗
Λ◦ (F

Λ
𝜎 (𝑐)) ∈ 𝑆′0(R

2𝑑).

Proposition C.5.5. If 𝑐 ∈ ℓ∞(Λ) and 𝑆 ∈ B, then

F𝑊 (𝑐 ★Λ 𝑆) = FΛ
𝜎 (𝑐)F𝑊 (𝑆) in 𝑆′0(R

2𝑑).
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Proof. For ℎ ∈ 𝑆0(R2𝑑), we get from (C.5.2), (C.4.8) and (C.5.7) (in that order)

〈F𝑊 (𝑐 ★Λ 𝑆), ℎ〉𝑆′0,𝑆0 = 〈𝑐 ★Λ 𝑆, 𝜌(ℎ)〉B′,B
=

〈
𝑐, 𝜌(ℎ) ★Λ 𝑆

∗〉
ℓ∞ (Λ) ,ℓ1 (Λ)

=
〈
FΛ
𝜎 (𝑐),FΛ

𝜎 (𝜌(ℎ) ★Λ 𝑆
∗)

〉
𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑/Λ◦) .

By Theorem C.5.3 we find using (C.5.5) that

FΛ
𝜎 (𝜌(ℎ) ★Λ 𝑆

∗) = 𝑃Λ◦ (F𝑊 (𝑆)ℎ),

where we also used that 𝜌 is the inverse of F𝑊 . On the other hand we find using
(C.5.8) and (C.5.6) that

〈
FΛ
𝜎 (𝑐)F𝑊 (𝑆), ℎ

〉
𝑆′0,𝑆0

=

〈
FΛ
𝜎 (𝑐),F𝑊 (𝑆)ℎ

〉
𝑆′0,𝑆0

=

〈
FΛ
𝜎 (𝑐), 𝑃Λ◦ (F𝑊 (𝑆)ℎ)

〉
𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑/Λ◦)

Hence
〈
FΛ
𝜎 (𝑐)F𝑊 (𝑆), ℎ

〉
𝑆′0,𝑆0

= 〈F𝑊 (𝑐 ★Λ 𝑆), ℎ〉𝑆′0,𝑆0 , which implies the state-
ment. �

Remark C.9. For Gabor multipliers 𝑐 ★Λ (𝜓 ⊗ 𝜓), Propositions C.5.4 and C.5.5
were proved in [89, Lem. 14], and have been used in the theory of convolutional
neural networks [86].

C.6 Riesz sequences of translated operators in HS

Two of the useful properties of the Weyl transform 𝑓 ↦→ 𝐿 𝑓 are that it is a unitary
transformation from 𝐿2(R2𝑑) to the Hilbert-Schmidt operators HS, and that it
respects translations in the sense that

𝐿𝑇𝑧 𝑓 = 𝛼𝑧 (𝐿 𝑓 ) for 𝑓 ∈ 𝐿2(R2𝑑), 𝑧 ∈ R2𝑑 .

As a consequence, statements concerning translates of functions in 𝐿2(R2𝑑) can
be lifted to statements about translates of operators and convolutions ★Λ in HS.
This approach was first used for Gabor multipliers in [97, 105], and has later been
explored in other works [32,89] – we include these results for completeness, and
because the proofs and results find natural formulations and generalizations in the
framework of this paper.
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For fixed 𝑆 ∈ HS and lattice Λ, we will be interested in whether {𝛼_(𝑆)}_∈Λ is
a Riesz sequence in HS, i.e. whether there exist 𝐴, 𝐵 > 0 such that for all finite
sequences 𝑐 ∈ ℓ2(Λ)

𝐴‖𝑐‖2
ℓ2 (Λ) ≤

∑︁
_∈Λ

𝑐(_)𝛼_(𝑆)
2

HS

≤ 𝐵‖𝑐‖2
ℓ2 (Λ) . (C.6.1)

Since the Weyl transform is unitary and preserves translations, if we let 𝑎𝑆 be
the Weyl symbol of 𝑆, then (C.6.1) is clearly equivalent to the fact that {𝑇_(𝑎𝑆)}_∈Λ
is a Riesz sequence in 𝐿2(R2𝑑), meaning that

𝐴‖𝑐‖2
ℓ2 (Λ) ≤

∑︁
_∈Λ

𝑐(_)𝑇_(𝑎𝑆)
2

𝐿2 (R2𝑑)

≤ 𝐵‖𝑐‖2
ℓ2 (Λ) ,

for finite 𝑐 ∈ ℓ2(Λ). Following [32, 89, 97, 105] we can use a result from [31] to
give a characterization of when (C.6.1) holds in terms of an expression familiar
from Corollary C.5.3.1.

Theorem C.6.1. Let Λ be a lattice and 𝑆 ∈ B. Then the following are equivalent.

(i) The function
FΛ
𝜎 (𝑆 ★Λ 𝑆

∗) = 𝑃Λ◦ ( |F𝑊 (𝑆) |2)
has no zeros in R2𝑑/Λ◦.

(ii) {𝛼_(𝑆)}_∈Λ is a Riesz sequence in HS.

Proof. The equality in (𝑖) is Corollary C.5.3.1. By the preceding discussion,
{𝛼_(𝑆)}_∈Λ is a Riesz sequence in HS if and only if {𝑇_(𝑎𝑆)}_∈Λ is a Riesz
sequence in 𝐿2(R2𝑑). The result from [31] (see [32] for a statement for general
lattices and symplectic Fourier transform) says that {𝑇_(𝑎𝑆)}_∈Λ is a Riesz sequence
if and only if there exist 𝐴, 𝐵 > 0 such that

𝐴 ≤ 1
|Λ|

∑︁
_◦∈Λ◦

|F𝜎 (𝑎𝑆) (𝑧 + _◦) |2 ≤ 𝐵 for any 𝑧 ∈ R2𝑑 .

Since the Weyl transform and Fourier-Wigner transform are related by F𝜎 (𝑎𝑆) =
F𝑊 (𝑆), we we may restate this condition as

𝐴 ≤ 1
|Λ|

∑︁
_◦∈Λ◦

|F𝑊 (𝑆) (𝑧 + _◦) |2 ≤ 𝐵 for any 𝑧 ∈ R2𝑑 . (C.6.2)

Note that the middle term is 𝑃Λ◦ ( |F𝑊 (𝑆) |2) ( ¤𝑧), and since 𝑆 ∈ B we know that
|F𝑊 (𝑆) |2 ∈ 𝑆0(R2𝑑). Therefore 𝑃Λ◦ ( |F𝑊 (𝑆) |2) ∈ 𝐴(R2𝑑/Λ◦) by Lemma C.5.1,
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which in particular means that 𝑃Λ◦ ( |F𝑊 (𝑆) |2) is a continuous function on the
compact space R2𝑑/Λ◦. For a continuous function on a compact space, condition
(C.6.2) is equivalent to having no zeros. This completes the proof. �

Remark C.10. (i) Since we assume 𝑆 ∈ B, the first condition above is in fact
equivalent to {𝛼_(𝑆)}_∈Λ generating a frame sequence in HS, which is
a weaker statement than (2) above. The proof of this in [32] for Gabor
multipliers works in our more general setting.

(ii) As mentioned in the introduction, Feichtinger [97] used the Kohn-Nirenberg
symbol rather than the Weyl symbol. This makes no difference for our
purposes – we have opted for the Weyl symbol as it is related to F𝑊 by a
symplectic Fourier transform.

If {𝛼_(𝑆)}_∈Λ is a Riesz sequence in HS, the synthesis operator is the map
𝐷𝑆 : ℓ2(Λ) → HS given by

𝐷𝑆 (𝑐) = 𝑐 ★Λ 𝑆 =
∑︁
_∈Λ

𝑐(_)𝛼_(𝑆),

and the sum
∑
_∈Λ 𝑐(_)𝛼_(𝑆) converges unconditionally in HS for each 𝑐 ∈ ℓ2(Λ)

[57, Cor. 3.2.5]. We also get by [57, Thm. 5.5.1] that

span{𝛼_(𝑆) : _ ∈ Λ} = ℓ2(Λ) ★ 𝑆, (C.6.3)

where the closure is taken with respect to the norm in HS.

C.6.1 The biorthogonal system and best approximation

Any Riesz sequence has a so-called biorthogonal sequence and, by the theory
of frames of translates [57, Prop. 9.4.2], if the Riesz sequence is of the form
{𝛼_(𝑆)}_∈Λ for some 𝑆 ∈ B, then the biorthogonal system has the same form. This
means that there exists 𝑆′ ∈ HS such that the biorthogonal system is

{𝛼_(𝑆′)}_∈Λ,

and biorthogonality means that

〈𝛼_(𝑆), 𝛼_′ (𝑆′)〉HS = 𝛿_,_′,

where 𝛿_,_′ is the Kronecker delta. Now note that for 𝑇 ∈ HS the definition (C.4.2)
of 𝑇 ★Λ 𝑆

′ implies that

〈𝑇, 𝛼_(𝑆′)〉HS = 𝑇 ★Λ 𝑆
′∗(_),
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so if we define 𝑅 := 𝑆′∗ we have

〈𝑇, 𝛼_(𝑆′)〉HS = 𝑇 ★Λ 𝑅(_). (C.6.4)

With this observation we can formulate the standard properties of the biorthogonal
sequence using convolutions with 𝑅.

Lemma C.6.2. Assume that {𝛼_(𝑆)}_∈Λ with 𝑆 ∈ B is a Riesz sequence in HS. Let

𝑉2
𝑆 := span{𝛼_(𝑆) : _ ∈ Λ} = ℓ2(Λ) ★ 𝑆.

With 𝑅 defined as above, we have that

(i) 𝑆 ★Λ 𝑅(_) = 𝛿_,0.

(ii) For any 𝑇 ∈ 𝑉2
𝑆
, 𝑇 ★Λ 𝑅 ∈ ℓ2(Λ).

(iii) For any 𝑇 ∈ 𝑉2
𝑆
,

𝑇 = (𝑇 ★Λ 𝑅) ★Λ 𝑆.

Proof. This is simply a restatement of the properties of the biorthogonal sequence
of a Riesz sequence using the relation 〈𝑇, 𝛼_(𝑆′)〉HS = 𝑇 ★Λ 𝑅(_) – with this
observation, parts (𝑖), (𝑖𝑖) and (𝑖𝑖𝑖) follow from [57, Thm. 3.6.2]. �

Remark C.11. (i) If the convolution of three operators were associative, we
could find for any 𝑇 ∈ HS (not just 𝑇 ∈ 𝑉2

𝑆
as above) that 𝑇 = (𝑇 ★Λ 𝑅)★Λ 𝑆,

since 𝑇 ★Λ (𝑅 ★Λ 𝑆) = 𝑇 ★Λ 𝛿_,0 = 𝑇 . However, we will soon see that the
convolution of three operators is not associative.

(ii) For 𝑇, 𝑅 ∈ HS, we have strictly speaking not defined 𝑇 ★Λ 𝑅 (since (C.4.2)
has stronger assumptions than simply HS). However, it is clear by the Cauchy
Schwarz inequality for HS that

|𝑇 ★Λ 𝑅(_) | = | 〈𝑇, 𝛼_(𝑆′)〉HS | ≤ ‖𝑇 ‖HS ‖𝑆′‖HS ,

so we can define 𝑇 ★Λ 𝑅 ∈ ℓ∞(Λ) by (C.4.2) also in this case.

We will now answer two natural questions. First, to what extent does 𝑅 inherit
the nice properties of 𝑆 – is it true that 𝑅 ∈ B? Then, how is 𝑅 related to 𝑆? The
answer is provided by the following theorem, first proved by Feichtinger [97, Thm.
5.17] for Gabor multipliers, and the proof finds a natural formulation using our
tools.
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Theorem C.6.3. Assume that 𝑆 ∈ B and that {𝛼_(𝑆)}_∈Λ is a Riesz sequence in
HS. If 𝑅 is defined as above, then 𝑅 ∈ B and 𝑅 = 𝑏 ★Λ 𝑆

∗ where 𝑏 ∈ ℓ1(Λ) are the
symplectic Fourier coefficients of

1
FΛ
𝜎 (𝑆 ★Λ 𝑆

∗)
=

1
𝑃Λ◦

(
|F𝑊 (𝑆) |2

) .
Proof. By [57, Thm. 3.6.2], the generator 𝑆′ of the biorthogonal system belongs to
𝑉2
𝑆
, hence there exists some 𝑏′ ∈ ℓ2(Λ) such that 𝑆′ = 𝑏′ ★Λ 𝑆. Since 𝑅 = 𝑆′

∗, one
easily checks by the definitions of ˇ and ∗ that

𝑅 = (𝑏′ ★ 𝑆)ˇ∗ = 𝑏 ★Λ 𝑆
∗

if we define 𝑏(_) = 𝑏′(−_). By part (𝑖) of Lemma C.6.2 and the associativity of
convolutions, we have

𝑏 ∗Λ (𝑆∗ ★Λ 𝑆) = (𝑏 ★Λ 𝑆
∗) ★Λ 𝑆 = 𝑅 ★Λ 𝑆 = 𝛿_,0.

Taking the symplectic Fourier series of this equation using (C.5.4) and Corollary
C.5.3.1, we find for a.e. ¤𝑧 ∈ R2𝑑/Λ◦

FΛ
𝜎 (𝑏) ( ¤𝑧)FΛ

𝜎 (𝑆∗ ★Λ 𝑆) ( ¤𝑧) = FΛ
𝜎 (𝑏) ( ¤𝑧)𝑃Λ◦

(
|F𝑊 (𝑆) |2

)
( ¤𝑧) = 1,

hence
FΛ
𝜎 (𝑏) ( ¤𝑧) =

1
𝑃Λ◦

(
|F𝑊 (𝑆) |2

) ,
and by assumption on 𝑆 (see Theorem C.6.1 and its proof) the denominator is bounded
from below by a positive constant. Since 𝑆 ∈ B, we know that |F𝑊 (𝑆) |2 ∈ 𝑆0(R2𝑑),
and therefore Lemma C.5.1 implies that 𝑃Λ◦

(
|F𝑊 (𝑆) |2

)
∈ 𝐴(R2𝑑/Λ◦). By

Wiener’s lemma [221, Thm. 6.1.1], we get 1
𝑃Λ◦ ( |F𝑊 (𝑆) |2) ∈ 𝐴(R

2𝑑/Λ◦). In other

words, 𝑏 ∈ ℓ1(Λ). Since 𝑏 ∈ ℓ1(Λ) and 𝑆∗ ∈ B, it follows that 𝑅 = 𝑏★Λ 𝑆
∗ ∈ B. �

To prepare for the next result, fix 𝑆 ∈ B and let

𝑉∞𝑆 = ℓ∞(Λ) ★Λ 𝑆,

hence 𝑉∞
𝑆

is the set of operators given as a convolution 𝑐 ★Λ 𝑆 for 𝑐 ∈ ℓ∞(Λ). The
first part of the next result says that when {𝛼_(𝑆)}_∈Λ is a Riesz sequence, then the
Schatten-𝑝 class properties of 𝑐 ★Λ 𝑆 are precisely captured by the ℓ𝑝 properties
of 𝑐. This result appears to be a new result even for Gabor multipliers. We also
determine for any 𝑇 ∈ HS the best approximation (in the norm ‖ · ‖HS) of 𝑇 by
an operator of the form 𝑐 ★Λ 𝑆. See [97, Thm. 5.17] and [89, Thm. 19] for the
statement for Gabor multipliers.
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Corollary C.6.3.1. Assume that 𝑆 ∈ B and that {𝛼_(𝑆)}_∈Λ is a Riesz sequence in
HS, and let 𝑅 be as above.

(i) For any 1 ≤ 𝑝 ≤ ∞ the map 𝐷𝑆 : ℓ𝑝 (Λ) → S 𝑝 ∩𝑉∞
𝑆

given by

𝐷𝑆 (𝑐) = 𝑐 ★Λ 𝑆

is a Banach space isomorphism, with inverse 𝐶𝑅 : S 𝑝 ∩𝑉∞
𝑆
→ ℓ𝑝 (Λ) given

by
𝐶𝑅 (𝑇) = 𝑇 ★Λ 𝑅.

Hence 𝑉∞
𝑆
∩ S 𝑝 = ℓ𝑝 (Λ) ★Λ 𝑆 and ‖𝑐‖ℓ𝑝 . ‖𝑐 ★Λ 𝑆‖S 𝑝 . ‖𝑐‖ℓ𝑝 .

(ii) For any 𝑇 ∈ HS, the best approximation in ‖ · ‖HS of 𝑇 by an operator 𝑐★Λ 𝑆

with 𝑐 ∈ ℓ2(Λ) is given by
𝑐 = 𝑇 ★Λ 𝑅.

Equivalently, the symplectic Fourier series of 𝑐 is given by

FΛ
𝜎 (𝑐) =

𝑃Λ◦
[
F𝑊 (𝑆)𝐹𝑊 (𝑇)

]
𝑃Λ◦ |F𝑊 (𝑆) |2

.

Proof. (i) By Proposition C.4.3 part (𝑖) we get ‖𝐶𝑅 (𝑇)‖ℓ𝑝 ≤ ‖𝑇 ‖S 𝑝 ‖𝑅‖B, and
by part (𝑖𝑖) of the same proposition we get ‖𝐷𝑆 (𝑐)‖S 𝑝 . ‖𝑐‖ℓ𝑝 ‖𝑆‖B. Hence
both maps in the statement are continuous. It remains to show that the two
maps are inverses of each other, which will follow from the associativity of
convolutions. First assume that 𝑐 ∈ ℓ𝑝 (Λ). Then

𝐶𝑅𝐷𝑆 (𝑐) = (𝑐 ★Λ 𝑆) ★Λ 𝑅 = 𝑐 ∗Λ (𝑆 ★Λ 𝑅) = 𝑐,

where we have used associativity and part (𝑖) of Lemma C.6.2. Then assume
𝑇 ∈ 𝑉∞

𝑆
∩ S 𝑝, so that 𝑇 = 𝑐 ★Λ 𝑆 for 𝑐 ∈ ℓ∞(Λ). We find

𝐷𝑆𝐶𝑅 (𝑐 ★Λ 𝑆) = ((𝑐 ★Λ 𝑆) ★Λ 𝑅) ★Λ 𝑆 = (𝑐 ∗Λ (𝑆 ★Λ 𝑅)) ★Λ 𝑆 = 𝑐 ★Λ 𝑆.

Hence 𝐷𝑆 and 𝐶𝑅 are inverses. In particular 𝑉∞
𝑆
∩ S 𝑝 = ℓ𝑝 (Λ) ★Λ 𝑆 as 𝐷𝑆

is onto 𝑉∞
𝑆
∩ S 𝑝, and 𝑉∞

𝑆
∩ S 𝑝 is closed in S 𝑝 (hence a Banach space) since

𝐷𝑆 : ℓ𝑝 (Λ) → S 𝑝 has a left inverse 𝐶𝑅 and therefore has a closed range in
S 𝑝.

(ii) We claim that the map 𝑇 ↦→ (𝑇 ★Λ 𝑅) ★Λ 𝑆 is the orthogonal projection from
HS onto ℓ2(Λ) ★Λ 𝑆, which is a closed subset of HS = S2 by part (𝑖) (or
(C.6.3)). If 𝑇 = 𝑐 ★Λ 𝑆 for some 𝑐 ∈ ℓ2(Λ), then 𝑐 = 𝑇 ★Λ 𝑅 by part (𝑖) –
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therefore 𝑇 = (𝑇 ★Λ 𝑅) ★Λ 𝑆. Then assume that 𝑇 ∈ (ℓ2(Λ) ★Λ 𝑆)⊥. As we
saw in (C.6.4), we can write

𝑇 ★Λ 𝑅(_) = 〈𝑇, 𝛼_(𝑆′)〉HS . (C.6.5)

From the proof of Theorem C.6.3, 𝑆′ = 𝑏′ ★Λ 𝑆 for some 𝑏′ ∈ ℓ2(Λ). One
easily checks that

𝛼_(𝑆′) = 𝛼_(𝑏′ ★Λ 𝑆) = 𝑇_𝑏′ ★Λ 𝑆,

where 𝑇_𝑏′(_′) = 𝑏′(_′ − _). It follows that 𝛼_(𝑆′) ∈ ℓ2(Λ) ★Λ 𝑆 for any
_ ∈ Λ. Hence if 𝑇 ∈ (ℓ2(Λ) ★Λ 𝑆)⊥, (C.6.5) shows that (𝑇 ★Λ 𝑅) ★Λ 𝑆 = 0.
Finally, to obtain the equivalent expression recall from Theorem C.6.3 that
𝑅 = 𝑏 ★Λ 𝑆

∗ for 𝑏 ∈ ℓ1(Λ). Hence by associativity and commutativity of
convolutions,

𝑐 = 𝑇 ★Λ 𝑅 = 𝑏 ★Λ (𝑇 ★Λ 𝑆
∗).

It follows from (C.5.4) that we get

FΛ
𝜎 (𝑐) = FΛ

𝜎 (𝑏)FΛ
𝜎 (𝑇 ★Λ 𝑆

∗).

We have a known expression for FΛ
𝜎 (𝑏) from Theorem C.6.3, and a known

expression for FΛ
𝜎 (𝑇★Λ 𝑆

∗) from Theorem C.5.3 – inserting these expressions
into the equation above yields the desired result.

�

The key to the results of this section is Wiener’s lemma, used in the proof of
Theorem C.6.3. In fact, we may interpret these results as a variation of Wiener’s
lemma. To see this, recall that𝑉2

𝑆
= span{𝛼_(𝑆) : _ ∈ Λ} = ℓ2(Λ)★Λ𝑆 ⊂ HS. Then

{𝛼_(𝑆)}_∈Λ is a Riesz sequence if and only if the convolution map𝐷𝑆 : ℓ2(Λ) → 𝑉2
𝑆

given by
𝐷𝑆 (𝑐) = 𝑐 ★Λ 𝑆

has a bounded inverse [57, Thm. 3.6.6]. Corollary C.6.3.1 therefore says the
following: if 𝑆 ∈ B and the convolution map 𝐷𝑆 : ℓ2(Λ) → 𝑉2

𝑆
has a bounded

inverse, then the inverse is given by the convolution

𝐶𝑅 (𝑇) = 𝑅 ★Λ 𝑇

for some 𝑅 ∈ B. The similarities with Wiener’s lemma are evident when we
compare this to the following formulation of Wiener’s lemma [136, Thm. 5.18]:
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If 𝑏 ∈ ℓ1(Z) and the convolution map ℓ2(Z) → ℓ2(Z) defined by

𝑐 ↦→ 𝑐 ∗Z 𝑏

has a bounded inverse on ℓ2(Z), then the inverse is given by the
convolution map

𝑐 ↦→ 𝑐 ∗Z 𝑏′

for some 𝑏′ ∈ ℓ1(Z).

C.7 Approximation theorems

In the continuous setting, where one considers functions on R2𝑑 and the convo-
lutions briefly introduced at the beginning of Section C.4, a version of Wiener’s
approximation theorem for operators was obtained by Kiukas et al. [182], building
on earlier work by Werner [251]. This theorem consists of a long list of equivalent
statements for S 𝑝 and 𝐿 𝑝 (R2𝑑) for 𝑝 = 1, 2,∞, and as a starting point for our
discussion we state a shortened version for 𝑝 = 2 below.

Theorem C.7.1. Let 𝑆 ∈ S1. The following are equivalent.

1. The span of {𝛼𝑧 (𝑆)}𝑧∈R2𝑑 is dense in HS.

2. The set of zeros of F𝑊 (𝑆) has Lebesgue measure 0 in R2𝑑 .

3. The set of zeros of F𝜎 (𝑆 ★ 𝑆∗) has Lebesgue measure 0 in R2𝑑 .

4. If 𝑓 ★ 𝑆 = 0 for 𝑓 ∈ 𝐿2(R2𝑑), then 𝑓 = 0.

5. If 𝑇 ★ 𝑆 = 0 for 𝑇 ∈ HS, then 𝑇 = 0.

We wish to obtain versions of this theorem when R2𝑑 is replaced by a lattice Λ,
functions on R2𝑑 are replaced by sequences on Λ and we still consider operators on
𝐿2(R𝑑). In this discrete setting, statements (3) and (4) in Theorem C.7.1 are still
equivalent, mutatis mutandis, while the analogues of (1) and (5) can never be true.
First we show that the discrete version of statement (1) can never hold.

Proposition C.7.2. Let Λ be any lattice in R2𝑑 and let 𝑆 ∈ HS. Then the linear
span of {𝛼_(𝑆)}_∈Λ is not dense in HS.

Proof. As we have exploited on several occasions, the Weyl transform is unitary
from from 𝐿2(R2𝑑) to HS and sends translations of operators using 𝛼 to translations
of functions. It is therefore sufficient to show that {𝑇_(𝑎𝑆)}_∈Λ is not dense in
𝐿2(R2𝑑), where 𝑎𝑆 is the Weyl symbol of 𝑆. Let 𝑐 := 2

|Λ | , and define Λ′ = 𝑐Z2𝑑 .
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Consider the lattice Λ×Λ′ in R4𝑑 . Then we have that |Λ×Λ′ | = |Λ| · 𝑐 = 2 > 1. By
the density theorem for Gabor systems [27,131,155], this implies that the system
{𝜋(_, _′)𝑎𝑆} (_,_′) ∈Λ×Λ′ cannot be span a dense subset in 𝐿2(R2𝑑), so in particular
the subsystem {𝜋(_, 0)𝑎𝑆} (_,0) ∈Λ×Λ′ = {𝑇_𝑎𝑆}_∈Λ cannot be complete. �

This implies that we cannot hope to generalize part (5) of Theorem C.7.1 to the
discrete setting.

Corollary C.7.2.1. Let 𝑆 ∈ B. There exists 0 ≠ 𝑇 ∈ HS such that 𝑇 ★Λ 𝑆 = 0.

Proof. To obtain a contradiction, we assume that 𝑇 ★Λ 𝑆 = 0 =⇒ 𝑇 = 0 for
𝑇 ∈ HS. As we have seen in (C.6.4),

𝑇 ★Λ 𝑆(_) =
〈
𝑇, 𝛼_(𝑆∗)

〉
HS .

Our assumption is therefore equivalent to〈
𝑇, 𝛼_(𝑆∗)

〉
HS = 0 for all _ ∈ Λ =⇒ 𝑇 = 0,

which implies that the linear span of {𝛼_(𝑆∗)}_∈Λ is dense in HS – a contradiction
to Proposition C.7.2 applied to 𝑆∗ ∈ B. �

Proposition C.7.2 also allows us to construct counterexamples to the associativity
of convolutions of three operators.

Corollary C.7.2.2. Assume that {𝛼_(𝑆)}_∈Λ is a Riesz sequence in HS for 𝑆 ∈ B.
Then there exist 𝑅 ∈ B and 𝑇 ∈ HS such that

(𝑇 ★Λ 𝑅) ★Λ 𝑆 ≠ 𝑇 ★Λ (𝑅 ★Λ 𝑆).

Proof. Choose 𝑅 ∈ B as in Section C.6.1, i.e. such that 𝑆 ★Λ 𝑅 = 𝛿_,0. Then use
Proposition C.7.2 to pick 𝑇 ∈ HS that does not belong to the closed linear span of
{𝛼_(𝑆)}_∈Λ in HS. We get that

𝑇 ★Λ (𝑅 ★Λ 𝑆) = 𝑇 ★Λ 𝛿_,0 = 𝑇.

If we assumed associativity, we would get

𝑇 = (𝑇 ★Λ 𝑅) ★Λ 𝑆,

where 𝑇 ★Λ 𝑅 ∈ ℓ2(Λ) by Proposition C.4.3. Hence we could express 𝑇 = 𝑐 ★Λ 𝑆

for 𝑐 ∈ ℓ2(Λ), which would imply that 𝑇 belongs to the closed linear span of
{𝛼_(𝑆)}_∈Λ by (C.6.3) – a contradiction. �
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On the positive side, we can use the techniques developed in Section C.5 to prove
the following theorem, which shows that parts (3) and (4) of Theorem C.7.1 have
natural analogues for sequences. For Gabor multipliers, Feichtinger was interested
in the question of recovering 𝑐 from 𝑐★Λ (𝜑 ⊗ 𝜑), and the continuity of the mapping
𝑐 ★Λ (𝜑 ⊗ 𝜑) ↦→ 𝑐. In this case he proved the equivalence (1) (𝑖) ⇐⇒ (1) (𝑖𝑣)
below [97, Thm. 5.17], and that this implies the final statement in part (1) [97, Prop.
5.22 and Prop. 5.23]. In part (3) we show that any 𝑐 ∈ ℓ1(Λ) (in particular any finite
sequence) can be recovered from 𝑐 ★Λ 𝑆 under significantly weaker assumptions on
𝑆 for a fixed lattice Λ, but obtain no continuity statement.

Theorem C.7.3. Let 𝑆 ∈ B.

1. The following are equivalent:

(i) FΛ
𝜎 (𝑆 ★Λ 𝑆

∗) has no zeros in R2𝑑/Λ◦.
(ii) If 𝑐 ★Λ 𝑆 = 0 for 𝑐 ∈ ℓ∞(Λ), then 𝑐 = 0.
(iii) B ★Λ 𝑆 is dense in ℓ1(Λ).
(iv) {𝛼_𝑆}_∈Λ is a Riesz sequence in HS.

If any of the statements above holds, 𝑐 ∈ ℓ∞(Λ) is recovered from 𝑐 ★Λ 𝑆 by
𝑐 = (𝑐 ★Λ 𝑆) ★Λ 𝑅 for some 𝑅 ∈ B. In particular, the map 𝑐 ★Λ 𝑆 ↦→ 𝑐 is
continuous L(𝐿2) → ℓ∞(Λ).

2. The following are equivalent:

(i) FΛ
𝜎 (𝑆 ★Λ 𝑆

∗) is non-zero a.e. in R2𝑑/Λ◦.
(ii) If 𝑐 ★Λ 𝑆 = 0 for 𝑐 ∈ ℓ2(Λ), then 𝑐 = 0.
(iii) HS ★Λ 𝑆 is dense in ℓ2(Λ).

3. The following are equivalent:

(i) The set of zeros of FΛ
𝜎 (𝑆 ★Λ 𝑆

∗) contains no open subsets in R2𝑑/Λ◦.
(ii) If 𝑐 ★Λ 𝑆 = 0 for 𝑐 ∈ ℓ1(Λ), then 𝑐 = 0.
(iii) B′ ★Λ 𝑆 is weak*-dense in ℓ∞(Λ).

Proof. 1. The equivalence of (𝑖) and (𝑖𝑣) was the content of Theorem C.6.1.
By Corollary C.6.3.1, (𝑖𝑣) implies that 𝑐 ↦→ 𝑐 ★Λ 𝑆 is injective, hence
(𝑖) ⇐⇒ (𝑖𝑣) =⇒ (𝑖𝑖) holds. Then assume that (𝑖𝑖) holds, and let
¤𝑧 ∈ R2𝑑/Λ◦ – to show (𝑖), we need to show that FΛ

𝜎 (𝑆 ★Λ 𝑆
∗) ( ¤𝑧) ≠ 0, which

by Corollary C.5.3.1 is equivalent to showing that there exists some _◦ ∈ Λ◦
such that F𝑊 (𝑆) (𝑧 + _◦) ≠ 0.
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Consider the distribution 𝛿 ¤𝑧 ∈ 𝐴′(R2𝑑/Λ◦) defined by

〈𝛿 ¤𝑧 , 𝑓 〉𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑/Λ◦) = 𝑓 ( ¤𝑧)

(recall that our duality brackets are antilinear in the second coordinate), and
let 𝑐 ¤𝑧 = {𝑐 ¤𝑧 (_)}_∈Λ ∈ ℓ∞(Λ) be its symplectic Fourier coefficients, i.e.
FΛ
𝜎 (𝑐 ¤𝑧) = 𝛿 ¤𝑧 . We know that 𝑐 ¤𝑧★Λ 𝑆 ∈ B′ is non-zero by (𝑖𝑖), and Proposition

C.5.5 gives for any 𝑓 ∈ 𝑆0(R2𝑑) that〈
F𝑊 (𝑐 ¤𝑧 ★Λ 𝑆), 𝑓

〉
𝑆′0,𝑆0

= 〈𝛿 ¤𝑧F𝑊 (𝑆), 𝑓 〉𝑆′0,𝑆0

=

〈
𝛿 ¤𝑧 ,F𝑊 (𝑆) 𝑓

〉
𝑆′0,𝑆0

=

〈
𝛿 ¤𝑧 , 𝑃Λ◦

[
F𝑊 (𝑆) 𝑓

]〉
𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑/Λ◦)

(C.5.6)

= 𝑃Λ◦
[
F𝑊 (𝑆) 𝑓

]
( ¤𝑧)

=
∑︁
_◦∈Λ◦

F𝑊 (𝑆) (𝑧 + _◦) 𝑓 (𝑧 + _◦).

From this it is clear that if F𝑊 (𝑆) (𝑧 + _◦) = 0 for all _◦ ∈ Λ◦, then
F𝑊 (𝑐 ¤𝑧 ★Λ 𝑆) = 0 and hence 𝑐 ¤𝑧 ★Λ 𝑆 = 0 since F𝑊 : B′ → 𝑆0(R2𝑑) is an
isomorphism, which cannot hold by (𝑖𝑖).
Before we prove (𝑖𝑖) ⇐⇒ (𝑖𝑖𝑖), note that (𝑖) is unchanged when 𝑆 ↦→ 𝑆∗ by
commutativity of the convolutions. Since (𝑖) ⇐⇒ (𝑖𝑖), this means that (𝑖𝑖)
is equivalent to

(ii’) If 𝑐 ★Λ 𝑆
∗ = 0 for 𝑐 ∈ ℓ∞(Λ), then 𝑐 = 0.

To prove the equivalence of (𝑖𝑖′) and (𝑖𝑖𝑖), we will prove that the map
𝐷 �̌�∗ : ℓ∞(Λ) → B′ given by 𝐷 �̌�∗ (𝑐) = 𝑐 ★Λ 𝑆

∗ is the Banach space adjoint
of 𝐶𝑆 : B→ ℓ1(Λ) given by 𝐶𝑆 (𝑇) = 𝑇 ★Λ 𝑆. This amounts to proving that〈

𝐷 �̌�∗ (𝑐), 𝑇
〉
B′,B = 〈𝑐, 𝐶𝑆 (𝑇)〉ℓ∞ (Λ) ,ℓ1 (Λ) for 𝑇 ∈ B, 𝑐 ∈ ℓ∞(Λ).

By writing out the definitions of 𝐷 �̌�∗ and 𝐶𝑆 , we see that we need to show
that 〈

𝑐 ★Λ 𝑆
∗, 𝑇

〉
B′,B = 〈𝑐, 𝑇 ★Λ 𝑆〉ℓ∞,ℓ1 for 𝑇 ∈ B, 𝑐 ∈ ℓ∞(Λ),

which is simply the definition of 𝑐★Λ 𝑆
∗ when 𝑐 ∈ ℓ∞(Λ) from (C.4.8), hence

true. Since a bounded linear operator between Banach spaces has dense range
if and only if its Banach space adjoint is injective (see [227, Corollary to Thm.
4.12], part (b)), this implies that (𝑖𝑖′) is equivalent to (𝑖𝑖𝑖). Finally, Corollary
C.6.3.1 implies the final statement that 𝑐 = (𝑐 ★Λ 𝑆) ★Λ 𝑅.
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2. The equivalence (𝑖𝑖) ⇐⇒ (𝑖𝑖𝑖) is proved as above . Assume that (𝑖) holds,
and that 𝑐 ★Λ 𝑆 = 0 for some 𝑐 ∈ ℓ2(Λ). By associativity of convolutions,

𝑐 ∗Λ (𝑆 ★Λ 𝑆
∗) = 0.

Applying FΛ
𝜎 to this, we find using (C.5.4) that

FΛ
𝜎 (𝑐)FΛ

𝜎 (𝑆 ★Λ 𝑆
∗) = 0.

By (𝑖) this implies that FΛ
𝜎 (𝑐) = 0 in 𝐿2(R2𝑑/Λ◦), hence 𝑐 = 0.

Then assume that (𝑖) does not hold, i.e. there is a subset 𝑈 ⊂ R2𝑑/Λ◦ of
positive measure where FΛ

𝜎 (𝑆 ★Λ 𝑆
∗) vanishes. Pick 𝑐 ∈ ℓ2(Λ) such that

FΛ
𝜎 (𝑐) = 𝜒𝑈 , where 𝜒𝑈 is the characteristic function of𝑈, which is possible

since FΛ
𝜎 : ℓ2(Λ) → 𝐿2(R2𝑑/Λ◦) is unitary and so in particular onto. Then

by Proposition C.5.5, for 𝑓 ∈ 𝑆0(R2𝑑),

〈F𝑊 (𝑐 ★Λ 𝑆), 𝑓 〉𝑆′0,𝑆0 = 〈𝜒𝑈F𝑊 (𝑆), 𝑓 〉𝑆′0,𝑆0

=

〈
𝜒𝑈 ,F𝑊 (𝑆) 𝑓

〉
𝑆′0,𝑆0

=

〈
𝜒𝑈 , 𝑃Λ◦

[
F𝑊 (𝑆) 𝑓

]〉
𝐴′ (R2𝑑/Λ◦) ,𝐴(R2𝑑/Λ◦)

(C.5.6)

=

∫
R2𝑑/Λ◦

𝜒𝑈 ( ¤𝑧)
∑︁
_◦∈Λ◦

F𝑊 (𝑆) (𝑧 + _◦) 𝑓 (𝑧 + _◦)𝑑 ¤𝑧

= 0.

To see why the last integral is zero, note first that if ¤𝑧 ∉ 𝑈, then 𝜒𝑈 ( ¤𝑧) = 0. If
¤𝑧 ∈ 𝑈, then we use that by Corollary C.5.3.1,

FΛ
𝜎 (𝑆 ★Λ 𝑆

∗) ( ¤𝑧) = 1
|Λ|

∑︁
_◦∈Λ◦

|F𝑊 (𝑆) (𝑧 + _◦) |2 for any 𝑧 ∈ R2𝑑 .

Hence the assumption FΛ
𝜎 (𝑆★Λ 𝑆

∗) ( ¤𝑧) = 0 for ¤𝑧 ∈ 𝑈 implies that F𝑊 (𝑆) (𝑧 +
_◦) = 0 for any _◦ ∈ Λ◦ when ¤𝑧 ∈ 𝑈. In conclusion we have shown that
the integrand above is zero, hence the integral is zero. This means that
F𝑊 (𝑐 ★Λ 𝑆) = 0, so 𝑐 ★Λ 𝑆 = 0, contradicting (𝑖𝑖) since 𝑐 ≠ 0.

3. Assume that (𝑖) holds, and that 𝑐 ★Λ 𝑆 = 0 for some 𝑐 ∈ ℓ1(Λ). By
associativity, we also have that 𝑐 ★Λ (𝑆 ★Λ 𝑆

∗) = 0, and by applying FΛ
𝜎 we

get from (C.5.4)

FΛ
𝜎 (𝑐) ( ¤𝑧)FΛ

𝜎 (𝑆 ★Λ 𝑆
∗) ( ¤𝑧) = 0 for any ¤𝑧 ∈ R2𝑑/Λ◦.

168



C.7. Approximation theorems

Since 𝑐 ∈ ℓ1(Λ), FΛ
𝜎 (𝑐) is a continuous function. So if 𝑐 ≠ 0, there must

exist an open subset𝑈 ⊂ R2𝑑/Λ◦ such that FΛ
𝜎 (𝑐) ( ¤𝑧) ≠ 0 for ¤𝑧 ∈ 𝑈. But the

equation above then gives that F𝜎 (𝑆 ★ 𝑆∗) ( ¤𝑧) = 0 for ¤𝑧 ∈ 𝑈; a contradiction
to (𝑖). Hence 𝑐 = 0, and (𝑖𝑖) holds. Then assume that (𝑖𝑖) holds, and assume
that there is an open set𝑈 ⊂ R2𝑑/Λ◦ such that FΛ

𝜎 (𝑆 ★Λ 𝑆
∗) ( ¤𝑧) = 0 for any

¤𝑧 ∈ 𝑈. By Theorem C.5.3, this means that∑︁
_◦∈Λ◦

|F𝑊 (𝑆) (𝑧 + _◦) |2 = 0 when ¤𝑧 ∈ 𝑈,

which is clearly equivalent to

F𝑊 (𝑆) (𝑧) = 0 whenever ¤𝑧 ∈ 𝑈.

Then find some non-zero 𝑐 ∈ ℓ1(Λ) such that FΛ
𝜎 (𝑐) vanishes outside 𝑈,

which is possible by [221, Remark 5.1.4]. Using Proposition C.5.4, we have

F𝑊 (𝑐 ★Λ 𝑆) (𝑧) = FΛ
𝜎 (𝑐) ( ¤𝑧)F𝑊 (𝑆) (𝑧) for 𝑧 ∈ R2𝑑 .

If ¤𝑧 ∉ 𝑈, then FΛ
𝜎 (𝑐) ( ¤𝑧) = 0 by construction of 𝑐. Similarly, if ¤𝑧 ∈ 𝑈, then we

saw that F𝑊 (𝑆) (𝑧) = 0. Hence F𝑊 (𝑐 ★Λ 𝑆) (𝑧) = 0 for any 𝑧 ∈ R2𝑑 , which
implies that 𝑐★Λ 𝑆 = 0. But 𝑐 ≠ 0, so this is impossible when we assume (𝑖𝑖),
so there cannot exist an open subset𝑈 ⊂ R2𝑑/Λ◦ such that FΛ

𝜎 (𝑐) ( ¤𝑧) ≠ 0 for
¤𝑧 ∈ 𝑈.

The equivalence (𝑖𝑖) ⇐⇒ (𝑖𝑖𝑖) is proved as in part (1), with some
minor modifications. We note that (𝑖) is unchanged when 𝑆 ↦→ 𝑆∗, so as
(𝑖) ⇐⇒ (𝑖𝑖) we have that (𝑖𝑖) is equivalent to

(ii’) If 𝑐 ★Λ 𝑆
∗ = 0 for 𝑐 ∈ ℓ1(Λ), then 𝑐 = 0.

By simply writing out the definitions, one sees using (C.4.10) that the
map 𝐶𝑆 : B′ → ℓ∞(Λ) given by 𝐶𝑆 (𝑇) = 𝑇 ★Λ 𝑆 is the Banach space
adjoint of 𝐷 �̌�∗ : ℓ1(Λ) → B given by 𝐷 �̌�∗ (𝑐) = 𝑐 ★Λ 𝑆

∗. The equivalence
(𝑖𝑖′) ⇐⇒ (𝑖𝑖𝑖) therefore follows from part (c) of [227, Corollary of Thm.
4.12]: a bounded linear operator between Banach spaces is injective if and
only if the range of its adjoint is weak*-dense.

�

Let us rewrite the statements of the theorem in the case that 𝑆 is a rank-one
operator 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝑆0(R𝑑). By (C.4.5) we find that

𝑆 ★Λ 𝑆
∗(_) = |𝑉𝜑𝜑(_) |2,
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and by (C.4.3) 𝑐 ★Λ 𝑆 is the Gabor multiplier

𝑐 ★Λ (𝜑 ⊗ 𝜑)𝜓 =
∑︁
_∈Λ

𝑐(_)𝑉𝜑𝜓(_)𝜋(_)𝜑.

Hence the equivalences (𝑖) ⇐⇒ (𝑖𝑖) provides a characterization using the
symplectic Fourier series of 𝑉𝜑𝜑 |Λ of when the symbol 𝑐 of a Gabor multiplier is
uniquely determined.

C.7.1 Underspread operators and a Wiener division lemma

For motivation, recall Wiener’s division lemma [221, Lem. 1.4.2]: if 𝑓 , 𝑔 ∈ 𝐿1(R2𝑑)
satisfy that 𝑓 has compact support ( 𝑓 is the usual Fourier transform on R2𝑑) and �̂�
does not vanish on supp( 𝑓 ), then

𝑓 = 𝑓 ∗ ℎ ∗ 𝑔

for some ℎ ∈ 𝐿1(R2𝑑) satisfying ℎ̂(𝑧) = 1
�̂� (𝑧) for 𝑧 ∈ supp( 𝑓 ). The next result is a

version of this statement for the convolutions and Fourier transforms of operators
and sequences. At the level of Weyl symbols, this result is due to Gröchenig and
Pauwels [141] (see also the thesis of Pauwels [213]) using different techniques.
We choose to include a proof using the techniques of this paper to show how the
the statement fits our formalism. Note that apart from the function 𝑔 – introduced
to ensure 𝐴 ∈ B – Theorem C.7.4 is obtained by replacing the convolutions and
Fourier transforms in Wiener’s division lemma by the convolutions and Fourier
transforms of sequences and operators.

Remark C.12. If Λ◦ = 𝐴Z2𝑑 , we will pick the fundamental domain �Λ◦ =

𝐴[− 1
2 ,

1
2 )

2𝑑 which means that any 𝑧 ∈ R2𝑑 can be written as 𝑧 = 𝑧0 + _◦ for
𝑧0 ∈ �Λ◦ , _◦ ∈ Λ◦ in a unique way. This choice of fundamental domain implies
that (1 − 𝜖)�Λ◦ = 𝐴[− 1

2 +
𝜖
2 ,

1
2 −

𝜖
2 )

2𝑑 , so we may find 𝑔 in the statement below
by [195, Prop. 2.26].

Theorem C.7.4. Assume that 𝑆 ∈ B satisfies supp(𝐹𝑊 (𝑆)) ⊂ (1 − 𝜖)�Λ◦ for some
0 < 𝜖 < 1/2. Pick 𝑔 ∈ 𝐶∞𝑐 (R2𝑑) such that 𝑔 | (1−𝜖 )�Λ◦ ≡ 1 and supp(𝑔) ⊂ �Λ◦ . If
𝑇 ∈ B satisfies F𝑊 (𝑇) (𝑧) ≠ 0 for 𝑧 ∈ supp(𝑔), then

𝑆 = (𝑆 ★Λ 𝑇) ★Λ 𝐴,

where 𝐴 ∈ B is given by F𝑊 (𝐴) = |Λ| 𝑔

F𝑊 (𝑇 ) .

Proof. We first show that 𝐴 ∈ B by showing F𝑊 (𝐴) ∈ 𝑆0(R2𝑑). The Wiener-Lévy
theorem [221, Thm. 1.3.1] gives ℎ ∈ 𝐿1(R2𝑑) such that ℎ̂(𝑧) = 1/F𝑊 (𝑇) (𝑧) for
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𝑧 ∈ supp(𝑔), where ℎ̂ denotes the usual Fourier transform. Therefore F𝑊 (𝐴) =
|Λ|𝑔 · ℎ̂, which belongs to 𝑆0(R2𝑑) by [131, Prop. 12.1.7].

To show that 𝑆 = (𝑆 ★Λ 𝑇) ★Λ 𝐴, we will show that their Fourier-Wigner
transforms are equal. Using Proposition C.5.4 and Theorem C.5.3 we find that

F𝑊 ((𝑆 ★Λ 𝑇) ★Λ 𝐴) (𝑧) = FΛ
𝜎 (𝑆 ★Λ 𝑇) ( ¤𝑧)F𝑊 (𝐴) (𝑧)

=
F𝑊 (𝐴) (𝑧)
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆) (𝑧 + _◦)F𝑊 (𝑇) (𝑧 + _◦).

To show that this equals F𝑊 (𝑆), we consider three cases.

• If 𝑧 ∈ (1 − 𝜖)�Λ◦ , then 𝑔(𝑧) = 1 by construction and

F𝑊 (𝐴) (𝑧)
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆) (𝑧 + _◦)F𝑊 (𝑇) (𝑧 + _◦)

=
F𝑊 (𝐴) (𝑧)
|Λ| F𝑊 (𝑆) (𝑧)F𝑊 (𝑇) (𝑧)

=
𝑔(𝑧)

F𝑊 (𝑇) (𝑧)
F𝑊 (𝑆) (𝑧)F𝑊 (𝑇) (𝑧)

= F𝑊 (𝑆) (𝑧)

where we used that the only summand contributing to the sum is _◦ = 0 since
supp(F𝑊 (𝑆)) ⊂ �Λ◦ and 𝑧 ∈ �Λ◦ and �Λ◦ is a fundamental domain.

• If 𝑧 ∈ �Λ◦ \ (1 − 𝜖)�Λ◦ , then F𝑊 (𝑆) (𝑧) = 0 and the same argument as above
gives

F𝑊 (𝐴) (𝑧)
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆) (𝑧 + _◦)F𝑊 (𝑇) (𝑧 + _◦)

=
F𝑊 (𝐴) (𝑧)
|Λ|

0︷      ︸︸      ︷
F𝑊 (𝑆) (𝑧) F𝑊 (𝑇) (𝑧) = 0

• If 𝑧 ∉ (1 − 𝜖)�Λ◦ , then F𝑊 (𝑆) (𝑧) = 0 since supp(F𝑊 (𝑆)) ⊂ �Λ◦ and
F𝑊 ((𝑆★Λ𝑇)★Λ𝐴) (𝑧) = 0 since F𝑊 (𝐴) (𝑧)

|Λ | =
𝑔 (𝑧)

F𝑊 (𝑇 ) (𝑧) = 0 as supp(𝑔) ⊂ �Λ◦ .

�

A similar argument using duality brackets shows that essentially the same result
even holds for 𝑆 ∈ B′.
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Theorem C.7.5. Assume that 𝑆 ∈ B′ satisfies supp(𝐹𝑊 (𝑆)) ⊂ (1 − 2𝜖)�Λ◦ for
some 0 < 𝜖 < 1/2. Pick 𝑔 ∈ 𝐶∞𝑐 (R2𝑑) such that 𝑔 | (1−𝜖 )�Λ◦ ≡ 1 and supp(𝑔) ⊂ �Λ◦ .
If 𝑇 ∈ B satisfies F𝑊 (𝑇) (𝑧) ≠ 0 for 𝑧 ∈ supp(𝑔), then

𝑆 = (𝑆 ★Λ 𝑇) ★Λ 𝐴,

where 𝐴 ∈ B is given by F𝑊 (𝐴) = |Λ| 𝑔

F𝑊 (𝑇 ) .

Proof. We have already seen that 𝐴 ∈ B. Let 𝑓 ∈ 𝑆0(R2𝑑). Then

〈F𝑊 [(𝑆 ★Λ 𝑇) ★Λ 𝐴)] , 𝑓 〉𝑆′0,𝑆0

= 〈(𝑆 ★Λ 𝑇) ★Λ 𝐴), 𝜌( 𝑓 )〉B′,B by (C.5.2)
=

〈
𝑆 ★Λ 𝑇, 𝜌( 𝑓 ) ★Λ �̌�

∗〉
ℓ∞,ℓ1 by (C.4.8)

=
〈
𝑆, (𝜌( 𝑓 ) ★Λ �̌�

∗) ★Λ 𝑇
∗〉

B′,B by (C.4.10)

=
〈
F𝑊 (𝑆),F𝑊

[
(𝜌( 𝑓 ) ★Λ �̌�

∗) ★Λ 𝑇
∗]〉

𝑆′0,𝑆0
by (C.5.2)

=
〈
F𝑊 (𝑆), 𝑏 · F𝑊

[
(𝜌( 𝑓 ) ★Λ �̌�

∗) ★Λ 𝑇
∗]〉

𝑆′0,𝑆0
.

In the last line we multiplied the right hand side by a bump function 𝑏 ∈ 𝐶∞𝑐 (R2𝑑)
such that 𝑏 | (1−2𝜖 )�Λ◦ ≡ 1 and supp(𝑏) ⊂ (1− 𝜖)�Λ◦ – this does not change anything
by the assumptions on the supports of F𝑊 (𝑆) and 𝑏. We find using Theorem C.5.3
and Proposition C.5.4 that

𝑏 · F𝑊
[
(𝜌( 𝑓 ) ★Λ �̌�

∗) ★Λ 𝑇
∗] = 𝑏 · FΛ

𝜎 (𝜌( 𝑓 ) ★Λ �̌�
∗) · F𝑊 (𝑇)

= 𝑏 · F𝑊 (𝑇)𝑃Λ◦ ( 𝑓F𝑊 (𝐴)) by (C.5.5).

We claim that this last function equals 𝑏 · 𝑓 : if 𝑧 ∉ (1 − 𝜖)�Λ◦ , then 𝑏(𝑧) = 0, so
𝑏(𝑧) 𝑓 (𝑧) = 0 and

𝑏(𝑧) · F𝑊 (𝑇) (𝑧)𝑃Λ◦ ( 𝑓F𝑊 (𝐴)) ( ¤𝑧) = 0.

If 𝑧 ∈ (1 − 𝜖)�Λ◦ , then 𝑔(𝑧) = 1 and

𝑏(𝑧)F𝑊 (𝑇) (𝑧)𝑃Λ◦ ( 𝑓F𝑊 (𝐴)) ( ¤𝑧)

= 𝑏(𝑧)F𝑊 (𝑇) (𝑧)
1
|Λ|

∑︁
_◦∈Λ◦

𝑓 (𝑧 + _◦)F𝑊 (𝐴) (𝑧 + _◦)

= 𝑏(𝑧)F𝑊 (𝑇) (𝑧) 𝑓 (𝑧)
1
|Λ|F𝑊 (𝐴) (𝑧)

= 𝑏(𝑧)F𝑊 (𝑇) (𝑧) 𝑓 (𝑧)
𝑔(𝑧)

F𝑊 (𝑇) (𝑧)
= 𝑏(𝑧) 𝑓 (𝑧)
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since F𝑊 (𝐴) vanishes outside of �Λ◦ by construction. Hence we have shown that

〈F𝑊 [(𝑆 ★Λ 𝑇) ★Λ 𝐴)] , 𝑓 〉𝑆′0,𝑆0 = 〈F𝑊 (𝑆), 𝑏 · 𝑓 〉𝑆′0,𝑆0

= 〈F𝑊 (𝑆), 𝑓 〉𝑆′0,𝑆0

for any 𝑓 ∈ 𝑆0(R2𝑑), which implies the result. �

Operators 𝑆 such that supp(F𝑊 (𝑆)) ⊂ [− 𝑎2 ,
𝑎
2 ]
𝑑 × [−𝑏2 ,

𝑏
2 ]
𝑑 where 𝑎𝑏 ≤ 1

are called underspread, and provide realistic models of communication channels
[89, 141, 190, 193, 238]. We immediately obtain the following consequence.

Corollary C.7.5.1. Any underspread operator 𝑆 ∈ B′ can be expressed as a
convolution 𝑇 = 𝑐 ★Λ 𝐴 with 𝑐 ∈ ℓ∞(Λ) and 𝐴 ∈ B for a sufficiently dense lattice
Λ. In particular, 𝑆 is bounded on 𝐿2(R𝑑).

It is known (see [89]) that for an operator 𝑆 to be well-approximated by Gabor
multipliers – i.e. operators 𝑐★Λ (𝜓 ⊗ 𝜓) for 𝜓 ∈ 𝐿2(R𝑑) – 𝑆 should be underspread.
The result above shows that any underspread operator 𝑆 is given precisely by a
convolution 𝑆 = 𝑐 ★Λ 𝐴 if we allow 𝐴 to be any operator in B, not just a rank-
one operator. In fact, 𝐴 as constructed in the theorem will never be a rank-one
operator, since F𝑊 (𝐴) has compact support – this is not possible for rank-one
operators [173]. If 𝑆 satisfies 𝑆 ∈ S 𝑝 in addition to the assumptions of Theorem
C.7.5, then 𝑐 = 𝑆 ★𝑇 ∈ ℓ𝑝 (Λ) by Proposition C.4.3. Hence the 𝑝-summability of 𝑐
in 𝑆 = 𝑐 ★Λ 𝐴 reflects the fact that 𝑆 ∈ S 𝑝.

Theorem C.7.5 also implies that underspread operators 𝑆 are determined by the
sequence 𝑆 ★Λ 𝑇 when 𝑇 ∈ B is chosen appropriately. This was a major motivation
for [141], since when 𝑇 is a rank-one operator 𝑇 = 𝜑 ⊗ 𝜑, the sequence 𝑆★Λ 𝑇 is the
diagonal of the so-called channel matrix of 𝑆 with respect to 𝜑 – see [141, 213] for
a thorough discussion and motivation of these concepts. Finally, note that Theorem
C.7.5 gives a (partial) discrete analogue of part (5) of Theorem C.7.1.
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Paper D

On Gabor g-frames and Fourier
Series of Operators

Abstract
We show that Hilbert-Schmidt operators can be used to define frame-like
structures for 𝐿2 (R𝑑) over lattices in R2𝑑 that include multi-window Gabor
frames as a special case. These frame-like structures are called Gabor g-
frames, as they are examples of g-frames as introduced by Sun. We show that
Gabor g-frames share many properties of Gabor frames, including a Janssen
representation and Wexler-Raz biorthogonality conditions. A central part
of our analysis is a notion of Fourier series of periodic operators based on
earlier work by Feichtinger and Kozek, where we show in particular a Poisson
summation formula for trace class operators. By choosing operators from
certain Banach subspaces of the Hilbert Schmidt operators, Gabor g-frames
give equivalent norms for modulation spaces in terms of weighted ℓ𝑝-norms
of an associated sequence, as previously shown for localization operators by
Dörfler, Feichtinger and Gröchenig.

D.1 Introduction

The study of Gabor frames is today an essential part of time-frequency analysis.
By fixing a window function 𝜑 ∈ 𝐿2(R𝑑), a signal 𝜓 ∈ 𝐿2(R𝑑) is analyzed by
considering its projections onto copies of 𝜑 shifted in time and frequency. In other
words, one considers the short-time Fourier transform

𝑉𝜑𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜑〉𝐿2 for 𝑧 ∈ R2𝑑 ,

where 𝜋(𝑧) is the time-frequency shift operator defined by 𝜋(𝑧)𝜑(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜑(𝑡 −
𝑥) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 . If 𝜑 is well-behaved, one interprets |𝑉𝜑𝜓(𝑥, 𝜔) |2 as a
measure of the contribution of the frequency 𝜔 at the time 𝑥 in the signal 𝜓. Given
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a lattice Λ = 𝐴Z2𝑑 for 𝐴 ∈ GL(2𝑑,R), 𝜑 generates a Gabor frame over Λ if the
ℓ2-norm of the sequence {𝑉𝜑𝜓(_)}_∈Λ is equivalent to the 𝐿2-norm of 𝜓, i.e. there
should exist constants 𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
_∈Λ
|𝑉𝜑𝜓(_) |2 ≤ 𝐵‖𝜓‖2𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑). (D.1.1)

In the usual terminology of frames, see for instance the monographs [57, 131, 156],
this simply means that {𝜋(_)𝜑}_∈Λ is a frame for 𝐿2(R𝑑), and (D.1.1) is equivalent
to the fact that the frame operator

𝜓 ↦→
∑︁
_∈Λ

𝑉𝜑𝜓(_)𝜋(_)𝜑

is bounded and invertible on 𝐿2(R𝑑). Research over the last thirty years has
revealed several intriguing features of Gabor frames, among them the Janssen
representation of the frame operator [102,170,223], the Wexler-Raz biorthogonality
conditions [70, 102, 170, 252] and that for well-behaved windows 𝜑 summability
conditions on the coefficients {𝑉𝜑𝜓(_)}_∈Λ characterize smoothness and decay
properties of 𝜓 [100, 101, 140].

The aim of this paper is to show that Gabor frames over a lattice Λ ⊂ R2𝑑 are a
special case of a more general situation, namely that Hilbert-Schmidt operators on
𝐿2(R𝑑) can be used to define a frame-like structure for 𝐿2(R𝑑). These structures
are obtained by shifting a "window" operator 𝑆 over Λ by the operation

𝛼𝑧 (𝑆) = 𝜋(𝑧)𝑆𝜋(𝑧)∗ for 𝑧 ∈ R2𝑑 .

Following Werner [251] and Kozek [188] we consider 𝛼_(𝑆) to be a translation of
𝑆 by _. Our main definition is that 𝑆 generates a Gabor g-frame for 𝐿2(R𝑑) if there
exist constants 𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
_∈Λ
‖𝛼_(𝑆)𝜓‖2𝐿2 ≤ 𝐵‖𝜓‖2𝐿2 for 𝜓 ∈ 𝐿2(R𝑑). (D.1.2)

When 𝑆 is a rank-one operator we recover the definition of Gabor frames – more
generally we obtain multi-window Gabor frames [257] if 𝑆 is of finite rank. If
(D.1.2) holds, the associated g-frame operator 𝔖𝑆 given by

𝔖𝑆 (𝜓) =
∑︁
_∈Λ

𝛼_(𝑆∗𝑆)𝜓, (D.1.3)

is bounded and invertible on 𝐿2(R𝑑), and we show that this operator is the
composition of two other natural operators: the analysis and synthesis operators. A
major goal of this paper is to show that although Gabor g-frames are not frames,
they nevertheless share much of the structure of Gabor frames. Our terminology
stems from the fact that Gabor g-frames are examples of g-frames as introduced
by Sun [239], but apart from terminology the abstract theory of g-frames does not
feature much in this paper.
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Fourier series of operators and the Janssen representation

Our investigations into the structure of Gabor g-frames naturally lead to the study of
a notion of Fourier series of operators, inspired by the analysis of periodic operators
by Feichtinger and Kozek [102] and the quantum harmonic analysis of Werner [251].
By Fourier series for operators we mean that a Λ-periodic operator 𝑇 – meaning
that 𝛼_(𝑇) = 𝑇 for all _ ∈ Λ – has an expansion of the form

𝑇 =
∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦). (D.1.4)

HereΛ◦ is the adjoint lattice ofΛ defined in Section D.6, and we write _◦ = (_◦𝑥 , _◦𝜔).
Such expansions have also been studied in [102], and the interpretation that this
is a Fourier series of operators follows from considering the operator 𝑒−𝑖 𝜋𝑥 ·𝜔𝜋(𝑧)
for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 as the operator-analogue of the character 𝑡 ↦→ 𝑒2𝜋𝑖𝑧 ·𝑡 on R2𝑑 .
This interpretation is strengthened by the fact that an analogue of Wiener’s classical
lemma for absolutely summable Fourier series also holds for operators, by a result
of Gröchenig and Leinert [140]. We show that any Λ-periodic bounded operator
on 𝐿2(R𝑑) has a Fourier series expansion (D.1.4). This is not the only possible
approach to Fourier series of operators, see for instance [44,77–79], and we also
remark that periodic operators have been studied in [21, Prop. 5.5].

Due to the form of the Gabor g-frame operator (D.1.3) it is particularly interesting
to study the Fourier series expansion of periodic operators𝑇 given by a periodization
over Λ:

𝑇 =
∑︁
_∈Λ

𝛼_(𝑅)

for some operator 𝑅. This leads to the following Poisson summation formula for
trace class operators: if 𝑅 is a trace class operator, then∑︁

_∈Λ
𝛼_(𝑅) =

1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑅) (_◦)𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦), (D.1.5)

where F𝑊 is the Fourier-Wigner transform of 𝑅 defined by

F𝑊 (𝑅) (𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝜋(−𝑧)𝑅) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 ,

which Werner [251] argued is a Fourier transform of operators. Showing that (D.1.5)
holds for all trace class operators requires a careful study of the continuity of several
mappings. Equation (D.1.5) is an analogue of the usual Poisson summation formula
for functions: the Fourier coefficients of a periodization

∑
_∈Λ 𝛼_(𝑅) is given by

the samples of the Fourier transform of 𝑅. Comparing (D.1.5) with (D.1.3), we
obtain an alternative expression for the g-frame operator of a Gabor g-frame which
generalizes the Janssen representation for Gabor frames. This generalized Janssen
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representation allows us to deduce an extension of the Wexler-Raz biorthogonality
conditions to Gabor g-frames, and to establish painless procedures for making
Gabor g-frames using underspread operators.

Time-frequency localization and Gabor g-frames

The definition (D.1.2) has a particularly interesting interpretation if 𝛼_(𝑆)𝜓 can, in
some sense, be interpreted as the part of the signal 𝜓 localized around the point _
in the time-frequency plane R2𝑑 . In this case, one may interpret ‖𝛼_(𝑆)𝜓‖𝐿2 as
a measure of the part of 𝜓 localized around _ in the time-frequency plane. For
instance, picking a rank-one operator 𝑆 = 𝜑 ⊗ 𝜑 for 𝜑 ∈ 𝐿2(R𝑑), one finds that
‖𝛼_(𝑆)𝜓‖𝐿2 = |𝑉𝜑𝜓(_) |, which is the measure of localization of 𝜓 around _ used
in Gabor frames. Another prime example of operators 𝑆 where 𝛼_(𝑆)𝜓 has this
interpretation are the localization operators 𝐴𝜑𝜒Ω with domain Ω ⊂ R2𝑑 and window
𝜑 ∈ 𝐿2(R𝑑) introduced by Daubechies [63, 67, 88], and the inequalities (D.1.2)
have been studied for such operators by Dörfler, Feichtinger and Gröchenig [85, 87].
The results of [85, 87] are therefore a second important class examples of Gabor
g-frames in addition to (multi-window) Gabor frames.

In our terminology, [85, 87] showed that if 𝐴𝜑𝜒Ω generates a Gabor g-frame
with well-behaved window 𝜑, then weighted ℓ𝑝-norms of {‖𝛼_(𝐴𝜑𝜒Ω)𝜓‖𝐿2}_∈Λ are
equivalent to the norm of 𝜓 in modulation spaces. By the properties of modulation
spaces, this implies that smoothness and decay properties of 𝜓 are captured by
the coefficients {‖𝛼_(𝐴𝜑𝜒Ω)𝜓‖𝐿2}_∈Λ. A similar result is well-known for Gabor
frames [100,101,131], and in Corollary D.7.3.2 we extend this to a result for Gabor
g-frames that includes Gabor frames and localization operators as special cases.

The fact that the results of [85,87] can be incorporated into the theory of Gabor
g-frames allows us to understand exactly how a signal 𝜓 is recovered from its
time-frequency localized components 𝜓_ := 𝛼_(𝐴𝜑𝜒Ω)𝜓 for _ ∈ Λ. In fact, we show
that 𝐴𝜑𝜒Ω has a canonical dual operator 𝑅, such that

𝜓 =
∑︁
_∈Λ

𝛼_(𝑅∗)𝜓_ for any 𝜓 ∈ 𝐿2(R𝑑).

This is a generalization of a well-known fact for Gabor frames to Gabor g-frames
(and in particular the localization operators of [85, 87]), namely that if 𝜑 ∈ 𝐿2(R𝑑)
generates a Gabor frame, then there is a canonical dual window 𝜑′ ∈ 𝐿2(R𝑑) with

𝜓 =
∑︁
_∈Λ

𝑉𝜑𝜓(_)𝜋(_)𝜑′ for any 𝜓 ∈ 𝐿2(R𝑑).
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Cohen’s class and Gabor g-frames

A different perspective on Gabor g-frames uses Cohen’s class of time-frequency
distributions [59]. In the formalism of [204], ‖𝛼_(𝑆)𝜓‖2𝐿2 equals 𝑄𝑆∗𝑆 (𝜓) (_),
where 𝑄𝑆∗𝑆 is the Cohen’s class distribution associated with the operator 𝑆∗𝑆 as
defined in [204]. Hence equation (D.1.2) states that the ℓ1-norm of the samples
{𝑄𝑆∗𝑆 (𝜓) (_)}_∈Λ should be an equivalent norm on 𝐿2(R𝑑). A simple example of
a Cohen’s class distribution is the spectrogram |𝑉𝜑𝜓(𝑧) |2 for a window 𝜑, which
corresponds to picking rank-one 𝑆. Hence the move from Gabor frames to Gabor
g-frames corresponds to replacing the spectrogram by a more general Cohen’s class
distribution, and we show that much of the structure of Gabor frames is preserved.

Technical tools

We give a brief overview of the non-standard technical tools needed to prove the
results of the paper. We will utilize a Banach subspace B of the trace class operators,
as studied by [62,99,102]. The space B consists of operators with kernel (as integral
operators) in the so-called Feichtinger algebra [95], and we aim to show readers
with backgrounds in other areas than time-frequency analysis the usefulness of
B. For instance, if 𝑅 ∈ B the sum on the right hand side of (D.1.5) converges
absolutely in the operator norm. The same will hold if we pick 𝑅 from the smaller
space of Schwartz operators [179], but the Schwartz operators do not form a Banach
space. Hence B combines desirable features from the trace class operators and
the Schwartz operators: it is a Banach space, yet small enough to have properties
not shared by arbitrary trace class operators. A new aspect in this paper is that we
also develop a theory of weighted versions of B, and we use the projective tensor
product of Banach spaces to establish a decomposition of operators in the weighted
B-spaces in terms of rank-one operators.

We will also use the dual space B′ with its weak* topology. The sums in
the Poisson summation formula (D.1.5) for trace class operators converge in this
topology, but not necessarily in the weak* topology of the bounded operator L(𝐿2)
– hence B′ is necessary even for studying trace class operators.

In order to write the g-frame operator (D.1.3) as the composition of an analysis
operator and a synthesis operator we will need the 𝐿2-valued sequence spaces
ℓ
𝑝
𝑚(Λ; 𝐿2), consisting of sequences {𝜓_}_∈Λ ⊂ 𝐿2(R𝑑) such that∑︁

_∈Λ
‖𝜓_‖ 𝑝𝐿2𝑚(_) 𝑝 < ∞,

where 𝑚 is a weight function. The use of these Banach spaces is key to reducing
statements about Gabor g-frames to known results for Gabor frames in Section D.7.
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Organization

We recall some definitions and results from time-frequency analysis, pseudodiffer-
ential operators and g-frames in Section D.3. Section D.4 is devoted to introducing
and studying one of our main tools: Banach spaces of operators with kernels in
certain weighted function spaces and their decomposition into rank-one operators.
The definition and basic properties of Gabor g-frames are given in Section D.5.
The theory of Fourier series of operators and its applications to Gabor g-frames,
including a Janssen representation and Wexler-Raz biorthogonality for Gabor g-
frames, is explored in Section D.6. Section D.7 is devoted to using Gabor g-frames
to obtain equivalent norms for modulation spaces. Finally the relation of Gabor
g-frames to countably generated multi-window Gabor frames using the singular
value decomposition is explained in Section D.8.

D.2 Notation and conventions

By a lattice Λ we mean a full-rank lattice in R2𝑑 , i.e. Λ = 𝐴Z2𝑑 for some
𝐴 ∈ GL(2𝑑,R). The volume of Λ = 𝐴Z2𝑑 is |Λ| := det(𝐴). The Haar measure on
R2𝑑/Λ will always be normalized so that R2𝑑/Λ has total measure 1.

If 𝑋 is a Banach space and 𝑋 ′ its dual space, the action of 𝑦 ∈ 𝑋 ′ on 𝑥 ∈ 𝑋
is denoted by the bracket 〈𝑦, 𝑥〉𝑋 ′,𝑋 , where the bracket is antilinear in the second
coordinate to be compatible with the notation for inner products in Hilbert spaces.
This means that we are identifying the dual space 𝑋 ′ with antilinear functionals on
𝑋 . For two Banach spaces 𝑋,𝑌 we denote by L(𝑋,𝑌 ) the Banach space of bounded
linear operators 𝑆 : 𝑋 → 𝑌 , and if 𝑋 = 𝑌 we simply write L(𝑋). The notation
𝑋 ↩→ 𝑌 denotes a norm-continuous embedding of Banach spaces.

For 𝑝 ∈ [1,∞], 𝑝′ denotes the conjugate exponent, i.e. 1
𝑝
+ 1
𝑝′ = 1. The

notation 𝑃 . 𝑄 means that there is some 𝐶 > 0 such that 𝑃 ≤ 𝐶 · 𝑄, and 𝑃 � 𝑄
means that 𝑄 . 𝑃 and 𝑃 . 𝑄. For Ω ⊂ R2𝑑 , 𝜒Ω is the characteristic function of Ω.

D.3 Preliminaries

D.3.1 Time-frequency analysis and modulation spaces

The fundamental operators in time-frequency analysis are the translation operators
𝑇𝑥 and the modulation operators 𝑀𝜔 for 𝑥, 𝜔 ∈ R𝑑 , defined by

(𝑇𝑥𝜓) (𝑡) = 𝜓(𝑡 − 𝑥), (𝑀𝜔𝜓) (𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡) for 𝜓 ∈ 𝐿2(R𝑑).
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By composing these operators, we get the time-frequency shifts 𝜋(𝑧) := 𝑀𝜔𝑇𝑥 for
𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , given by

(𝜋(𝑧)𝜓) (𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡 − 𝑥) for 𝜓 ∈ 𝐿2(R𝑑).

The time-frequency shifts 𝜋(𝑧) are unitary operators on 𝐿2(R𝑑), with adjoint
𝜋(𝑧)∗ = 𝑒−2𝜋𝑖𝑥 ·𝜔𝜋(−𝑧) for 𝑧 = (𝑥, 𝜔). For 𝜓, 𝜙 ∈ 𝐿2(R𝑑) we use the time-
frequency shifts to define the short-time Fourier transform 𝑉𝜙𝜓 of 𝜓 with window
𝜙 by

𝑉𝜙𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜙〉𝐿2 for 𝑧 ∈ R2𝑑 . (D.3.1)

The short-time Fourier transform satisfies an orthogonality condition, sometimes
called Moyal’s identity [114, 131].

Lemma D.3.1 (Moyal’s identity). If 𝜓1, 𝜓2, 𝜙1, 𝜙2 ∈ 𝐿2(R𝑑), then 𝑉𝜙𝑖𝜓 𝑗 ∈
𝐿2(R2𝑑) for 𝑖, 𝑗 ∈ {1, 2} and〈

𝑉𝜙1𝜓1, 𝑉𝜙2𝜓2
〉
𝐿2 = 〈𝜓1, 𝜓2〉𝐿2 〈𝜙1, 𝜙2〉𝐿2 ,

where the leftmost inner product is in 𝐿2(R2𝑑) and those on the right are in 𝐿2(R𝑑).

Weight functions

To define the appropriate function spaces for our setting – the modulation spaces –
we need to consider weight functions on R2𝑑 . In this paper, a weight function is a
continuous and positive function on R2𝑑 . We will always let 𝑣 denote a submulti-
plicative weight function satisfying the GRS-condition. That 𝑣 is submultiplicative
means that

𝑣(𝑧1 + 𝑧2) ≤ 𝑣(𝑧1)𝑣(𝑧2) for any 𝑧1, 𝑧2 ∈ R2𝑑 ,

and the GRS-condition says that

lim
𝑛→∞
(𝑣(𝑛𝑧))1/𝑛 = 1 for any 𝑧 ∈ R2𝑑 .

Furthermore, we will assume that 𝑣 is symmetric in the sense that 𝑣(𝑥, 𝜔) =
𝑣(−𝑥, 𝜔) = 𝑣(𝑥,−𝜔) = 𝑣(−𝑥,−𝜔) for any (𝑥, 𝜔) ∈ R2𝑑 , which along with submul-
tiplicativity implies that 𝑣 ≥ 1 [135].

By 𝑚 we will always mean a weight function that is v-moderate; this means that

𝑚(𝑧1 + 𝑧2) . 𝑚(𝑧1)𝑣(𝑧2) for any 𝑧1, 𝑧2 ∈ R2𝑑 . (D.3.2)

The interested reader is encouraged to consult the survey [135] for an excellent
exposition of the reasons for making these assumptions in time-frequency analysis.
The less interested reader may safely assume that all weights are polynomial weights
𝑣𝑠 (𝑧) = (1 + |𝑧 |)𝑠 for some 𝑠 ≥ 0.
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Modulation spaces

Let 𝜑0 be the normalized (in 𝐿2-norm) Gaussian 𝜑0(𝑥) = 2𝑑/4𝑒−𝜋𝑥 ·𝑥 for 𝑥 ∈ R𝑑 ,
and let 𝑣 be a submultiplicative, symmetric GRS-weight. We first define the space
𝑀1
𝑣 (R𝑑) to be the space of 𝜓 ∈ 𝐿2(R𝑑) such that

‖𝜓‖𝑀 1
𝑣

:=
∫
R2𝑑
|𝑉𝜑0𝜓(𝑧) |𝑣(𝑧) 𝑑𝑧 < ∞.

For 𝑝 ∈ [1,∞] and a 𝑣-moderate weight function 𝑚 we then define the modulation
space 𝑀 𝑝

𝑚(R𝑑) to be the set of 𝜓 in the (antilinear) dual space
(
𝑀1
𝑣 (R𝑑)

) ′ with

‖𝜓‖𝑀 𝑝
𝑚

:=
(∫
R2𝑑
|𝑉𝜑0𝜓(𝑧) |𝑝𝑚(𝑧) 𝑝 𝑑𝑧

)1/𝑝
< ∞, (D.3.3)

where the integral is replaced by a supremum in the usual way when 𝑝 = ∞. In
(D.3.3), 𝑉𝜑0𝜓 must be interpreted by (antilinear) duality, meaning that we extend
the definition in equation (D.3.1) by defining

𝑉𝜑0𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜑0〉 (𝑀 1
𝑣 )′,𝑀 1

𝑣
.

For 𝑚 ≡ 1 we will write 𝑀 𝑝 (R𝑑) := 𝑀 𝑝
𝑚(R𝑑). We summarize a few of the useful

properties of modulation spaces in a proposition, see [131] for the proofs.

Proposition D.3.2. Let 𝑚 be a 𝑣-moderate weight and 𝑝 ∈ [1,∞].

(a) 𝑀 𝑝
𝑚(R𝑑) is a Banach space with the norm defined in (D.3.3).

(b) If we replace 𝜑0 with another function 0 ≠ 𝜙 ∈ 𝑀1
𝑣 (R𝑑) in (D.3.3), we obtain

the same space 𝑀 𝑝
𝑚(R𝑑) as with 𝜑0, with equivalent norms.

(c) If 1 ≤ 𝑝1 ≤ 𝑝2 ≤ ∞ and 𝑚2 . 𝑚1, then 𝑀 𝑝1
𝑚1 (R𝑑) ↩→ 𝑀

𝑝2
𝑚2 (R𝑑).

(d) If 𝑝 < ∞ and 1
𝑝
+ 1
𝑝′ = 1, then 𝑀 𝑝′

1/𝑚(R
𝑑) is the dual space of 𝑀 𝑝

𝑚(R𝑑) with

〈𝜙, 𝜓〉
𝑀

𝑝′
1/𝑚,𝑀

𝑝
𝑚
=

∫
R2𝑑

𝑉𝜑0𝜙(𝑧)𝑉𝜑0𝜓(𝑧) 𝑑𝑧. (D.3.4)

(e) The operators 𝜋(𝑧) can be extended to bounded operators on 𝑀 𝑝
𝑚(R𝑑) with

‖𝜋(𝑧)𝜓‖𝑀 𝑝
𝑚
. 𝑣(𝑧)‖𝜓‖𝑀 𝑝

𝑚
for 𝜓 ∈ 𝑀 𝑝

𝑚(R𝑑).

(f) 𝐿2(R𝑑) = 𝑀2(R𝑑) with equivalent norms.

(g) 𝑀1
𝑣 (R𝑑) is dense in 𝑀 𝑝

𝑚(R𝑑) for 𝑝 < ∞ and weak*-dense in 𝑀∞𝑚 (R𝑑).
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Remark D.1. (a) Assume that 𝑝 < ∞. If 𝜙 ∈ 𝐿2(R𝑑) ∩ 𝑀 𝑝′

1/𝑚(R
𝑑) and 𝜓 ∈

𝑀
𝑝
𝑚(R𝑑) ∩ 𝐿2(R𝑑), then Moyal’s identity and (D.3.4) implies that

〈𝜙, 𝜓〉
𝑀

𝑝′
1/𝑚,𝑀

𝑝
𝑚
= 〈𝜙, 𝜓〉𝐿2 .

We will use this fact several times in the rest of the paper.

(b) We defined modulation spaces as subspaces of (𝑀1
𝑣 (R𝑑)) ′ = 𝑀∞1/𝑣 (R

𝑑). If
one restricts to weights 𝑣 of at most polynomial growth, then 𝑀1

𝑣 (R𝑑) contains
the Schwartz functions 𝒮(R𝑑) and 𝑀∞1/𝑣 (R

𝑑) is a subspace of the tempered
distributions 𝒮′(R𝑑) [135].

(c) If 𝑚 is 𝑣-moderate, then so is 1/𝑚 since we assume that 𝑣 is symmetric: for
𝑤1, 𝑤2 ∈ R2𝑑 we find by choosing 𝑧1 = 𝑤1 +𝑤2 and 𝑧2 = −𝑤2 in (D.3.2) that
𝑚(𝑤1) . 𝑚(𝑤1 + 𝑤2)𝑣(𝑤2), hence

1
𝑚(𝑤1 + 𝑤2)

.
1

𝑚(𝑤1)
𝑣(𝑤2).

The class of modulation spaces is therefore closed under duality for 𝑝 < ∞.

Wiener amalgam spaces and sampling estimates

Some close relatives of the modulation spaces are the Wiener amalgam spaces. For
our purposes, these spaces are interesting because they are associated with certain
sampling estimates. We first define, for 1 ≤ 𝑝 < ∞, any lattice Λ and weight
function 𝑚, the weighted sequence spaces

ℓ
𝑝
𝑚(Λ) =

{
{𝑐_}_∈Λ ⊂ C : ‖𝑐‖ 𝑝

ℓ
𝑝
𝑚

:=
∑︁
_∈Λ
|𝑐_ |𝑝𝑚(_) 𝑝 < ∞

}
,

and ℓ∞𝑚 (Λ) is defined by replacing the sum by a supremum in the usual way.
Given any function 𝑓 : R2𝑑 → C we define a sequence {𝑎 (𝑘,𝑙) } (𝑘,𝑙) ∈Z2𝑑 by

𝑎 (𝑘,𝑙) = sup
𝑥,𝜔∈[0,1]𝑑

| 𝑓 (𝑥 + 𝑘, 𝜔 + 𝑙) |,

the Wiener amalgam space𝑊 (𝐿 𝑝𝑚) on R2𝑑 is then the Banach space of 𝑓 : R2𝑑 → C
such that

‖ 𝑓 ‖𝑊 (𝐿𝑝
𝑚) := ‖{𝑎 (𝑘,𝑙) }‖ℓ𝑝𝑚 (Z2𝑑) < ∞.

The following is Proposition 11.1.4 in [131].
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Lemma D.3.3. Let Λ be a lattice in R2𝑑 , and assume that 𝑓 ∈ 𝑊 (𝐿 𝑝𝑚) is continuous.
Then

‖ 𝑓 |Λ‖ℓ𝑝𝑚 . ‖ 𝑓 ‖𝑊 (𝐿𝑝
𝑚) ,

where the implicit constant may be chosen to be independent of 𝑝 and 𝑚. Since
𝑀1(R2𝑑) ↩→ 𝑊 (𝐿1

𝑚) for𝑚 ≡ 1, it follows that ‖ 𝑓 |Λ‖ℓ1 . ‖ 𝑓 ‖𝑀 1 for 𝑓 ∈ 𝑀1(R2𝑑).

By combining [63, Lem. 4.1] with Lemma D.3.3, one obtains the following
result.

Lemma D.3.4. Let Λ be a lattice, 𝜙 ∈ 𝑀1
𝑣 (R𝑑) and 𝜓 ∈ 𝑀 𝑝

𝑚(R𝑑) where 𝑝 ∈ [1,∞].
Then

‖𝑉𝜙𝜓 |Λ‖ℓ𝑝𝑚 (Λ) . ‖𝜙‖𝑀 1
𝑣
‖𝜓‖𝑀 𝑝

𝑚
,

where the implicit constant may be chosen to be independent of 𝑝 and 𝑚.

The symplectic Fourier transform

As the Fourier transform of functions 𝑓 on R2𝑑 , we will use the symplectic Fourier
transform F𝜎 𝑓 , given by

F𝜎 𝑓 (𝑧) =
∫
R2𝑑

𝑓 (𝑧′)𝑒−2𝜋𝑖𝜎 (𝑧,𝑧′) 𝑑𝑧′ for 𝑓 ∈ 𝐿1(R2𝑑), 𝑧 ∈ R2𝑑 ,

where 𝜎 is the standard symplectic form 𝜎((𝑥1, 𝜔1), (𝑥2, 𝜔2)) = 𝜔1 · 𝑥2 − 𝜔2 · 𝑥1.
Then F𝜎 is an isomorphism on 𝑀1(R2𝑑), and extends to a unitary operator on
𝐿2(R2𝑑) and an isomorphism on 𝑀∞(R2𝑑) [102, Lem. 7.6.2].

D.3.2 Trace class and Hilbert-Schmidt operators

By the singular value decomposition, see Chapter 3.2 of [54], any compact operator
𝑆 on 𝐿2(R𝑑) may be written as

𝑆 =

𝑁0∑︁
𝑛=1

𝑠𝑛b𝑛 ⊗ 𝜑𝑛

for some 𝑁0 ∈ N∪ {∞}, two orthonormal systems {b𝑛}𝑁0
𝑛=1 , {𝜑𝑛}

𝑁0
𝑛=1 in 𝐿2(R𝑑) and

a sequence of positive numbers {𝑠𝑛}𝑁0
𝑛=1 ∈ ℓ

∞ called the singular values of 𝑆. Here
b ⊗ 𝜑 denotes the rank-one operator b ⊗ 𝜑(𝜓) = 〈𝜓, 𝜑〉𝐿2b for 𝜑, b, 𝜓 ∈ 𝐿2(R𝑑).
We assume that 𝑠𝑛+1 ≤ 𝑠𝑛 for 𝑛 ∈ N.

Imposing summability conditions on the singular values of 𝑆 allows us to define
two important classes of operators. The trace class operators S1 are the operators 𝑆
whose singular values satisfy {𝑠𝑛}𝑁0

𝑛=1 ∈ ℓ
1. The norm ‖𝑆‖S1 = ‖{𝑠𝑛}‖ℓ1 makes S1
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into a Banach space [54]. We may define a bounded linear functional on S1 called
the trace by

tr(𝑆) :=
∑︁
𝑛∈N
〈𝑆[𝑛, [𝑛〉,

where {[𝑛}𝑛∈N is an orthonormal basis for 𝐿2(R𝑑) – the value of tr(𝑆) can be
shown to be independent of the orthonormal basis used in its definition [54]. We
also mention that the norm on S1 may be expressed by ‖𝑆‖1S = tr( |𝑆 |).

The Hilbert-Schmidt operators HS are the operators 𝑆 where {𝑠𝑛}𝑁0
𝑛=1 ∈ ℓ

2. The
norm on HS can be expressed as the ℓ2 norm of the singular values, but it will be
more useful to note that 𝑆𝑇 ∈ S1 for any 𝑆, 𝑇 ∈ HS and that HS becomes a Hilbert
space with respect to the inner product [54]

〈𝑆, 𝑇〉HS := tr(𝑆𝑇∗).

Another description of HS is obtained by noting that it is isomorphic to the Hilbert
space tensor product 𝐿2(R𝑑) ⊗ 𝐿2(R𝑑), where the isomorphism is obtained by
associating rank-one operators 𝜓 ⊗ 𝜑 ∈ HS with elementary tensors 𝜓 ⊗ 𝜑 [115,
Appendix 3].

D.3.3 Pseudodifferential operators

We will consider different ways to associate functions on R2𝑑 with operators
𝑀1(R𝑑) → 𝑀∞(R𝑑).

Integral operators

For 𝑘 ∈ 𝐿2(R2𝑑), we define a necessarily bounded integral operator 𝑆 : 𝐿2(R𝑑) →
𝐿2(R𝑑) by

𝑆𝜓(𝑥) =
∫
R𝑑
𝑘 (𝑥, 𝑦)𝜓(𝑦) 𝑑𝑦 for 𝜓 ∈ 𝐿2(R𝑑). (D.3.5)

Here 𝑘 = 𝑘𝑆 is the kernel of 𝑆, and one can extend the definition above to
𝑘 ∈ 𝑀∞(R2𝑑) by defining 𝑆 : 𝑀1(R𝑑) → 𝑀∞(R𝑑) by duality:

〈𝑆𝜓, 𝜙〉𝑀∞,𝑀 1 =
〈
𝑘, 𝜙 ⊗ 𝜓

〉
𝑀∞,𝑀 1 for 𝜙, 𝜓 ∈ 𝑀1(R𝑑),

where 𝜙 ⊗ 𝜓(𝑥, 𝑦) = 𝜙(𝑥)𝜓(𝑦). By the kernel theorem for modulation spaces [131,
Thm. 14.4.1], any continuous linear operator 𝑆 : 𝑀1(R𝑑) → 𝑀∞(R𝑑) is induced
by a unique kernel 𝑘 = 𝑘𝑆 ∈ 𝑀∞(R2𝑑) in this way. Writing operators using a kernel
𝑘 will be particularly useful for us because

𝑘𝜙⊗𝜓 = 𝜙 ⊗ 𝜓 for 𝜓, 𝜙 ∈ 𝐿2(R𝑑), (D.3.6)
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where 𝜙⊗𝜓 on the left side denotes the rank-one operator 𝜙⊗𝜓(b) = 〈b, 𝜓〉𝐿2 𝜙, and
on the right side the function 𝜙⊗𝜓(𝑥, 𝑦) = 𝜙(𝑥)𝜓(𝑦). The Hilbert-Schmidt operators
are precisely those operators 𝑆 : 𝑀1(R𝑑) → 𝑀∞(R𝑑) such that 𝑘𝑆 ∈ 𝐿2(R2𝑑).

The Weyl calculus

For b, [ ∈ 𝐿2(R𝑑), the cross-Wigner distribution𝑊 (b, [) is given by

𝑊 (b, [) (𝑥, 𝜔) =
∫
R𝑑
b

(
𝑥 + 𝑡

2

)
[

(
𝑥 − 𝑡

2

)
𝑒−2𝜋𝑖𝜔 ·𝑡 𝑑𝑡 for (𝑥, 𝜔) ∈ R2𝑑 .

Using the cross-Wigner distribution we introduce the Weyl calculus. For 𝑓 ∈
𝑀∞(R2𝑑) and b, [ ∈ 𝑀1(R𝑑), we define the Weyl transform 𝐿 𝑓 of 𝑓 to be the
operator 𝐿 𝑓 : 𝑀1(R𝑑) → 𝑀∞(R𝑑) given by〈

𝐿 𝑓 [, b
〉
𝑀∞,𝑀 1 = 〈 𝑓 ,𝑊 (b, [)〉𝑀∞,𝑀 1 .

𝑓 is called the Weyl symbol of the operator 𝐿 𝑓 . In general we will use 𝑎𝑆 to denote
the Weyl symbol of an operator 𝑆, in other words 𝐿𝑎𝑆 = 𝑆. By the kernel theorem
for modulation spaces, the Weyl transform is a bijection from 𝑀∞(R2𝑑) to the
continuous linear operators 𝑀1(R𝑑) → 𝑀∞(R𝑑). As above, HS has a simple
description in terms of the Weyl symbol: 𝑆 ∈ HS if and only if 𝑎𝑆 ∈ 𝐿2(R2𝑑).

Translation of operators

Several authors have considered the idea of translating operators by a point 𝑧 ∈ R2𝑑

by conjugation with 𝜋(𝑧) [102,188,251]: if 𝑆 : 𝑀1(R𝑑) → 𝑀∞(R𝑑) is a continuous
operator, we define the translation of 𝑆 by 𝑧 ∈ R2𝑑 to be

𝛼𝑧 (𝑆) = 𝜋(𝑧)𝑆𝜋(𝑧)∗.

This corresponds to a translation of the Weyl symbol [203, Lem. 3.2],

𝛼𝑧 (𝑆) = 𝐿𝑇𝑧 (𝑎𝑆) , (D.3.7)

which is a major reason why the Weyl symbol is useful for us when considering
Fourier series of operators in Section D.6. Since 𝜋(𝑧) is unitary, 𝛼 also respects the
product of two operators in the sense that

𝛼𝑧 (𝑆𝑇) = 𝛼𝑧 (𝑆)𝛼𝑧 (𝑇) for 𝑆, 𝑇 ∈ L(𝐿2). (D.3.8)

It is easily shown that 𝛼𝑧 is an isometry on S1,HS and L(𝐿2) for any 𝑧 ∈ R2𝑑

and that applying 𝛼𝑧 to a rank-one operator 𝜓 ⊗ 𝜙 amounts to a time-frequency shift
of 𝜓 and 𝜙 :

𝛼𝑧 (𝜓 ⊗ 𝜙) = (𝜋(𝑧)𝜓) ⊗ (𝜋(𝑧)𝜙). (D.3.9)
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Furthermore, the map 𝑧 ↦→ 𝛼𝑧 is a representation of the locally compact abelian
group R2𝑑 on the space of Hilbert-Schmidt operators. In fact, if we identify the
Hilbert-Schmidt operators with the Hilbert space tensor product 𝐿2(R𝑑) ⊗ 𝐿2(R𝑑),
then 𝛼 is the tensor product representation 𝜋 ⊗ 𝜋 of R2𝑑 on 𝐿2(R𝑑) ⊗ 𝐿2(R𝑑), which
is the notation for 𝛼 used in [102].

The Fourier-Wigner transform

For a trace class operator 𝑆 ∈ S1, the Fourier-Wigner transform F𝑊 (𝑆) of 𝑆 is the
function

F𝑊 (𝑆) (𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝜋(−𝑧)𝑆) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 .

As a special case, if 𝜓, 𝜙 ∈ 𝐿2(R𝑑) we have [203, Lem. 6.1] that

F𝑊 (𝜙 ⊗ 𝜓) (𝑧) = 𝑒𝜋𝑖𝑥 ·𝜔𝑉𝜓𝜙(𝑧) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , (D.3.10)

and we also mention the easily verified relation

F𝑊 (𝑆∗) (𝑧) = F𝑊 (𝑆) (−𝑧) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 . (D.3.11)

Werner [251] has shown that in many respects F𝑊 behaves like a Fourier transform
for operators, which is the interpretation we will often rely on. For instance, a
Riemann-Lebesgue lemma holds: if 𝑆 ∈ S1, then F𝑊 (𝑆) ∈ 𝐶0(R2𝑑) and

‖F𝑊 (𝑆)‖𝐿∞ ≤ ‖𝑆‖S1 . (D.3.12)

The Fourier-Wigner transform and Weyl transform are related by a symplectic
Fourier transform:

F𝑊 (𝑆) = F𝜎 (𝑎𝑆), (D.3.13)

which can be used to show that 𝑆 ∈ HS if and only if F𝑊 (𝑆) ∈ 𝐿2(R2𝑑). Finally,
we remark that F𝑊 (𝑆) differs only by a phase factor 𝑒−𝜋𝑖𝑥 ·𝜔 from the spreading
function of 𝑆 [29, 102].

Localization operators

An important class of examples of pseudodifferential operators in this paper will be
the localization operators. Given 𝜑 ∈ 𝐿2(R𝑑) and ℎ ∈ 𝐿1(R2𝑑), the localization
operator 𝐴𝜑

ℎ
∈ L(𝐿2) is defined by

𝐴
𝜑

ℎ
𝜓 =

∫
R2𝑑

ℎ(𝑧)𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧 for 𝜓 ∈ 𝐿2(R𝑑),
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where the integral is an absolutely convergent Bochner integral in 𝐿2(R𝑑). Lo-
calization operators interact nicely with the various aspects of pseudodifferential
operators considered above: their Weyl symbol is given by a convolution [48]

𝑎𝐴𝜑

ℎ
= ℎ ∗𝑊 (𝜑, 𝜑)

and they satisfy the translation covariance property [203, Lem. 4.3 and Thm. 5.1]

𝛼𝑧 (𝐴𝜑ℎ ) = 𝐴
𝜑

𝑇𝑧ℎ
(D.3.14)

D.3.4 Frames and g-frames

We will briefly recall the basic definitions of frame theory in the Hilbert space
𝐿2(R𝑑), referring the details to the monographs [57, 131, 156]. Recall that a
sequence {b𝑖}𝑖∈𝐼 ⊂ 𝐿2(R𝑑) is a frame for 𝐿2(R𝑑) if there exist constants 𝐴, 𝐵 > 0
such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
𝑖∈𝐼
|〈𝜓, b𝑖〉𝐿2 | ≤ 𝐵‖𝜓‖2

𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑). (D.3.15)

Here 𝐴 and 𝐵 are called the lower and upper frame bound, respectively. If (D.3.15)
holds with 𝐴 = 𝐵, we say that {b𝑖}𝑖∈𝐼 is a tight frame, and if 𝐴 = 𝐵 = 1 we call
{b𝑖}𝑖∈𝐼 a Parseval frame. Whenever the rightmost inequality in (D.3.15) holds for
some 𝐵 > 0, {b𝑖}𝑖∈𝐼 is a Bessel system.

When {b𝑖}𝑖∈𝐼 is a Bessel system, we associated with {b𝑖}𝑖∈𝐼 several bounded
operators: the analysis operator 𝐶 : 𝐿2(R𝑑) → ℓ2(𝐼) given by

𝐶𝜓 = {〈𝜓, b𝑖〉𝐿2}𝑖∈𝐼 for 𝜓 ∈ 𝐿2(R𝑑),

the synthesis operator 𝐷 : ℓ2(𝐼) → 𝐿2(R𝑑) given by

𝐷{𝑐𝑖}𝑖∈𝐼 =
∑︁
𝑖∈𝐼

𝑐𝑖b𝑖 for {𝑐𝑖}𝑖∈𝐼 ∈ ℓ2(𝐼)

and the frame operator 𝔖 = 𝐷𝐶 ∈ L(𝐿2) defined by

𝔖(𝜓) =
∑︁
𝑖∈𝐼
〈𝜓, b𝑖〉𝐿2b𝑖 for 𝜓 ∈ 𝐿2(R𝑑).

In the introduction, see equation (D.1.1), we introduced a special class of frames
called Gabor frames, which are frames of the form {𝜋(_)𝜑}_∈Λ for some lattice Λ
and 𝜑 ∈ 𝐿2(R𝑑). More generally, a multi-window Gabor frame [257] is a frame of
the form {𝜋(_)𝜑𝑛}_∈Λ,𝑛=1,...𝑁 where 𝜑𝑛 ∈ 𝐿2(R𝑑) for 𝑛 = 1, ..., 𝑁. We call the set
{𝜋(_)𝜑𝑛}_∈Λ,𝑛=1,...𝑁 the multi-window Gabor system generated by {𝜑𝑛}𝑁𝑛=1, even
when {𝜋(_)𝜑𝑛}_∈Λ,𝑛=1,...𝑁 is not a frame.
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𝑣⊗𝑣

g-frames

In [239], Sun introduced g-frames as a generalization of frames for Hilbert spaces.
We state a special case1 for the Hilbert space 𝐿2(R𝑑). A sequence {𝐴𝑖}𝑖∈𝐼 ⊂ L(𝐿2)
is a g-frame for 𝐿2(R𝑑) with respect to 𝐿2(R𝑑) if there exist positive constants 𝐴, 𝐵
such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
𝑖∈𝐼
‖𝐴𝑖𝜓‖2𝐿2 ≤ 𝐵‖𝜓‖2𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑).

If we can choose 𝐴 = 𝐵, we say that the g-frame is tight. When the above inequality
holds, the g-frame operator 𝔖 defined by

𝔖𝜓 =
∑︁
𝑖∈N

𝐴∗𝑖 𝐴𝑖𝜓

is positive, bounded and invertible on 𝐿2(R𝑑) with 𝐴 ≤ ‖𝔖‖L(𝐿2) ≤ 𝐵.

D.4 The space B𝑣⊗𝑣 of operators with kernel in 𝑀1
𝑣⊗𝑣

To define a suitable class of operators for our purposes, we will consider modulation
spaces on R2𝑑 . The short-time Fourier transform on phase space R2𝑑 is

V𝑔 𝑓 (𝑧, Z) = 〈 𝑓 , 𝜋(𝑧) ⊗ 𝜋(Z)𝑔〉𝐿2 for 𝑧, Z ∈ R2𝑑 and 𝑓 , 𝑔 ∈ 𝐿2(R2𝑑),

where 𝜋(𝑧) ⊗ 𝜋(Z) is defined by

𝜋(𝑧) ⊗ 𝜋(Z)𝑔 = 𝑀(𝑧𝜔 ,Z𝜔)𝑇(𝑧𝑥 ,Z𝑥 )𝑔 for 𝑧 = (𝑧𝑥 , 𝑧𝜔), Z = (Z𝑥 , Z𝜔).

Given a submultiplicative, symmetric GRS-weight 𝑣 onR2𝑑 , we consider the Banach
space 𝑀1

𝑣⊗𝑣 (R2𝑑) of 𝑓 ∈ 𝐿2(R2𝑑) such that

‖ 𝑓 ‖𝑀 1
𝑣⊗𝑣

=

∫
R2𝑑

∫
R2𝑑
|V𝜑0⊗𝜑0 𝑓 (𝑧, Z) |𝑣(𝑧)𝑣(Z) 𝑑𝑧𝑑Z < ∞,

where 𝜑0 ⊗ 𝜑0(𝑥, 𝑦) = 𝜑0(𝑥)𝜑0(𝑦). With these definitions it is easy to show that if
𝜙, 𝜓 ∈ 𝑀1

𝑣 (R𝑑), then 𝜙 ⊗ 𝜓 ∈ 𝑀1
𝑣⊗𝑣 (R2𝑑) with

‖𝜓 ⊗ 𝜙‖𝑀 1
𝑣⊗𝑣

= ‖𝜓‖𝑀 1
𝑣
‖𝜙‖𝑀 1

𝑣
. (D.4.1)

1More generally, we could consider 𝐴𝑖 ∈ L(H, 𝑉𝑖) where H is a Hilbert space and 𝑉𝑖 is a closed
subspace of another Hilbert space H′, see [239].

191



Paper D. On Gabor g-frames and Fourier Series of Operators

In fact, 𝑀1
𝑣⊗𝑣 (R2𝑑) is isomorphic to 𝑀1

𝑣 (R𝑑)⊗̂𝑀1
𝑣 (R𝑑) [19, Thm. 5], where

⊗̂ denotes the projective tensor product of Banach spaces. This tensor product
construction is covered in detail in [228], but for our purposes it suffices to note that

𝑀1
𝑣⊗𝑣 (R2𝑑) = 𝑀1

𝑣 (R𝑑)⊗̂𝑀1
𝑣 (R𝑑)

=

{∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ 𝜙 (2)𝑛 :

∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
< ∞

}
,

(D.4.2)

with an equivalent norm for 𝑀1
𝑣⊗𝑣 (R2𝑑) given by

‖ 𝑓 ‖𝑀 1
𝑣⊗𝑣
� inf

{∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣

}
, (D.4.3)

where the infimum is taken over all sequences {𝜙 (1)𝑛 }𝑛∈N, {𝜙 (2)𝑛 }𝑛∈N in 𝑀1
𝑣 (R𝑑)

such that 𝑓 =
∑
𝑛∈N 𝜙

(1)
𝑛 ⊗ 𝜙 (2)𝑛 and

∑
𝑛∈N ‖𝜙

(1)
𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
< ∞.

We will be particularly interested in the class of operators 𝑆 whose kernel 𝑘𝑆
belongs to 𝑀1

𝑣⊗𝑣 (R2𝑑), as studied by several authors [102, 168, 193] for 𝑣 ≡ 1. We
denote the class of such operators by B𝑣⊗𝑣 , and define the norm

‖𝑆‖B𝑣⊗𝑣 := ‖𝑘𝑆 ‖𝑀 1
𝑣⊗𝑣
.

Since 𝑀1
𝑣⊗𝑣 (R2𝑑) ↩→ 𝐿2(R2𝑑), operators in B𝑣⊗𝑣 define bounded operators on

𝐿2(R𝑑) by (D.3.5). In fact (see [129, 138]) we have B𝑣⊗𝑣 ↩→ S1 ↩→ L(𝐿2), hence

‖𝑆‖L(𝐿2) ≤ ‖𝑆‖S1 . ‖𝑆‖B𝑣⊗𝑣 for 𝑆 ∈ B𝑣⊗𝑣 .

Now recall from (D.3.6) that the kernel of a rank-one operator 𝜙 ⊗ 𝜓 with 𝜓, 𝜙 ∈
𝑀1
𝑣 (R𝑑) is the function 𝜙 ⊗ 𝜓. By (D.4.1) we get that

‖𝜙 ⊗ 𝜓‖B𝑣⊗𝑣 = ‖𝜙‖𝑀 1
𝑣
‖𝜓‖𝑀 1

𝑣

(we have also used that ‖𝜓‖𝑀 1
𝑣
= ‖𝜓‖𝑀 1

𝑣
as 𝑣 is symmetric). Equation (D.4.2)

therefore has the following important consequences.

Proposition D.4.1. Let 𝑆 ∈ B𝑣⊗𝑣 .

(a) There exist sequences {𝜙 (1)𝑛 }𝑛∈N, {𝜙 (2)𝑛 }𝑛∈N ⊂ 𝑀1
𝑣 (R𝑑) with∑︁

𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
< ∞

such that 𝑆 can be written as a sum of rank-one operators

𝑆 =
∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ 𝜙 (2)𝑛 . (D.4.4)

The decomposition (D.4.4) converges absolutely in B𝑣⊗𝑣 , hence in S1 and
L(𝐿2).
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(b)

‖𝑆‖B𝑣⊗𝑣 � inf

{∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣

}
,

with infimum taken over all sequences {𝜙 (1)𝑛 }𝑛∈N, {𝜙 (2)𝑛 }𝑛∈N as in (a).

(c) Let 𝑆∗ denote the Hilbert space adjoint of 𝑆 when 𝑆 is viewed as an operator
𝐿2(R𝑑) → 𝐿2(R𝑑). Then 𝑆∗ ∈ B𝑣⊗𝑣 and 𝑆 extends to a weak*-to-weak*-
continuous operator 𝑆 : 𝑀∞1/𝑣 (R

𝑑) → 𝑀∞1/𝑣 (R
𝑑) by defining

〈𝑆𝜙, 𝜓〉𝑀∞1/𝑣 ,𝑀 1
𝑣
= 〈𝜙, 𝑆∗𝜓〉𝑀∞1/𝑣 ,𝑀 1

𝑣
for 𝜙 ∈ 𝑀∞1/𝑣 (R

𝑑), 𝜓 ∈ 𝑀1
𝑣 (R𝑑).

The decomposition in (D.4.4) still holds for this extensions of 𝑆, meaning that

𝑆𝜓 =
∑︁
𝑛∈N

〈
𝜓, 𝜙

(2)
𝑛

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

𝜙
(1)
𝑛 for 𝜓 ∈ 𝑀∞1/𝑣 (R

𝑑)

with absolute convergence of the sum in the norm of 𝑀1
𝑣 (R𝑑).

(d) The extension of 𝑆 to 𝑀∞1/𝑣 (R
𝑑) is bounded from 𝑀∞1/𝑣 (R

𝑑) into 𝑀1
𝑣 (R𝑑),

and maps weak*-convergent sequences in 𝑀∞1/𝑣 (R
𝑑) to norm-convergent

sequences in 𝑀1
𝑣 (R𝑑).

Proof. (a) By (D.4.2), there exist {𝜙 (1)𝑛 }𝑛∈𝑁 , {𝜙 (2)𝑛 }𝑛∈𝑁 as in the statement with

𝑘𝑆 (𝑥, 𝑦) =
∑︁
𝑛∈N

𝜙
(1)
𝑛 (𝑥)𝜙 (2)𝑛 (𝑦) for 𝑥, 𝑦 ∈ R𝑑 ,

with absolute convergence of the sum in the norm of 𝑀1
𝑣⊗𝑣 (R2𝑑) by (D.4.1).

Since the function 𝜙
(1)
𝑛 (𝑥)𝜙 (2)𝑛 (𝑦) is the kernel of the rank-one operator

𝜙
(1)
𝑛 ⊗ 𝜙 (2)𝑛 by (D.3.6), the decomposition of 𝑘𝑆 above and the definition of
‖ · ‖B𝑣⊗𝑣 implies that

𝑆 =
∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ 𝜙 (2)𝑛 ,

with absolute convergence in the norm of B𝑣⊗𝑣 .

(b) Follows from (D.4.3) and ‖𝑆‖B𝑣⊗𝑣 = ‖𝑘𝑆 ‖𝑀 1
𝑣⊗𝑣

.

(c) It is well-known that the kernel of 𝑆∗ is 𝑘𝑆∗ (𝑥, 𝑦) = 𝑘𝑆 (𝑦, 𝑥). Since
𝑀1
𝑣⊗𝑣 (R2𝑑) is closed under this operation – as follows from (D.4.2), for

instance – we get 𝑆∗ ∈ B𝑣⊗𝑣 . In particular, part (a) applied to 𝑆∗ implies that
𝑆∗ is bounded 𝑀1

𝑣 (R𝑑) → 𝑀1
𝑣 (R𝑑). We may therefore define an extension
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𝑆 : 𝑀∞1/𝑣 (R
𝑑) → 𝑀∞1/𝑣 (R

𝑑) by defining 𝑆 to be the Banach space adjoint of
𝑆∗. By definition, this means that〈

𝑆𝜙, 𝜓
〉
𝑀∞1/𝑣 ,𝑀

1
𝑣
= 〈𝜙, 𝑆∗𝜓〉𝑀∞1/𝑣 ,𝑀 1

𝑣
.

It is easy to see that 𝑆 is an extension of 𝑆: if 𝜙 ∈ 𝐿2(R𝑑), we find that〈
𝑆𝜙, 𝜓

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣
= 〈𝜙, 𝑆∗𝜓〉𝑀∞1/𝑣 ,𝑀 1

𝑣

= 〈𝜙, 𝑆∗𝜓〉𝐿2

= 〈𝑆𝜙, 𝜓〉𝐿2

= 〈𝑆𝜙, 𝜓〉𝑀∞1/𝑣 ,𝑀 1
𝑣
.

From now on, we simply denote the extension 𝑆 by 𝑆. For the last part, note
that 𝑆∗ has a decomposition 𝑆∗ =

∑
𝑛∈N 𝜙

(2)
𝑛 ⊗ 𝜙 (1)𝑛 by part (a). By definition,

for 𝜓 ∈ 𝑀∞1/𝑣 (R
𝑑), we have

〈𝑆𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣
= 〈𝜓, 𝑆∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
.

By the decomposition above, 𝑆∗𝜙 =
∑∞
𝑛=1

〈
𝜙, 𝜙

(1)
𝑛

〉
𝐿2
𝜙
(2)
𝑛 , and as this sum

converges absolutely in the norm of 𝑀1
𝑣 (R𝑑) we find

〈𝑆𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣
= 〈𝜓, 𝑆∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣

=

〈
𝜓,

∞∑︁
𝑛=1

〈
𝜙, 𝜙

(1)
𝑛

〉
𝐿2
𝜙
(2)
𝑛

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

=

∞∑︁
𝑛=1

〈
𝜙
(1)
𝑛 , 𝜙

〉
𝐿2

〈
𝜓, 𝜙

(2)
𝑛

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

=

〈 ∞∑︁
𝑛=1

〈
𝜓, 𝜙

(2)
𝑛

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

𝜙
(1)
𝑛 , 𝜙

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

.

The absolute convergence in the norm of 𝑀1
𝑣 (R𝑑) follows as

∞∑︁
𝑛=1

�����〈𝜓, 𝜙 (2)𝑛 〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

����� ‖𝜙 (1)𝑛 ‖𝑀 1
𝑣
≤ ‖𝜓‖𝑀∞1/𝑣

∞∑︁
𝑛=1
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
< ∞.

(d) The last inequality above also implies that 𝑆 is bounded from 𝑀∞1/𝑣 (R
𝑑) to

𝑀1
𝑣 (R𝑑), since it shows that

‖𝑆𝜓‖𝑀 1
𝑣
≤ ‖𝜓‖𝑀∞1/𝑣

∞∑︁
𝑛=1
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
.
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Finally, let {𝜓𝑖}𝑖∈N be a sequence in 𝑀∞1/𝑣 (R
𝑑) that converges to 𝜓 ∈

𝑀∞1/𝑣 (R
𝑑) in the weak* topology. Then

𝑆𝜓𝑖 =
∑︁
𝑛∈N

〈
𝜓𝑖 , 𝜙

(2)
𝑛

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

𝜙
(1)
𝑛

𝑖→∞−−−−→
∑︁
𝑛∈N

〈
𝜓, 𝜙

(2)
𝑛

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

𝜙
(1)
𝑛 = 𝑆𝜓.

We have used the dominated convergence theorem for Banach spaces [166,
Prop. 1.2.5] to take the limit inside the sum: as {𝜓𝑖}𝑖∈N is weak*-convergent
there exists 0 < 𝐶 < ∞ such that ‖𝜓𝑖 ‖𝑀∞1/𝑣 ≤ 𝐶 for any 𝑖, so〈𝜓𝑖 , 𝜙 (2)𝑛 〉

𝑀∞1/𝑣 ,𝑀
1
𝑣

𝜙
(1)
𝑛


𝑀 1

𝑣

≤ 𝐶‖𝜙 (2)𝑛 ‖𝑀 1
𝑣
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣

for any 𝑖, and
∑
𝑛∈N ‖𝜙

(1)
𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
< ∞. �

As a first consequence, we show that B𝑣⊗𝑣 is closed under composition. The
proof is similar to that of [168, Cor. 3.11], where the result is proved for locally
compact abelian groups with no weights.

Corollary D.4.1.1. B𝑣⊗𝑣 is closed under composition: if 𝑆, 𝑇 ∈ B𝑣⊗𝑣 , then

‖𝑆𝑇 ‖B𝑣⊗𝑣 . ‖𝑆‖B𝑣⊗𝑣 ‖𝑇 ‖B𝑣⊗𝑣 .

Proof. Let

𝑆 =
∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ 𝜙 (2)𝑛 , 𝑇 =

∑︁
𝑚∈N

𝜓
(1)
𝑚 ⊗ 𝜓 (2)𝑚

be decompositions of 𝑆 and 𝑇 into rank-one operators as in Proposition D.4.1. A
simple calculation shows that the composition 𝑆𝑇 is the operator

𝑆𝑇 =
∑︁
𝑚,𝑛∈N

〈
𝜓
(1)
𝑚 , 𝜙

(2)
𝑛

〉
𝐿2
𝜙
(1)
𝑛 ⊗ 𝜓 (2)𝑚 .

This decomposition converges absolutely in B𝑣⊗𝑣 , as〈𝜓 (1)𝑚 , 𝜙
(2)
𝑛

〉
𝐿2
𝜙
(1)
𝑛 ⊗ 𝜓 (2)𝑚


B𝑣⊗𝑣

≤
���〈𝜓 (1)𝑚 , 𝜙

(2)
𝑛

〉
𝐿2

��� 𝜙 (1)𝑛 ⊗ 𝜓 (2)𝑚 
B𝑣⊗𝑣

≤ ‖𝜓 (1)𝑚 ‖𝐿2 ‖𝜙 (2)𝑛 ‖𝐿2 ‖𝜙 (1)𝑛 ‖𝑀 1
𝑣
‖𝜓 (2)𝑚 ‖𝑀 1

𝑣
,

so that ∑︁
𝑚,𝑛∈N

〈𝜓 (1)𝑚 , 𝜙
(2)
𝑛

〉
𝐿2
𝜙
(1)
𝑛 ⊗ 𝜓 (2)𝑚


B𝑣⊗𝑣
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is bounded from above by∑︁
𝑚∈N
‖𝜓 (1)𝑚 ‖𝐿2 ‖𝜓 (2)𝑚 ‖𝑀 1

𝑣

∑︁
𝑛∈N
‖𝜙 (2)𝑛 ‖𝐿2 ‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
< ∞.

We have used the continuous inclusion (see Proposition D.3.2)

𝑀1
𝑣 (R𝑑) ↩→ 𝑀2(R𝑑) = 𝐿2(R𝑑)

to obtain ‖𝜓 (1)𝑚 ‖𝐿2 . ‖𝜓 (1)𝑚 ‖𝑀 1
𝑣

and ‖𝜙 (2)𝑛 ‖𝐿2 . ‖𝜙 (2)𝑛 ‖𝑀 1
𝑣
. Finally, the inequality

‖𝑆𝑇 ‖B𝑣⊗𝑣 . ‖𝑆‖B𝑣⊗𝑣 ‖𝑇 ‖B𝑣⊗𝑣 follows from part (b) of Proposition D.4.1. �

Remark D.2. In [102, Thm. 7.4.1] it is claimed that B𝑣⊗𝑣 for 𝑣 ≡ 1 is even an
ideal in L(𝐿2). This is not true. Consider 𝑆 = 𝜓 ⊗ 𝜑0 and 𝑇 = 𝜑0 ⊗ 𝜑0 where
𝜓 ∈ 𝐿2(R𝑑) \ 𝑀1(R𝑑). Then 𝑇 ∈ B1⊗1 and 𝑆 ∈ S1, and 𝑆𝑇 = 𝜓 ⊗ 𝜑0. Yet
𝑆𝑇 (𝜑0) = 𝜓 ∉ 𝑀1(R𝑑), so part (d) of Proposition D.4.1 implies that 𝑆𝑇 ∉ B1⊗1.

We next study a continuity property of the Fourier-Wigner transform on B𝑣⊗𝑣 .

Proposition D.4.2. The Fourier-Wigner transform is bounded from B𝑣⊗𝑣 into
𝑊 (𝐿1

𝑣 ):
‖F𝑊 (𝑆)‖𝑊 (𝐿1

𝑣 ) . ‖𝑆‖B𝑣⊗𝑣 .

Proof. First consider the rank-one operator 𝜓 ⊗ 𝜙 ∈ B𝑣⊗𝑣 , with 𝜓, 𝜙 ∈ 𝑀1
𝑣 (R𝑑).

By (D.3.10) and the proof of [131, Prop. 12.1.11], there exists 𝐶 > 0 such that

‖F𝑊 (𝜓 ⊗ 𝜙)‖𝑊 (𝐿1
𝑣 ) ≤ 𝐶‖𝜓‖𝑀 1

𝑣
‖𝜙‖𝑀 1

𝑣
.

If we then use Proposition D.4.1 to write 𝑆 ∈ B𝑣⊗𝑣 as 𝑆 =
∑
𝑛∈N 𝜙

(1)
𝑛 ⊗ 𝜙 (2)𝑛 , we

find

‖F𝑊 (𝑆)‖𝑊 (𝐿1
𝑣 ) ≤

∑︁
𝑛∈N
‖F𝑊 (𝜙 (1)𝑛 ⊗ 𝜙 (2)𝑛 )‖𝑊 (𝐿1

𝑣 ) ≤ 𝐶
∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
.

By part (b) of Proposition D.4.1 this implies that ‖F𝑊 (𝑆)‖𝑊 (𝐿1
𝑣 ) ≤ 𝐶‖𝑆‖B𝑣⊗𝑣 .

�

Remark D.3. If we consider the polynomial weights 𝑣𝑠 (𝑧) = (1 + |𝑧 |)𝑠 for 𝑠 ≥ 0
and 𝑧 ∈ R2𝑑 , it is known [131, Prop. 11.3.1] that the space of Schwartz functions
𝒮(R2𝑑) is given by 𝒮(R2𝑑) = ∩∞

𝑠=0𝑀
1
𝑣𝑠⊗𝑣𝑠 (R

2𝑑). Therefore the space of operators
with kernel in 𝒮(R2𝑑) equals ∩∞

𝑠=0B𝑣𝑠⊗𝑣𝑠 . Such operators were recently studied
in [179].
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D.4.1 The space B and its dual

The largest of the spaces B𝑣⊗𝑣 is the space B := B1⊗1, consisting of operators 𝑆
with kernel 𝑘𝑆 in 𝑀1(R2𝑑). By definition the map ^ : B → 𝑀1(R2𝑑) given by
^(𝑆) = 𝑘𝑆 is an isometric isomorphism of Banach spaces. By [210, Thm. 3.1.18]
the Banach space adjoint (^−1)∗ : B′→ 𝑀∞(R2𝑑) is a weak*-to-weak*-continuous
isometric isomorphism, and by definition it satisfies〈

(^−1)∗( �̃�), 𝑘𝑆
〉
𝑀∞,𝑀 1 =

〈
�̃�, 𝑆

〉
B′,B for �̃� ∈ B′, 𝑆 ∈ B. (D.4.5)

Hence, to any �̃� ∈ B′ we obtain a unique element (^−1)∗( �̃�) ∈ 𝑀∞(R2𝑑), which
by the kernel theorem for modulation spaces induces an operator 𝐴 : 𝑀1(R𝑑) →
𝑀∞(R𝑑) such that 𝑘𝐴 = (^−1)∗( �̃�). We summarize these identifications in a simple
diagram, where k.t. refers to the kernel theorem for modulation spaces:

�̃� ∈ B′
(^−1)∗
←−−−→ (^−1)∗( �̃�) = 𝑘𝐴 ∈ 𝑀∞(R2𝑑) k.t.←→ 𝐴 ∈ L(𝑀1, 𝑀∞). (D.4.6)

Hereafter we will always identify B′ with operators 𝐴 : 𝑀1(R𝑑) → 𝑀∞(R𝑑), and
use the notation 𝐴 to refer to both the operator 𝐴 : 𝑀1(R𝑑) → 𝑀∞(R𝑑) and the
abstract functional �̃�, which are related by (D.4.6). Since (^−1)∗( �̃�) = 𝑘𝐴, (D.4.5)
becomes

〈𝐴, 𝑆〉B′,B = 〈𝑘𝐴, 𝑘𝑆〉𝑀∞,𝑀 1 for 𝐴 ∈ B′, 𝑆 ∈ B. (D.4.7)

If 𝑆 is a rank-one operator 𝑆 = 𝜙 ⊗ 𝜓 for 𝜙, 𝜓 ∈ 𝑀1(R𝑑), then 𝑘𝑆 = 𝜙 ⊗ 𝜓, so the
equation above becomes

〈𝐴, 𝜙 ⊗ 𝜓〉B′,B =
〈
𝑘𝐴, 𝜙 ⊗ 𝜓

〉
𝑀∞,𝑀 1 = 〈𝐴𝜓, 𝜙〉𝑀∞,𝑀 1 , (D.4.8)

which relates the action of 𝐴 as an abstract linear functional on B to the action of 𝐴
as an operator from 𝑀1(R𝑑) to 𝑀∞(R𝑑).

Lemma D.4.3. B is a dense subset of S1 with respect to ‖ · ‖S1 .

Proof. The rank-one operators span a dense subset of S1 [54, Thm. 3.11 (e)], hence
it suffices to show that any 𝜓 ⊗ 𝜙 ∈ S1 with 𝜓, 𝜙 ∈ 𝐿2(R𝑑) can be estimated by
some 𝑆 ∈ B. We may safely assume that 𝜙 ≠ 0, otherwise 𝜓 ⊗ 𝜙 = 0 ∈ B. Let
𝜖 > 0. Since 𝑀1(R𝑑) is a dense subset of 𝐿2(R𝑑) by [167, Lem. 4.19], we can
find b ≠ 0, [ ∈ 𝑀1(R𝑑) with ‖𝜓 − b‖𝐿2 < 𝜖

2‖𝜙 ‖
𝐿2

and ‖𝜙 − [‖𝐿2 < 𝜖
2‖ b ‖

𝐿2
. Then

b ⊗ 𝜙 ∈ B and

‖𝜓 ⊗ 𝜙 − b ⊗ [‖S1 ≤ ‖𝜓 ⊗ 𝜙 − b ⊗ 𝜙‖S1 + ‖b ⊗ 𝜙 − b ⊗ [‖S1

= ‖𝜓 − b‖𝐿2 ‖𝜙‖𝐿2 + ‖b‖𝐿2 ‖𝜙 − [‖𝐿2 < 𝜖. �
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Now recall that L(𝐿2) is the dual space of S1 [54, Thm. 3.13], where 𝐴 ∈ L(𝐿2)
acts on 𝑆 ∈ S1 by

〈𝐴, 𝑆〉L(𝐿2) ,S1 = tr(𝐴𝑆∗). (D.4.9)

Since the inclusion B ↩→ S1 has dense range, [210, Thm. 3.1.17] asserts that we
get a weak*-to-weak*-continuous inclusion of dual spaces L(𝐿2) ↩→ B′ satisfying

〈𝐴, 𝑆〉B′,B = 〈𝐴, 𝑆〉L(𝐿2) ,S1 = tr(𝐴𝑆∗) for 𝐴 ∈ L(𝐿2), 𝑆 ∈ B. (D.4.10)

Remark D.4. Readers with little interest in these technical details need only note
that we identify B′ with operators 𝐴 ∈ L(𝑀1(R𝑑), 𝑀∞(R𝑑)), and that the action
of 𝐴 satisfies (D.4.7), (D.4.8) and (D.4.10).

The next result is due to Feichtinger and Kozek [102]; in their terminology the
result says that F𝑊 and the Weyl transform are Gelfand triple isomorphisms. Recall
that HS are the Hilbert-Schmidt operators on 𝐿2(R𝑑).

Proposition D.4.4. The Weyl transform 𝑆 ←→ 𝑎𝑠 and Fourier-Wigner transform
𝑆 ←→ F𝑊 (𝑆) are isomorphisms B ←→ 𝑀1(R2𝑑), unitary maps HS ←→
𝐿2(R2𝑑) and weak*-to-weak*-continuous isomorphisms B′←→ 𝑀∞(R2𝑑).

An appropriate framework for such statements is the theory of (Banach) Gelfand
triples [62, 99, 102]. In particular, that approach gives the duality bracket identity

〈𝑆, 𝑇〉B′,B = 〈𝑎𝑆 , 𝑎𝑇 〉𝑀∞,𝑀 1 , (D.4.11)

where 𝑎𝑆 and 𝑎𝑇 are the Weyl symbols of 𝑆 and 𝑇 , see [62, Cor. 5].
Remark D.5. We will often consider weak*-convergence of sequences in B′. To get
a better grasp of this notion of convergence, note that if a sequence {𝐴𝑛}𝑛∈N ⊂ B′
converges in the weak* topology to 𝐴 ∈ B′ then (D.4.8) gives for 𝜓, 𝜙 ∈ 𝑀1(R𝑑)

〈𝐴𝑛𝜓, 𝜙〉𝑀∞,𝑀 1 → 〈𝐴𝜓, 𝜙〉𝑀∞,𝑀 1 .

Hence: if 𝐴𝑛 → 𝐴 in the weak* topology of B′, then 𝐴𝑛𝜓 → 𝐴𝜓 in the weak*
topology of 𝑀∞(R𝑑) for any 𝜓 ∈ 𝑀1(R𝑑).

D.5 Gabor g-frames

Gabor frames, or more generally multi-window Gabor frames, have a richer structure
than general frames. Since any frame is also a g-frame, we can ask whether Gabor
frames belong to a certain class of g-frames, and whether this class contains other
g-frames that share the rich structure of Gabor frames. This is the motivation for
the following definition.
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Definition D.5.1. Let Λ be a lattice in R2𝑑 and 𝑆 ∈ L(𝐿2). We say that 𝑆 generates
a Gabor g-frame with respect to Λ if {𝛼_(𝑆)}_∈Λ is a g-frame for 𝐿2(R𝑑), i.e. if
there exist positive constants 𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
_∈Λ
‖𝛼_(𝑆)𝜓‖2𝐿2 ≤ 𝐵‖𝜓‖2𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑). (D.5.1)

Remark D.6 (Cohen’s class). This definition may also be rephrased in terms of
Cohen’s class of time-frequency distributions [59]. In the notation from [204] an
operator 𝑇 ∈ L(𝐿2) defines a Cohen’s class distribution 𝑄𝑇 by

𝑄𝑇 (𝜓) (𝑧) = 〈𝑇𝜋(𝑧)∗𝜓, 𝜋(𝑧)∗𝜓〉𝐿2 for 𝑧 ∈ R2𝑑 , 𝜓 ∈ 𝐿2(R𝑑).

It is straightforward to show that

‖𝛼𝑧 (𝑆)𝜓‖2𝐿2 = 𝑄𝑆∗𝑆 (𝜓) (𝑧),

hence (D.5.1) may be rephrased as

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
_∈Λ

𝑄𝑆∗𝑆 (𝜓) (_) ≤ 𝐵‖𝜓‖2𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑).

We will soon see that (D.5.1) forces 𝑆 to be a Hilbert Schmidt operator, which
implies by [204, Thm. 7.6] that 𝑄𝑆∗𝑆 is a positive Cohen’s class distribution
satisfying∫

R2𝑑
𝑄𝑆∗𝑆 (𝜓) (𝑧) 𝑑𝑧 =

∫
R2𝑑
‖𝛼𝑧 (𝑆)𝜓‖2𝐿2 𝑑𝑧 = ‖𝑆‖2HS ‖𝜓‖

2
𝐿2 , (D.5.2)

as recently studied in [204,205]. This equality is a continuous version of (D.5.1),
similar to how Moyal’s identity is a continuous version2 of the Gabor frame
inequalities (D.1.1). The simplest example of a Cohen’s class distribution of
the form 𝑄𝑆∗𝑆 is the spectrogram 𝑄𝑆∗𝑆 (𝑧) = |𝑉𝜙𝜓(𝑧) |2 for some 𝜙 ∈ 𝐿2(R𝑑),
which corresponds to the rank-one operator 𝑆 = 1

‖𝜙 ‖2
𝐿2
𝜙 ⊗ 𝜙. By inserting

‖𝛼𝑧 (𝑆)𝜓‖2𝐿2 = 𝑄𝑆∗𝑆 (𝜓) (𝑧) = |𝑉𝜙𝜓(𝑧) |2, (D.5.1) becomes the condition for 𝜙 to
generate a Gabor frame. We return to this special case in Example D.5.1.

2In fact, Moyal’s identity says that the system {𝜋(𝑧)𝜑}𝑧∈R2𝑑 is a tight continuous frame for 𝐿2 (R𝑑)
for any 0 ≠ 𝜑 ∈ 𝐿2 (R𝑑). See [57] for continuous frames. Similarly, (D.5.2) says that {𝛼𝑧 (𝑆)}𝑧∈R2𝑑

is a tight continuous g-frame as introduced in [2].
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D.5.1 The Gabor g-frame operator

By the general theory of g-frames, the g-frame operator associated to a Gabor
g-frame generated by 𝑆 over a lattice Λ is the operator

𝔖𝑆 =
∑︁
_∈Λ
(𝛼_(𝑆))∗(𝛼_(𝑆)) =

∑︁
_∈Λ

𝛼_(𝑆∗𝑆), (D.5.3)

where the last equality uses (D.3.8). Furthermore, 𝔖𝑆 satisfies

〈𝔖𝑆𝜓, 𝜓〉𝐿2 =
∑︁
_∈Λ
‖𝛼_(𝑆)𝜓‖2𝐿2 for 𝜓 ∈ 𝐿2(R𝑑),

and 𝔖𝑆 is positive, bounded and invertible on 𝐿2(R𝑑) with 𝐴 ≤ ‖𝔖𝑆 ‖L(𝐿2) ≤ 𝐵
and 1

𝐵
≤ ‖𝔖−1

𝑆
‖ ≤ 1

𝐴
. Since we think of 𝛼_(𝑆∗𝑆) as the translation of 𝑆∗𝑆 by _ ∈ Λ,

the g-frame operator 𝔖𝑆 corresponds to the periodization of 𝑆∗𝑆 over Λ.

D.5.2 Analysis and synthesis operators

Let ℓ2(Λ; 𝐿2(R𝑑)) be the Hilbert space of sequences {𝜓_}_∈Λ ⊂ 𝐿2(R𝑑) such that

‖{𝜓_}‖ℓ2 (Λ;𝐿2) :=

(∑︁
_∈Λ
‖𝜓_‖2𝐿2

)1/2

< ∞,

with inner product

〈{𝜓_}, {𝜙_}〉ℓ2 (Λ;𝐿2) =
∑︁
_∈Λ
〈𝜓_, 𝜙_〉𝐿2 .

For 𝑆 ∈ L(𝐿2) we define the analysis operator 𝐶𝑆 by

𝐶𝑆 (𝜓) = {𝛼_(𝑆)𝜓}_∈Λ for 𝜓 ∈ 𝐿2(R𝑑)

and the synthesis operator 𝐷𝑆 by

𝐷𝑆 ({𝜓_}) :=
∑︁
_∈Λ

𝛼_(𝑆∗)𝜓_ for {𝜓_}_∈Λ ∈ ℓ2(Λ; 𝐿2).

The upper bound in (D.5.1) is precisely the statement that𝐶𝑆 : 𝐿2(R𝑑) → ℓ2(Λ; 𝐿2)
is a bounded operator with operator norm ≤

√
𝐵. It is not difficult to show that 𝐷𝑆

is the Hilbert space adjoint of 𝐶𝑆 , which implies that 𝐷𝑆 is bounded whenever 𝐶𝑆
is, with the same operator norm as 𝐶𝑆 . It follows from the definitions that

𝔖𝑆 = 𝐷𝑆𝐶𝑆 .
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Dual g-frames

If 𝑆 generates a Gabor g-frame over Λ, then the theory of g-frames [239] says that
the canonical dual g-frame is

{𝛼_(𝑆)𝔖−1
𝑆 }_∈Λ.

It is clear from (D.5.3) that 𝛼_(𝔖𝑆) = 𝔖𝑆 for any _ ∈ Λ, and it is then easy to check
that we also have 𝛼_(𝔖−1

𝑆
) = 𝔖−1

𝑆
. The canonical dual g-frame is therefore

{𝛼_(𝑆)𝔖−1
𝑆 }_∈Λ = {𝛼_(𝑆)𝛼_(𝔖−1

𝑆 )}_∈Λ = {𝛼_(𝑆𝔖−1
𝑆 )}_∈Λ.

Hence the canonical dual g-frame is also a Gabor g-frame, generated by 𝑆𝔖−1
𝑆
. We

get the reconstruction formulas

𝜓 = 𝔖𝑆𝔖
−1
𝑆 𝜓 =

∑︁
_∈Λ

𝛼_(𝑆∗𝑆)𝔖−1
𝑆 𝜓 =

∑︁
_∈Λ

𝛼_(𝑆∗)𝛼_(𝑆𝔖−1
𝑆 )𝜓 = 𝐷𝑆𝐶𝑆𝔖−1

𝑆
𝜓,

𝜓 = 𝔖−1
𝑆 𝔖𝑆𝜓 = 𝔖−1

𝑆

∑︁
_∈Λ

𝛼_(𝑆∗𝑆)𝜓 =
∑︁
_∈Λ

𝛼_(𝔖−1
𝑆 𝑆
∗)𝛼_(𝑆)𝜓 = 𝐷𝑆𝔖−1

𝑆
𝐶𝑆𝜓.

In the very last of these equalities we have used that 𝔖−1
𝑆

is a positive (hence
self-adjoint) operator, so (𝑆𝔖−1

𝑆
)∗ = 𝔖−1

𝑆
𝑆∗. Inspired by these formulas and the

theory of dual windows for Gabor frames [108, 131], we say that two operators
𝑆, 𝑇 ∈ L(𝐿2) generate dual Gabor g-frames if 𝑆 and 𝑇 generate Gabor g-frames
and 𝐷𝑆𝐶𝑇 is the identity operator on 𝐿2(R𝑑), i.e.∑︁

_∈Λ
𝛼_(𝑆∗)𝛼_(𝑇)𝜓 =

∑︁
_∈Λ

𝛼_(𝑆∗𝑇)𝜓 = 𝜓 for any 𝜓 ∈ 𝐿2(R𝑑). (D.5.4)

If 𝐷𝑆 and 𝐶𝑇 are bounded operators (i.e. 𝑆 and 𝑇 satisfy the upper g-frame bound
in (D.5.1)), then (D.5.4) implies that both 𝑆 and 𝑇 generate Gabor g-frames. This
follows from the general theory of g-frames, see [239, p. 441]: the lower bound in
(D.5.1) for 𝑇 follows from

‖𝜓‖2
𝐿2 = ‖𝐷𝑆𝐶𝑇 𝜓‖2𝐿2 . ‖𝐶𝑇 𝜓‖2ℓ2 (Λ;𝐿2) =

∑︁
_∈Λ
‖𝛼_(𝑇)𝜓‖2𝐿2 ,

and the lower bound for 𝑆 is similar. We state this as a proposition for later reference.

Proposition D.5.1. Assume that 𝑆, 𝑇 ∈ L(𝐿2) satisfy (D.5.4) and the upper bound
in (D.5.1). Then 𝑆 and 𝑇 generate Gabor g-frames.
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D.5.3 Two examples

We will now show that the Gabor g-frames include multi-window Gabor frames as
a special case.

Example D.5.1 (Multi-window Gabor frames). Consider a set of 𝑁 < ∞ functions
{𝜙𝑛}𝑁𝑛=1 ⊂ 𝐿2(R𝑑). We seek an operator 𝑆 such that the multi-window Gabor
system generated by {𝜙𝑛}𝑁𝑛=1 is captured by the system {𝛼_(𝑆)}_∈Λ. To achieve
this, let {b𝑛}𝑁𝑛=1 be any orthonormal set in 𝐿2(R𝑑), and consider the operator

𝑆 =

𝑁∑︁
𝑛=1

b𝑛 ⊗ 𝜙𝑛.

We start by writing out the condition (D.5.1) for 𝑆 to generate a Gabor g-frame. For
𝜓 ∈ 𝐿2(R𝑑), we easily find using (D.3.9) that

𝛼_(𝑆)𝜓 =

𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜓(_)𝜋(_)b𝑛.

By the orthonormality of {b𝑛}𝑁𝑛=1 and Pythagoras’ theorem for inner product spaces,
this implies that ‖𝛼_(𝑆)𝜓‖2𝐿2 =

∑𝑁
𝑛=1 |𝑉𝜙𝑛𝜓(_) |2. Inserting this into (D.5.1), we

see that 𝑆 generates a Gabor g-frame if and only if

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
_∈Λ

𝑁∑︁
𝑛=1
|𝑉𝜙𝑛𝜓(_) |2 ≤ 𝐵‖𝜓‖2𝐿2 𝜓 ∈ 𝐿2(R𝑑)

for some 𝐴, 𝐵 > 0, which is precisely the condition that {𝜙𝑛}𝑁𝑛=1 generate a
multi-window Gabor frame.

We then note that 𝑆∗ =
∑𝑁
𝑛=1 𝜙𝑛 ⊗ b𝑛, and 𝑆∗𝑆 =

∑𝑁
𝑛=1 𝜙𝑛 ⊗ 𝜙𝑛 by the

orthonormality of {b𝑛}𝑁𝑛=1. Denote by 𝐶𝑀𝑊 and 𝔖𝑀𝑊 the analysis and frame
operator associated with the multi-window Gabor system generated by {𝜙𝑛}𝑁𝑛=1.
For 𝜓 ∈ 𝐿2(R𝑑), we find that

𝐶𝑆 (𝜓) =
{
𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜓(_)𝜋(_)b𝑛

}
_∈Λ

, 𝐶𝑀𝑊 (𝜓) = {𝑉𝜙𝑛𝜓(_)}𝑛∈Z𝑁 ,_∈Λ,

𝔖𝑆 (𝜓) =
∑︁
_∈Λ

𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜓(_)𝜋(_)𝜙𝑛, 𝔖𝑀𝑊 (𝜓) =
∑︁
_∈Λ

𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜓(_)𝜋(_)𝜙𝑛.

We see that the frame operators 𝔖𝑆 and 𝔖𝑀𝑊 are equal. Since {𝜋(_)b𝑛}𝑛∈N is
orthonormal for each _ ∈ Λ, we also see that 𝐶𝑀𝑊 (𝜓) and 𝐶𝑆 (𝜓) carry exactly the
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same information: if we know 𝐶𝑆 (𝜓), i.e. we know

𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜓(_)𝜋(_)b𝑛

for each _ ∈ Λ, we can find 𝐶𝑀𝑊 (𝜓) by

𝑉𝜙𝑚𝜓(_) =
〈
𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜓(_)𝜋(_)b𝑛, 𝜋(_)b𝑚

〉
𝐿2

.

Hence multi-window Gabor frames are Gabor g-frames.

A less trivial example was considered in [85,87]. Section D.7 will be dedicated
to showing that the results from [87] hold for more general Gabor g-frames, and not
just for the following example. The fact that the results of [85] is an example of
g-frames was noted already by Sun [239].

Example D.5.2 (Localization operators). Let 0 ≠ 𝜑 ∈ 𝑀1
𝑣 (R𝑑), Λ a lattice and

ℎ ∈ 𝐿1
𝑣 (R2𝑑) a non-negative function. Here ℎ ∈ 𝐿1

𝑣 (R2𝑑) means that ‖ℎ‖𝐿1
𝑣

:=∫
R2𝑑 ℎ(𝑧)𝑣(𝑧) 𝑑𝑧 < ∞. Assume further that

𝐴′ ≤
∑︁
_∈Λ

ℎ(𝑧 − _) ≤ 𝐵′ for all 𝑧 ∈ R2𝑑

for some 𝐴′, 𝐵′ > 0. Then the localization operator 𝐴𝜑
ℎ

generates a Gabor g-frame
over Λ [85, 87, 239]. The key to connecting the summability condition on ℎ to
the Gabor g-frame condition for 𝐴𝜑

ℎ
is equation (D.3.14). We will return to this

example in Section D.7.2.

D.5.4 A trace class condition

In the definition of Gabor g-frames, we only assumed that 𝑆 was a bounded linear
operator on 𝐿2(R𝑑). We will now show that 𝑆 must be a Hilbert Schmidt operator.
The following lemma is essentially the same as [18, Lem. 3.1].

Lemma D.5.2. Let 𝑇 ∈ L(𝐿2) be a positive operator. If {b𝑛}𝑛∈N is an orthonormal
basis for 𝐿2(R𝑑) and {[ 𝑗} 𝑗∈N is a Parseval frame, then

tr(𝑇) :=
∑︁
𝑛∈N
〈𝑇b𝑛, b𝑛〉𝐿2 =

∑︁
𝑗∈N

〈
𝑇[ 𝑗 , [ 𝑗

〉
𝐿2 .
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Proof. Using the square root of the positive operator 𝑇 , we have that〈
𝑇[ 𝑗 , [ 𝑗

〉
𝐿2 =

〈
𝑇1/2[ 𝑗 , 𝑇

1/2[ 𝑗
〉
𝐿2

= ‖𝑇1/2[ 𝑗 ‖2𝐿2 .

Hence by Parseval’s identity∑︁
𝑗∈N

〈
𝑇[ 𝑗 , [ 𝑗

〉
𝐿2 =

∑︁
𝑗∈N
‖𝑇1/2[ 𝑗 ‖2𝐿2

=
∑︁
𝑗∈N

∑︁
𝑛∈N

���〈𝑇1/2[ 𝑗 , b𝑛
〉
𝐿2

���2
=

∑︁
𝑛∈N

∑︁
𝑗∈N

���〈[ 𝑗 , 𝑇1/2b𝑛
〉
𝐿2

���2
=

∑︁
𝑛∈N
‖𝑇1/2b𝑛‖2𝐿2 =

∑︁
𝑛∈N
〈𝑇b𝑛, b𝑛〉𝐿2 . �

Proposition D.5.3. Let Λ be any lattice and assume that {𝛼_(𝑆)}_∈Λ satisfies the
upper g-frame bound in (D.5.1). Then 𝑆∗𝑆 is a trace class operator. Equivalently,
𝑆 is a Hilbert Schmidt operator.

Proof. The upper g-frame bound implies that
∑
_∈Λ ‖𝛼_(𝑆)𝜓‖2𝐿2 < ∞ for any

𝜓 ∈ 𝐿2(R𝑑). There exist {𝜑𝑛}𝑁𝑛=1 ⊂ 𝐿
2(R𝑑) that generate a Parseval multi-window

Gabor frame over Λ [201], i.e. {𝜋(_)𝜑𝑛}𝑛=1,...,𝑁 ,_∈Λ is a Parseval frame. Then
Lemma D.5.2 says that

tr(𝑆∗𝑆) =
𝑁∑︁
𝑛=1

∑︁
_∈Λ
〈𝑆∗𝑆𝜋(_)𝜑𝑛, 𝜋(_)𝜑𝑛〉𝐿2

=

𝑁∑︁
𝑛=1

∑︁
_∈Λ
〈𝑆𝜋(_)𝜑𝑛, 𝑆𝜋(_)𝜑𝑛〉𝐿2

=

𝑁∑︁
𝑛=1

∑︁
_∈Λ
‖𝑆𝜋(_)𝜑𝑛‖2𝐿2 .

By first using that 𝜋(_)∗ = 𝑒−2𝜋𝑖_𝑥 ·_𝜔𝜋(−_) for _ = (_𝑥 , _𝜔), and then that 𝜋(−_)
is a unitary operator, we see that

‖𝑆𝜋(_)𝜑𝑛‖2𝐿2 = ‖𝑆𝜋(−_)∗𝜑𝑛‖2𝐿2 = ‖𝜋(−_)𝑆𝜋(−_)∗𝜑𝑛‖2𝐿2 .

Hence

tr(𝑆∗𝑆) =
𝑁∑︁
𝑛=1

∑︁
_∈Λ
‖𝛼−_(𝑆)𝜑𝑛‖2𝐿2 =

𝑁∑︁
𝑛=1

∑︁
_∈Λ
‖𝛼_(𝑆)𝜑𝑛‖2𝐿2 < ∞.

so 𝑆∗𝑆 is a positive trace class operator, and 𝑆 is a Hilbert Schmidt operator. �
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D.5.5 Periodization of operators and B

To prepare for the next section on Fourier series of operators, we now consider the
periodization of operators. The key to proving these results is [203, Thm. 8.2],
which states that for 𝑆 ∈ B and 𝑇 ∈ S1, the function 𝑧 ↦→ tr(𝛼𝑧 (𝑆)𝑇) ∈ 𝑀1(R2𝑑)
with

‖tr(𝛼𝑧 (𝑆)𝑇)‖𝑀 1 . ‖𝑆‖B‖𝑇 ‖S1 (D.5.5)

and similarly for 𝑆 ∈ S1 and 𝑇 ∈ B

‖tr(𝛼𝑧 (𝑆)𝑇)‖𝑀 1 . ‖𝑆‖1S ‖𝑇 ‖B . (D.5.6)

Proposition D.5.4 (Operator periodization). The periodization map given by
𝑆 ↦→ ∑

_∈Λ 𝛼_(𝑆) is a well-defined and bounded map B→ L(𝐿2):∑︁
_∈Λ

𝛼_(𝑆)

L(𝐿2)

. ‖𝑆‖B,

and a well-defined and bounded map S1 → B′:∑︁
_∈Λ

𝛼_(𝑆)

B′
. ‖𝑆‖S1 .

The sum
∑
_∈Λ 𝛼_(𝑆) converges in the weak* topology of L(𝐿2) when 𝑆 ∈ B, and

in the weak* topology of B′ when 𝑆 ∈ S1.

Proof. Let 𝑆 ∈ B. Since L(𝐿2) is the dual space of S1 [54, Thm. 3.13], we define∑
_∈Λ 𝛼_(𝑆) ∈ L(𝐿2) by duality, by defining its action as an antilinear functional:〈∑︁

_∈Λ
𝛼_(𝑆), 𝑇

〉
L(𝐿2) ,S1

:=
∑︁
_∈Λ
〈𝛼_(𝑆), 𝑇〉L(𝐿2) ,S1 for 𝑇 ∈ S1.

To see that this defines a bounded antilinear functional on S1, we estimate that�����∑︁
_∈Λ
〈𝛼_(𝑆), 𝑇〉L(𝐿2) ,S1

����� ≤∑︁
_∈Λ

��〈𝛼_(𝑆), 𝑇〉L(𝐿2) ,S1
��

=
∑︁
_∈Λ
|tr(𝛼_(𝑆)𝑇∗) | by (D.4.9)

. ‖tr(𝛼𝑧 (𝑆)𝑇∗)‖𝑀 1 by Lemma 𝐷.3.3

. ‖𝑆‖B‖𝑇 ‖S1 by (D.5.5).
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It is clear that the partial sums converge to this element
∑
_∈Λ 𝛼_(𝑆) in the weak*

topology of L(𝐿2): For any finite subset 𝐽 ⊂ Λ we get〈∑︁
_∈Λ

𝛼_(𝑆) −
∑︁
_∈𝐽

𝛼_(𝑆), 𝑇
〉
L(𝐿2) ,S1

=
∑︁
_∈Λ\𝐽

〈𝛼_(𝑆), 𝑇〉L(𝐿2) ,S1 ,

and we showed above that the sum
∑
_∈Λ 〈𝛼_(𝑆), 𝑇〉L(𝐿2) ,S1 converges absolutely.

Then let 𝑆 ∈ S1. We define
∑
_∈Λ 𝛼_(𝑆) ∈ B′ by duality:〈∑︁

_∈Λ
𝛼_(𝑆), 𝑇

〉
B′,B

:=
∑︁
_∈Λ
〈𝛼_(𝑆), 𝑇〉B′,B for 𝑇 ∈ B.

The estimate showing that this defines a bounded antilinear functional on B with��∑
_∈Λ 〈𝛼_(𝑆), 𝑇〉B′,B

�� . ‖𝑆‖S1 ‖𝑇 ‖B is the same as above using (D.5.6), but note
that we need to write 〈𝛼_(𝑆), 𝑇〉B′,B = tr(𝛼_(𝑆)𝑇∗) to use (D.5.6) – this is true by
(D.4.10). �

Corollary D.5.4.1. If 𝑆∗𝑆 ∈ B then {𝛼_(𝑆)}_∈Λ satisfies the upper g-frame bound∑︁
_∈Λ
‖𝛼_(𝑆)𝜓‖2𝐿2 . ‖𝑆∗𝑆‖B‖𝜓‖2𝐿2 for all 𝜓 ∈ 𝐿2(R𝑑).

In particular, this is true if 𝑆 ∈ B.
Proof. We observed in the proof above (now with 𝑆∗𝑆 instead of 𝑆) that∑︁

_∈Λ

��〈𝛼_(𝑆∗𝑆), 𝑇〉L(𝐿2) ,S1
�� . ‖𝑆∗𝑆‖B‖𝑇 ‖S1 . (D.5.7)

If 𝑇 = 𝜓 ⊗ 𝜓, it is simple to show that 〈𝛼_(𝑆∗𝑆), 𝑇〉L(𝐿2) ,S1 = 〈𝛼_(𝑆∗𝑆)𝜓, 𝜓〉𝐿2

and ‖𝑇 ‖S1 = ‖𝜓‖2
𝐿2 . Therefore equation (D.5.7) says that∑︁

_∈Λ
|〈𝛼_(𝑆∗𝑆)𝜓, 𝜓〉𝐿2 | . ‖𝑆∗𝑆‖B‖𝜓‖2𝐿2 .

As we have seen, 〈𝛼_(𝑆∗𝑆)𝜓, 𝜓〉𝐿2 = ‖𝛼_(𝑆)𝜓‖2𝐿2 , which completes the proof of
the first part. If 𝑆 ∈ B, it follows from Proposition D.4.1 and Corollary D.4.1.1 that
𝑆∗𝑆 ∈ B. �

The fact that we only need 𝑆∗𝑆 ∈ B is useful in light of our treatment of
multi-window Gabor frames in Example D.5.1. To a system {𝜙𝑛}𝑁𝑛=1 ⊂ 𝑀

1(R𝑑)
we associated the operator

𝑆 =

𝑁∑︁
𝑛=1

b𝑛 ⊗ 𝜙𝑛,

where {b𝑛}𝑁𝑛=1 is an arbitrary orthonormal set in 𝐿2(R𝑑). Hence we do not
necessarily have 𝑆 ∈ B, yet 𝑆∗𝑆 =

∑𝑁
𝑛=1 𝜙𝑛 ⊗ 𝜙𝑛 ∈ B. A version of this corollary

for Gabor frames is well-known [131, Thm. 12.2.3].
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D.6 Fourier series of operators: the Janssen representation

A key insight of Werner’s paper [251] is that the Fourier-Wigner transform in many
respects behaves as a Fourier transform for operators. Given a lattice Λ ⊂ R2𝑑 , this
leads to a natural question: if an operator is in some sense Λ-periodic, can we find a
Fourier series expansion of the operator? In fact, Λ-periodic operators were studied
in [102], where an operator 𝑆 was said to be Λ-periodic if

𝛼_(𝑆) = 𝑆 for any _ ∈ Λ.

An important tool in [102] is the adjoint lattice Λ◦ of Λ, defined by

Λ◦ = {_◦ ∈ R2𝑑 : 𝜋(_◦)𝜋(_) = 𝜋(_)𝜋(_◦) for any _ ∈ Λ}
= {_◦ ∈ R2𝑑 : 𝑒2𝜋𝑖𝜎 (_◦,_) = 1 for any _ ∈ Λ},

where 𝜎 is the standard symplectic form. It is shown in [102] that Λ◦ is a lattice,
and |Λ◦ | = 1

|Λ | . One can interpret Λ◦ using abstract harmonic analysis. Identify the

dual group R̂2𝑑 with R2𝑑 by the bijection R2𝑑 3 𝑧 ↦→ 𝜒𝑧 ∈ R̂2𝑑 , where 𝜒𝑧 is the
symplectic character 𝜒𝑧 (𝑧′) = 𝑒2𝜋𝑖𝜎 (𝑧,𝑧′) . With this identification, we see that

Λ◦ = {_◦ ∈ R2𝑑 : 𝜒_◦ (_) = 1 for any _ ∈ Λ}

Hence Λ◦ is the annihilator of Λ, and Λ◦ can therefore be identified with the dual
group of R2𝑑/Λ [81, Prop. 3.6.1]. By abstract harmonic analysis, this implies that
any well-behaved Λ-periodic function 𝑓 on R2𝑑 can be expanded in a symplectic
Fourier series

𝑓 (𝑧) =
∑︁
_◦∈Λ◦

𝑐_◦𝑒
2𝜋𝑖𝜎 (_◦,𝑧) ,

and we will refer to {𝑐_◦}_◦∈Λ◦ as the symplectic Fourier coefficients of 𝑓 .

Remark D.7. The main results of this section, namely Theorems D.6.4, D.6.5 and
D.6.8, are due to Feichtinger and Kozek [102]. The spirit of our approach is also the
same as in [102] – we express operators as linear combinations of time-frequency
shifts by applying methods from abstract harmonic analysis to their symbol with
respect to some pseudodifferential calculus. Since the results form a natural and
important part of the theory of Gabor g-frames, we choose to include detailed proofs.
Our proofs differ slightly from those in [102] by using the Weyl symbol (rather than
Kohn-Nirenberg symbol), which makes it particularly transparent that the Janssen
representation is a Fourier series of operators (see Lemma D.6.3). This fits well
with our interpretation of F𝑊 as a Fourier transform. We also extend the results
of [102] to trace class operators.
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As our function and operator spaces we will use 𝑀1(R2𝑑) and B along with
their duals. In the following lemma 𝐴(R2𝑑/Λ) denotes the Λ-periodic functions
𝑓 : R2𝑑 → C with symplectic Fourier coefficients {𝑐_◦}_◦∈Λ◦ in ℓ1(Λ◦), with norm

‖ 𝑓 ‖𝐴(R2𝑑/Λ) := ‖{𝑐_◦}‖ℓ1 (Λ◦) .

𝐴′(R2𝑑/Λ) denotes its dual space of distributions with symplectic Fourier coef-
ficients in ℓ∞(Λ◦). The proofs of the two parts of the next lemma can be found
in [95, Thm. 7] and [178, Prop. 13], respectively.

Lemma D.6.1. Let Λ be a lattice and 𝑃Λ be the periodization operator

𝑃Λ 𝑓 =
∑︁
_∈Λ

𝑇_( 𝑓 ) for 𝑓 ∈ 𝑀1(R2𝑑).

(a) 𝑃Λ is bounded and surjective from 𝑀1(R2𝑑) onto 𝐴(R2𝑑/Λ).

(b) The range of the Banach space adjoint operator

𝑃∗Λ : 𝐴′(R2𝑑/Λ) → 𝑀∞(R2𝑑)

is the set of Λ-periodic elements of 𝑀∞(R2𝑑).

Remark D.8. (a) A distribution 𝑓 ∈ 𝑀∞(R2𝑑) is Λ-periodic if 𝑇_( 𝑓 ) = 𝑓 for
any _ ∈ Λ, where 𝑇_( 𝑓 ) is defined by

〈𝑇_( 𝑓 ), 𝑔〉𝑀∞,𝑀 1 := 〈 𝑓 , 𝑇−_(𝑔)〉𝑀∞,𝑀 1

for 𝑔 ∈ 𝑀1(R2𝑑).

(b) If 𝑞 : R2𝑑 → R2𝑑/Λ denotes the quotient map, then a simple calculation
using Weil’s formula [130, (6.2.11)] shows that 𝑃∗

Λ
( 𝑓 ) = 1

|Λ | · 𝑓 ◦ 𝑞 for
𝑓 ∈ 𝐴(R2𝑑/Λ).

Since 𝑃Λ 𝑓 has absolutely summable symplectic Fourier coefficients when
𝑓 ∈ 𝑀1(R2𝑑) by Lemma D.6.1, we can use Poisson’s summation formula to find its
symplectic Fourier coefficients, see [167, Example 5.11] or [81, Thm. 3.6.3] for a
proof.

Proposition D.6.2 (Poisson summation formula). Let 𝑓 ∈ 𝑀1(R2𝑑). The symplectic
Fourier coefficients of 𝑃Λ 𝑓 are { 1

|Λ |F𝜎 ( 𝑓 ) (_
◦)}_◦∈Λ◦ , i.e.

𝑃Λ 𝑓 (𝑧) =
1
|Λ|

∑︁
_◦∈Λ◦

F𝜎 ( 𝑓 ) (_◦)𝑒2𝜋𝑖𝜎 (_◦,𝑧) .
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To use this to obtain Fourier series of operators, we need the following simple
lemma [72, Prop. 198].

Lemma D.6.3. For any 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , the Weyl symbol of 𝑒−𝜋𝑖𝑥 ·𝜔𝜋(𝑧) is the
function 𝑧′ ↦→ 𝑒2𝜋𝑖𝜎 (𝑧,𝑧′) .

We will now consider Fourier series of operators arising as periodizations of
operators in B, in other words a Poisson summation formula for operators. The
second part of the result extends Janssen’s representation of multi-window Gabor
frame operators to Gabor g-frame operators. As mentioned, this result is due
to [102] who used it to prove the Janssen representation for multi-window Gabor
frames. In this and following statements, we use the notation _◦ = (_◦𝑥 , _◦𝜔) to
denote the elements of Λ◦.

Theorem D.6.4 (Janssen’s representation of Gabor g-frame operators). Let 𝑆 ∈ B
and Λ a lattice. Then∑︁

_∈Λ
𝛼_(𝑆) =

1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆) (_◦)𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦).

In particular,

𝔖𝑆 =
1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆∗𝑆) (_◦)𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦).

Moreover, if 𝑆 ∈ B𝑣⊗𝑣 , then {F𝑊 (𝑆) (_◦)}_◦∈Λ◦ ∈ ℓ1
𝑣 (Λ◦).

Proof. Recall that 𝛼_ corresponds to a translation of the Weyl symbol by (D.3.7).
Since the map sending operators in B′ to their Weyl symbols in 𝑀∞(R2𝑑) is
weak*-to-weak*-continuous by Proposition D.4.4 and

∑
_∈Λ 𝛼_(𝑆) converges in the

weak* topology of B′ by Proposition D.5.4, the Weyl symbol 𝑓 of
∑
_∈Λ 𝛼_(𝑆) is

𝑓 =
∑︁
_∈Λ

𝑇_(𝑎𝑆) ∈ 𝑀∞(R2𝑑),

where 𝑎𝑆 is the Weyl symbol of 𝑆. Hence 𝑓 = 𝑃Λ𝑎𝑆 . By the Poisson summation
formula the symplectic Fourier series of 𝑓 is given by

𝑓 (𝑧) = 1
|Λ|

∑︁
_◦∈Λ◦

F𝜎 (𝑎𝑆) (_◦)𝑒2𝜋𝑖𝜎 (_◦,𝑧)

=
1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆) (_◦)𝑒2𝜋𝑖𝜎 (_◦,𝑧) by (D.3.13).
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By Proposition D.4.4, F𝑊 (𝑆) ∈ 𝑀1(R2𝑑), so {F𝑊 (𝑆) (_◦)}_◦∈Λ◦ ∈ ℓ1(Λ◦) by
Lemma D.3.3 – hence the sum above converges absolutely in the norm of 𝑀∞(R2𝑑).
Taking the Weyl transform of this using Lemma D.6.3, we see that∑︁

_∈Λ
𝛼_(𝑆) =

1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆) (_◦)𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦).

For the last part, note that if 𝑆 ∈ B𝑣⊗𝑣 , then F𝑊 (𝑆) ∈ 𝑊 (𝐿1
𝑣 ) by Proposition D.4.2,

and the result follows from Lemma D.3.3. �

Example D.6.1 (Multi-window Gabor frames). For {𝜙𝑛}𝑁𝑛=1 ⊂ 𝑀
1(R𝑑), we saw in

Example D.5.1 that the frame operator of the multi-window Gabor system generated
by {𝜙𝑛}𝑁𝑛=1 equals 𝔖𝑆 for 𝑆 =

∑𝑁
𝑛=1 b𝑛 ⊗ 𝜙𝑛, where {b𝑛}𝑁𝑛=1 is any orthonormal set

in 𝐿2(R𝑑). Then

𝑆∗𝑆 =

𝑁∑︁
𝑛=1

𝜙𝑛 ⊗ 𝜙𝑛 ∈ B,

so by (D.3.10)

F𝑊 (𝑆∗𝑆) (_◦) =
𝑁∑︁
𝑛=1

F𝑊 (𝜙𝑛 ⊗ 𝜙𝑛) (_◦) =
𝑁∑︁
𝑛=1

𝑒𝜋𝑖_
◦
𝑥 ·_◦𝜔𝑉𝜙𝑛𝜙𝑛 (_◦).

Therefore Theorem D.6.4 gives that

𝔖𝑆 =
1
|Λ|

∑︁
_◦∈Λ◦

𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜙𝑛 (_◦)𝜋(_◦),

which is the Janssen representation for multi-window Gabor frames [87, 170].

We can also prove that any periodic operator in B′ has a Fourier series expansion.
By considering Weyl symbols, this is essentially the fact that any Λ-periodic
distribution 𝑓 ∈ 𝑀∞(R2𝑑) can be expanded in a symplectic Fourier series, which
follows from the second part of Lemma D.6.1. The result is due to [102].

Theorem D.6.5. Let 𝑆 ∈ B′ be a Λ-periodic operator. Then there exists a unique
sequence {𝑐_◦}_◦∈Λ◦ ∈ ℓ∞(Λ◦) such that

𝑆 =
1
|Λ|

∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦), (D.6.1)

with weak* convergence in B′. Furthermore, the map

{𝑐_◦}_◦∈Λ◦ ↦→
∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦)

is weak*-to-weak*-continuous from ℓ∞(Λ◦) to B′.
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Proof. We first show that series of the form 1
|Λ |

∑
_◦∈Λ◦ 𝑐_◦𝑒

−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦) converge
in the weak* topology of B′ when {𝑐_◦} ∈ ℓ∞(Λ◦). For {𝑐_◦} ∈ ℓ∞(Λ◦), we define
an antilinear functional on B by〈

1
|Λ|

∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦), 𝑇

〉
B′,B

:=
1
|Λ|

∑︁
_◦∈Λ◦

𝑐_◦
〈
𝑒−𝜋𝑖_

◦
𝑥 ·_◦𝜔𝜋(_◦), 𝑇

〉
B′,B

.

To see that this is a bounded functional, consider����� 1
|Λ|

∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔 〈𝜋(_◦), 𝑇〉B′,B

����� . ∑︁
_◦∈Λ◦

|𝑐_◦ |
����〈𝑒−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦), 𝑇〉

B′,B

����
=

∑︁
_◦∈Λ◦

|𝑐_◦ |
���tr(𝑒−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦)𝑇∗)���

where the last step uses (D.4.9). By the definition of F𝑊 and equation (D.3.11),

𝑡𝑟 (𝑒−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦)𝑇∗) = F𝑊 (𝑇∗) (−_◦) = F𝑊 (𝑇) (_◦).

We may therefore continue our estimate by∑︁
_◦∈Λ◦

|𝑐_◦ |
���tr(𝑒−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦)𝑇∗)��� = ∑︁

_◦∈Λ◦
|𝑐_◦ | |F𝑊 (𝑇) (_◦) |

. ‖{𝑐_◦}‖ℓ∞ (Λ◦) ‖F𝑊 (𝑇)‖𝑀 1 by Lem. D.3.3

. ‖{𝑐_◦}‖ℓ∞ (Λ◦) ‖𝑇 ‖B by Prop. D.4.4.

Hence 1
|Λ |

∑
_◦∈Λ◦ 𝑐_◦𝑒

−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦) ∈ B′. The same calculation without absolute
values shows that〈

1
|Λ|

∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦), 𝑇

〉
B′,B

=
1
|Λ|

∑︁
_◦∈Λ◦

𝑐_◦F𝑊 (𝑇) (_◦), (D.6.2)

which implies that the map sending {𝑐_◦} to this functional is in fact the Banach
space adjoint of the map B→ ℓ1(Λ◦) given by𝑇 ↦→ { 1

|Λ |F𝑊 (𝑇) (_
◦)}. In particular,

the weak*-to-weak* continuity of the map

{𝑐_◦} ↦→
∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦)

follows, as does the weak* convergence of the sum.
The uniqueness also follows: the map B→ ℓ1(Λ◦) defined by

𝑇 ↦→
{

1
|Λ|F𝑊 (𝑇) (_

◦)
}
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is surjective by [95, Thm. 7 C)] hence its Banach space adjoint is injective. We then
turn to finding {𝑐_◦}_◦∈Λ◦ such that (D.6.1) holds. Since 𝑆 is a Λ-periodic operator
in B′, its Weyl symbol 𝑎𝑆 is a Λ-periodic distribution in 𝑀∞(R2𝑑). By Lemma
D.6.1 there exists 𝑓 ∈ 𝐴′(R2𝑑/Λ) such that 𝑃∗

Λ
𝑓 = 𝑎𝑆 , and we pick {𝑐_◦}_◦∈Λ◦ to

be the symplectic Fourier coefficients of 𝑓 . For any 𝑇 ∈ B we have from (D.4.11)
that

〈𝑆, 𝑇〉B′,B = 〈𝑎𝑆 , 𝑎𝑇 〉𝑀∞,𝑀 1

=
〈
𝑃∗Λ 𝑓 , 𝑎𝑇

〉
𝑀∞,𝑀 1

=
〈
𝑓 , 𝑃Λ𝑎𝑇

〉
𝐴′ (R2𝑑/Λ) ,𝐴(R2𝑑/Λ)

=
1
|Λ|

〈
{𝑐◦_}, {F𝜎 (𝑎𝑇 ) (_◦)}

〉
ℓ∞ (Λ◦) ,ℓ1 (Λ◦) .

In the last equality we have used the Poisson summation formula to get that
{ 1
|Λ |F𝜎 (𝑎𝑇 ) (_

◦)}_◦∈Λ◦ are the symplectic Fourier coefficients of 𝑃Λ𝑎𝑇 . By com-
paring this to (D.6.2) and using F𝑊 (𝑇) = F𝜎 (𝑎𝑇 ) by (D.3.13), we have proved
(D.6.1). �

Remark D.9. (a) The uniqueness part of the previous theorem amounts to a
well-known fact: if

∑
_◦∈Λ◦ 𝑐_◦𝜋(_◦) = 0 for 𝑐 = {𝑐_◦}_◦∈Λ◦ ∈ ℓ∞(Λ◦), then

𝑐 = 0. Earlier proofs of this fact range from the rather complicated [223]
to the pleasantly elementary [134]. Our proof is similar to that in [134],
and comes with a simple interpretation: the Fourier coefficients of periodic
operators are unique.

(b) If 𝑆 ∈ B′ isΛ-periodic and its Weyl symbol 𝑎𝑆 belongs to the space 𝐴(R2𝑑/Λ)
(i.e. its symplectic Fourier coefficients are absolutely summable), then there
exists some 𝑃𝑆 ∈ B such that 𝑆 =

∑
_∈Λ 𝛼_(𝑃𝑆). This is [102, Thm.. 7.7.6],

and follows from applying the surjectivity in part (a) of Lemma D.6.1 to 𝑎𝑆 .

D.6.1 Poisson summation formula for trace class operators

When 𝑆 ∈ S1 the periodization
∑
_∈Λ 𝛼_(𝑆) converges in B′ by Proposition D.5.4,

and by Theorem D.6.5 there exists {𝑐_◦} ∈ ℓ∞(Λ◦) such that∑︁
_∈Λ

𝛼_(𝑆) =
∑︁
_◦∈Λ◦

𝑐_◦𝑒
−𝜋𝑖_◦𝑥 ·_◦𝜔𝜋(_◦).

If 𝑆 ∈ B, we know from Theorem D.6.4 that 𝑐_◦ is given by the samples of F𝑊 (𝑆).
However, even if 𝑆 ∈ S1 \B, we know from the Riemann-Lebesgue lemma (D.3.12)
that F𝑊 (𝑆) ∈ 𝐶0(R2𝑑). Hence the samples of F𝑊 (𝑆) are still well-defined, and we
will use a continuity argument to show that 𝑐_◦ = F𝑊 (𝑆) (_◦) also when 𝑆 ∈ S1 \B.
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Theorem D.6.6 (Poisson summation formula for trace class operators). Let 𝑆 ∈ S1.
Then ∑︁

_∈Λ
𝛼_(𝑆) =

1
|Λ|

∑︁
_∈Λ

F𝑊 (𝑆) (_◦)𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦),

with weak* convergence of both sums in B′.

Proof. Let {𝑆𝑛}𝑛∈N ⊂ B be a sequence converging to 𝑆 in the norm of S1 using
Lemma D.4.3. By Theorem D.6.4, we have for each 𝑛 ∈ N that∑︁

_∈Λ
𝛼_(𝑆𝑛) =

1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆𝑛) (_◦)𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦). (D.6.3)

By Proposition D.5.4, the left hand side of (D.6.3) converges to
∑
_∈Λ 𝛼_(𝑆) in B′

as 𝑛→∞. Then note that

‖F𝑊 (𝑆) |Λ◦ − F𝑊 (𝑆𝑛) |Λ◦ ‖ℓ∞ (Λ◦) = ‖F𝑊 (𝑆 − 𝑆𝑛) |Λ◦ ‖ℓ∞ (Λ◦) ≤ ‖𝑆 − 𝑆𝑛‖S1

by (D.3.12), hence the samples F𝑊 (𝑆𝑛) |Λ◦ converge to F𝑊 (𝑆) |Λ◦ in ℓ∞(Λ◦) as
𝑛 → ∞. Combining this with the continuity statement in Theorem D.6.5, we
see that the right hand side of (D.6.3) converges in the weak* topology of B′ to

1
|Λ |

∑
_◦∈Λ◦ F𝑊 (𝑆) (_◦)𝑒−𝜋𝑖_

◦
𝑥 ·_◦𝜔𝜋(_◦) as 𝑛 → ∞. As the limits of both sides of

(D.6.3) must be equal, the result follows. �

D.6.2 The twisted Wiener’s lemma

The results in the previous section supplement the theory of the Fourier transform
of operators, as introduced by Werner in [251], by showing that periodic operators
have a Fourier series expansion. A classic result for Fourier series of functions is
Wiener’s lemma: if a periodic function is invertible and has an absolutely convergent
Fourier series, then its inverse has an absolutely convergent Fourier series. The
same holds for operators, by a result due to Gröchenig and Leinert [140]. Recall
that 𝑣 is a submultiplicative, symmetric GRS-weight – the GRS condition is crucial
for this result.

Theorem D.6.7. Assume that 𝑆 =
∑
_◦∈Λ◦ 𝑐_◦𝜋(_◦) for a sequence {𝑐_◦}_◦∈Λ◦ ∈

ℓ1
𝑣 (Λ◦) and that 𝑆 is invertible on 𝐿2(R𝑑). Then

𝑆−1 =
∑︁
_◦
𝑎_◦𝜋(_◦)

for some sequence {𝑎_◦}_◦∈Λ◦ ∈ ℓ1
𝑣 (Λ◦).

This has consequences for Gabor g-frames generated by an operator 𝑆 ∈ B𝑣⊗𝑣 .
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Corollary D.6.7.1. Assume that 𝑆 ∈ B𝑣⊗𝑣 generates a Gabor g-frame over a lattice
Λ. Then 𝔖−1

𝑆
=

∑
_◦∈Λ◦ 𝑎_◦𝜋(_◦) for a sequence {𝑎_◦}_◦∈Λ◦ ∈ ℓ1

𝑣 (Λ◦).

Proof. 𝔖𝑆 is invertible on 𝐿2(R𝑑) as 𝑆 generates a Gabor g-frame. By the Janssen
representation in Theorem D.6.4 we can apply Theorem D.6.7 to 𝔖𝑆 . �

D.6.3 Wexler-Raz and some conditions for Gabor g-frames

Recall that two operators 𝑆, 𝑇 ∈ HS generate dual Gabor g-frames if 𝑆 and 𝑇
generate Gabor g-frames and∑︁

_∈Λ
𝛼_(𝑆∗𝑇)𝜓 = 𝜓 for any 𝜓 ∈ 𝐿2(R𝑑).

A characterization of dual Gabor g-frames is given by a version of the Wexler-Raz
biorthogonality conditions from [102]. We extend the result in [102] to Hilbert
Schmidt operators.

Theorem D.6.8 (Wexler-Raz biorthogonality). Let 𝑆, 𝑇 ∈ HS such that 𝑆 and 𝑇
satisfy the upper g-frame bound in (D.5.1). Then∑︁

_∈Λ
𝛼_(𝑆∗𝑇)𝜓 = 𝜓 for any 𝜓 ∈ 𝐿2(R𝑑) (D.6.4)

if and only if
F𝑊 (𝑆∗𝑇) (_◦) = |Λ|𝛿_◦,0 for _◦ ∈ Λ◦. (D.6.5)

Proof. Our assumption on 𝑆 and 𝑇 ensures that 𝐷𝑆𝐶𝑇 𝜓 =
∑
_ 𝛼_(𝑆∗𝑇)𝜓 defines

a bounded operator on 𝐿2(R𝑑). Since 𝑆, 𝑇 ∈ HS, we have 𝑆∗𝑇 ∈ S1 and by
Proposition D.6.6∑︁

_∈Λ
𝛼_(𝑆∗𝑇) =

1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆∗𝑇) (_◦)𝑒−𝑖 𝜋_
◦
𝑥 ·_◦𝜔𝜋(_◦).

Equation (D.6.4) states that the left hand side is the identity operator 𝜋(0), and the
uniqueness part of Theorem D.6.5 implies that this is true if and only if (D.6.5)
holds. �

Note that under the assumptions of Theorem D.6.8, both 𝑆∗ and𝑇 generate Gabor
g-frames by Proposition D.5.1. As first noted in [102], the theorem reproduces the
familiar Wexler-Raz biorthogonality conditions for Gabor frames.
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Example D.6.2. Consider two sets of 𝑁 functions {𝜙𝑛}𝑁𝑛=1, {𝜓𝑛}
𝑁
𝑛=1 ⊂ 𝐿

2(R𝑑).
As in Example D.5.1, we associate an operator to each of these systems:

𝑆 =

𝑁∑︁
𝑛=1

b𝑛 ⊗ 𝜙𝑛, 𝑇 =

𝑁∑︁
𝑛=1

b𝑛 ⊗ 𝜓𝑛,

where {b𝑛}𝑁𝑛=1 is an orthonormal system in 𝐿2(R𝑑). Assume that the multi-window
Gabor systems generated by {𝜙𝑛}𝑁𝑛=1 and {𝜓𝑛}𝑁𝑛=1 are Bessel systems, i.e.

𝑁∑︁
𝑛=1

∑︁
_∈Λ
|𝑉𝜙𝑛𝜓(_) |2 . ‖𝜓‖2𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑),

and the same inequality for 𝜓𝑛. It is a simple exercise to show that this condition
implies that 𝑆 and 𝑇 satisfy the upper g-frame bound, so Theorem D.6.8 applies.

Note that 𝑆∗𝑇 =
∑𝑁
𝑛=1 𝜙𝑛 ⊗ 𝜓𝑛, and F𝑊 (𝑆∗𝑇) (𝑧) = 𝑒𝜋𝑖𝑥 ·𝜔

∑𝑁
𝑛=1𝑉𝜓𝑛𝜙𝑛 (𝑧) by

(D.3.10). We also find using (D.3.9) that∑︁
_∈Λ

𝛼_(𝑆∗𝑇)[ =
∑︁
_∈Λ

𝑁∑︁
𝑛=1

𝑉𝜓𝑛[(_)𝜋(_)𝜙𝑛 for [ ∈ 𝐿2(R𝑑).

Hence Theorem D.6.8 says that

[ =
∑︁
_∈Λ

𝑁∑︁
𝑛=1

𝑉𝜓𝑛[(_)𝜋(_)𝜙𝑛 for [ ∈ 𝐿2(R𝑑)

if and only if
𝑁∑︁
𝑛=1

𝑉𝜓𝑛𝜙𝑛 (_◦) = |Λ|𝛿_◦,0 for _◦ ∈ Λ◦.

This is the usual version of the Wexler-Raz biorthogonality conditions for multi-
window Gabor frames.

We note some simple consequences of Theorem D.6.8.

Corollary D.6.8.1. (a) Let 𝑆 ∈ B. If there exists some 𝑇 ∈ B such that
F𝑊 (𝑆∗𝑇) (0) ≠ 0 and F𝑊 (𝑆∗𝑇) (_◦) = 0 for _◦ ≠ 0, then 𝑆 generates
a Gabor g-frame.

(b) Let 𝑆 ∈ B. If there exist 𝜙, 𝜓 ∈ 𝑀1(R𝑑) such that

𝑉𝜙 (𝑆∗𝜓) (_◦) = |Λ|𝛿_◦,0 for _◦ ∈ Λ◦,

then 𝑆 generates a Gabor g-frame.
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(c) If 𝑆 ∈ B satisfies Λ◦ ∩ {𝑧′ − 𝑧′′ : 𝑧′, 𝑧′′ ∈ supp(F𝑊 (𝑆))} = {0}, then 𝑆
generates a tight Gabor g-frame.

Proof. (a) Define 𝑇 =
|Λ |

F𝑊 (𝑆∗𝑇 ) (0)𝑇 . Then 𝑆, 𝑇 ∈ B, so 𝑆, 𝑇 satisfy the upper
g-frame bound in (D.5.1) by Corollary D.5.4.1. Hence Theorem D.6.8 applies
to give that 𝑆, 𝑇 generate dual Gabor g-frames, and the result follows from
Proposition D.5.1.

(b) Let 𝑇 = 𝜓 ⊗ 𝜙. Then 𝑆∗𝑇 = (𝑆∗𝜓) ⊗ 𝜙. Since F𝑊 ((𝑆∗𝜓) ⊗ 𝜙) (𝑥, 𝜔) =
𝑒𝜋𝑖𝑥 ·𝜔𝑉𝜙 (𝑆∗𝜓) (𝑥, 𝜔) by (D.3.10), the result follows from part (a).

(c) It is well-known (see [102,203]) that

F𝑊 (𝑆∗𝑆) (𝑧) =
∫
R2𝑑

F𝑊 (𝑆∗) (𝑧 − 𝑧′)F𝑊 (𝑆) (𝑧′)𝑒𝜋𝑖𝜎 (𝑧,𝑧
′) 𝑑𝑧′,

where the right hand side is the so-called twisted convolution of F𝑊 (𝑆∗) with
F𝑊 (𝑆). By (D.3.11) we get

F𝑊 (𝑆∗𝑆) (𝑧) =
∫
R2𝑑

F𝑊 (𝑆) (𝑧′ − 𝑧)F𝑊 (𝑆) (𝑧′)𝑒𝜋𝑖𝜎 (𝑧,𝑧
′) 𝑑𝑧′.

One easily deduces that a necessary condition for F𝑊 (𝑆∗𝑆) (𝑧) to be non-zero
is that 𝑧 = 𝑧′ − 𝑧′′, where both 𝑧′, 𝑧′′ ∈ supp(F𝑊 (𝑆)), hence the condition
in the statement ensures that F𝑊 (𝑆∗𝑆) (_◦) = 0 for _◦ ≠ 0. In addition,

F𝑊 (𝑆∗𝑆) (0) = tr(𝑆∗𝑆) = ‖𝑆‖2HS > 0. Therefore 𝑆 =

√
|Λ |

‖𝑆 ‖HS
𝑆 satisfies∑︁

_∈Λ
𝛼_(𝑆∗𝑆)𝜓 = 𝜓

for any 𝜓 ∈ 𝐿2(R𝑑) by Theorem D.6.4, which implies that∑︁
_∈Λ

𝛼_(𝑆∗𝑆)𝜓 =
‖𝑆‖2HS
|Λ| 𝜓.

�

Remark D.10. (a) The condition in part (c) above can be satisfied if 𝑆 is an
underspread operator (as defined by Kozek [189–191]), with supp(F𝑊 (𝑆)) ⊂
𝐵𝑅 (0) for some small 𝑅 > 0, where 𝐵𝑅 (0) ⊂ R2𝑑 is the ball of radius 𝑅
centered at 0. In this case {𝑧′ − 𝑧′′ : 𝑧′, 𝑧′′ ∈ supp(F𝑊 (𝑆))} ⊂ 𝐵2𝑅 (0), so
by picking sufficiently small 𝑅 the condition in the corollary can be satisfied.
Such 𝑆 may easily be constructed, for instance by picking a smooth bump
function 𝑓 ∈ 𝑀1(R2𝑑) supported in 𝐵𝑅 (0) – since F𝑊 is bijective from
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B to 𝑀1(R2𝑑), there exists some 𝑆 ∈ B with F𝑊 (𝑆) = 𝑓 . By a result of
Janssen [173] this simple construction will never work for Gabor frames: there
is no rank-one operator 𝑆 = 𝜓⊗𝜙 such that F𝑊 (𝑆) (𝑥, 𝜔) = 𝑒𝜋𝑖𝑥 ·𝜔𝑉𝜙𝜓(𝑥, 𝜔)
has compact support.

(b) IfΛ is a separable latticeΛ = 𝑎Z𝑑×𝑏Z𝑑 for 𝑎, 𝑏 > 0, thenΛ◦ = 1
𝑏
Z𝑑× 1

𝑎
Z𝑑 . It

follows from the Janssen representation that if F𝑊 (𝑆∗𝑆) (𝑚𝑏 ,
𝑛
𝑎
) = 0 whenever

0 ≠ 𝑚 ∈ Z𝑑 , then the g-frame operator is simply the multiplication operator

𝜓(𝑡) ↦→
(

1
𝑎𝑏

∑︁
𝑛∈Z𝑑

F𝑊 (𝑆∗𝑆)
(
0,
𝑛

𝑎

)
𝑒2𝜋𝑖𝑛 ·𝑡/𝑎

)
𝜓(𝑡).

If 𝑆 is a rank-one operator 𝜙 ⊗ 𝜙, this can be achieved by picking compactly
supported 𝜙 – this leads to the painless nonorthogonal expansions of [69].

The Wexler-Raz conditions sometimes allow us to deduce that 𝑆 and 𝑇 generate
dual Gabor g-frames, or, when 𝑆 = 𝑇 , that 𝑆 generates a tight Gabor g-frame. The
Janssen representation also implies the following test for deciding when 𝑆 ∈ B
generates a (not necessarily tight) Gabor g-frame.

Proposition D.6.9. Let 𝑆 ∈ B, and assume that
∑

0≠_◦∈Λ◦ |F𝑊 (𝑆∗𝑆) (_◦) | < ‖𝑆‖2HS .
Then 𝑆 generates a Gabor g-frame.

Proof. By the Janssen representation and the fact that F𝑊 (𝑆∗𝑆) (0) = tr(𝑆∗𝑆) =
‖𝑆‖2HS > 0,

𝔖𝑆 =
1
|Λ|

∑︁
_◦∈Λ◦

F𝑊 (𝑆∗𝑆) (_◦)𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦)

=
‖𝑆‖2HS
|Λ|

(
𝐼𝐿2 +

∑︁
0≠_◦∈Λ◦

F𝑊 (𝑆∗𝑆) (_◦)
‖𝑆‖2HS

𝑒−𝜋𝑖_
◦
𝑥 ·_◦𝜔𝜋(_◦)

)
︸                                                       ︷︷                                                       ︸

:=𝐴

,

so 𝔖𝑆 has a bounded inverse on 𝐿2(R𝑑) if and only if 𝐴 has a bounded inverse. As

‖𝐴 − 𝐼𝐿2 ‖L(𝐿2) ≤
∑︁

0≠_◦∈Λ◦

|F𝑊 (𝑆∗𝑆) (_◦) |
‖𝑆‖2HS

< 1,

by assumption, the Neumann theorem [131, Thm. A.3] implies that 𝐴 has a bounded
inverse on 𝐿2(R𝑑). �

Remark D.11. When 𝑆 = 𝜙 ⊗ 𝜙 for some 𝜙 ∈ 𝑀1(R𝑑), the proposition above
becomes a well-known result for Gabor frames. To our knowledge the first
appearance of this special case in the literature is [246, Thm. 4.1.1].
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Corollary D.6.9.1. Let 0 ≠ 𝑆 ∈ B and Λ a lattice. There exists 𝑁 ∈ N such that 𝑆
generates a Gabor g-frame over the lattice 1

𝑁
Λ.

Proof. Since
∑
_◦∈Λ |F𝑊 (𝑆∗𝑆) (_◦) | < ∞ by Theorem D.6.4, there exists 𝐾 ∈ N

with ∑︁
|_◦ |>𝐾

|F𝑊 (𝑆∗𝑆) (_◦) | < ‖𝑆‖2HS .

Let 𝑁 ∈ N be the smallest integer such that |_◦ | > 𝐾/𝑁 for any 0 ≠ _◦ ∈ Λ◦, and
consider the lattice Γ = 1

𝑁
Λ. Then Γ◦ = 𝑁Λ◦ ⊂ Λ◦. By definition, the non-zero

elements 𝛾◦ ∈ Γ◦ are all of the form 𝛾◦ = 𝑁_◦. In particular, they satisfy |𝛾◦ | > 𝐾
and 𝛾◦ ∈ Λ◦. Therefore∑︁

0≠𝛾◦∈Γ◦
|F𝑊 (𝑆∗𝑆) (𝛾◦) | ≤

∑︁
|_◦ |>𝐾

|F𝑊 (𝑆∗𝑆) (_◦) | < ‖𝑆‖2HS ,

hence 𝑆 generates a Gabor g-frame with respect toΓ = 1
𝑁
Λ by Proposition D.6.9. �

D.7 Gabor g-frames and modulation spaces

It is a well-known fact that if a function 𝜙 ∈ 𝑀1
𝑣 (R𝑑) generates a Gabor frame, then

the ℓ𝑝𝑚(Λ)-norm of the coefficients {𝑉𝜙𝜓(_)}_∈Λ is an equivalent norm to ‖𝜓‖𝑀 𝑝
𝑚
.

To extend this result to Gabor g-frames, we will need to introduce some appropriate
Banach spaces. Once this is done, our proofs will mainly proceed by reducing the
statement for Gabor g-frames to the statement for Gabor frames, which may be
found in the standard reference [131].

For 𝑝 ∈ [1,∞] and a 𝑣-moderate weight 𝑚 we define the space ℓ𝑝𝑚(Λ; 𝐿2) to be
the Banach space of sequences {𝜓_}_∈Λ ⊂ 𝐿2(R𝑑) such that

‖{𝜓_}‖ℓ𝑝𝑚 (Λ;𝐿2) :=

(∑︁
_∈Λ
‖𝜓_‖ 𝑝𝐿2𝑚(_) 𝑝

)1/𝑝

< ∞.

For 𝑝 = ∞ the sum is replaced by a supremum in the usual way. For 𝑚 ≡ 1 we write
ℓ
𝑝
𝑚(Λ; 𝐿2) = ℓ𝑝 (Λ; 𝐿2). The dual space of ℓ𝑝𝑚(Λ; 𝐿2) for 𝑝 < ∞ is ℓ𝑝

′

1/𝑚(Λ; 𝐿2)
with

〈{𝜙_}, {𝜓_}〉ℓ𝑝′1/𝑚 (Λ;𝐿2) ,ℓ𝑝𝑚 (Λ;𝐿2) =
∑︁
_∈Λ
〈𝜙_, 𝜓_〉𝐿2 (D.7.1)

for {𝜙_}_∈Λ ∈ ℓ𝑝
′

1/𝑚(Λ; 𝐿2), {𝜓_}_∈Λ ∈ ℓ𝑝𝑚(Λ; 𝐿2). It is clear from the definitions
that finite sequences {𝜓_}_∈Λ (meaning that 𝜓_ ≠ 0 for finitely many _) are dense
in ℓ𝑝𝑚(Λ; 𝐿2) for 𝑝 < ∞ and weak*-dense in ℓ∞𝑚 (Λ; 𝐿2).
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Remark D.12. The norm ‖{𝜓_}‖ℓ𝑝𝑚 (Λ;𝐿2) equals ‖{𝑚(_) · 𝜓_}‖𝐿𝑝 (Λ,𝐿2) , where
𝐿 𝑝 (Λ, 𝐿2) is a vector-valued 𝐿 𝑝-space with Λ equipped with counting measure.
Since 𝑚(_) > 0 for any _ ∈ Λ, we may immediately translate results from the
theory of vector-valued 𝐿 𝑝-spaces, see Chapter 1 of [166], into statements about
ℓ
𝑝
𝑚(Λ; 𝐿2). In particular, they are Banach spaces and the duality (D.7.1) follows

from [166, Prop. 1.3.3].
We have already met the space ℓ2(Λ; 𝐿2), and seen that 𝐶𝑆 is bounded from

𝐿2(R𝑑) into ℓ2(Λ; 𝐿2) when 𝑆 generates a Gabor g-frame. The next result shows
that this result can be generalized to other 𝑝 and 𝑚 when 𝑆 ∈ B𝑣⊗𝑣 .
Theorem D.7.1. If 𝑆 ∈ B𝑣⊗𝑣 and 𝑝 ∈ [1,∞], then the analysis operator 𝐶𝑆 is
bounded from 𝑀

𝑝
𝑚(R𝑑) to ℓ𝑝𝑚(Λ; 𝐿2) with operator norm ‖𝐶𝑆 ‖𝑀 𝑝

𝑚→ℓ
𝑝
𝑚 (Λ;𝐿2) .

‖𝑆‖B𝑣⊗𝑣 where the implicit constant is independent of 𝑝 and 𝑚.

Proof. Let 𝑆 =
∑
𝑛∈N 𝜙

(1)
𝑛 ⊗ 𝜙 (2)𝑛 , be a decomposition as in part (a) of Proposition

D.4.1. Then

‖𝛼_(𝑆)𝜓‖𝐿2 =


(∑︁
𝑛∈N

𝜋(_)𝜙 (1)𝑛 ⊗ 𝜋(_)𝜙 (2)𝑛

)
𝜓


𝐿2

≤
∑︁
𝑛∈N
|𝑉
𝜙
(2)
𝑛
𝜓(_) | · ‖𝜋(_)𝜙 (1)𝑛 ‖𝐿2

=
∑︁
𝑛∈N
|𝑉
𝜙
(2)
𝑛
𝜓(_) | · ‖𝜙 (1)𝑛 ‖𝐿2 .

∑︁
𝑛∈N
|𝑉
𝜙
(2)
𝑛
𝜓(_) | · ‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
,

where the last inequality uses 𝑀1
𝑣 (R𝑑) ↩→ 𝐿2(R𝑑). Then assume that 𝑝 < ∞, and

use the inequality above and the triangle inequality for ℓ𝑝𝑚(Λ) to get(∑︁
_∈Λ
‖𝛼_(𝑆)𝜓‖ 𝑝𝐿2𝑚(_) 𝑝

)1/𝑝

.

(∑︁
_∈Λ

(∑︁
𝑛∈N
|𝑉
𝜙
(2)
𝑛
𝜓(_) | · ‖𝜙 (1)𝑛 ‖𝑀 1

𝑣

) 𝑝
𝑚(_) 𝑝

)1/𝑝

=

∑︁
𝑛∈N

{
|𝑉
𝜙
(2)
𝑛
𝜓(_) | · ‖𝜙 (1)𝑛 ‖𝑀 1

𝑣

}
_∈Λ


ℓ
𝑝
𝑚 (Λ)

≤
∑︁
𝑛∈N

{ |𝑉
𝜙
(2)
𝑛
𝜓(_) | · ‖𝜙 (1)𝑛 ‖𝑀 1

𝑣

}
_∈Λ


ℓ
𝑝
𝑚 (Λ)

=
∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣

{ |𝑉
𝜙
(2)
𝑛
𝜓(_) |

}
_∈Λ


ℓ
𝑝
𝑚 (Λ)

. ‖𝜓‖𝑀 𝑝
𝑚

∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
by Lemma D.3.4.
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The norm inequality ‖𝐶𝑆 ‖op . ‖𝑆‖B𝑣⊗𝑣 then follows from part (b) of Proposition
D.4.1. For 𝑝 = ∞, we use Lemma D.3.4 to find that for any _ ∈ Λ

‖𝛼_(𝑆)𝜓‖𝐿2 · 𝑚(_) .
∑︁
𝑛∈N
|𝑉
𝜙
(2)
𝑛
𝜓(_) | · 𝑚(_) · ‖𝜙 (1)𝑛 ‖𝑀 1

𝑣

≤ ‖𝜓‖𝑀∞𝑚
∑︁
𝑛∈N
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
. �

Theorem D.7.2. If 𝑆 ∈ B𝑣⊗𝑣 and 𝑝 ∈ [1,∞], then the synthesis operator 𝐷𝑆 is
bounded from ℓ

𝑝
𝑚(Λ; 𝐿2) to 𝑀 𝑝

𝑚(R𝑑), with operator norm ‖𝐷𝑆 ‖ℓ𝑝𝑚 (Λ;𝐿2)→𝑀 𝑝
𝑚
.

‖𝑆‖B𝑣⊗𝑣 independent of 𝑝 and 𝑚. For {𝜓_}_∈Λ ∈ ℓ𝑝𝑚(Λ; 𝐿2), the expansion

𝐷𝑆 ({𝜓_}) =
∑︁
_∈Λ

𝛼_(𝑆∗)𝜓_

converges unconditionally in 𝑀 𝑝
𝑚(R𝑑) for 𝑝 < ∞ and in the weak* topology of

𝑀∞1/𝑣 (R
𝑑) for 𝑝 = ∞.

Proof. First assume that 𝑝 < ∞, and let {𝜓_}_∈Λ be a finite sequence. Using
Proposition D.4.1 we write 𝑆 =

∑
𝑛∈N 𝜙

(1)
𝑛 ⊗ 𝜙 (2)𝑛 . Then one finds using (D.3.9) that

𝐷𝑆 ({𝜓_}) =
∑︁
_∈Λ

∑︁
𝑛∈N

𝑉
𝜙
(1)
𝑛
𝜓_(_)𝜋(_)𝜙 (2)𝑛

=
∑︁
𝑛∈N

∑︁
_∈Λ

𝑉
𝜙
(1)
𝑛
𝜓_(_)𝜋(_)𝜙 (2)𝑛 .

Interchanging the order of summation is allowed as the finiteness of the sum over _
implies absolute convergence in 𝑀 𝑝

𝑚(R𝑑): by parts (c) and (e) of Proposition D.3.2

‖𝜋(_)𝜙 (2)𝑛 ‖𝑀 𝑝
𝑚
. 𝑣(_)‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
,

and by Cauchy-Schwarz and 𝑀1
𝑣 (R𝑑) ↩→ 𝐿2(R𝑑)

|𝑉
𝜙
(1)
𝑛
𝜓_(_) | =

���〈𝜓_, 𝜋(_)𝜙 (1)𝑛 〉
𝐿2

��� . ‖𝜓_‖𝐿2 ‖𝜙 (1)𝑛 ‖𝑀 1
𝑣
. (D.7.2)

Hence the absolute convergence follows by∑︁
𝑛∈N

∑︁
_∈Λ
|𝑉
𝜙
(1)
𝑛
𝜓_(_) | · ‖𝜋(_)𝜙 (2)𝑛 ‖𝑀 𝑝

𝑚

.
∑︁
𝑛∈N

∑︁
_∈Λ
‖𝜓_‖𝐿2 ‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
· 𝑣(_) · ‖𝜙 (2)𝑛 ‖𝑀 1

𝑣

=

(∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣

) (∑︁
_∈Λ
‖𝜓_‖𝐿2𝑣(_)

)
< ∞.
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Now apply the 𝑀 𝑝
𝑚-norm to our expression for 𝐷𝑆 ({𝜓_}). When passing to the

second line, we use [131, Thm. 12.2.4], which is the Gabor frame version of the
statement we are proving, and the implicit constant is independent of 𝑝 and 𝑚.

‖𝐷𝑆 ({𝜓_})‖𝑀 𝑝
𝑚
≤

∑︁
𝑛∈N

∑︁
_∈Λ

𝑉
𝜙
(1)
𝑛
𝜓_(_)𝜋(_)𝜙 (2)𝑛


𝑀

𝑝
𝑚

.
∑︁
𝑛∈N
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
‖{𝑉

𝜙
(1)
𝑛
𝜓_}‖ℓ𝑝𝑚 (Λ)

≤
∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
‖{‖𝜓_‖𝐿2}‖ℓ𝑝𝑚 (Λ) by (D.7.2)

= ‖{𝜓_}‖ℓ𝑝𝑚 (Λ;𝐿2)
∑︁
𝑛∈N
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
.

Since finite sequences are dense in ℓ
𝑝
𝑚(Λ; 𝐿2), this shows that 𝐷𝑆 extends to

a bounded operator ℓ𝑝𝑚(Λ; 𝐿2) → 𝑀
𝑝
𝑚(R𝑑) and ‖𝐷𝑆 ‖ℓ𝑝𝑚 (Λ;𝐿2)→𝑀 𝑝

𝑚
. ‖𝑆‖B𝑣⊗𝑣

follows from part (b) of Proposition D.4.1. The same proof works for 𝑝 = ∞ when
replacing the sum with a supremum. For the unconditional convergence for 𝑝 < ∞,
let 𝐽 ⊂ Λ be a finite subset and let {𝜓_}_∈Λ ∈ ℓ𝑝𝑚(Λ; 𝐿2). Then

‖𝐷𝑆 ({𝜓_}) −
∑︁
_∈𝐽

𝛼_(𝑆∗)𝜓_‖ 𝑝
𝑀

𝑝
𝑚 (R𝑑)

= ‖𝐷𝑆 ({𝜓_}_∈Λ − {𝜓_}_∈𝐽 )‖ 𝑝
𝑀

𝑝
𝑚

. ‖{𝜓_}_∈Λ − {𝜓_}_∈𝐽 ‖ 𝑝
ℓ
𝑝
𝑚 (Λ;𝐿2)

=
∑︁
_∈Λ\𝐽

‖𝜓_‖ 𝑝𝐿2𝑚(_) 𝑝 .

As the sum
∑
_∈Λ ‖𝜓_‖

𝑝

𝐿2𝑚(_) 𝑝 converges by assumption, the estimate above shows
that for any 𝜖 > 0 we can find a finite subset 𝐽𝜖 ⊂ Λ such that ‖𝐷𝑆 ({𝜓_}) −∑
_∈𝐽 𝛼_(𝑆∗)𝜓_‖

𝑝

𝑀
𝑝
𝑚

< 𝜖 whenever 𝐽𝜖 ⊂ 𝐽. It follows that
∑
_∈Λ 𝛼_(𝑆∗)𝜓_ con-

verges to 𝐷𝑆 ({𝜓_}) in the sense that the net of partial sums converges, which
implies unconditional convergence [131, Prop. 5.3.1].
If 𝑝 = ∞, let 𝜙 ∈ 𝑀1

𝑣 (R𝑑). Then∑︁
_∈Λ
| 〈𝛼_(𝑆∗)𝜓_, 𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
|

=
∑︁
_∈Λ
| 〈𝜓_, 𝛼_(𝑆)𝜙〉𝐿2 | by Prop. D.4.1 (c)

≤
∑︁
_∈Λ
‖𝜓_‖𝐿2

1
𝑣(_) ‖𝛼_(𝑆)𝜙‖𝐿2𝑣(_) by Cauchy-Schwarz

≤ ‖{𝜓_}‖ℓ∞1/𝑣 (Λ;𝐿2) ‖𝐶𝑆 (𝜙)‖ℓ1
𝑣 (Λ,𝐿2)

. ‖{𝜓_}‖ℓ∞1/𝑣 (Λ;𝐿2) ‖𝑆‖B𝑣⊗𝑣 ‖𝜙‖𝑀 1
𝑣

by Theorem D.7.1.
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Hence the sum
∑
_∈Λ 〈𝛼_(𝑆∗)𝜓_, 𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
converges absolutely for 𝜙 ∈ 𝑀1

𝑣 (R𝑑).
�

When 𝑝 < ∞, {𝜓_}_∈Λ ∈ ℓ𝑝𝑚(Λ; 𝐿2) and 𝜙 ∈ 𝑀 𝑝′

1/𝑚(R
𝑑), one finds that

〈𝜙, 𝐷𝑆 ({𝜓_})〉𝑀 𝑝′
1/𝑚,𝑀

𝑝
𝑚
=

〈
𝜙,

∑︁
_∈Λ

𝛼_(𝑆∗)𝜓_

〉
𝑀

𝑝′
1/𝑚,𝑀

𝑝
𝑚

=
∑︁
_∈Λ
〈𝜙, 𝛼_(𝑆∗)𝜓_〉𝑀 𝑝′

1/𝑚,𝑀
𝑝
𝑚

=
∑︁
_∈Λ
〈𝛼_(𝑆)𝜙, 𝜓_〉𝐿2 by Prop. D.4.1 (c)

= 〈𝐶𝑆 (𝜙), {𝜓_}_∈Λ〉ℓ𝑝′1/𝑚 (Λ;𝐿2) ,ℓ𝑝𝑚 (Λ;𝐿2) .

In the same way, when {𝜓_}_∈Λ ∈ ℓ𝑝
′

1/𝑚(Λ; 𝐿2) and 𝜙 ∈ 𝑀 𝑝
𝑚(R𝑑), one shows that

〈𝐷𝑆 ({𝜓_}), 𝜙〉𝑀 𝑝′
1/𝑚,𝑀

𝑝
𝑚
= 〈{𝜓_}, 𝐶𝑆 (𝜙)〉ℓ𝑝′1/𝑚 (Λ;𝐿2) ,ℓ𝑝𝑚 (Λ;𝐿2) .

These calculations and the fact that Banach space adjoints are weak*-to-weak*-
continuous imply the following result.

Corollary D.7.2.1. Let 𝑝 < ∞. The analysis operator

𝐶𝑆 : 𝑀 𝑝′

1/𝑚(R
𝑑) → ℓ

𝑝′

1/𝑚(Λ; 𝐿2)

is the Banach space adjoint of the synthesis operator

𝐷𝑆 : ℓ𝑝𝑚(Λ; 𝐿2) → 𝑀
𝑝
𝑚(R𝑑).

Similarly, the synthesis operator 𝐷𝑆 : ℓ𝑝
′

1/𝑚(Λ; 𝐿2) → 𝑀
𝑝′

1/𝑚(R
𝑑) is the Banach

space adjoint of the analysis operator 𝐶𝑆 : 𝑀 𝑝
𝑚(R𝑑) → ℓ

𝑝
𝑚(Λ; 𝐿2). In particular,

both 𝐶𝑆 : 𝑀 𝑝′

1/𝑚(R
𝑑) → ℓ

𝑝′

1/𝑚(Λ; 𝐿2) and 𝐷𝑆 : ℓ𝑝
′

1/𝑚(Λ; 𝐿2) → 𝑀
𝑝′

1/𝑚(R
𝑑) are

weak*-to-weak*-continuous.

Using the Janssen representation, we deduced in Corollary D.6.7.1 that if
𝑆 ∈ B𝑣⊗𝑣 generates a Gabor g-frame, then 𝔖−1

𝑆
has a representation

𝔖−1
𝑆 =

1
|Λ|

∑︁
_◦∈Λ◦

𝑐_◦𝜋(_◦)

for some sequence {𝑐_◦} ∈ ℓ1
𝑣 (Λ◦). Since 𝜋(_◦) is bounded on any modulation

space 𝑀 𝑝
𝑚(R𝑑) by Proposition D.3.2, we find that 𝔖−1

𝑆
extends to a bounded operator
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on any modulation space by

‖𝔖−1
𝑆 𝜓‖𝑀 𝑝

𝑚
≤ 1
|Λ|

∑︁
_◦∈Λ◦

|𝑐_◦ |‖𝜋(_◦)𝜓‖𝑀 𝑝
𝑚

.
∑︁
_◦∈Λ◦

|𝑐_◦ |𝑣(_◦)‖𝜓‖𝑀 𝑝
𝑚
= ‖𝜓‖𝑀 𝑝

𝑚
‖{𝑐_◦}‖ℓ1

𝑣 (Λ◦) .

Then recall that the canonical dual Gabor g-frame is generated by the operator
𝑆𝔖−1

𝑆
. The next result shows that 𝑆𝔖−1

𝑆
also satisfies the assumptions of Theorems

D.7.1 and D.7.2.

Proposition D.7.3. If 𝑆 ∈ B𝑣⊗𝑣 generates a Gabor g-frame, then 𝑆𝔖−1
𝑆
∈ B𝑣⊗𝑣 .

Proof. Let
𝑆 =

∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ 𝜙 (2)𝑛 ,

be a decomposition of 𝑆 from Proposition D.4.1. For 𝜓 ∈ 𝐿2(R𝑑), this implies that

𝑆𝔖−1
𝑆 𝜓 =

∑︁
𝑛∈N

〈
𝔖−1
𝑆 𝜓, 𝜙

(2)
𝑛

〉
𝐿2
𝜙
(1)
𝑛

=
∑︁
𝑛∈N

〈
𝜓,𝔖−1

𝑆 𝜙
(2)
𝑛

〉
𝐿2
𝜙
(1)
𝑛 ,

where we have used that 𝔖−1
𝑆

is positive and therefore self-adjoint. Hence

𝑆𝔖−1
𝑆 =

∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ (𝔖−1

𝑆 𝜙
(2)
𝑛 ),

and this decomposition converges absolutely in B𝑣⊗𝑣 since∑︁
𝑛∈N
‖𝜙 (1)𝑛 ⊗ (𝔖−1

𝑆 𝜙
(2)
𝑛 )‖B𝑣⊗𝑣 =

∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝔖−1

𝑆 𝜙
(2)
𝑛 ‖𝑀 1

𝑣

.
∑︁
𝑛∈N
‖𝜙 (1)𝑛 ‖𝑀 1

𝑣
‖𝜙 (2)𝑛 ‖𝑀 1

𝑣
< ∞

by the aforementioned boundedness of 𝔖−1
𝑆

: 𝑀1
𝑣 (R𝑑) → 𝑀1

𝑣 (R𝑑). �

Corollary D.7.3.1. Assume that 𝑆 ∈ B𝑣⊗𝑣 generates a Gabor g-frame. For any
𝜓 ∈ 𝑀 𝑝

𝑚(R𝑑), the expansions

𝜓 = 𝐷𝑆𝐶𝑆𝔖−1
𝑆
𝜓 =

∑︁
_∈Λ

𝛼_(𝑆∗)𝛼_(𝑆𝔖−1
𝑆 )𝜓 =

∑︁
_∈Λ

𝛼_(𝑆∗𝑆𝔖−1
𝑆 )𝜓,

𝜓 = 𝐷𝑆𝔖−1
𝑆
𝐶𝑆𝜓 =

∑︁
_∈Λ

𝛼_((𝑆𝔖−1
𝑆 )
∗)𝛼_(𝑆)𝜓 =

∑︁
_∈Λ

𝛼_(𝔖−1
𝑆 𝑆
∗𝑆)𝜓

converge unconditionally in 𝑀 𝑝
𝑚(R𝑑) for 𝑝 < ∞ and in the weak* topology of

𝑀∞1/𝑣 (R
𝑑) for 𝑝 = ∞.
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Proof. We prove the result for 𝐷𝑆𝐶𝑆𝔖−1
𝑆
, the same proof works for 𝐷𝑆𝔖−1

𝑆
𝐶𝑆 . From

the previous proposition, we know that 𝑆, 𝑆𝔖−1
𝑆
∈ B𝑣⊗𝑣 . In particular we know

from Theorem D.7.2 that 𝐷𝑆 is bounded from ℓ
𝑝
𝑚(Λ; 𝐿2) to 𝑀 𝑝

𝑚(R𝑑), and that
𝐶𝑆𝔖−1

𝑆
is bounded from 𝑀

𝑝
𝑚(R𝑑) to ℓ𝑝𝑚(Λ; 𝐿2). Hence 𝐷𝑆𝐶𝑆𝔖−1

𝑆
is bounded on

𝑀
𝑝
𝑚(R𝑑). If 𝑝 < ∞, then the expansions in the statement converge unconditionally

by Theorem D.7.2. We know that 𝐷𝑆𝐶𝑆𝔖−1
𝑆

is the identity operator on 𝐿2(R𝑑)
from Section D.5.2, and as 𝑀1

𝑣 (R𝑑) ⊂ 𝐿2(R𝑑) is dense in 𝑀 𝑝
𝑚(R𝑑) by Proposition

D.3.2 it follows that 𝐷𝑆𝐶𝔖−1
𝑆

is the identity operator on 𝑀 𝑝
𝑚(R𝑑), so the expansions

converge to 𝜓.
For 𝑝 = ∞ the last part of the argument must be slightly modified: 𝑀1

𝑣 (R𝑑)
is only weak*-dense in 𝑀∞𝑚 (R𝑑), so to conclude that 𝐷𝑆𝐶𝑆𝔖−1

𝑆
is the identity

operator on 𝑀∞𝑚 (R𝑑) we need to use that 𝐷𝑆𝐶𝑆𝔖−1
𝑆

is weak*-to-weak*-continuous
on 𝑀∞𝑚 (R𝑑) by Corollary D.7.2.1. �

We are now ready to prove one of our main results, namely that Gabor g-frames
generated by 𝑆 ∈ B𝑣⊗𝑣 define equivalent norms for modulation spaces. By picking 𝑆
as in Examples D.5.1 and D.5.2, we recover results for Gabor frames [100,101,131]
and localization operators [85, 87].

Corollary D.7.3.2. Assume that 𝑆 ∈ B𝑣⊗𝑣 generates a Gabor g-frame. There exist
constants 𝐶, 𝐷 depending on 𝑣 and Λ such that for any 1 ≤ 𝑝 ≤ ∞ and 𝑣-moderate
weight 𝑚 we have

𝐶‖𝜓‖𝑀 𝑝
𝑚
≤

(∑︁
_∈Λ
‖𝛼_(𝑆)‖ 𝑝𝐿2𝑚(_) 𝑝

)1/𝑝

≤ 𝐷‖𝜓‖𝑀 𝑝
𝑚
,

and 𝜓 ∈ 𝑀∞1/𝑣 (R
𝑑) belongs to 𝑀 𝑝

𝑚(R𝑑) if and only if∑︁
_∈Λ
‖𝛼_(𝑆)‖ 𝑝𝐿2𝑚(_) 𝑝 < ∞.

For 𝑝 = ∞ the sum is replaced by a supremum in the usual way.

Proof. By Theorem D.7.1 we have(∑︁
_∈Λ
‖𝛼_(𝑆)‖ 𝑝𝐿2𝑚(_) 𝑝

)1/𝑝

= ‖𝐶𝑆𝜓‖ℓ𝑝𝑚 (Λ;𝐿2) . ‖𝜓‖𝑀 𝑝
𝑚

as 𝐶𝑆 is bounded. On the other hand, Corollary D.7.3.1 says that

‖𝜓‖𝑀 𝑝
𝑚
= ‖𝐷𝑆𝔖−1

𝑆
𝐶𝑆𝜓‖𝑀 𝑝

𝑚
. ‖𝐶𝑆𝜓‖ℓ𝑝𝑚 (Λ;𝐿2) =

(∑︁
_∈Λ
‖𝛼_(𝑆)‖ 𝑝𝐿2𝑚(_) 𝑝

)1/𝑝

,
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where we have used that 𝐷𝑆𝔖−1
𝑆

: ℓ𝑝𝑚(Λ; 𝐿2) → 𝑀
𝑝
𝑚(R𝑑) is bounded by Proposition

D.7.3 and Theorem D.7.2.
Finally, if

∑
_∈Λ ‖𝛼_(𝑆)‖

𝑝

𝐿2𝑚(_) 𝑝 < ∞, then 𝐶𝑆 (𝜓) ∈ ℓ𝑝𝑚(Λ; 𝐿2). As 𝐷𝑆𝔖−1
𝑆

is bounded ℓ𝑝𝑚(Λ; 𝐿2) → 𝑀
𝑝
𝑚(R𝑑), its follows from 𝜓 = 𝐷𝑆𝔖−1

𝑆
𝐶𝑆𝜓 that 𝜓 ∈

𝑀
𝑝
𝑚(R𝑑). �

Remark D.13. In this section we have assumed 𝑆 ∈ B𝑣⊗𝑣 , but the result also holds
for operators 𝑆 ∈ S1 that can be written

𝑆 =
∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ 𝜙 (2)𝑛

where
∑
𝑛∈N ‖𝜙

(2)
𝑛 ‖𝑀 1

𝑣
< ∞ and {𝜙 (1)𝑛 }𝑛∈N is orthonormal in 𝐿2(R𝑑). The proofs

of Theorems D.7.1 and D.7.2 still work, with upper bound
∑
𝑛∈N ‖𝜙

(2)
𝑛 ‖𝑀 1

𝑣
for the

operator norms of 𝐶𝑆 and 𝐷𝑆 (in the original proofs we use ‖𝜙 (1)𝑛 ‖𝐿2 . ‖𝜙 (1)𝑛 ‖𝑀 1
𝑣
,

using ‖𝜙 (1)𝑛 ‖𝐿2 = 1 instead leads to this modified result). Since 𝑆∗𝑆 =
∑
𝑛∈N 𝜙

(2)
𝑛 ⊗

𝜙
(2)
𝑛 ∈ B, we can still use the Janssen representation to get that 𝔖−1

𝑆
is bounded on

𝑀1
𝑣 (R𝑑), and the proof of Proposition D.7.3 shows that

𝑆𝔖−1
𝑆 =

∑︁
𝑛∈N

𝜙
(1)
𝑛 ⊗ 𝔖−1

𝑆 𝜙
(2)
𝑛 ,

hence 𝑆𝔖−1
𝑆

is of the same form. The proofs of the corollaries above still work
without change. In particular, this shows that our treatment of multi-window Gabor
frames in Example D.5.1 is compatible with the theory of this section.

D.7.1 An alternative characterization of Gabor g-frames using multi-
window Gabor frames of eigenfunctions

The norm equivalences in Corollary D.7.3.2 were proved for localization operators
in [85, 87]. This section is mainly a reinterpretation and slight extension of the
results in [87] in terms of Gabor g-frames – the main result is Theorem D.7.6,
which shows that a surprising characterization of Gabor frames from [134] holds
for Gabor g-frames. We first need to understand the singular value decomposition
of operators in B𝑣⊗𝑣 . The following is due to [87] when 𝑆 is a localization operator,
and our proof is a slight modification of their proof to allow general 𝑆 ∈ B𝑣⊗𝑣 .

Lemma D.7.4. Assume that 𝑆 ∈ B𝑣⊗𝑣 . There exist 𝑁0 ∈ N ∪ {∞}, orthonormal
systems {b𝑛}𝑁0

𝑛=1 , {𝜑𝑛}
𝑁0
𝑛=1 in 𝐿2(R𝑑) and a sequence {𝑠𝑛}𝑁0

𝑛=1 ∈ ℓ
1 of positive

numbers with

𝑆 =

𝑁0∑︁
𝑛=1

𝑠𝑛b𝑛 ⊗ 𝜑𝑛 (D.7.3)
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as an operator on 𝐿2(R𝑑). Furthermore, 𝜑𝑛, b𝑛 ∈ 𝑀1
𝑣 (R𝑑), and for _ ∈ Λ the

expansion

𝛼_(𝑆)𝜓 =

𝑁0∑︁
𝑛=1

𝑠𝑛 〈𝜓, 𝜋(_)𝜑𝑛〉𝑀∞1/𝑣 ,𝑀 1
𝑣
𝜋(_)b𝑛 (D.7.4)

holds even for 𝜓 ∈ 𝑀∞1/𝑣 (R
𝑑), with convergence of the sum in 𝐿2(R𝑑).

Proof. The existence of {b𝑛}𝑁0
𝑛=1, {𝜑𝑛}𝑁0

𝑛=1 and {𝑠𝑛}𝑁0
𝑛=1 with these properties is

the singular value decomposition from Section D.3.2. To see that b𝑛 ∈ 𝑀1
𝑣 (R𝑑),

note that Proposition D.4.1 says that 𝑆 : 𝑀∞1/𝑣 (R
𝑑) → 𝑀1

𝑣 (R𝑑). From (D.7.3)
one obtains that 𝑀1

𝑣 (R𝑑) 3 𝑆𝜑𝑛 = 𝑠𝑛b𝑛, which forces b𝑛 ∈ 𝑀1
𝑣 (R𝑑) when 𝑠𝑛 ≠ 0.

Since 𝑆∗ ∈ B𝑣⊗𝑣 by Proposition D.4.1, the same argument as above gives that
𝑀1
𝑣 (R𝑑) 3 𝑆∗b𝑛 = 𝑠𝑛𝜑𝑛, so 𝜑𝑛 ∈ 𝑀1

𝑣 (R𝑑).
We prove the expansion (D.7.4) for _ = 0, without loss of generality. If

𝜓 ∈ 𝑀∞1/𝑣 (R
𝑑), we know from Proposition D.4.1 that 𝑆𝜓 ∈ 𝑀1

𝑣 (R𝑑) ⊂ 𝐿2(R𝑑).
Thus we may find 𝛾 ∈ 𝐿2(R𝑑) such that

𝑆𝜓 =

𝑁0∑︁
𝑛=1
〈𝑆𝜓, b𝑛〉𝐿2 b𝑛 + 𝛾,

where 𝛾 ⊥ b𝑛 for each 𝑛 ≤ 𝑁0. The sum converges in 𝐿2(R𝑑) as 𝑆𝜓 ∈ 𝐿2(R𝑑) and
the set {b𝑛}𝑁0

𝑛=1 is orthonormal. By Proposition D.4.1, we get

〈𝑆𝜓, b𝑛〉𝐿2 = 〈𝑆𝜓, b𝑛〉𝑀∞1/𝑣 ,𝑀 1
𝑣
= 〈𝜓, 𝑆∗b𝑛〉𝑀∞1/𝑣 ,𝑀 1

𝑣
= 𝑠𝑛 〈𝜓, 𝜑𝑛〉𝑀∞1/𝑣 ,𝑀 1

𝑣
,

hence we have shown

𝑆𝜓 =

𝑁0∑︁
𝑛=1

𝑠𝑛 〈𝜓, 𝜑𝑛〉𝑀∞1/𝑣 ,𝑀 1
𝑣
b𝑛 + 𝛾,

and it simply remains to show that 𝛾 = 0. Note that ‖𝛾‖2
𝐿2 = 〈𝑆𝜓, 𝛾〉𝐿2 . As is

shown in the proof of [87, Cor. 7], we can pick a sequence {𝜓𝑖}𝑖∈N in 𝐿2(R𝑑) that
converges to 𝜓 in the weak* topology of 𝑀∞1/𝑣 (R

𝑑). Then 〈𝑆𝜓𝑖 , 𝛾〉𝐿2 = 0, since
(D.7.3) shows that 𝑆𝜓𝑖 can be expanded in terms of the b𝑛, and 𝛾 is orthogonal to
each b𝑛. However, 𝑆 maps weak*-convergent sequences in 𝑀∞1/𝑣 (R

𝑑) into norm
convergent sequences in 𝑀1

𝑣 (R𝑑), hence 𝑆𝜓𝑖 → 𝑆𝜓 in 𝐿2(R𝑑) and

0 = 〈𝑆𝜓𝑖 , 𝛾〉𝐿2 → 〈𝑆𝜓, 𝛾〉𝐿2 = ‖𝛾‖𝐿2 ,

which completes the proof. �
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Remark D.14. The singular value decomposition in Lemma D.7.4 should be
compared to the decomposition from Proposition D.4.1. There is one clear
advantage to the singular value decomposition 𝑆 =

∑𝑁0
𝑛=1 𝑠𝑛b𝑛 ⊗ 𝜑𝑛, namely that the

systems {b𝑛}𝑁0
𝑛=1 and {𝜑𝑛}𝑁0

𝑛=1 are orthonormal. The disadvantage of the singular
value decomposition is that, unlike the decomposition from Proposition D.4.1, it
does not necessarily converge absolutely in the norm of B𝑣⊗𝑣 . In other words,
we cannot guarantee that

∑𝑁0
𝑛=1 𝑠𝑛‖b𝑛‖𝑀 1

𝑣
‖𝜑𝑛‖𝑀 1

𝑣
< ∞. This was recently proved

in [17], solving a problem first posed by Hans Feichtinger.

The following result is used in the proof of [87, Lem. 9] for localization
operators 𝑆. Our proof is a slight modification of the proof in [87] to allow general
𝑆 ∈ B.

Proposition D.7.5. Assume that 𝑆 ∈ B and let {𝜑𝑛}𝑁0
𝑛=1 be as in Lemma D.7.4. If

𝐶𝑆 : 𝑀∞(R𝑑) → ℓ∞(Λ; 𝐿2) is injective, then there is some finite 𝑁 ≤ 𝑁0 such that
{𝜑𝑛}𝑁𝑛=1 ⊂ 𝑀

1
𝑣 (R𝑑) generate a multi-window Gabor frame.

Proof. Assume that, for any 𝑁 ≤ 𝑁0, {𝜑𝑛}𝑁𝑛=1 does not generate a multi-window
Gabor frame. Consider the set

W𝑁 = {[ ∈ 𝑀∞(R𝑑) : 〈[, 𝜋(_)𝜑𝑛〉𝑀∞,𝑀 1 = 0 for any _ ∈ Λ, 𝑛 = 1, ..., 𝑁.}

By [87, Lem. 3], W𝑁 is a non-trivial subspace of 𝑀∞(R𝑑), and by [87, Lem. 10],
the intersection of all W𝑁 for 𝑁 ≤ 𝑁0 is a non-trivial subspace of 𝑀∞(R𝑑). Let [
be a non-zero element from this intersection, meaning that

〈[, 𝜋(_)𝜑𝑛〉𝑀∞,𝑀 1 = 0 for any _ ∈ Λ, 𝑛 ≤ 𝑁0.

By (D.7.4), we have that 𝛼_(𝑆)[ =
∑𝑁0
𝑛=1 𝑠𝑛 〈[, 𝜋(_)𝜑𝑛〉𝑀∞,𝑀 1 𝜋(_)b𝑛 = 0 for any

_ ∈ Λ, since 〈[, 𝜋(_)𝜑𝑛〉𝑀∞,𝑀 1 = 0 for 𝑛 ≤ 𝑁0. This means that 𝐶𝑆[ = 0. Thus
[ = 0, which contradicts our assumption. Hence there is an 𝑁 ≤ 𝑁0 such that
{𝜑𝑛}𝑁𝑛=1 generates a multi-window Gabor frame. �

For Gabor frames, the following theorem is one of the main results of [134], and
the reader who has consulted the proof of Proposition D.7.5 may have noted that the
Gabor frame-version of the statement is the key to the proof of that proposition.

Theorem D.7.6. Let 𝑆 ∈ B. 𝑆 generates a Gabor g-frame if and only if 𝐶𝑆 :
𝑀∞(R𝑑) → ℓ∞(Λ; 𝐿2) is injective.

Proof. If 𝑆 generates a Gabor g-frame, 𝐷𝑆𝔖−1
𝑆
𝐶𝑆 is the identity operator on𝑀∞(R𝑑)

by Corollary D.7.3.1, hence 𝐶𝑆 is injective. Then assume that 𝐶𝑆 is injective. Since
𝑆 ∈ B, Corollary D.5.4.1 says that the upper g-frame bound in (D.5.1) is satisfied. For
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the lower bound, Lemma D.7.4 and Proposition D.7.5 say that 𝑆 =
∑𝑁0
𝑛=1 𝑠𝑛b𝑛 ⊗ 𝜑𝑛,

where {𝜑𝑛}𝑁𝑛=1 generate a multi-window Gabor frame for some 𝑁 ≤ 𝑁0. Note that

‖𝛼_(𝑆)𝜓‖2𝐿2 = 〈𝛼_(𝑆)𝜓, 𝛼_(𝑆)𝜓〉𝐿2 = 〈𝛼_(𝑆∗𝑆)𝜓, 𝜓〉𝐿2 .

By the decomposition 𝑆 =
∑𝑁0
𝑛=1 𝑠𝑛b𝑛 ⊗ 𝜑𝑛 and orthonormality of {b𝑛}𝑁0

𝑛=1, we get

𝛼_(𝑆∗𝑆) =
𝑁0∑︁
𝑛=1

𝑠2𝑛𝜋(_)𝜑𝑛 ⊗ 𝜋(_)𝜑𝑛,

hence ∑︁
_∈Λ
‖𝛼_(𝑆)𝜓‖2𝐿2 =

∑︁
_∈Λ

〈
𝑁0∑︁
𝑛=1

𝑠2𝑛𝑉𝜑𝑛𝜓(_)𝜋(_)𝜑𝑛, 𝜓
〉
𝐿2

=
∑︁
_∈Λ

𝑁0∑︁
𝑛=1

𝑠2𝑛 |𝑉𝜑𝑛𝜓(_) |2

≥
∑︁
_∈Λ

𝑁∑︁
𝑛=1

𝑠2𝑛 |𝑉𝜑𝑛𝜓(_) |2

& ‖𝜓‖22,

since {𝜑𝑛}𝑁𝑛=1 generate a multi-window Gabor frame and 𝑠𝑛 > 0 for 𝑛 ≤ 𝑁 . �

D.7.2 Localization operators and time-frequency partitions

In [85, 87], the methods from the previous section were used to prove the norm
equivalence in Corollary D.7.3.2 for the localization operators 𝐴𝜑

ℎ
in Example D.5.2,

i.e. assuming 0 ≠ 𝜑 ∈ 𝑀1
𝑣 (R𝑑) and ℎ ∈ 𝐿1

𝑣 (R2𝑑) a non-negative function satisfying

𝐴′ ≤
∑︁
_∈Λ

ℎ(𝑧 − _) ≤ 𝐵′ for all 𝑧 ∈ R2𝑑

for some 𝐴′, 𝐵′ > 0. Their proof consists of applying Proposition D.7.5 to obtain
multi-window Gabor frames of eigenfunctions of localization operators to reduce
the statement to the fact that multi-window Gabor frames give equivalent norms for
𝑀
𝑝
𝑚(R𝑑). Since inserting 𝑝 = 2 and 𝑚 ≡ 1 in Corollary D.7.3.2 gives the Gabor

g-frame inequality, this means in particular that these localization operators generate
Gabor g-frames.

228



D.7. Gabor g-frames and modulation spaces

Remark D.15. Obtaining multi-window Gabor frames consisting of eigenfunctions
of localization operators is itself an interesting result. Dörfler and Romero [88] use
techniques from [225] to obtain frames consisting of eigenfunctions of localization
operators in more general settings. If 𝑆 = 𝐴

𝜑
𝜒Ω , then 𝛼_(𝑆) = 𝐴𝜑𝜒Ω+_ . In this sense,

applying 𝛼_ corresponds to covering R2𝑑 by shifts of Ω, and the results of [88]
consider much more general coverings of R2𝑑 when 𝑆 is a localization operator.

In order to apply the machinery of Section D.7 to localization operators 𝐴𝜑
ℎ

, we
need to show that 𝐴𝜑

ℎ
∈ B𝑣⊗𝑣 . The next proposition shows that this is true if we

assume the stronger condition ℎ ∈ 𝐿1
𝑣2 (R2𝑑).

Proposition D.7.7. Let 𝜑 ∈ 𝑀1
𝑣 (R𝑑) and ℎ ∈ 𝐿1

𝑣2 (R2𝑑). Then 𝐴𝜑
ℎ
∈ B𝑣⊗𝑣 .

Proof. It is a straightforward calculation to check that the kernel of 𝐴𝜑
ℎ

is

𝑘𝐴𝜑

ℎ
(𝑥, 𝜔) =

∫
R2𝑑

ℎ(𝑡, b) (𝑀b𝑇𝑡𝜑) (𝑥) (𝑀−b𝑇𝑡𝜑) (𝜔) 𝑑𝑡𝑑b.

For each 𝑡 and b, the function

𝑀b𝑇𝑡𝜑(𝑥)𝑀−b𝑇𝑡𝜑(𝜔) = (𝜋(𝑡, b)𝜑 ⊗ 𝜋(𝑡,−b)𝜑) (𝑥, 𝜔)

belongs to 𝑀1
𝑣⊗𝑣 by (D.4.1) and part (e) of Proposition D.3.2, with

‖𝜋(𝑡, b)𝜑 ⊗ 𝜋(𝑡,−b)𝜑‖𝑀 1
𝑣⊗𝑣

= ‖𝜋(𝑡, b)𝜑‖𝑀 1
𝑣
‖𝜋(𝑡,−b)𝜑‖𝑀 1

𝑣
≤ 𝑣(𝑡, b)2‖𝜑‖2

𝑀 1
𝑣
,

where we have used that 𝑣 is symmetric in each coordinate. Hence∫
R2𝑑
‖ℎ(𝑡, b) (𝜋(𝑡, b)𝜑 ⊗ 𝜋(𝑡,−b)𝜑)) ‖𝑀 1

𝑣⊗𝑣
𝑑𝑡𝑑b

is bounded from above by

‖𝜑‖2
𝑀 1

𝑣

∫
R2𝑑
|ℎ(𝑡, b) |𝑣(𝑡, b)2 𝑑𝑡𝑑b,

and this last integral converges by assumption. It follows that the integral∫
R2𝑑

ℎ(𝑡, b) (𝜋(𝑡, b)𝜑 ⊗ 𝜋(𝑡,−b)𝜑) 𝑑𝑡𝑑b

is a convergent Bochner integral in 𝑀1
𝑣⊗𝑣 (R2𝑑), thus 𝑘𝐴𝜑

ℎ
∈ 𝑀1

𝑣⊗𝑣 (R2𝑑). �

The setting 𝑆 = 𝐴
𝜑

ℎ
allows us to interpret many objects and results for Gabor g-

frames in a natural way, in particular when ℎ = 𝜒Ω ∈ 𝐿1
𝑣2 (R2𝑑) is the characteristic
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function of some compact Ω ⊂ R2𝑑 . Since one has the well-known inversion
formula

𝜓 =

∫
R2𝑑

𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧 whenever ‖𝜑‖𝐿2 = 1,

one interprets

𝐴
𝜑
𝜒Ω𝜓 =

∫
Ω

𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧

as the part of 𝜓 that "lives in Ω in the time-frequency plane" [63]. For brevity, we
call 𝐴𝜑𝜒Ω𝜓 the Ω-component of 𝜓. Since 𝛼_(𝐴𝜑𝜒Ω) = 𝐴

𝜑

𝑇_ (𝜒Ω) , we see that 𝛼_(𝐴𝜑𝜒Ω)𝜓
is the _ + Ω-component of 𝜓, where _ + Ω = {_ + 𝑧 : 𝑧 ∈ Ω}. The corresponding
analysis operator

𝐶𝐴𝜑
𝜒Ω
(𝜓) =

{
𝐴
𝜑

𝑇_ (𝜒Ω)𝜓
}
_∈Λ

therefore analyzes 𝜓 by considering its _ +Ω-components as _ varies over Λ.
When 𝐴

𝜑
𝜒Ω actually generates a Gabor g-frame, Corollary D.7.3.2 says that

summability conditions on the 𝐿2-norm of the _ + Ω-components of 𝜓 precisely
captures the modulation space norms of 𝜓, as first proved by [85, 87]. Furthermore,
Corollary D.7.3.1 shows us how 𝜓 may be reconstructed from its _ +Ω-components.
By that result, there exists some 𝑅 := 𝐴𝜑𝜒Ω𝔖

−1
𝐴
𝜑
𝜒Ω

∈ B𝑣⊗𝑣 such that

𝜓 =
∑︁
_∈Λ

𝛼_(𝑅)
(
𝐴
𝜑

𝑇_ (𝜒Ω)𝜓
)
, (D.7.5)

with unconditional convergence in whatever modulation space 𝑀 𝑝
𝑚(R𝑑), 𝑝 < ∞,

that 𝜓 belongs to. By Remark D.6, there is also a Cohen’s class distribution
associated with 𝐴𝜑𝜒Ω , namely

𝑄 (
𝐴
𝜑
𝜒Ω

)2 (𝜓) (𝑧) = ‖𝐴𝜑
𝑇𝑧 (𝜒Ω)𝜓‖

2
𝐿2 .

This Cohen’s class distributions has an obvious interpretation: ‖𝐴𝜑
𝑇𝑧 (𝜒Ω)𝜓‖

2
𝐿2

measures the size of the 𝑧 +Ω-component of 𝜓. By (D.5.2) one has the equality∫
R2𝑑
‖𝐴𝜑

𝑇𝑧 (𝜒Ω)𝜓‖
2
𝐿2 𝑑𝑧 = ‖𝐴𝜑𝜒Ω ‖

2
HS ‖𝜓‖

2
𝐿2 .

This is a continuous version of the Gabor g-frame inequality (D.5.1) for localization
operators, in the same way that Moyal’s identity is the continuous version of the
Gabor frame inequalities.

It should be remarked that one usually associates a different Cohen’s class
distribution (independently of Ω) with localization operators 𝐴𝜑𝜒Ω , namely the
spectrogram |𝑉𝜑𝜓(𝑧) |2 [204, Example 8.1].
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Remark D.16. (a) Let us clarify the relation between our results and those of [87].
As mentioned, Corollary D.7.3.2 was proved in [87] for localization operators
𝐴
𝜑

ℎ
satisfying the conditions in Example D.5.2, without the notion of Gabor

g-frames. The statements in Section D.7.1 may all be deduced from proofs
in [87], and we have merely reinterpreted them as natural statements about
Gabor g-frames. Proposition D.7.7 says that if we assume ℎ ∈ 𝐿1

𝑣2 (R2𝑑) – a
stronger condition than ℎ ∈ 𝐿1

𝑣 (R2𝑑) as assumed in [87] – then 𝐴𝜑
ℎ

satisfies
the assumptions for the other results in Section D.7. In particular, we get the
inversion formula (D.7.5).

(b) The discussion above generalizes without change to other Gabor g-frames
{𝛼_𝑆}_∈Λ, but the natural interpretation of ‖𝛼_(𝑆)‖2𝐿2 above does not neces-
sarily hold when 𝑆 is not a localization operator.

D.8 Singular value decomposition and multi-window Ga-
bor frames

From the very first paper published on g-frames [239], it has been known that
g-frames correspond to ordinary frames when a basis is chosen for the Hilbert spaces
involved: if {𝐴𝑖}𝑖∈𝐼 ⊂ L(𝐿2) and {b𝑛}𝑛∈N is an orthonormal basis of 𝐿2(R𝑑), then
{𝐴𝑖}𝑖∈𝐼 is g-frame if and only if {𝐴∗

𝑖
b𝑛}𝑖∈𝐼 ,𝑛∈N is a frame for 𝐿2(R𝑑) [239, Thm.

3.1]. Gabor g-frames must therefore be related to frames in 𝐿2(R𝑑), and we will now
make this connection explicit. By the singular value decomposition, any 𝑆 ∈ HS
may be expanded as

𝑆 =
∑︁
𝑛∈N

b𝑛 ⊗ 𝜑𝑛,

where {b𝑛}𝑛∈N is an orthonormal basis for 𝐿2(R𝑑) and
∑
𝑛∈N ‖𝜑𝑛‖2𝐿2 < ∞. For

𝜓 ∈ 𝐿2(R𝑑) we find using (D.3.9) that

‖𝛼_(𝑆)𝜓‖2𝐿2 =

〈∑︁
𝑛∈N

𝑉𝜑𝑛𝜓(_)𝜋(_)b𝑛,
∑︁
𝑚∈N

𝑉𝜑𝑚𝜓(_)𝜋(_)b𝑚

〉
𝐿2

=
∑︁
𝑚,𝑛∈N

𝑉𝜑𝑛𝜓(_)𝑉𝜑𝑚𝜓(_) 〈𝜋(_)b𝑛, 𝜋(_)b𝑚〉𝐿2

=
∑︁
𝑛∈N
|𝑉𝜑𝑛𝜓(_) |2.

By comparing this with the definition (D.5.1) of a Gabor g-frame, we see that 𝑆
generates a Gabor g-frame if and only if there exist 𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
_∈Λ

∑︁
𝑛∈N
|𝑉𝜑𝑛𝜓(_) |2 ≤ 𝐵‖𝜓‖2𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑),
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in other words, if and only if the functions {𝜑𝑛}𝑛∈N generate a multi-window Gabor
frame with countably many windows. Combining this with Proposition D.7.5, we
obtain the following result on multi-window Gabor frames with countably many
generators.

Theorem D.8.1. Assume that {𝜑𝑛}𝑛∈N ⊂ 𝑀1(R𝑑) such that
∑
𝑛∈N ‖𝜑𝑛‖𝑀 1 < ∞.

If {𝜑𝑛}𝑛∈N generates a multi-window Gabor frame for 𝐿2(R𝑑), i.e. there exist
𝐴, 𝐵 > 0 such that

𝐴‖𝜓‖2
𝐿2 ≤

∑︁
_∈Λ

∑︁
𝑛∈N
|𝑉𝜑𝑛𝜓(_) |2 ≤ 𝐵‖𝜓‖2𝐿2 for any 𝜓 ∈ 𝐿2(R𝑑), (D.8.1)

then there exists 𝑁 ∈ N such that {𝜑𝑛}𝑁𝑛=1 generates a multi-window Gabor frame
for 𝐿2(R𝑑).

Proof. Let {b𝑛}𝑛∈N be an orthonormal basis for 𝐿2(R𝑑) such that ‖b𝑛‖𝑀 1 ≤ 𝐶 for
some 𝐶 > 0 – for instance a Wilson basis [131, Prop. 12.3.8]. Then let

𝑆 =
∑︁
𝑛∈N

b𝑛 ⊗ 𝜑𝑛.

By our assumptions
∑
𝑛∈N ‖𝜑𝑛‖𝑀 1 < ∞ and ‖b𝑛‖𝑀 1 ≤ 𝐶, this sum converges

absolutely in B. Hence 𝑆 ∈ B. By the arguments preceding this theorem, (D.8.1)
ensures that 𝑆 generates a Gabor g-frame. Hence Theorem D.7.6 and Proposition
D.7.5 give3 the existence of 𝑁 ∈ N such that {𝜑𝑛}𝑁𝑛=1 generates a multi-window
Gabor frame for 𝐿2(R𝑑). �

Remark D.17. The fact that Gabor g-frames correspond to multi-window Gabor
frames with countably many generators, suggests that the duality theory of Gabor
g-frames (in the sense of Ron-Shen duality, see [131]) is covered by the approach
in [169], where multi-window Gabor frames with countably many generators are
considered.
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Paper E

A Wiener Tauberian Theorem for
Operators and Functions

Abstract
We prove variants of Wiener’s Tauberian theorem in the framework of quantum
harmonic analysis, i.e. for convolutions between an absolutely integrable
function and a trace class operator, or of two trace class operators. Our results
include Wiener’s Tauberian theorem as a special case. Applications of our
Tauberian theorems are related to localization operators, Toeplitz operators,
isomorphism theorems between Bargmann-Fock spaces and quantization
schemes with consequences for Shubin’s pseudodifferential operator calculus
and Born-Jordan quantization. Based on the links between localization
operators and Tauberian theorems we note that the analogue of Pitt’s Tauberian
theorem in our setting implies compactness results for Toeplitz operators
in terms of the Berezin transform. In addition, we extend the results on
Toeplitz operators to other reproducing kernel Hilbert spaces induced by the
short-time Fourier transform, known as Gabor spaces. Finally, we establish
the equivalence of Wiener’s Tauberian theorem and the condition in the
characterization of compactness of localization operators due to Fernández
and Galbis.

E.1 Introduction

In operator theory one views the space of trace class operators S1 as the non-
commutative analogue of the space of absolutely integrable functions 𝐿1(R𝑑) by
viewing the trace of an operator as the substitute of the Lebesgue integral of a
function. Over the years this point of view has led to a number of results in operator
theory where one has extended concepts for functions to operators in an attempt to
formulate operator-theoretic analogues of statements about functions. Guided by
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this meta-statement, Werner has proposed an operator-theoretic variant of harmonic
analysis in [251], which originated from his work in quantum physics and is thus
referred to as “quantum harmonic analysis".

In this paper we establish a version of Wiener’s Tauberian theorem in the setting
of quantum harmonic analysis. Wiener’s Tauberian theorem is a cornerstone of
harmonic analysis. In short, it analyses the asymptotic properties of a bounded
function by testing it with convolution kernels.

Theorem (Wiener’s Tauberian Theorem). Suppose 𝑓 ∈ 𝐿∞(R𝑑) and ℎ ∈ 𝐿1(R𝑑)
with a non-vanishing Fourier transform ℎ̂. Then the following implication holds for
𝐴 ∈ C: if

lim
|𝑥 |→∞

(ℎ ∗ 𝑓 ) (𝑥) = 𝐴
∫
R𝑑
ℎ(𝑦) 𝑑𝑦,

then for any 𝑔 ∈ 𝐿1(R𝑑) we have

lim
|𝑥 |→∞

(𝑔 ∗ 𝑓 ) (𝑥) = 𝐴
∫
R𝑑
𝑔(𝑦) 𝑑𝑦.

Moreover, Wiener noticed that the Tauberian condition holds only for ℎ ∈
𝐿1(R𝑑) satisfying the condition ℎ̂(𝜔) ≠ 0 for any 𝜔 ∈ R𝑑 . The key step in the
proof of this equivalence is based on the following approximation theorem. For
𝑓 ∈ 𝐿1(R𝑑) we denote by 𝑇𝑥 𝑓 (𝑡) = 𝑓 (𝑡 − 𝑥) the translate of 𝑓 by 𝑥 ∈ R𝑑 .

Theorem (Wiener’s Approximation Theorem). For 𝑓 ∈ 𝐿1(R𝑑) we have that
span{𝑇𝑥 𝑓 : 𝑥 ∈ R𝑑} = 𝐿1(R𝑑) if and only if �̂� (𝜔) ≠ 0 for any 𝜔 ∈ R𝑑 .

In quantum harmonic analysis one complements the convolution 𝑓 ∗ 𝑔(𝑥) =∫
R𝑑
𝑓 (𝑡)𝑔(𝑥 − 𝑡) 𝑑𝑡 of 𝑓 , 𝑔 ∈ 𝐿1(R𝑑) with two new convolution operations: the

convolution 𝑓 ★ 𝑆 of 𝑓 ∈ 𝐿1(R𝑑) and a trace class operator 𝑆, and the convolution
𝑆★𝑇 of two trace class operators 𝑆 and 𝑇 . This is achieved by replacing, for 𝑧 ∈ R2𝑑 ,
the translation 𝑇𝑧 𝑓 of a function by the translation 𝛼𝑧 (𝑅) of a bounded operator 𝑅
given by

𝛼𝑧 (𝑅) = 𝜋(𝑧)𝑅𝜋(𝑧)∗ for 𝑧 ∈ R2𝑑 ,

where (𝜋(𝑧)𝜓) (𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑥−𝑡) denotes the time-frequency shift of𝜓 ∈ 𝐿2(R𝑑)
by 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 .

For 𝑓 ∈ 𝐿1(R2𝑑) and 𝑆 ∈ S1, where S1 denotes the trace class operators, the
convolution 𝑓 ★ 𝑆 ∈ S1 is then defined by the Bochner integral

𝑓 ★ 𝑆 := 𝑆★ :=
∫
R2𝑑

𝑓 (𝑧)𝛼𝑧 (𝑆) 𝑑𝑧,
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which is another trace class operator. The convolution 𝑆 ★ 𝑇 of two operators
𝑆, 𝑇 ∈ S1 is the function

𝑆 ★𝑇 (𝑧) = tr(𝑆𝛼𝑧 (𝑇)) for 𝑧 ∈ R2𝑑 ,

where 𝑇 = 𝑃𝑇𝑃, with 𝑃 the parity operator 𝑃𝜓(𝑡) = 𝜓(−𝑡).
In summary, the convolutions 𝑓 ★𝑆 and 𝑆★𝑇 arise as extensions of the convolution

of functions where one replaces either one or both 𝐿1-functions with trace class
operators. The seminal paper [251] contains a number of operator-theoretic versions
of basic results from harmonic analysis, e.g. the Riemann-Lebesgue lemma, the
Hausdorff-Young theorem and Wiener’s approximation theorem. The variant of
Wiener’s approximation theorem in [251] concerns translates of a trace class
operator being dense in the space of trace class operators, and is established by
defining an operator-theoretic Fourier transform, the Fourier-Wigner transform
F𝑊 (𝑆) ∈ 𝐿∞(R2𝑑) of a trace class operator 𝑆.

The appropriate Fourier transform for functions in 𝐿1(R2𝑑) is the symplectic
Fourier transform F𝜎 and the following classes of functions and operators are going
to be crucial in our Tauberian theorems for quantum harmonic analysis:

𝑊 (R2𝑑) := { 𝑓 ∈ 𝐿1(R2𝑑) : F𝜎 ( 𝑓 ) (𝑧) ≠ 0 for any 𝑧 ∈ R2𝑑},
W := {𝑆 ∈ S1 : F𝑊 (𝑆) (𝑧) ≠ 0 for any 𝑧 ∈ R2𝑑}.

Our first main result is a generalization of Wiener’s Tauberian Theorem for functions
on R2𝑑 . Here K denotes the space of compact operators on 𝐿2(R𝑑) and 𝐼𝐿2 is the
identity operator.

Theorem E.4.1 (Tauberian theorem for bounded functions). Let 𝑓 ∈ 𝐿∞(R2𝑑), and
assume that one of the following equivalent statements holds for some 𝐴 ∈ C:

(i) There is some 𝑆 ∈ W such that

𝑓 ★ 𝑆 = 𝐴 · tr(𝑆) · 𝐼𝐿2 + 𝐾

for some compact operator 𝐾 ∈ K.

(ii) There is some 𝑎 ∈ 𝑊 (R2𝑑) such that

𝑓 ∗ 𝑎 = 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 + ℎ

for some ℎ ∈ 𝐶0(R2𝑑).

Then both of the following statements hold:
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1. For any 𝑇 ∈ S1, 𝑓 ★ 𝑇 = 𝐴 · tr(𝑇) · 𝐼𝐿2 + 𝐾𝑇 for some compact operator
𝐾𝑇 ∈ K.

2. For any 𝑔 ∈ 𝐿1(R2𝑑), 𝑓 ∗ 𝑔 = 𝐴 ·
∫
R2𝑑 𝑔(𝑧) 𝑑𝑧 + ℎ𝑔 for some ℎ𝑔 ∈ 𝐶0(R2𝑑).

We note that the equivalence (𝑖𝑖) ⇐⇒ (2) is Wiener’s original Tauberian
theorem. Similarly to Wiener’s Tauberian theorem, this theorem concerns the
asymptotic properties of the operator 𝑅 when we use the common intuition that
asymptotic properties of an operator are properties that are invariant under compact
perturbations, see [15, Chap.3]. There is also a version of the preceding theorem
for bounded operators:

Theorem E.5.1 (Tauberian theorem for bounded operators). Let 𝑅 ∈ L(𝐿2), and
assume that one of the following equivalent statements holds for some 𝐴 ∈ C:

(i) There is some 𝑆 ∈ W such that

𝑅 ★ 𝑆 = 𝐴 · tr(𝑆) + ℎ

for some ℎ ∈ 𝐶0(R2𝑑).

(ii) There is some 𝑎 ∈ 𝑊 (R2𝑑) such that

𝑅 ★ 𝑎 = 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 · 𝐼𝐿2 + 𝐾

for some compact operator 𝐾 ∈ K.

Then both of the following statements hold:

1. For any 𝑇 ∈ S1, 𝑅 ★𝑇 = 𝐴 · tr(𝑇) + ℎ𝑇 for some ℎ𝑇 ∈ 𝐶0(R2𝑑).

2. For any 𝑔 ∈ 𝐿1(R2𝑑), 𝑅 ★ 𝑔 = 𝐴 ·
∫
R2𝑑 𝑔(𝑧) 𝑑𝑧 · 𝐼𝐿2 + 𝐾𝑔 for some compact

operator 𝐾𝑔 ∈ K.

These Tauberian theorems have numerous applications to localization operators,
Toeplitz operators and quantization schemes. The link to localization operators
allows us to add another equivalent assumption to Theorem E.4.1, formulated
in terms of the short-time Fourier transform. Recall that the short-time Fourier
transform 𝑉𝜙𝜓 of 𝜓 for the window 𝜙 is given by 𝑉𝜙𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜙〉𝐿2 .

Proposition E.4.3. Let 𝐴 ∈ C. Then 𝑓 ∈ 𝐿∞(R2𝑑) satisfies the equivalent
conditions (𝑖) and (𝑖𝑖) in Theorem E.4.1 if and only if

(iii) There is some non-zero Schwartz function Φ on R2𝑑 such that for every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ( 𝑓 − 𝐴) (𝑥, 𝜔) | = 0.
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As condition (𝑖𝑖) in Theorem E.4.1 is the condition from Wiener’s classical
Tauberian theorem, condition (𝑖𝑖𝑖) above, which first appeared in the context of
localization operators in [109], is a new characterization of the functions to which
Wiener’s classical Tauberian theorem applies.

To be precise, the localization operator A𝜑1,𝜑2
𝑓

with mask 𝑓 ∈ 𝐿∞(R2𝑑) and
windows 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑), is defined by

A𝜑1,𝜑2
𝑓
(𝜓) =

∫
R2𝑑

𝑓 (𝑧)𝑉𝜑1𝜓(𝑧)𝜋(𝑧)𝜑2 𝑑𝑧.

The link from localization operators to Theorem E.4.1 is then the simple relation
A𝜑1,𝜑2
𝑓

= 𝑓 ★ (𝜑2 ⊗ 𝜑1), where 𝜑2 ⊗ 𝜑1(𝜓) = 〈𝜓, 𝜑1〉𝐿2 𝜑2. Localization operators
are further linked to Toeplitz operators on Gabor spaces𝑉𝜑 (𝐿2) – which contain the
Bargmann-Fock space as a special case – this allows the study of Toeplitz operators
using Theorem E.4.1.

The Gabor space associated with 𝜑 with ‖𝜑‖𝐿2 = 1 is the closed subspace
of 𝐿2(R2𝑑) given by 𝑉𝜑 (𝐿2) := 𝑉𝜑 (𝐿2(R𝑑)). The Gabor space 𝑉𝜑 (𝐿2) is a
reproducing kernel Hilbert space with reproducing kernel

𝑘
𝜑
𝑧 (𝑧′) = 〈𝜋(𝑧)𝜑, 𝜋(𝑧′)𝜑〉𝐿2 = 𝑉𝜑 (𝜋(𝑧)𝜑) (𝑧′),

for any 𝜓 ∈ 𝐿2(R𝑑). We will show that the intersection of different Gabor spaces
is trivial whenever the windows are not scalar multiples of each other. Every
𝑓 ∈ 𝐿∞(R2𝑑) then defines a Gabor Toeplitz operator 𝑇 𝜑

𝑓
: 𝑉𝜑 (𝐿2) → 𝑉𝜑 (𝐿2) by

𝑇
𝜑

𝑓
(𝑉𝜑𝜓) = P𝑉𝜑 (𝐿2) ( 𝑓 · 𝑉𝜑𝜓),

where P𝑉𝜑 (𝐿2) : 𝐿2(R2𝑑) → 𝑉𝜑 (𝐿2) is the orthogonal projection. It is well-known
that 𝑇 𝜑

𝑓
and A𝜑,𝜑

𝑓
are unitarily equivalent.

If the window function 𝜑 is the Gaussian 𝜑0(𝑥) = 2𝑑/4𝑒−𝜋𝑥2 , then 𝑉𝜑0 (𝐿2) is,
up to a simple unitary transformation, the space of entire functions on C𝑑 known
as the Bargmann-Fock space F2(C𝑑), For every 𝐹 ∈ 𝐿∞(C𝑑) one defines the
Bargmann-Fock Toeplitz operator 𝑇F2

𝐹
on F2(C𝑑) by

𝑇F2

𝐹 (𝐻) = PF2 (𝐹 · 𝐻)

for any 𝐻 ∈ F2(C𝑑). One has that if 𝑓 ∈ 𝐿∞(R2𝑑) and 𝐹 ∈ 𝐿∞(C𝑑) are related by
𝐹 (𝑥 + 𝑖𝜔) = 𝑓 (𝑥,−𝜔) the the following operators are unitarily equvialent:

1. The localization operator A𝜑0,𝜑0
𝑓

: 𝐿2(R𝑑) → 𝐿2(R𝑑).

2. The Gabor Toeplitz operator 𝑇 𝜑0
𝑓

: 𝑉𝜑0 (𝐿2) → 𝑉𝜑0 (𝐿2).
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3. The Bargmann-Fock Toeplitz operator 𝑇F2

𝐹
: F2(C𝑑) → F2(C𝑑).

SinceA𝜑0,𝜑0
𝑓

= 𝑓 ★(𝜑0⊗𝜑0), the equivalences above allow us to translate statements
from convolutions of operators to Toeplitz operators. One of the results we translate
to Toeplitz operators follows by noting that the Tauberian theorems concern compact
perturbations of a scaling of the identity, i.e. operators 𝐴 · 𝐼𝐿2 + 𝐾 for 0 ≠ 𝐴 ∈ C
and 𝐾 ∈ K. Inspired by this – without using the Tauberian theorem itself – we
apply Riesz’ theory of such operators to obtain sufficient conditions for localization
operators to be isomorphisms:

Proposition E.4.10. Let 0 ≠ 𝑀 ∈ R, 𝑎 ∈ 𝐿∞(R2𝑑) and Δ ⊂ R2𝑑 a set of finite
Lebesgue measure. Assume that the following assumptions hold:

(i) 𝑎(𝑧) ≥ −𝑀 for a.e. 𝑧 ∈ R2𝑑 ,

(ii) 𝑎(𝑧) > −𝑀 for 𝑧 ∉ Δ,

(iii) 𝑎 satisfies assumption (𝑖) or (𝑖𝑖) in Theorem E.4.1 with 𝐴 = 0.

Let 𝑓 = 𝑀 + 𝑎. Then A𝜑,𝜑

𝑓
is an isomorphism on 𝐿2(R𝑑) for any 0 ≠ 𝜑 ∈ 𝐿2(R𝑑).

We translate these results to the polyanalytic Bargmann-Fock space F2
𝑛 (C𝑑) for

𝑛 ∈ N𝑑 – in particular F2
0 (C

𝑑) is the Bargmann-Fock space F2(C𝑑).

Proposition E.4.12. 1. If Ω ⊂ C𝑑 satisfies that Ω𝑐 has finite Lebesgue measure,
then 𝑇F2

𝑛
𝜒Ω is an isomorphism on F2

𝑛 (C𝑑).

2. There is a real-valued, continuous 𝐹 ∈ 𝐿∞(C𝑑) such that lim |𝑧 |→∞ |𝐹 (𝑧) |
does not exist, yet 𝑇F2

𝑛

𝐹
is an isomorphism on F2

𝑛 (C𝑑).

Another class of our results concerns the Berezin transform. For the Gabor
space 𝑉𝜑 (𝐿2) we can express the Berezin transform 𝔅𝜑 : 𝑉𝜑 (𝐿2) → 𝐿∞(R2𝑑) as a
convolution of operators. In particular, the Berezin transform of the Gabor Toeplitz
operator 𝑇 𝜑

𝑓
is simply a convolution of functions:

𝔅𝜑𝑇
𝜑

𝑓
(𝑧) =

(
𝑓 ∗ |𝑉𝜑𝜑|2

)
(𝑧).

Pitt’s classical theorem gives a condition on 𝑓 ∈ 𝐿∞(R2𝑑) that ensures that
𝑓 ∗ 𝑔 ∈ 𝐶0(R2𝑑) for 𝑔 ∈ 𝑊 (R2𝑑) implies 𝑓 ∈ 𝐶0(R2𝑑). In particular, this holds for
uniformly continuous 𝑓 . A natural analogue of uniformly continuous functions for
operators is the set

C1 := {𝑅 ∈ L(𝐿2) : 𝑧 ↦→ 𝛼𝑧 (𝑅) is continuous from R2𝑑 to L(𝐿2)},

see [28,251]. Werner has obtained the following result in [251] which in light of
our Tauberian theorem is an analogue of Pitt’s theorem for operators.
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Theorem E.5.2. Let 𝑅 ∈ C1. The following are equivalent.

• 𝑅 ∈ K.

• 𝑅 ★ 𝑆 ∈ 𝐶0(R2𝑑) for some 𝑆 ∈ W .

• 𝑅 ★ 𝑓 ∈ K for some 𝑓 ∈ 𝑊 (R2𝑑).

Fulsche [117] has recently noted that the preceding theorem implies a result
in [24] for the Bargmann-Fock space. We show that the result holds for any Gabor
space 𝑉𝜑 (𝐿2) under certain conditions on 𝜑. We would like to stress that it is a
Pitt-type theorem for the Tauberian theorem for operators.

Theorem E.5.4. Let 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1 satisfy that𝑉𝜑𝜑 has no zeros, and
let T 𝜑 be the Banach algebra generated by Toeplitz operators 𝑇 𝜑

𝑓
in L(𝑉𝜑 (𝐿2)) for

𝑓 ∈ 𝐿∞(R2𝑑). Then the following are equivalent for 𝑇 ∈ T 𝜑 .

• 𝑇 is a compact operator on 𝑉𝜑 (𝐿2).

• 𝔅𝜑𝑇 ∈ 𝐶0(R2𝑑).

Furthermore, if𝑇 = 𝑇
𝜑

𝑓
for some slowly oscillating 𝑓 ∈ 𝐿∞(R2𝑑), then the conditions

above are equivalent to lim |𝑧 |→∞ | 𝑓 (𝑧) | = 0.

Examples of 𝜑 satisfying that 𝑉𝜑𝜑 has no zeros were recently investigated
in [139], for example the one-sided exponential. Hence these 𝜑’s give different
reproducing kernel Hilbert spaces 𝑉𝜑 (𝐿2) such that Toeplitz operators are compact
if and only if their Berezin transform vanishes at infinity.

The main result in [24] follows in particular, as shown in [117]. We have added
a statement on slowly oscillating functions that follows from the original version of
Pitt’s theorem.

Theorem E.5.5 (Bauer, Isralowitz). Let T F2 be the Banach algebra generated
by the Toeplitz operators 𝑇F2

𝐹
for 𝐹 ∈ 𝐿∞(C𝑑). The following are equivalent for

𝑇 ∈ T F2 .

• 𝑇 is a compact operator on F2(C𝑑).

• 𝔅F2
𝑇 ∈ 𝐶0(C𝑑).

If 𝑇 = 𝑇F2

𝐹
for a slowly oscillating 𝐹 ∈ 𝐿∞(C𝑑), then the conditions above are

equivalent to lim |𝑧 |→∞ 𝐹 (𝑧) = 0.

As a consequence we state a compactness result for Toeplitz operators.
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Corollary E.5.5.1. A Toeplitz operator 𝑇F2

𝐹
for 𝐹 ∈ 𝐿∞(C𝑑) is a compact operator

on F2(C𝑑) if and only if

𝑓 ∗ |𝑉𝜑0𝜑0 |2 ∈ 𝐶0(R2𝑑),

where 𝑓 (𝑥, 𝜔) = 𝐹 (𝑥 − 𝑖𝜔) for 𝑥, 𝜔 ∈ R𝑑 and |𝑉𝜑0𝜑0(𝑧) |2 = 𝑒−𝜋 |𝑧 |
2
.

Finally, Theorem E.5.2 gives a simple condition for compactness of localization
operators in terms of the Gaussian 𝜑0.

Proposition E.5.6. Let 𝑓 ∈ 𝐿∞(R2𝑑) and 𝜓1, 𝜓2 ∈ 𝐿2(R𝑑). The localization
operator A𝜓1,𝜓2

𝑓
is compact if and only if

𝑓 ∗ (𝑉𝜑0𝜓2𝑉𝜑0𝜓1) ∈ 𝐶0(R2𝑑).

Finally we recall from [204] that any 𝑅 ∈ L(𝐿2) defines a quantization scheme
given by 𝑓 ↦→ 𝑓 ★ 𝑅 for 𝑓 ∈ 𝐿1(R2𝑑) and a time-frequency distribution 𝑄𝑅, given
by sending 𝜓 ∈ 𝐿2(R𝑑) to𝑄𝑅 (𝜓) (𝑧) = (𝜓⊗𝜓)★�̌�(𝑧) for 𝑧 ∈ R2𝑑 . The distribution
𝑄𝑅 is of Cohen’s class since we have𝑄𝑅 (𝜓) = 𝑎�̌� ∗𝑊 (𝜓, 𝜓), where 𝑎�̌� is the Weyl
symbol of �̌� and𝑊 (𝜓, 𝜓) the Wigner distribution of 𝜓.

In the final section we deduce a statement relating compactness properties of
the quantization scheme of 𝑓 ↦→ 𝑓 ★ 𝑅 to properties of 𝑄𝑅 (𝜓).

Proposition E.6.1. Let 𝑅 ∈ L(𝐿2). The following are equivalent.

(i) 𝑄𝑅 (𝜑) ∈ 𝐶0(R2𝑑) for some 𝜑 ∈ 𝐿2(R𝑑) such that 𝑉𝜑𝜑 has no zeros.

(ii) 𝑔 ★ 𝑅 ∈ K for some 𝑔 ∈ 𝑊 (R2𝑑).

(iii) 𝑄𝑅 (𝜓) ∈ 𝐶0(R2𝑑) for all 𝜓 ∈ 𝐿2(R𝑑).

(iv) 𝑓 ★ 𝑅 ∈ K for all 𝑓 ∈ 𝐿1(R2𝑑).

Hence if one takes the Gaussian 𝜑0 for (𝑖), then checking if 𝑄𝑅 (𝜑0) ∈ 𝐶0(R2𝑑)
provides a simple test for checking whether Conditions (𝑖𝑖𝑖) and (𝑖𝑣) hold. We
apply this result to Shubin’s 𝜏-quantization scheme and Born-Jordan quantization.

E.1.1 Notations and conventions

For topological vector spaces 𝑋,𝑌 , we denote by L(𝑋,𝑌 ) the set of continuous,
linear operators from 𝑋 to 𝑌 . If 𝑋 = 𝑌 we write L(𝑋) = L(𝑋, 𝑋). The space of
compact operators on 𝐿2(R𝑑) is denoted by K. For 1 ≤ 𝑝 < ∞ we let S 𝑝 denote
the Schatten p-class of compact operators with singular values in ℓ𝑝, and we use
the convention that S∞ = L(𝐿2). In particular, S1 denotes the space of trace class
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operators on 𝐿2(R𝑑), and the trace of a trace class operator 𝑇 ∈ S1 is denoted by
tr(𝑇). Also, S2 is the space of Hilbert-Schmidt operators, which form a Hilbert
space with respect to the inner product 〈𝑆, 𝑇〉S2 = tr(𝑆𝑇∗).

Given a topological vector space 𝑋 and its continuous dual 𝑋 ′, the action of
𝑥∗ ∈ 𝑋 ′ on 𝑦 ∈ 𝑥 is denoted by 〈𝑥∗, 𝑦〉𝑋 ′,𝑋 . To agree with the Hilbert space inner
product we use the convention that the duality bracket is linear in the first coordinate
and antilinear in the second coordinate. The Schwartz functions on R𝑑 are denoted
by 𝒮(R𝑑).

The Euclidean norm on R𝑑 or C𝑑 will be denoted by | · |. For Ω ⊂ R𝑑 , 𝜒Ω
denotes the characteristic function of Ω. As usual, 𝐶0(R𝑑) denotes the continuous
functions on R𝑑 vanishing at infinity, and we use 𝐿0(R𝑑) to denote the space of
measurable, bounded functions 𝑓 on R𝑑 such that lim |𝑧 |→∞ 𝑓 (𝑧) = 0, i.e. for
every 𝜖 > 0 there is 𝑅 > 0 such that | 𝑓 (𝑧) | < 𝜖 for a.e. |𝑧 | > 𝑅. We will refer to
𝐿 𝑝-spaces on R𝑑 ,R2𝑑 and C𝑑 , and sometimes we will omit explicit reference to the
underlying space when it is clear from the context, for instance by writing L(𝐿2) for
L(𝐿2(R𝑑)). In all statements, measurability and "almost everywhere" properties
will refer to Lebesgue measure.

E.2 Preliminaries

E.2.1 Concepts from time-frequency analysis

The mathematical theory of time-frequency analysis will provide the setup and
many of the tools we use in this paper. We therefore introduce the time-frequency
shifts 𝜋(𝑧) ∈ L(𝐿2) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , given by

(𝜋(𝑧)𝜓) (𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡 − 𝑥) for 𝜓 ∈ 𝐿2(R𝑑).

The time-frequency shift 𝜋(𝑧) is clearly given as a composition 𝜋(𝑧) = 𝑀𝜔𝑇𝑥
of a modulation operator 𝑀𝜔𝜓(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡) and a translation operator
𝑇𝑥𝜓(𝑡) = 𝜓(𝑡 − 𝑥). Given 𝜓, 𝜙 ∈ 𝐿2(R𝑑), the short-time Fourier transform 𝑉𝜙𝜓 of
𝜓 with window 𝜙 is the function on R2𝑑 defined by

𝑉𝜙𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜙〉𝐿2 for 𝑧 ∈ R2𝑑 .

The short-time Fourier transform satisfies the important orthogonality relation∫
R2𝑑

𝑉𝜙1𝜓1(𝑧)𝑉𝜙2𝜓2(𝑧) 𝑑𝑧 = 〈𝜓1, 𝜓2〉𝐿2 〈𝜙2, 𝜙1〉𝐿2 , (E.2.1)

see [114,131], sometimes called Moyal’s identity. Throughout this paper we will
use 𝜑0 to denote the normalized Gaussian

𝜑0(𝑡) = 2𝑑/4𝑒−𝜋𝑡
2

for 𝑡 ∈ R𝑑 ,
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and we will often refer to its short-time Fourier transform, which by [131, Lem.
1.5.2] is given by

𝑉𝜑0𝜑0(𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔𝑒−𝜋 |𝑧 |
2/2 for 𝑧 = (𝑥, 𝜔); (E.2.2)

the reader should note already at this point that 𝑉𝜑0𝜑0 has no zeros.

Wigner functions and the Weyl transform

Given 𝜙, 𝜓 ∈ 𝐿2(R𝑑), a close relative of the short-time Fourier transform 𝑉𝜙𝜓 is
the cross-Wigner distribution𝑊 (𝜓, 𝜙) defined by

𝑊 (𝜓, 𝜙) (𝑥, 𝜔) =
∫
R𝑑
𝜓(𝑥 + 𝑡/2)𝜙(𝑥 − 𝑡/2)𝑒−2𝜋𝑖𝜔 ·𝑡 𝑑𝑡 for (𝑥, 𝜔) ∈ R2𝑑 .

The cross-Wigner distribution is the main tool needed to introduce the Weyl
transform, which associates to any 𝑓 ∈ 𝒮′(R2𝑑) an operator

𝐿 𝑓 ∈ L(𝒮(R𝑑),𝒮′(R𝑑))

defined by requiring〈
𝐿 𝑓 (𝜓), 𝜙

〉
𝒮′ (R𝑑) ,𝒮(R𝑑) = 〈 𝑓 ,𝑊 (𝜙, 𝜓)〉𝒮′ (R2𝑑) ,𝒮(R2𝑑) for all 𝜙, 𝜓 ∈ 𝒮(R𝑑).

(E.2.3)
By the Schwartz kernel theorem [159], any 𝑆 ∈ L(𝒮(R𝑑),𝒮′(R𝑑)) is the Weyl
transform 𝐿 𝑓 for some unique 𝑓 ∈ 𝒮′(R2𝑑). We denote this 𝑓 by 𝑎𝑆 , and call it
the Weyl symbol of 𝑆. In other words, 𝑆 = 𝐿𝑎𝑆 . Note that there is no relationship
between boundedness of the function 𝑓 and boundedness of the operator 𝐿 𝑓 on
𝐿2(R𝑑): there is 𝑓 ∈ 𝐿∞(R2𝑑) such that 𝐿 𝑓 ∉ L(𝐿2), and there is 𝑆 ∈ L(𝐿2) such
that 𝑎𝑆 ∉ 𝐿∞(R2𝑑). See Remark E.20 for examples.

Example E.2.1 (Rank-one operators). Given 𝜓, 𝜙 ∈ 𝐿2(R𝑑), the rank-one operator
𝜓 ⊗ 𝜙 ∈ L(𝐿2) is defined by

(𝜓 ⊗ 𝜙) (b) = 〈b, 𝜙〉𝐿2 𝜓 for b ∈ 𝐿2(R𝑑).

It is well-known that the Weyl symbol of 𝜓 ⊗ 𝜙 is𝑊 (𝜓, 𝜙).

Localization operators

For a mask 𝑓 ∈ 𝐿∞(R2𝑑) and a pair of windows 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑), we define the
localization operator A𝜑1,𝜑2

𝑓
(𝜓) ∈ L(𝐿2) by

A𝜑1,𝜑2
𝑓
(𝜓) =

∫
R2𝑑

𝑓 (𝑧)𝑉𝜑1𝜓(𝑧)𝜋(𝑧)𝜑2 𝑑𝑧,
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where the integral is interpreted weakly in the sense that we require〈
A𝜑1,𝜑2
𝑓
(𝜓), 𝜙

〉
𝐿2 (R𝑑)

=

〈
𝑓 , 𝑉𝜑2𝜙𝑉𝜑1𝜓

〉
𝐿2 (R2𝑑)

for any 𝜓, 𝜙 ∈ 𝐿2(R𝑑).
(E.2.4)

It is well-known that A𝜑1,𝜑2
𝑓

is bounded on 𝐿2(R𝑑) for 𝑓 ∈ 𝐿∞(R2𝑑) and 𝜑1, 𝜑2 ∈
𝐿2(R𝑑) [63], but one may also define localization operators for other Banach
function spaces of masks 𝑓 and windows 𝜑1, 𝜑2 by interpreting the brackets in
(E.2.4) as duality brackets, see [63]. We postpone this discussion until we have a
more suitable framework, which we now introduce.

E.2.2 Quantum harmonic analysis: convolutions of operators and
functions

In this section we introduce the quantum harmonic analysis developed by Werner
in [251], the main concepts of which are convolutions of operators and functions
and a Fourier transform of operators. For a more detailed introduction in our
terminology we refer to [203]. Given any 𝑧 ∈ R2𝑑 and an operator 𝑅 ∈ L(𝐿2), we
define the translation 𝛼𝑧 (𝑅) of 𝑅 by 𝑧 to be the operator

𝛼𝑧 (𝑅) = 𝜋(𝑧)𝑅𝜋(𝑧)∗.

At the level of Weyl symbols, we have that

𝛼𝑧 (𝑅) = 𝐿𝑇𝑧 (𝑎𝑅) ,

hence 𝛼𝑧 corresponds to a translation of the Weyl symbol. For 𝑓 ∈ 𝐿1(R2𝑑) and
𝑆 ∈ S1 we then define the convolution 𝑓 ★ 𝑆 ∈ S1 by the Bochner integral

𝑓 ★ 𝑆 := 𝑆 ★ 𝑓 :=
∫
R2𝑑

𝑓 (𝑧)𝛼𝑧 (𝑆) 𝑑𝑧. (E.2.5)

Hence the convolution of a function with an operator is a new operator. The
convolution 𝑆 ★𝑇 of two operators 𝑆, 𝑇 ∈ S1 is the function

𝑆 ★𝑇 (𝑧) = tr(𝑆𝛼𝑧 (𝑇)) for 𝑧 ∈ R2𝑑 . (E.2.6)

Here 𝑇 = 𝑃𝑇𝑃, with 𝑃 the parity operator 𝑃𝜓(𝑡) = 𝜓(−𝑡). Then 𝑆 ★𝑇 ∈ 𝐿1(R2𝑑)
with

∫
R2𝑑 𝑆 ★𝑇 (𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑇) and 𝑆 ★𝑇 = 𝑇 ★ 𝑆 [251]. Taking convolutions

with a fixed operator or function is easily seen to be a linear map.
One of the most important properties of the convolutions (E.2.5) and (E.2.6) is

that they interact nicely with each other and with the usual convolution 𝑓 ∗ 𝑔(𝑥) =∫
R𝑑
𝑓 (𝑡)𝑔(𝑥 − 𝑡) 𝑑𝑡 of functions, as is most strikingly shown by their associativity

[203,251].
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Proposition E.2.1. The convolutions (E.2.5) and (E.2.6) are associative. Written
out in detail, this means that for 𝑆, 𝑇, 𝑅 ∈ S1 and 𝑓 , 𝑔 ∈ 𝐿1(R2𝑑) we have

(𝑅 ★ 𝑆) ★𝑇 = 𝑅 ★ (𝑆 ★𝑇)
𝑓 ∗ (𝑅 ★ 𝑆) = ( 𝑓 ★ 𝑅) ★𝑇
( 𝑓 ∗ 𝑔) ★ 𝑅 = 𝑓 ★ (𝑔 ★ 𝑅).

Remark E.1. Special cases of this associativity have appeared several times in the
literature, typically with less transparent formulations and proofs than those allowed
by the convolution formalism. See for instance [109, Prop. 3.10].

The convolutions also have an interesting interpretation in terms of the Weyl
symbol, as we have that

𝑆 ★𝑇 (𝑧) = 𝑎𝑆 ∗ 𝑎𝑇 (𝑧) (E.2.7)
𝑎 𝑓 ★𝑆 (𝑧) = 𝑓 ∗ 𝑎𝑆 (𝑧).

As is shown in detail in [203], one can extend the domains of the convolutions by
duality. For instance, the convolution 𝑓 ★ 𝑆 ∈ L(𝐿2) of 𝑆 ∈ S1 and 𝑓 ∈ 𝐿∞(R2𝑑)
is defined by

〈 𝑓 ★ 𝑆, 𝑇〉L(𝐿2) ,S1 =
〈
𝑓 , 𝑆∗ ★𝑇

〉
𝐿∞,𝐿1 .

Combining this with a complex interpolation argument gives a version of Young’s
inequality [203, 251]. Recall our convention that S∞ = L(𝐿2).

Proposition E.2.2 (Young’s inequality). Let 1 ≤ 𝑝, 𝑞, 𝑟 ≤ ∞ be such that 1
𝑝
+ 1
𝑞
=

1 + 1
𝑟
. If 𝑓 ∈ 𝐿 𝑝 (R2𝑑), 𝑆 ∈ S 𝑝 and 𝑇 ∈ S𝑞 , then 𝑓 ★𝑇 ∈ S𝑟 and 𝑆 ★𝑇 ∈ 𝐿𝑟 (R2𝑑)

may be defined and satisfy the norm estimates

‖ 𝑓 ★𝑇 ‖S𝑟 ≤ ‖ 𝑓 ‖𝐿𝑝 ‖𝑇 ‖S𝑞 ,

‖𝑆 ★𝑇 ‖𝐿𝑟 ≤ ‖𝑆‖S 𝑝 ‖𝑇 ‖S𝑞 .

Remark E.2. It is worth noting that if 𝑆 ∈ S1 and 𝑇 ∈ L(𝐿2), then 𝑆 ★ 𝑇 is still
given by (E.2.6), which can be interpreted pointwise, so that 𝑆 ★𝑇 is a continuous,
bounded function.

Young’s inequality above shows that the convolutions interact in a predictable
way with 𝐿 𝑝 (R2𝑑) and S𝑞. We now show that the same is true for functions
vanishing at infinity and compact operators. Recall that 𝐿0(R2𝑑) denotes the
Banach subspace of 𝐿∞(R2𝑑) consisting of 𝑓 ∈ 𝐿∞(R2𝑑) that vanish at infinity.
The following result shows that convolutions with trace class operators interchange
𝐿0(R2𝑑) and K, which is the basis for our main theorems. These results are known,
in particular we mention that part (𝑖𝑖) was proved for rank-one operators 𝑆 in [45]
using essentially the same proof.
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Lemma E.2.3. Let 𝑅 ∈ K and 𝑓 ∈ 𝐿0(R2𝑑). If 𝑆 ∈ S1, then

(i) 𝑅 ★ 𝑆 ∈ 𝐶0(R2𝑑),

(ii) 𝑓 ★ 𝑆 ∈ K,

and if 𝑎 ∈ 𝐿1(R2𝑑) then

(iii) 𝑅 ★ 𝑎 ∈ K,

(iv) 𝑓 ∗ 𝑎 ∈ 𝐶0(R2𝑑).

Proof. Part (𝑖) is [203, Prop. 4.6]. For (𝑖𝑖) and (𝑖𝑣), note that any 𝑓 ∈ 𝐿0(R2𝑑) is
the limit in the norm topology of 𝐿∞(R2𝑑) of a sequence of compactly supported
functions 𝑓𝑛 – simply pick 𝑓𝑛 = 𝑓 · 𝜒𝐵𝑛 (0) , where 𝐵𝑛 (0) = {𝑧 ∈ R2𝑑 : |𝑧 | < 𝑛}.
Clearly 𝑓𝑛 ∈ 𝐿1(R2𝑑), hence 𝑓𝑛 ★ 𝑆 ∈ S1 ⊂ K. We therefore have by Young’s
inequality (recall that S∞ = L(𝐿2)):

‖ 𝑓 ★ 𝑆 − 𝑓𝑛★𝑆‖L(𝐿2) = ‖( 𝑓 − 𝑓𝑛)★𝑆‖L(𝐿2) ≤ ‖ 𝑓 − 𝑓𝑛‖𝐿∞ ‖𝑆‖S1 → 0 as 𝑛→∞,

so 𝑓 ★𝑆 is the limit in the operator norm of compact operators, hence itself compact.
Similarly, 𝑓𝑛 ∗ 𝑎 ∈ 𝐶0(R2𝑑) and 𝑓𝑛 ∗ 𝑎 converges uniformly to 𝑓 ∗ 𝑎 by Young’s
inequality ‖( 𝑓 − 𝑓𝑛) ∗ 𝑎‖𝐿∞ ≤ ‖ 𝑓 − 𝑓𝑛‖𝐿∞ ‖𝑎‖𝐿1 , so that 𝑓 ∗ 𝑎 ∈ 𝐶0(R2𝑑). Finally,
(𝑖𝑖𝑖) follows by noting that any 𝑅 ∈ K is the limit in the operator norm of a sequence
𝑅𝑛 ∈ S1 of finite-rank operators. Then 𝑅𝑛 ★ 𝑎 ∈ S1 is compact, so it follows by
‖(𝑅 − 𝑅𝑛) ★ 𝑎‖L(𝐿2) ≤ ‖𝑅 − 𝑅𝑛‖L(𝐿2) ‖𝑎‖𝐿1 that 𝑅 ★ 𝑎 is the limit in the operator
norm of a sequence of compact operators, hence itself compact. �

Remark E.3. In combination with Proposition E.2.2 and the fact that S 𝑝 ⊂ K for
𝑝 < ∞, we see that 𝐿 𝑝 (R2𝑑) ★ S1 ⊂ K for 𝑝 = 0 and 1 ≤ 𝑝 < ∞.

Finally, the convolutions preserve identity elements [251, Prop. 3.2 (3)]. Here
𝐼𝐿2 ∈ L(𝐿2) is the identity operator and 1 ∈ 𝐿∞(R2𝑑) is given by 1(𝑧) = 𝑧.

Lemma E.2.4. Let 𝑆 ∈ S1 and 𝑓 ∈ 𝐿1(R2𝑑). Then

𝑆 ★ 𝐼𝐿2 = tr(𝑆) · 1,
𝑆 ★ 1 = tr(𝑆) · 𝐼𝐿2 ,

𝑓 ★ 𝐼𝐿2 =

∫
R2𝑑

𝑓 (𝑧) 𝑑𝑧 · 𝐼𝐿2 ,

𝑓 ∗ 1 =

∫
R2𝑑

𝑓 (𝑧) 𝑑𝑧 · 1.
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Fourier transforms of functions and operators

As our Fourier transform of functions on R2𝑑 we will use the symplectic Fourier
transform F𝜎 , given, for 𝑓 ∈ 𝐿1(R2𝑑), by

F𝜎 𝑓 (𝑧) =
∫
R2𝑑

𝑓 (𝑧′)𝑒−2𝜋𝑖𝜎 (𝑧,𝑧′) 𝑑𝑧′ for 𝑧 ∈ R2𝑑 ,

where 𝜎 is the standard symplectic form 𝜎((𝑥1, 𝜔1), (𝑥2, 𝜔2)) = 𝜔1 · 𝑥2 − 𝜔2 · 𝑥1.
Clearly F𝜎 is related to the usual Fourier transform �̂� (𝑧) =

∫
R2𝑑 𝑓 (𝑧′)𝑒−2𝜋𝑖𝑧 ·𝑧′ 𝑑𝑧′

by
F𝜎 ( 𝑓 ) (𝑥, 𝜔) = �̂� (𝜔,−𝑥),

so F𝜎 shares most properties with �̂� : it extends to a unitary operator on 𝐿2(R2𝑑)
and to a bijection on 𝒮

′(R2𝑑) – see [72]. In addition, F𝜎 is its own inverse:
F𝜎 ◦ F𝜎 = 𝐼𝐿2 .

We will also use a Fourier transform of operators, namely the Fourier-Wigner
transform F𝑊 introduced by Werner [251] (Werner calls it the Fourier-Weyl
transform, our usage of Fourier-Wigner agrees with [114]). When 𝑆 ∈ S1, F𝑊 (𝑆)
is the function

F𝑊 (𝑆) (𝑧) = 𝑒−𝜋𝑖𝑥 ·𝜔tr(𝜋(−𝑧)𝑆) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 . (E.2.8)

As is shown in [204, 251], F𝑊 extends to a unitary mapping F𝑊 : S2 → 𝐿2(R2𝑑)
and a bijection onto 𝒮

′(R2𝑑) from L(𝒮′(R𝑑),𝒮(R𝑑)).
The Fourier transforms interact in the expected way with convolutions [251]: if

𝑆, 𝑇 ∈ S1 and 𝑓 ∈ 𝐿1(R2𝑑), then

F𝜎 (𝑆 ★𝑇) = F𝑊 (𝑆) · F𝑊 (𝑇), (E.2.9)
F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 ( 𝑓 ) · F𝑊 (𝑆). (E.2.10)

We may also connect F𝑊 and F𝜎 by the Weyl transform. In fact, we have
by [204, Prop. 3.16] that

F𝑊 (𝐿 𝑓 ) = F𝜎 ( 𝑓 ) for 𝑓 ∈ 𝒮′(R2𝑑). (E.2.11)

A main concern for this paper will be functions and operators satisfying that the
appropriate Fourier transform never vanishes. Following the notation of [187] for
the function case, we introduce the following notation:

𝑊 (R2𝑑) := { 𝑓 ∈ 𝐿1(R2𝑑) : F𝜎 ( 𝑓 ) (𝑧) ≠ 0 for any 𝑧 ∈ R2𝑑},
W := {𝑆 ∈ S1 : F𝑊 (𝑆) (𝑧) ≠ 0 for any 𝑧 ∈ R2𝑑}.

The key tool for proving the Tauberian theorem for operators is the following
generalization of Wiener’s approximation theorem, originally proved by Werner
[251]. See also [182,203] for more general statements.
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Theorem E.2.5 (Werner). Let 𝑆 ∈ S1. The following are equivalent.

1. The linear span of the translates {𝛼𝑧 (𝑆)}𝑧∈R2𝑑 is dense in S1.

2. 𝑆 ∈ W .

3. The set 𝐿1(R2𝑑) ★ 𝑆 = { 𝑓 ★ 𝑆 : 𝑓 ∈ 𝐿1(R2𝑑)} is dense in S1.

4. The map 𝑇 ↦→ 𝑆 ★𝑇 is injective from L(𝐿2) to 𝐿∞(R2𝑑).

5. The set S1 ★ 𝑆 = {𝑇 ★ 𝑆 : 𝑇 ∈ S1} is dense in 𝐿1(R2𝑑).

6. The map 𝑓 ↦→ 𝑓 ★ 𝑆 is injective from 𝐿∞(R2𝑑) to L(𝐿2).

The special case of rank-one operators

When 𝑆 ∈ S1 is a rank-one operator 𝜓 ⊗ 𝜙 for 𝜓, 𝜙 ∈ 𝐿2(R𝑑), then many of the
concepts introduced above are familiar concepts from time-frequency analysis. First
we note that by [203, Thm. 5.1], localization operators A𝜑1,𝜑2

𝑓
can be described as

convolutions by
A𝜑1,𝜑2
𝑓

= 𝑓 ★ (𝜑2 ⊗ 𝜑1). (E.2.12)

Other convolutions and Fourier-Wigner transforms of rank-one operators are
summarized in the next lemma. See [203, Thm. 5.1 and Lem. 6.1] for proofs. Here
�̌�(𝑡) := (𝑃𝜑) (𝑡) = 𝜑(−𝑡).

Lemma E.2.6. Let 𝜑1, 𝜑2, b1, b2 ∈ 𝐿2(R𝑑) and 𝑆 ∈ L(𝐿2). Then, for (𝑥, 𝜔) ∈ R2𝑑 ,

1. F𝑊 (𝜑1 ⊗ 𝜑2) (𝑥, 𝜔) = 𝑒𝑖 𝜋𝑥 ·𝜔𝑉𝜑2𝜑1(𝑥, 𝜔).

2. 𝑆 ★ (𝜑1 ⊗ 𝜑2) (𝑧) = 〈𝑆𝜋(𝑧)𝜑1, 𝜋(𝑧)𝜑2〉𝐿2 .

3. (b1 ⊗ b2) ★ (𝜑1 ⊗ 𝜑2) (𝑥, 𝜔) = 𝑉𝜑2b1(𝑥, 𝜔)𝑉𝜑1b2(𝑥, 𝜔).

In particular, for b, 𝜑 ∈ 𝐿2(R𝑑)

(b ⊗ b) ★ (�̌� ⊗ �̌�) (𝑧) = |𝑉𝜑b (𝑧) |2.

Example E.2.2 (Standard Gaussian). By (E.2.2), F𝑊 (𝜑0 ⊗ 𝜑0) (𝑧) = 𝑒−𝜋 |𝑧 |
2/2.

We point out this simple case as it shows that 𝜑0 ⊗ 𝜑0 ∈ W . In particular, W is
non-empty.
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E.3 Toeplitz operators and Berezin transforms

In this section we will introduce some families of reproducing kernel Hilbert spaces
and the corresponding Toeplitz operators and Berezin transforms. We will relate
these spaces and operators to the convolutions introduced in Section E.2.2, which
will later allow us to deduce results for reproducing kernel Hilbert spaces from
the main results of this paper. By far the most studied of the spaces we consider
is the Bargmann-Fock space F2(C𝑑), and we will later investigate whether some
well-known result for F2(C𝑑) can hold for other of the reproducing kernel Hilbert
spaces we consider.

E.3.1 Gabor spaces 𝑉𝜑 (𝐿2)
Let 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1. By (E.2.1), the short-time Fourier transform

𝑉𝜑 : 𝐿2(R𝑑) → 𝐿2(R2𝑑)

is an isometry, and one easily confirms that its adjoint operator is

𝑉∗𝜑𝐹 =

∫
R2𝑑

𝐹 (𝑧)𝜋(𝑧)𝜑 𝑑𝑧 for 𝐹 ∈ 𝐿2(R2𝑑),

where the vector-valued integral is interpreted in a weak sense, see [131, Sec. 3.2]
for details. The Gabor space associated with 𝜑 is then the image 𝑉𝜑 (𝐿2(R𝑑)) ⊂
𝐿2(R2𝑑), which we denote by 𝑉𝜑 (𝐿2) for brevity. One can show using (E.2.1) that

𝑉∗𝜑𝑉𝜑 = 𝐼𝐿2 (R𝑑) ,

𝑉𝜑𝑉
∗
𝜑 = P𝑉𝜑 (𝐿2) , (E.3.1)

where P𝑉𝜑 (𝐿2) denotes the orthogonal projection onto the subspace 𝑉𝜑 (𝐿2) of
𝐿2(R2𝑑). This means that 𝑉𝜑 is a unitary operator from 𝐿2(R𝑑) to 𝑉𝜑 (𝐿2), with
inverse 𝑉∗𝜑 |𝑉𝜑 (𝐿2) . By writing out the operators in (E.3.1) one deduces that 𝑉𝜑 (𝐿2)
is a reproducing kernel Hilbert space with reproducing kernel

𝑘
𝜑
𝑧 (𝑧′) = 〈𝜋(𝑧)𝜑, 𝜋(𝑧′)𝜑〉𝐿2 = 𝑉𝜑 (𝜋(𝑧)𝜑) (𝑧′), (E.3.2)

meaning that we have the reproducing formula

𝑉𝜑𝜓(𝑧) =
〈
𝑉𝜑𝜓, 𝑘

𝜑
𝑧

〉
𝐿2 (R2𝑑)

for any 𝜓 ∈ 𝐿2(R𝑑). Every 𝑓 ∈ 𝐿∞(R2𝑑) then defines a Gabor Toeplitz operator
𝑇
𝜑

𝑓
: 𝑉𝜑 (𝐿2) → 𝑉𝜑 (𝐿2) by

𝑇
𝜑

𝑓
(𝑉𝜑𝜓) = P𝑉𝜑 (𝐿2) ( 𝑓 · 𝑉𝜑𝜓).
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To study such Toeplitz operators in this paper, we will use the map

Θ𝜑 : L(𝑉𝜑 (𝐿2)) → L(𝐿2)
Θ𝜑 (𝑇) := 𝑉∗𝜑 |𝑉𝜑 (𝐿2)𝑇𝑉𝜑 for 𝑇 ∈ L(𝑉𝜑 (𝐿2)). (E.3.3)

As 𝑉𝜑 : 𝐿2(R𝑑) → 𝑉𝜑 (𝐿2) is unitary, Θ𝜑 encodes a unitary equivalence, and is
easily seen to be a linear, multiplicative and isometric isomorphism. We obtain the
following well-known and easily verified result.

Proposition E.3.1. Let 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1 and 𝑓 ∈ 𝐿∞(R2𝑑). Then

A𝜑,𝜑

𝑓
= Θ𝜑 (𝑇 𝜑

𝑓
).

In particular, 𝑇 𝜑
𝑓

and A𝜑,𝜑

𝑓
are unitarily equivalent.

Now recall that in a reproducing kernel Hilbert space H consisting of functions
on R2𝑑 with normalized reproducing kernel 𝑘𝑧 for 𝑧 ∈ R2𝑑 , the Berezin transform
𝔅𝑇 of a bounded operator 𝑇 ∈ L(H) is the function R2𝑑 → C defined by

𝔅𝑇 (𝑧) =
〈
𝑇𝑘𝑧 , 𝑘𝑧

〉
H .

For the Gabor space 𝑉𝜑 (𝐿2) we can express the Berezin transform 𝔅𝜑 : 𝑉𝜑 (𝐿2) →
𝐿∞(R2𝑑) as a convolution of operators.

Lemma E.3.2. Let 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1, and let 𝑇 ∈ L(𝑉𝜙 (𝐿2)). Then

𝔅𝜑𝑇 (𝑧) = Θ𝜑 (𝑇) ★ (�̌� ⊗ �̌�) (𝑧).

In particular the Berezin transform of the Gabor Toeplitz operator 𝑇 𝜑
𝑓

is

𝔅𝜑𝑇
𝜑

𝑓
(𝑧) =

(
𝑓 ∗ |𝑉𝜑𝜑|2

)
(𝑧).

Proof. Since 𝑘 𝜑𝑧 (𝑧′) = 𝑉𝜑 (𝜋(𝑧)𝜑) (𝑧′) by (E.3.2), we have

Θ𝜑 (𝑇) ★ (�̌� ⊗ �̌�) (𝑧) =
〈
Θ𝜑 (𝑇)𝜋(𝑧)𝜑, 𝜋(𝑧)𝜑

〉
𝐿2 (R𝑑) by Lemma E.2.6

=
〈
𝑉∗𝜑𝑇𝑉𝜑 (𝜋(𝑧)𝜑), 𝜋(𝑧)𝜑

〉
𝐿2 (R𝑑) by (E.3.3)

=
〈
𝑇𝑉𝜑 (𝜋(𝑧)𝜑), 𝑉𝜑 (𝜋(𝑧)𝜑)

〉
𝐿2 (R2𝑑)

= 𝔅𝜑𝑇 (𝑧).

Since Proposition E.3.1 and (E.2.12) give that

𝑓 ★ (𝜑 ⊗ 𝜑) = A𝜑,𝜑

𝑓
= Θ𝜑 (𝑇 𝜑

𝑓
),

we get from the first part and associativity of convolutions that

𝔅𝜑𝑇
𝜑

𝑓
= [ 𝑓 ★ (𝜑 ⊗ 𝜑)] ★ (�̌� ⊗ �̌�) = 𝑓 ∗ |𝑉𝜑𝜑 |2 by Lemma E.2.6. �
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Remark E.4. Gabor spaces and their relation to localization operators has been
discussed in [165], with emphasis on 𝑓 ∈ 𝐿∞(R2𝑑) depending only on 𝑥. The
reproducing kernel 𝑘 𝜑𝑧 has also been studied as the kernel of determinantal point
processes called Weyl-Heisenberg ensembles [7, 10].

Gabor spaces with different windows

Having introduced the Gabor spaces𝑉𝜑 (𝐿2), we naturally ask whether the properties
of 𝑉𝜑 (𝐿2) as a reproducing kernel Hilbert space depend on the window 𝜑 in an
essential way. As a first result in this direction, we note that the intersection of
different Gabor spaces is trivial whenever the windows are not scalar multiples of
each other, first proved with different methods in [126, Thm. 4.2].

Lemma E.3.3. Let 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑) with ‖𝜑1‖𝐿2 = ‖𝜑2‖𝐿2 = 1. If there exists
𝑐 ∈ C such that 𝜑1 = 𝑐𝜑2, then𝑉𝜑1 (𝐿2) = 𝑉𝜑2 (𝐿2). Otherwise𝑉𝜑1 (𝐿2)∩𝑉𝜑2 (𝐿2) =
{0}.

Proof. If 𝜑1 = 𝑐𝜑2, then𝑉𝜑1b = 𝑉𝜑2 (𝑐b), which implies the first part. Then assume
that 0 ≠ 𝑉𝜑1b = 𝑉𝜑2𝜓 for b, 𝜓 ∈ 𝐿2(R𝑑). It follows by Lemma E.2.6 that

b ⊗ 𝜑1 = 𝜓 ⊗ 𝜑2,

as F𝑊 is a bijection from S2 to 𝐿2(R2𝑑). Taking adjoints, we get

𝜑1 ⊗ b = 𝜑2 ⊗ 𝜓. (E.3.4)

If we apply (E.3.4) to b, we obtain

𝜑1 =
〈b, 𝜓〉𝐿2

‖b‖2
𝐿2

𝜑2.

Note that dividing by ‖b‖2
𝐿2 is allowed, as we assumed 𝑉𝜑1b ≠ 0 which by (E.2.1)

implies b ≠ 0. �

Even though the result above shows that Gabor spaces with different windows
𝜑1 and 𝜑2 usually have trivial intersection, there is always an obvious Hilbert space
isomorphism Ψ : 𝑉𝜑1 (𝐿2) → 𝑉𝜑2 (𝐿2) given by Ψ = 𝑉𝜑2𝑉

∗
𝜑1 |𝑉𝜑1 (𝐿2) . However,

this does not preserve the reproducing kernels: 𝑘 𝜑1
𝑧 = 𝑉𝜑1 (𝜋(𝑧)𝜑1) by (E.3.2), so

clearly Ψ(𝑘 𝜑1
𝑧 ) = 𝑉𝜑2 (𝜋(𝑧)𝜑1). By the injectivity of 𝑉𝜑2 , the only way Ψ(𝑘 𝜑1

𝑧 ) =
𝑉𝜑2 (𝜋(𝑧)𝜑1) can equal 𝑘 𝜑2

𝑧 = 𝑉𝜑2 (𝜋(𝑧)𝜑2) is if 𝜑1 = 𝜑2.
If we use Proposition E.3.1 and Lemma E.3.2 to translate parts of Theorem

E.2.5 into a result on Toeplitz operators, we clearly see that the properties of the
window 𝜑 must be taken into account when studying Toeplitz operators on 𝑉𝜑 (𝐿2).
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Proposition E.3.4. Let 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1. The following are equivalent.

1. 𝑉𝜑𝜑 has no zeros.

2. The Berezin transform 𝔅𝜑 is injective on L(𝑉𝜑 (𝐿2)).

3. The map 𝑓 ↦→ 𝑇
𝜑

𝑓
is injective from 𝐿∞(R2𝑑) to L(𝑉𝜑 (𝐿2)).

Proof. The result will follow from Theorem E.2.5 once we have shown that each
statement is equivalent to a statement in that theorem with 𝑆 = 𝜑 ⊗ 𝜑. As
F𝑊 (𝑆) (𝑥, 𝜔) = 𝑒𝑖 𝜋𝑥 ·𝜔𝑉𝜑𝜑(𝑥, 𝜔) by Lemma E.2.6, (1) states that 𝑆 ∈ W . Since
Proposition E.3.1 gives that 𝑇 𝜑

𝑓
is unitarily equivalent with A𝜑,𝜑

𝑓
= 𝑓 ★ 𝑆, the map

𝑓 ↦→ 𝑇
𝜑

𝑓
is injective if and only if the map 𝑓 ↦→ 𝑓 ★ 𝑆 is injective. Similarly, since

Lemma E.3.2 gives that
𝔅𝜑𝑇 (𝑧) = Θ𝜑 (𝑇) ★ 𝑆

and Θ𝜑 : L(𝑉𝜑 (𝐿2)) → L(𝐿2) is a bijection, we get that 𝔅𝜑 is injective if and only
if 𝑇 ↦→ 𝑇 ★𝑆 is injective. It is simple to check that the last condition is equivalent to
𝑇 ↦→ 𝑇 ★ 𝑆 being injective, as a calculation shows that 𝑇 ★ 𝑆(𝑧) = 𝑇 ★ 𝑆(−𝑧). �

Remark E.5. The other parts of Theorem E.2.5 could also be translated into
statements on 𝑉𝜑 (𝐿2), and one could obtain other equivalences by imposing weaker
requirements on the set of zeros of 𝑉𝜑𝜑, see [182, 203].

E.3.2 Toeplitz operators on Bargmann-Fock space

For the Gaussian 𝜑0, the Gabor space 𝑉𝜑0 (𝐿2) is closely related to another much-
studied reproducing kernel Hilbert space: the Bargmann-Fock space F2(C𝑑),
consisting of all analytic functions 𝐹 on C𝑑 such that ‖𝐹‖F2 < ∞, where ‖𝐹‖F2 is
the norm induced by the inner product

〈𝐹, 𝐺〉F2 =

∫
C𝑑
𝐹 (𝑧)𝐺 (𝑧)𝑒−𝜋 |𝑧 |2 𝑑𝑧.

An important tool in the study of F2(C𝑑) is the Bargmann transform, which is
the unitary mapping B : 𝐿2(R𝑑) → F2(C𝑑) defined by

B = A ◦𝑉𝜑0 , (E.3.5)

where A : 𝐿2(R2𝑑) → 𝐿2(C𝑑 , 𝑒−𝜋 |𝑧 |2𝑑𝑧) is a unitary operator given by

A( 𝑓 ) (𝑥 + 𝑖𝜔) = 𝑒−𝜋𝑖𝑥 ·𝜔𝑒 𝜋
2 |𝑧 |

2
𝑓 (𝑥,−𝜔) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 .
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The restriction A|𝑉𝜑0 (𝐿2) is unitary from 𝑉𝜑0 (𝐿2) to F2(C𝑑), as it may be written
as the composition B ◦𝑉∗𝜑0 |𝑉𝜑0 (𝐿2) of unitary operators. Hence A allows us to relate
the spaces 𝑉𝜑0 (𝐿2) and F2(C𝑑).

The orthogonal projection from 𝐿2(C𝑑 , 𝑒−𝜋 |𝑧 |2𝑑𝑧) to F2(C𝑑) is given by

PF2 = BB∗ = A𝑉𝜑0𝑉
∗
𝜑0A

∗ = AP𝑉𝜑0 (𝐿2)A∗, (E.3.6)

and the non-normalized reproducing kernel of F2(C𝑑) is

𝐾𝑧 (𝑧′) = 𝑒𝜋𝑧 ·𝑧
′

for 𝑧, 𝑧′ ∈ C𝑑 .

For our purposes it is convenient to note that we can use the reproducing kernel
𝑘
𝜑0
(𝑥,𝜔) for 𝑉𝜑0 (𝐿2) to express 𝐾𝑧 for 𝑧 = 𝑥 + 𝑖𝜔 by

𝐾𝑧 (𝑥 ′ + 𝑖𝜔′) = 𝑒𝑖 𝜋𝑥 ·𝜔𝑒𝜋 |𝑧 |
2/2

[
A𝑘 𝜑0
(𝑥,−𝜔)

]
(𝑥 ′ + 𝑖𝜔′), (E.3.7)

as follows from the calculation〈
B(𝜓), 𝑒𝑖 𝜋𝑥 ·𝜔𝑒𝜋 |𝑧 |2/2A𝑘 𝜑0

(𝑥,−𝜔)

〉
F2

= 𝑒−𝜋𝑖𝑥 ·𝜔𝑒𝜋 |𝑧 |
2/2

〈
A𝑉𝜑0𝜓,A𝑘

𝜑0
(𝑥,−𝜔)

〉
F2

= 𝑒−𝜋𝑖𝑥 ·𝜔𝑒𝜋 |𝑧 |
2/2

〈
𝑉𝜑0𝜓, 𝑘

𝜑0
(𝑥,−𝜔)

〉
𝐿2 (R2𝑑)

= 𝑒−𝜋𝑖𝑥 ·𝜔𝑒𝜋 |𝑧 |
2/2𝑉𝜑0𝜓(𝑥,−𝜔)

= B(𝜓) (𝑥 + 𝑖𝜔).

For every 𝐹 ∈ 𝐿∞(C𝑑) one defines the Bargmann-Fock Toeplitz operator 𝑇F2

𝐹

on F2(C𝑑) by
𝑇F2

𝐹 (𝐻) = PF2 (𝐹 · 𝐻)

for any 𝐻 ∈ F2(C𝑑). Using (E.3.6) and the unitarity of A, one can calculate that if
𝑓 ∈ 𝐿∞(R2𝑑) and 𝐹 ∈ 𝐿∞(C𝑑) are related by

𝐹 (𝑥 + 𝑖𝜔) = 𝑓 (𝑥,−𝜔) for 𝑥, 𝜔 ∈ R2𝑑 , (E.3.8)

then
𝑇
𝜑0
𝑓

= A∗𝑇F2

𝐹 A. (E.3.9)

In combination with Proposition E.3.1 this gives the following result.

Proposition E.3.5. Let 𝑓 ∈ 𝐿∞(R2𝑑) and 𝐹 ∈ 𝐿∞(C𝑑) be related by (E.3.8). Then
the following operators are unitarily equivalent.

1. The localization operator A𝜑0,𝜑0
𝑓

: 𝐿2(R𝑑) → 𝐿2(R𝑑).
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2. The Gabor Toeplitz operator 𝑇 𝜑0
𝑓

: 𝑉𝜑0 (𝐿2) → 𝑉𝜑0 (𝐿2).

3. The Bargmann-Fock Toeplitz operator 𝑇F2

𝐹
: F2(C𝑑) → F2(C𝑑).

Remark E.6. The simple result above is far from new, going back to at least [58].
A related and more complicated question that appears in the literature is to relate
A𝜑,𝜑

𝑓
, where 𝜑 needs no longer be Gaussian, to a Bargmann-Fock Toeplitz operator

𝑇F2

(𝐼+𝐷)𝐹 , where 𝐷 is some differential operator [5, 58, 92].

The Berezin transform can also be defined on F2(C𝑑). Since A : 𝑉𝜑 (𝐿2) →
F2(C𝑑) is unitary, one easily checks using (E.3.7) that the normalized reproducing
kernel �̃�𝑧 on F2(C𝑑) is

�̃�𝑧 (𝑧′) = 𝑒𝑖 𝜋𝑥 ·𝜔
[
A𝑘 𝜑0
(𝑥,−𝜔)

]
(𝑥 ′ + 𝑖𝜔′) for 𝑧 = 𝑥 + 𝑖𝜔, 𝑧′ = 𝑥 ′ + 𝑖𝜔′.

This implies the following result on the Berezin transform 𝔅F2 on F2(C𝑑).

Lemma E.3.6. Let 𝑇 ∈ L(F2(C𝑑)). Then

𝔅F2
𝑇 (𝑥 + 𝑖𝜔) = 𝔅𝜑0 [A∗𝑇A] (𝑥,−𝜔)

= (B∗𝑇B) ★ (𝜑0 ⊗ 𝜑0) (𝑥,−𝜔).

In particular, if 𝐹 ∈ 𝐿∞(C𝑑), then

𝔅F2
𝑇F2

𝐹 (𝑥 + 𝑖𝜔) =
(
𝑓 ∗ |𝑉𝜑0𝜑0 |2

)
(𝑥,−𝜔),

where 𝑓 ∈ 𝐿∞(R2𝑑) is given by 𝑓 (𝑥, 𝜔) = 𝐹 (𝑥 − 𝑖𝜔) and |𝑉𝜑0𝜑0(𝑧) |2 = 𝑒−𝜋 |𝑧 |
2
.

Proof. By definition,

𝔅F2
𝑇 (𝑥 + 𝑖𝜔) =

〈
𝑇 �̃�𝑥+𝑖𝜔 , �̃�𝑥+𝑖𝜔

〉
F2

=

〈
𝑇A𝑘 𝜑0

(𝑥,−𝜔) ,A𝑘
𝜑0
(𝑥,−𝜔)

〉
F2

=

〈
A∗𝑇A𝑘 𝜑0

(𝑥,−𝜔) , 𝑘
𝜑0
(𝑥,−𝜔)

〉
𝐿2 (R2𝑑)

= 𝔅𝜑0 [A∗𝑇A] (𝑥,−𝜔).

That this last expression equals (B∗𝑇B) ★ (𝜑0 ⊗ 𝜑0) (𝑥,−𝜔) follows from Lemma
E.3.2, since B∗𝑇B = 𝑉∗𝜑0 [A

∗𝑇A]𝑉𝜑0 . For the formula for Toeplitz operators,
combine the first part with (E.3.9) and the final part of Lemma E.3.2. �

The results above show the intimate connection between F2(C𝑑) and the Gabor
space 𝑉𝜑0 (𝐿2). Many of the results known for F2(C𝑑) can easily be translated into
results for 𝑉𝜑0 (𝐿2), and we will later investigate certain conditions on 𝜑 that allow
us to generalize these results to other Gabor spaces 𝑉𝜑 (𝐿2).
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E.3.3 Polyanalytic Bargmann-Fock spaces

By (E.3.5), we may identify 𝑉𝜑0 (𝐿2) and the Bargmann-Fock space by the operator
A : 𝐿2(R2𝑑) → 𝐿2(C𝑑 , 𝑒−𝜋 |𝑧 |2𝑑𝑧). If the Gaussian 𝜑0 is replaced by another
Hermite function 𝜑𝑛 for 𝑛 ∈ N𝑑 , and we define the polyanalytic Bargmann
transform B𝑛 : 𝐿2(R𝑑) → 𝐿2(C𝑑 , 𝑒−𝜋 |𝑧 |2𝑑𝑧) by

B𝑛 = A ◦𝑉𝜑𝑛 ,

then the image of B𝑛, which we denote by F2
𝑛 , is again a reproducing kernel Hilbert

space with reproducing kernel 𝐾𝜑𝑛𝑧 for 𝑧 = 𝑥 + 𝑖𝜔 given by

𝐾
𝜑𝑛
𝑧 (𝑥 ′ + 𝑖𝜔′) = 𝑒𝑖 𝜋𝑥 ·𝜔𝑒𝜋 |𝑧 |

2/2
[
A𝑘 𝜑𝑛(𝑥,−𝜔)

]
(𝑥 ′ + 𝑖𝜔′).

Unlike the Bargmann-Fock space F2 = F2
0 , F2

𝑛 does not in general consist of
analytic functions, but rather of so-called polyanalytic functions. For this reason
F2
𝑛 is sometimes called the true polyanalytic Fock space of degree 𝑛 [3, 6, 22].

Following [177, 226] we define, given 𝐹 ∈ 𝐿∞(C𝑑), the polyanalytic Toeplitz
operator 𝑇F2

𝑛

𝐹
: F2

𝑛 → F2
𝑛 by

𝑇
F2

𝑛

𝐹
(𝐻) = PF2

𝑛
(𝐹 · 𝐻)

for 𝐻 ∈ F2
𝑛 . Similarly to Bargmann-Fock space the orthogonal projection PF2

𝑛
from

𝐿2(C𝑑 , 𝑒−𝜋 |𝑧 |2𝑑𝑧) to F2
𝑛 is given by

PF2
𝑛
= BB∗ = A𝑉𝜑𝑛𝑉

∗
𝜑𝑛
A∗.

If 𝑓 ∈ 𝐿∞(R2𝑑) and 𝐹 ∈ 𝐿∞(C𝑑) are related as in (E.3.8), one can show that
𝑇
𝜑𝑛
𝑓

= A∗𝑇F2
𝑛

𝐹
A. Hence we obtain the following result.

Proposition E.3.7. Let 𝑓 ∈ 𝐿∞(R2𝑑) and 𝐹 ∈ C𝑑 be related as in (E.3.8). For
𝑛 ∈ N𝑑 , the following operators are unitarily equivalent.

1. The localization operator A𝜑𝑛 ,𝜑𝑛
𝑓

: 𝐿2(R𝑑) → 𝐿2(R𝑑).

2. The Gabor Toeplitz operator 𝑇 𝜑𝑛
𝑓

: 𝑉𝜑𝑛𝐿2 → 𝑉𝜑𝑛𝐿
2.

3. The polyanalytic Toeplitz operator 𝑇F2
𝑛

𝐹
: F2

𝑛 (C𝑑) → F2
𝑛 (C𝑑).

We have related polyanalytic Toeplitz operators to Gabor Toeplitz operators on
𝑉𝜑𝑛 (𝐿2). By [172, (4.16)], 𝑉𝜑𝑛𝜑𝑛 has zeros if and only if 𝑛 ≠ 0. An easy argument
using the previous proposition then translates Proposition E.3.4 into the following
statement. A version of this is also discussed with different tools in [226, Sec.
5.1.2].
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Proposition E.3.8. Let 𝑛 ∈ N𝑑 . The map 𝐹 ↦→ 𝑇
F2

𝑛

𝐹
is injective from 𝐿∞(C𝑑) if and

only if 𝑛 = 0. In other words, assigning a bounded function to a Toeplitz operator is
only injective on the Bargmann-Fock space.

E.4 A Tauberian theorem for bounded functions

As our first main result we present a generalization of Wiener’s classical Tauberian
theorem that applies to bounded functions and convolutions with integrable functions
and trace class operators. The key tool is Werner’s generalization of Wiener’s
approximation theorem from Theorem E.2.5.

Theorem E.4.1 (Tauberian theorem for bounded functions). Let 𝑓 ∈ 𝐿∞(R2𝑑), and
assume that one of the following equivalent statements holds for some 𝐴 ∈ C:

(i) There is some 𝑆 ∈ W such that

𝑓 ★ 𝑆 = 𝐴 · tr(𝑆) · 𝐼𝐿2 + 𝐾

for some compact operator 𝐾 ∈ K.

(ii) There is some 𝑎 ∈ 𝑊 (R2𝑑) such that

𝑓 ∗ 𝑎 = 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 + ℎ

for some ℎ ∈ 𝐶0(R2𝑑).

Then both of the following statements hold:

1. For any 𝑇 ∈ S1, 𝑓 ★ 𝑇 = 𝐴 · tr(𝑇) · 𝐼𝐿2 + 𝐾𝑇 for some compact operator
𝐾𝑇 ∈ K.

2. For any 𝑔 ∈ 𝐿1(R2𝑑), 𝑓 ∗ 𝑔 = 𝐴 ·
∫
R2𝑑 𝑔(𝑧) 𝑑𝑧 + ℎ𝑔 for some ℎ𝑔 ∈ 𝐶0(R2𝑑).

Proof. We start by proving that (𝑖) and (𝑖𝑖) are equivalent. Assume (𝑖), and consider
𝑎 = 𝑆★𝑆 ∈ 𝐿1(R2𝑑). Since F𝜎 (𝑆★𝑆) (𝑧) = F𝑊 (𝑆) (𝑧)2 for any 𝑧 ∈ R2𝑑 by (E.2.9),
we obtain both that F𝜎 (𝑎) has no zeros and (by evaluating the relation at 𝑧 = 0) that∫

R2𝑑
𝑎(𝑧) 𝑑𝑧 = tr(𝑆) · tr(𝑆).
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Then observe using associativity of the convolutions that

𝑓 ∗ 𝑎 = 𝑓 ∗ (𝑆 ★ 𝑆)
= ( 𝑓 ★ 𝑆) ★ 𝑆
= (𝐴 · tr(𝑆) · 𝐼𝐿2 + 𝐾) ★ 𝑆
= 𝐴 · tr(𝑆) · tr(𝑆) + 𝐾 ★ 𝑆 by Lemma E.2.4

= 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 + 𝐾 ★ 𝑆,

and 𝐾 ★ 𝑆 ∈ 𝐶0(R2𝑑) by Lemma E.2.3. The proof that (𝑖𝑖) implies (𝑖) is similar
by picking 𝑆 = 𝑎 ★ 𝑇 , where 𝑇 ∈ S1 is any operator in W . Then F𝑊 (𝑆) (𝑧) =
F𝜎 (𝑎) (𝑧)F𝑊 (𝑇) (𝑧) by (E.2.10), so F𝑊 (𝑆) has no zeros and tr(𝑆) =

∫
R2𝑑 𝑎(𝑧) 𝑑𝑧 ·

tr(𝑇) by evaluating the relation at 𝑧 = 0. Furthermore, associativity of convolutions
gives

𝑓 ★ 𝑆 = 𝑓 ★ (𝑎 ★𝑇)
= ( 𝑓 ∗ 𝑎) ★𝑇

=

(
𝐴 ·

∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 + ℎ
)
★𝑇

= 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 · tr(𝑇) · 𝐼𝐿2 + ℎ ★𝑇 by Lemma E.2.4

= 𝐴 · tr(𝑆) · 𝐼𝐿2 + ℎ ★𝑇,

and ℎ ★𝑇 ∈ K by Lemma E.2.3. Hence (𝑖) and (𝑖𝑖) are equivalent.
The fact that (𝑖𝑖) implies (2) is Wiener’s classical Tauberian theorem. The proof
will therefore be completed if we can show (𝑖) =⇒ (1), so assume that 𝑆 satisfies
(𝑖), and for now assume 𝐴 = 0. In short, we assume 𝑓 ★ 𝑆 ∈ K. We need to show
that 𝑓 ★𝑇 ∈ K for any 𝑇 ∈ S1. Part (3) of Theorem E.2.5 implies that 𝑇 is the limit
in the norm of S1 of a sequence 𝑟𝑛 ★ 𝑆 for 𝑟𝑛 ∈ 𝐿1(R2𝑑). By commutativity and
associativity of the convolutions,

𝑓 ★ (𝑟𝑛 ★ 𝑆) = 𝑟𝑛 ★ ( 𝑓 ★ 𝑆) ∈ K by Lemma E.2.3.

Proposition E.2.2 then gives that

‖ 𝑓 ★𝑇 − 𝑓 ★ (𝑟𝑛 ★ 𝑆)‖L(𝐿2) ≤ ‖ 𝑓 ‖𝐿∞ ‖𝑇 − 𝑟𝑛 ★ 𝑆‖S1 → 0 as 𝑛→∞.

Hence 𝑓 ★𝑇 is the limit in the operator norm of compact operators, thus compact.
Finally, assume that 𝐴 ≠ 0. Then ( 𝑓 − 𝐴) ★ 𝑆 ∈ K by Lemma E.2.4, so the result
for 𝐴 = 0 implies that ( 𝑓 − 𝐴) ★𝑇 ∈ K for any 𝑇 ∈ S1, and applying Lemma E.2.4
again we see that this is equivalent to (1). �
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The case 𝐴 = 0 is particularly interesting, as it concerns the compactness of
operators of the form 𝑓 ★𝑇 for 𝑇 ∈ S1. We will return to this special case on several
occasions.

Remark E.7. 1. Note that the convolution of a bounded and an integrable
function is continuous, so we lose no generality by assuming that ℎ and ℎ𝑔
belong to 𝐶0(R2𝑑) rather than merely assuming that they belong to 𝐿0(R2𝑑).

2. As already mentioned in the proof, the classical Tauberian theorem of Wiener
is the implication (𝑖𝑖) =⇒ (2).

3. The conditions on the Fourier transforms of 𝑆 in (𝑖) are necessary to imply
(1) and (2). To see this, assume that 𝑆 ∈ S1 satisfies F𝑊 (𝑆) (𝑧0) = 0 for
some 𝑧0 = (𝑥0, 𝜔0) ∈ R2𝑑 . Then consider the function 𝑓𝑧0 (𝑧) = 𝑒2𝜋𝑖𝜎 (𝑧0,𝑧) ∈
𝐿∞(R2𝑑). One can show that for any 𝑇 ∈ S1 we have

𝑓𝑧0 ★𝑇 = F𝑊 (𝑇) (𝑧0)𝑒−𝜋𝑖𝑥0 ·𝜔0𝜋(𝑧0).

In particular, 𝑓𝑧0 ★ 𝑆 = 0 ∈ K since F𝑊 (𝑆) (𝑧0) = 0, so apart from the
condition on F𝑊 (𝑆) we see that 𝑆 satisfies (𝑖) with 𝐴 = 0. However,
𝑓𝑧0 ★ 𝑇 = F𝑊 (𝑇) (𝑧0)𝑒−𝜋𝑖𝑥0 ·𝜔0𝜋(𝑧0) is not compact if F𝑊 (𝑇) (𝑧0) ≠ 0,
hence (1) is not true for 𝑓𝑧0 . A similar argument with the same functions 𝑓𝑧0
shows that the condition on 𝑎 in (𝑖𝑖) is also necessary.

E.4.1 A result by Fernández and Galbis

In [109], Fernández and Galbis proved the following result on compactness of
localization operators.

Theorem E.4.2 (Fernández and Galbis). Let 𝑓 ∈ 𝐿∞(R2𝑑). Then A𝜑1,𝜑2
𝑓

is compact
for all 𝜑1, 𝜑2 ∈ 𝒮(R𝑑) if and only if there is a non-zero Φ ∈ 𝒮(R2𝑑) such that for
every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ 𝑓 (𝑥, 𝜔) | = 0. (E.4.1)

Remark E.8. 1. This requirement is weaker than both 𝑓 ∈ 𝐿0(R2𝑑) and 𝑉Φ 𝑓 ∈
𝐶0(R4𝑑) for some non-zero Φ ∈ 𝒮(R2𝑑). Proving that either of these two
statements implies compactness of A𝜑1,𝜑2

𝑓
requires far less advanced tools

than (E.4.1), see [109].

2. The theorem holds for 𝑓 ∈ 𝑀∞(R2𝑑), where 𝑀∞(R2𝑑) consists of all
𝑓 ∈ 𝒮

′(R2𝑑) such that 𝑉𝜑0 𝑓 ∈ 𝐿∞(R4𝑑). The space 𝑀∞(R2𝑑) contains
𝐿∞(R2𝑑) and certain distributions such as Dirac’s delta distribution, see [131].
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This allows us to add another equivalent assumption to Theorem E.4.1, formu-
lated in terms of the short-time Fourier transform of 𝑓 .

Proposition E.4.3. Let 𝐴 ∈ C. Then 𝑓 ∈ 𝐿∞(R2𝑑) satisfies the equivalent
conditions (𝑖) and (𝑖𝑖) in Theorem E.4.1 if and only if

(iii) There is some non-zero Schwartz function Φ on R2𝑑 such that for every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ( 𝑓 − 𝐴) (𝑥, 𝜔) | = 0.

Proof. Consider the operator 𝑆 = 𝜑0 ⊗ 𝜑0. Then 𝑆 ∈ W by (E.2.2) and 𝑓 ★ 𝑆 =

A𝜑0,𝜑0
𝑓

by (E.2.12). If (𝑖𝑖𝑖) is satisfied, Theorem E.4.2 implies using Lemma E.2.4
that

A𝜑0,𝜑0
𝑓 −𝐴 = ( 𝑓 − 𝐴) ★ 𝑆 = 𝑓 ★ 𝑆 − 𝐴 · tr(𝑆) · 𝐼𝐿2

is compact, hence (𝑖) holds. If (𝑖) holds, then Theorem E.4.1 (1) implies that

𝑓 ★ (𝜑2 ⊗ 𝜑1) − 𝐴 · tr(𝜑2 ⊗ 𝜑1) · 𝐼𝐿2 = ( 𝑓 − 𝐴) ★ (𝜑2 ⊗ 𝜑1) = A𝜑1,𝜑2
𝑓 −𝐴

is compact for any 𝜑1, 𝜑2 ∈ 𝒮(R𝑑), so Theorem E.4.2 implies that (𝑖𝑖𝑖) holds. �

Remark E.9. One may easily calculate that

𝑉Φ( 𝑓 − 𝐴) (𝑥, 𝜔) = 𝑉Φ 𝑓 (𝑥, 𝜔) − 𝐴 · 𝑒−2𝜋𝑖𝑥 ·𝜔Φ̂(−𝜔).

Condition (𝑖𝑖𝑖) therefore says that for any 𝑅 > 0, if fixed 𝑥 is picked with |𝑥 |
sufficiently large, then𝑉Φ 𝑓 (𝑥, 𝜔) should uniformly approximate 𝐴 ·𝑒−2𝜋𝑖𝑥 ·𝜔Φ̂(−𝜔)
for |𝜔| ≤ 𝑅.

Theorem E.4.2 is a theorem concerning compactness of operators – its proof
in [109] relies on results on relatively compact subsets of K. However, Theorem
E.4.1 along with Proposition E.4.3 allows us to translate the result to functions
on R2𝑑 . In fact, it leads to a characterization in terms of the short-time Fourier
transform of those 𝑓 ∈ 𝐿∞(R2𝑑) satisfying the assumptions of Wiener’s classical
Tauberian theorem. To our knowledge this result is new, so we formulate it as a
separate statement.

Theorem E.4.4. Let 𝐴 ∈ C and 𝑓 ∈ 𝐿∞(R2𝑑) be given. The following are
equivalent.

• There is some non-zero Φ ∈ 𝒮(R2𝑑) such that for every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ( 𝑓 − 𝐴) (𝑥, 𝜔) | = 0.
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• There is 𝑎 ∈ 𝑊 (R2𝑑) and ℎ ∈ 𝐶0(R2𝑑) such that

𝑓 ∗ 𝑎 = 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 + ℎ.

• For any 𝑔 ∈ 𝐿1(R2𝑑) there is ℎ𝑔 ∈ 𝐶0(R2𝑑) such that

𝑓 ∗ 𝑔 = 𝐴 ·
∫
R2𝑑

𝑔(𝑧) 𝑑𝑧 + ℎ𝑔 .

Remark E.10. One might naturally ask if this result holds for R𝑑 for any 𝑑 ≥ 1, and
not just for even 𝑑. Our proof exploits Theorem E.4.2, which has no analogue for
odd 𝑑. We can therefore not extend the proof to the general case.

E.4.2 A closer look at the two assumptions of Theorem E.4.1

By Remark E.3 and Lemma E.2.4, 𝑓 ∈ 𝐿∞(R2𝑑) trivially satisfies the assumptions
(and conclusions) in Theorem E.4.1 if 𝑓 = 𝐴 + ℎ for some 𝐴 ∈ C and ℎ ∈ 𝐿 𝑝 (R2𝑑)
for 1 ≤ 𝑝 < ∞ or 𝑝 = 0. We will now see examples that do not satisfy these
conditions.

Example E.4.1. 1. In [110, Prop. 4.1], Galbis and Fernández show that the
function 𝑓 (𝑥, 𝜔) = 𝑒𝑖 𝜋 |𝑧 |

2 satisfies condition (𝑖𝑖𝑖) from Proposition E.4.3,
hence it satisfies (𝑖) and (𝑖𝑖) in Theorem E.4.1. Clearly 𝑓 ∉ 𝐿 𝑝 (R2𝑑) for
𝑝 = 0 or 1 ≤ 𝑝 < ∞.

2. Given 𝜏 ∈ (0, 1)\{1/2}, the function 𝑎𝜏 (𝑥, 𝜔) = 2𝑑
|2𝜏−1 |𝑑 ·𝑒

2𝜋𝑖 2
2𝜏−1 𝑥 ·𝜔 satisfies

assumption (𝑖) in Theorem E.4.1 with 𝐴 = 0, as we prove in Proposition
E.6.3. Again, we see that 𝑎𝜏 ∉ 𝐿 𝑝 (R2𝑑) for 𝑝 = 0 or 1 ≤ 𝑝 < ∞.

3. If 𝑓 ∈ 𝐿∞(R2𝑑) is a so-called pseudomeasure, meaning that F𝜎 ( 𝑓 ) ∈
𝐿∞(R2𝑑), then 𝑓 satisfies (𝑖𝑖) with 𝐴 = 0. To see this, let 𝑎(𝑧) = 𝑒−𝜋 |𝑧 |

2 .
Then F𝜎 (𝑎) = 𝑎 has no zeros, and

𝑓 ∗ 𝑎 = F𝜎F𝜎 ( 𝑓 ∗ 𝑎) = F𝜎 (F𝜎 ( 𝑓 ) · 𝑎),

and since F𝜎 ( 𝑓 ) ∈ 𝐿∞(R2𝑑) we have F𝜎 ( 𝑓 ) · 𝑎 ∈ 𝐿1(R2𝑑). Hence
𝑓 ∗ 𝑎 ∈ 𝐶0(R2𝑑) by the Riemann-Lebesgue lemma.
Rather surprisingly, we may prove (1) directly in this case by considering the
operator side of our setup. For any 𝑇 ∈ S1, we obtain that F𝑊 (𝑇) ∈ 𝐿2(R2𝑑)
since S1 ⊂ S2 and F𝑊 : S2 → 𝐿2(R2𝑑) is a unitary operator. By our
assumption on 𝑓 , it follows that F𝑊 ( 𝑓 ★ 𝑇) = F𝜎 ( 𝑓 )F𝑊 (𝑇) ∈ 𝐿2(R2𝑑),
hence 𝑓 ★𝑇 ∈ S2 ⊂ K. The key to this calculation is the inclusion 𝐿∞(R2𝑑) ·
F𝑊 (S1) ⊂ 𝐿2(R2𝑑) – the corresponding function result 𝐿∞ · F𝜎 (𝐿1) ⊂ 𝐿2

is not true by the results in [53].
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The examples above show that it is not necessary to have lim |𝑧 |→∞ 𝑓 (𝑧) = 0
in order to satisfy assumptions (𝑖) and (𝑖𝑖) with 𝐴 = 0. A well-known result in
the Tauberian theory of functions due to Pitt [214] says that if we assume that 𝑓 is
slowly oscillating, then lim |𝑧 |→∞ 𝑓 (𝑧) = 0 is necessary for 𝑓 to satisfy (𝑖𝑖).

Recall that 𝑓 is slowly oscillating on R2𝑑 if for every 𝜖 > 0 there is 𝛿 > 0
and 𝐾 > 0 such that | 𝑓 (𝑧) − 𝑓 (𝑧 − 𝑧′) | < 𝜖 for |𝑧′ | < 𝛿 and |𝑧 | > 𝐾. We refer
to [115, Thm. 4.74] for a formulation of Pitt’s result that applies to R2𝑑 .

Theorem E.4.5 (Pitt). If 𝑓 ∈ 𝐿∞(R2𝑑) is slowly oscillating and satisfies either
assumption (𝑖) or (𝑖𝑖) in Theorem E.4.1 or (𝑖𝑖𝑖) from Proposition E.4.3 with 𝐴 = 0,
then 𝑓 ∈ 𝐿0(R2𝑑).

Remark E.11. Any uniformly continuous 𝑓 ∈ 𝐿∞(R2𝑑) is slowly oscillating, hence
if such 𝑓 satisfies (𝑖) with 𝐴 = 0, then 𝑓 ∈ 𝐶0(R2𝑑). This weaker statement
actually follows from the correspondence theory introduced by Werner in [251],
more precisely by [251, Thm. 4.1 (3)]. In Werner’s terminology 𝐶0(R2𝑑) and K are
corresponding subspaces, since convolutions with trace class operators interchanges
these two spaces by Lemma E.2.3. We will see the operator-analogue of this result
in Section E.5.1

Consequences for Toeplitz operators

We now formulate a version of the Tauberian theorem for (polyanalytic) Bargmann-
Fock Toeplitz operators. As a preliminary observation, let H1,H2 be two Hilbert
spaces. If 𝑆 ∈ L(H1) and 𝑇 ∈ L(H2) are unitarily equivalent, i.e. there is unitary
𝑈 : H1 → H2 such that 𝑆 = 𝑈∗𝑇𝑈, then one easily checks that 𝑆 = 𝐴 · 𝐼H1 + 𝐾1
for 𝐴 ∈ C and compact 𝐾1 ∈ L(H1) if and only if 𝑇 = 𝐴 · 𝐼H2 + 𝐾2 for compact
𝐾2 ∈ L(H2).

Proposition E.4.6. Let 𝐹 ∈ 𝐿∞(C𝑑) and 𝐴 ∈ C. Define 𝑓 ∈ 𝐿∞(R2𝑑) by
𝑓 (𝑥, 𝜔) = 𝐹 (𝑥 − 𝑖𝜔). The following are equivalent:

(i) 𝑇F2

𝐹
= 𝐴 · 𝐼F2 + �̃�0 for some compact operator �̃�0 on F2(C𝑑).

(ii) There is some 𝑎 ∈ 𝑊 (R2𝑑) such that

𝑓 ∗ 𝑎 = 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 + ℎ𝑎

for some ℎ𝑎 ∈ 𝐶0(R2𝑑).

(iii) There is some non-zero Φ ∈ 𝒮(R2𝑑) such that for every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ( 𝑓 − 𝐴) (𝑥, 𝜔) | = 0.

262



E.4. A Tauberian theorem for bounded functions

Furthermore, if any of the equivalent conditions above holds, then for any 𝑛 ∈ N𝑑

the polyanalytic Toeplitz operator 𝑇F2
𝑛

𝐹
is of the form

𝑇
F2

𝑛

𝐹
= 𝐴 · 𝐼F2

𝑛
+ �̃�𝑛,

where �̃�𝑛 is a compact operator on F2
𝑛 (C𝑑).

Proof. By Proposition E.3.5, 𝑇F2

𝐹
is unitarily equivalent to A𝜑0,𝜑0

𝑓
= 𝑓 ★ (𝜑0 ⊗ 𝜑0).

By the remark above, part (𝑖) holds if and only if 𝑓 ★ (𝜑0 ⊗ 𝜑0) = 𝐴 · 𝐼𝐿2 + 𝐾0 for
some compact operator 𝐾0 on 𝐿2(R𝑑). Since 𝜑0 ⊗ 𝜑0 ∈ W by (E.2.2), the fact that
(𝑖), (𝑖𝑖) and (𝑖𝑖𝑖) are equivalent follows from Proposition E.4.3.

As we have seen that (𝑖) implies that 𝑓 ★ (𝜑0 ⊗ 𝜑0) = 𝐴 · 𝐼𝐿2 + 𝐾0 and that
𝜑0 ⊗ 𝜑0 ∈ W , Theorem E.4.1 implies that for every 𝑛 there is a compact 𝐾𝑛 with

𝑓 ★ (𝜑𝑛 ⊗ 𝜑𝑛) = 𝐴 · 𝐼𝐿2 · tr(𝜑𝑛 ⊗ 𝜑𝑛) + 𝐾𝑛 = 𝐴 · 𝐼𝐿2 + 𝐾𝑛.

The last statement then follows as 𝑇F2
𝑛

𝐹
is unitarily equivalent to A𝜑𝑛 ,𝜑𝑛

𝑓
= 𝑓 ★ (𝜑𝑛 ⊗

𝜑𝑛) by Proposition E.3.7. �

Remark E.12. The equivalence of (𝑖) and (𝑖𝑖) when 𝑎 is fixed to be the Gaussian
𝑎(𝑥, 𝜔) = 𝑒−𝜋 (𝑥2+𝜔2) is due to Engliš, see the equivalence of (𝑎) and (𝑐) in [91, Thm.
B]. Note that Engliš also considers products of Toeplitz operators, which is a setting
we will return to in Section E.5.1.

The same reasoning gives the following Tauberian theorem for Toeplitz operators
on Gabor spaces using Proposition E.3.1.

Proposition E.4.7. Let 𝑓 ∈ 𝐿∞(R2𝑑) and 𝐴 ∈ C. The following are equivalent.

(i) There is some 𝜑 ∈ 𝐿2(R𝑑) such that𝑉𝜑𝜑 has no zeros and𝑇 𝜑
𝑓
= 𝐴·𝐼𝑉𝜑 (𝐿2)+𝐾

for some compact operator 𝐾 ∈ L(𝑉𝜑 (𝐿2)) .

(ii) There is some 𝑎 ∈ 𝑊 (R2𝑑) such that 𝑓 ∗ 𝑎 = 𝐴 ·
∫
R2𝑑 𝑎(𝑧) 𝑑𝑧 + ℎ for some

ℎ ∈ 𝐶0(R2𝑑).

(iii) There is some non-zero Φ ∈ 𝒮(R2𝑑) such that for every 𝑅 > 0

lim
|𝑥 |→∞

sup
|𝜔 | ≤𝑅

|𝑉Φ( 𝑓 − 𝐴) (𝑥, 𝜔) | = 0.

Furthermore, if any of the equivalent conditions above holds, then for every
normalized 𝜑′ ∈ 𝐿2(R𝑑) we have that 𝑇 𝜑

′

𝑓
is of the form 𝐴 · 𝐼𝑉𝜑′ (𝐿2) + 𝐾𝜑′ for some

compact operator 𝐾𝜑′ ∈ L(𝑉𝜑′ (𝐿2)).
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E.4.3 Injectivity of localization operators and Riesz theory of compact
operators

We will now let the kind of operators appearing in Theorem E.4.1 inspire a slight
detour that does not explicitly build on the Tauberian theorems. Theorem E.4.1 gives
conditions to ensure that a localization operator A𝜑,𝜑

𝑓
is a compact perturbation of

a scaling of the identity, i.e. of the form 𝐴 · 𝐼𝐿2 + 𝐾 for 0 ≠ 𝐴 ∈ C and 𝐾 ∈ K. The
theory of such operators, sometimes referred to as Riesz theory due to the seminal
work of F. Riesz [224], contains several powerful results similar to those that hold
for matrices. We will use the following result, see [52, Lem. 6.30 & Thm. 6.33] for
proofs.

Proposition E.4.8. Assume that 𝑇 ∈ L(𝐿2) is of the form 𝐴 · 𝐼𝐿2 + 𝐾 for 𝐴 ≠ 0
and 𝐾 ∈ K. Then 𝑇 has closed range and dim(ker𝑇) = dim(coker(𝑇)) < ∞. In
particular, 𝑇 is injective if and only if 𝑇 is surjective.

As an obvious consequence, we note that if A𝜑,𝜑

𝑓
= 𝐴 · 𝐼𝐿2 + 𝐾 for 𝐴 ≠ 0 and

𝐾 ∈ K and A𝜑,𝜑

𝑓
is injective, then A𝜑,𝜑

𝑓
is an isomorphism on 𝐿2(R𝑑). Inspired

by this, we investigate conditions ensuring that localization operators are injective.
The proof of the next result is similar to that of [50, Lem. 1.4].

Lemma E.4.9. Assume that 𝑓 ∈ 𝐿∞(R2𝑑) such that 𝑓 (𝑧) ≥ 0 for a.e. 𝑧 ∈ R2𝑑 .

1. If 0 ≠ 𝜑 ∈ 𝐿2(R2𝑑) and there is Δ ⊂ R2𝑑 of finite Lebesgue measure with

𝑓 (𝑧) > 0 for a.e. 𝑧 ∉ Δ,

then the localization operator A𝜑,𝜑

𝑓
is injective.

2. If there is some open subset Ω ⊂ R2𝑑 such that

𝑓 (𝑧) > 0 for a.e. 𝑧 ∈ Ω,

then the localization operator A𝜑0,𝜑0
𝑓

is injective.

Proof. We first prove (1). Assume that A𝜑,𝜑

𝑓
(𝜓) = 0. This implies by (E.2.4) that〈

A𝜑,𝜑

𝑓
(𝜓), 𝜓

〉
𝐿2

=

∫
R2𝑑

𝑓 (𝑧) |𝑉𝜑𝜓(𝑧) |2 𝑑𝑧 = 0.

Since we assume that 𝑓 is non-negative for a.e. 𝑧, this further implies that∫
R2𝑑\Δ

𝑓 (𝑧) |𝑉𝜑𝜓(𝑧) |2 𝑑𝑧 = 0.
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This implies that 𝑉𝜑𝜓(𝑧) = 0 for a.e. 𝑧 ∉ Δ. Hence 𝜓 = 0, as the main result
of [173] says that 𝑉𝜑𝜓(𝑧) cannot be supported on a set of finite Lebesgue measure
unless 𝜓 = 0 or 𝜑 = 0.

To prove (2), a similar argument as above shows that A𝜑0,𝜑0
𝑓
(𝜓) = 0 implies

that 𝑉𝜑0𝜓(𝑧) = 0 for a.e. 𝑧 ∈ Ω. Continuity gives that 𝑉𝜑0𝜓(𝑧) = 0 for all 𝑧 ∈ Ω.
The analytic function B(𝜓) (𝑥 + 𝑖𝜔) = 𝑒−𝜋𝑖𝑥 ·𝜔𝑒−

𝜋
2 (𝑥

2+𝜔2)𝑉𝜑0𝜓(𝑥,−𝜔) therefore
vanishes on an open subset of C𝑑 , hence B(𝜓) = 0 by uniqueness of analytic
continuation. Thus 𝜓 = 0 as B is injective. �

We deduce sufficient conditions for localization operators to be isomorphisms.

Proposition E.4.10. Let 0 ≠ 𝑀 ∈ R, 𝑎 ∈ 𝐿∞(R2𝑑) and Δ ⊂ R2𝑑 a set of finite
Lebesgue measure. Assume that the following assumptions hold:

(i) 𝑎(𝑧) ≥ −𝑀 for a.e. 𝑧 ∈ R2𝑑 ,

(ii) 𝑎(𝑧) > −𝑀 for 𝑧 ∉ Δ,

(iii) 𝑎 satisfies assumption (𝑖) or (𝑖𝑖) in Theorem E.4.1 with 𝐴 = 0.

Let 𝑓 = 𝑀 + 𝑎. Then A𝜑,𝜑

𝑓
is an isomorphism on 𝐿2(R𝑑) for any 0 ≠ 𝜑 ∈ 𝐿2(R𝑑).

Proof. By Lemma E.4.9 part (1), A𝜑,𝜑

𝑓
is injective. By assumption (𝑖𝑖𝑖), Theorem

E.4.1 gives that 𝑎 ★ (𝜑 ⊗ 𝜑) ∈ K, so that

A𝜑,𝜑

𝑓
= (𝑀 + 𝑎) ★ (𝜑 ⊗ 𝜑) = 𝑀 · ‖𝜑‖2

𝐿2 · 𝐼𝐿2 + 𝑎 ★ (𝜑 ⊗ 𝜑)

is a compact perturbation of a scaling of the identity. Hence Proposition E.4.8
implies that A𝜑,𝜑

𝑓
is also surjective. �

Remark E.13. 1. Finding specific examples of 𝑎 satisfying the assumptions
above is not difficult, but it is worth noting that 𝑎 need not vanish at infinity.
For instance, a standard construction gives continuous 𝑎 ∈ 𝐿1(R2𝑑)∩𝐿∞(R2𝑑)
such that

0 ≤ 𝑎 ≤ 1, lim sup
|𝑧 |→∞

|𝑎(𝑧) | = 1, lim inf
|𝑧 |→∞

|𝑎(𝑧) | = 0.

Then 𝑎 satisfies all three conditions above for 𝑀 > 0, even though 𝑓 = 𝑀 + 𝑎
has no limit as |𝑧 | → ∞. Of course, if we add the condition that 𝑎 is slowly
oscillating, then 𝑎 must vanish at infinity by Theorem E.4.5.

2. Other isomorphism theorems for localization operators may be found in
[50, 143, 144].
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We state a special case of Proposition E.4.10 as a theorem, namely the case
where 𝑓 = 𝜒Ω such that Ω𝑐 has finite measure. We find that as long as Ω𝑐 has
finite measure, the values of 𝑉𝜑𝜓(𝑧) for 𝑧 ∈ Ω𝑐 are not needed to reconstruct 𝜓 –
independently of the geometry of Ω and the window 𝜑.

Theorem E.4.11. Assume that Ω ⊂ R2𝑑 satisfies that Ω𝑐 has finite Lebesgue
measure, and that 0 ≠ 𝜑 ∈ 𝐿2(R𝑑). Then the localization operator A𝜑,𝜑

𝜒Ω is an
isomorphism on 𝐿2(R𝑑). In particular, any 0 ≠ 𝜓 ∈ 𝐿2(R𝑑) is uniquely determined
by the values of 𝑉𝜑𝜓(𝑧) for 𝑧 ∈ Ω and there exist constants 𝐶, 𝐷 > 0 independent
of 𝜓 such that

𝐶 · ‖𝜓‖𝐿2 ≤
∫

Ω

𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧

𝐿2
≤ 𝐷 · ‖𝜓‖𝐿2 .

Proof. This is a special case of Proposition E.4.10 with 𝑀 = 1 and 𝑎 = −𝜒Ω𝑐 . Then
𝑓 = 1 − 𝜒Ω𝑐 = 𝜒Ω, and one easily checks that the conditions in the proposition are
satisfied with Δ = Ω𝑐 , in particular (𝑖𝑖𝑖) follows as 𝜒Ω𝑐 ∈ 𝐿1(R2𝑑). �

Remark E.14. 1. After submitting this paper for publication, we were made
aware that stronger versions of this result by different approaches exist in the
literature, see [111] and references therein. To our knowledge the strongest of
these results is [111], where it is shown that Theorem E.4.11 holds if 𝜒Ω𝑐

satisfies assumption (i) or (ii) of Theorem E.4.1 with 𝐴 = 0. It follows that
this assumption is sufficient in part (1) of Proposition E.4.12 as well.

2. Theorem E.4.11 is an example of turning uncertainty principles into signal
recovery results, as proposed by Donoho and Stark [84]. An alternative
proof more in line with the methods of [84] could be obtained by showing
that ‖A𝜑,𝜑

𝜒Ω𝑐 ‖L(𝐿2) < 1 using [173], and using a Neumann series argument to
deduce the invertibility of A𝜑,𝜑

𝜒Ω = 𝐼𝐿2 −A𝜑,𝜑
𝜒Ω𝑐 .

3. If 𝜑 belongs to Feichtinger’s algebra 𝑀1(R𝑑) [95, 131], then invertibility of
A𝜑,𝜑

𝑓
on 𝐿2(R𝑑) implies that A𝜑,𝜑

𝑓
is also invertible on all modulation spaces

𝑀 𝑝,𝑞 (R𝑑) for 1 ≤ 𝑝, 𝑞 ≤ ∞ (see [131] for an introduction to modulation
spaces). This follows by combining [63, Thm. 3.2] and [133, Cor. 4.7].

Isomorphism results for F2
𝑛 (C𝑑)

Any Toeplitz operator 𝑇F2
𝑛

𝐹
on polyanalytic Bargmann-Fock space is unitarily

equivalent to a localization operator A𝜑𝑛 ,𝜑𝑛
𝑓

by Proposition E.3.7, where 𝑓 ∈
𝐿∞(R2𝑑) and 𝐹 ∈ 𝐿∞(C𝑑) are related by

𝐹 (𝑥 + 𝑖𝜔) = 𝑓 (𝑥,−𝜔).
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Hence the results of this section may be translated into results for Toeplitz operators
on F2

𝑛 (C𝑑). We include a couple of such results in the next statement. One may
of course obtain isomorphism results for Gabor spaces in the same way by using
Proposition E.3.1.

Proposition E.4.12. 1. If Ω ⊂ C𝑑 satisfies that Ω𝑐 has finite Lebesgue measure,
then 𝑇F2

𝑛
𝜒Ω is an isomorphism on F2

𝑛 (C𝑑).

2. There is a real-valued, continuous 𝐹 ∈ 𝐿∞(C𝑑) such that lim |𝑧 |→∞ |𝐹 (𝑧) |
does not exist, yet 𝑇F2

𝑛

𝐹
is an isomorphism on F2

𝑛 (C𝑑).

Proof. In light of Proposition E.3.7, the first part follows from Theorem E.4.11 and
the second from Remark E.13. �

E.5 A Tauberian theorem for bounded operators

A guiding principle in the theory of quantum harmonic analysis is that the role of
functions and operators may often be interchanged in theorems. It should therefore
come as no surprise that we can prove a Tauberian theorem where the bounded
function 𝑓 from Theorem E.4.1 is replaced by a bounded operator 𝑅, with just a
few modifications of the proof.

Theorem E.5.1 (Tauberian theorem for bounded operators). Let 𝑅 ∈ L(𝐿2), and
assume that one of the following equivalent statements holds for some 𝐴 ∈ C:

(i) There is some 𝑆 ∈ W such that

𝑅 ★ 𝑆 = 𝐴 · tr(𝑆) + ℎ

for some ℎ ∈ 𝐶0(R2𝑑).

(ii) There is some 𝑎 ∈ 𝑊 (R2𝑑) such that

𝑅 ★ 𝑎 = 𝐴 ·
∫
R2𝑑

𝑎(𝑧) 𝑑𝑧 · 𝐼𝐿2 + 𝐾

for some compact operator 𝐾 ∈ K.

Then both of the following statements hold:

1. For any 𝑇 ∈ S1, 𝑅 ★𝑇 = 𝐴 · tr(𝑇) + ℎ𝑇 for some ℎ𝑇 ∈ 𝐶0(R2𝑑).

2. For any 𝑔 ∈ 𝐿1(R2𝑑), 𝑅 ★ 𝑔 = 𝐴 ·
∫
R2𝑑 𝑔(𝑧) 𝑑𝑧 · 𝐼𝐿2 + 𝐾𝑔 for some compact

operator 𝐾𝑔 ∈ K.
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Proof. The equivalence of the assumptions is proved in a similar way as for Theorem
E.4.1: for (𝑖) =⇒ (𝑖𝑖) pick 𝑎 = 𝑆 ★ 𝑆, and for (𝑖𝑖) =⇒ (𝑖) pick 𝑆 = 𝑎 ★𝑇 for any
𝑇 ∈ W .

Then assume that (𝑖) holds with 𝐴 = 0, the extension to 𝐴 ≠ 0 is done as in the
proof of Theorem E.4.1. To show (1), one proceeds as in the proof of Theorem
E.4.1 by first showing that 𝑆 ★ 𝑇 ∈ 𝐶0(R2𝑑) if 𝑇 = 𝑟 ★ 𝑆 for some 𝑟 ∈ 𝐿1(R2𝑑).
Using Theorem E.2.5 one has that any 𝑇 ∈ S1 is the limit in the norm of S1 of a
sequence 𝑟𝑛 ★ 𝑆 with 𝑟𝑛 ∈ 𝐿1(R2𝑑). The proof is completed by showing that the
sequence 𝑅 ★ (𝑟𝑛 ★ 𝑆) – which is a sequence of functions in 𝐶0(R2𝑑) – converges
uniformly to 𝑅 ★𝑇 . Since 𝐶0(R2𝑑) is closed under uniform limits, this implies (1).

The proof that (𝑖) implies (2) follows the same pattern. First show it for
𝑔 = 𝑇 ★ 𝑆 for some 𝑇 ∈ S1, then extend to all 𝑔 by density, since Theorem E.2.5
implies that any 𝑔 ∈ 𝐿1(R2𝑑) is the limit of a sequence 𝑇𝑛 ★ 𝑆 for 𝑇𝑛 ∈ S1. �

Remark E.15. The conditions on the Fourier transforms of 𝑆 and 𝑎 in (𝑖) and (𝑖𝑖)
are necessary to imply (1) and (2), as can be shown by picking 𝑅 = 𝜋(𝑧0) for
𝑧0 = (𝑥0, 𝜔0) ∈ R2𝑑 . A calculation from the definitions (E.2.6) and (E.2.8) shows
that

[𝜋(𝑧0) ★ 𝑆] (𝑧) = 𝑒2𝜋𝑖𝜎 (𝑧0,𝑧)𝑒𝜋𝑖𝑥0 ·𝜔0F𝑊 (𝑆) (𝑧0).

So if F𝑊 (𝑆) (𝑧0) = 0, we get that 𝜋(𝑧0) ★ 𝑆 = 0 ∈ 𝐶0(R2𝑑). On the other hand we
may consider 𝜑0 ⊗ 𝜑0. By Example E.2.2, we get that

[𝜋(𝑧0) ★ (𝜑0 ⊗ 𝜑)] (𝑧) = 𝑒2𝜋𝑖𝜎 (𝑧0,𝑧)𝑒𝜋𝑖𝑥0 ·𝜔0𝑒−𝜋𝑧
2
0 ∉ 𝐶0(R2𝑑).

Hence the condition in (𝑖) is necessary. To show that the condition on 𝑎 in (𝑖𝑖) is
necessary one uses a similar argument and the fact that

𝜋(𝑧0) ★ 𝑎 = F𝜎 (𝑎) (𝑧0)𝜋(𝑧0),

as a calculation shows.

From Lemmas E.2.3 and E.2.4 it is clear that (𝑖) and (𝑖𝑖) are satisfied if
𝑅 = 𝐴 · 𝐼𝐿2 + 𝐾 for some compact operator 𝐾. However, these are not the only
examples.

Example E.5.1. If 𝑅 ∈ L(𝐿2) satisfies that F𝑊 (𝑅) ∈ 𝐿∞(R2𝑑), then 𝑅 satisfies
assumption (𝑖𝑖) of Theorem E.5.1 with 𝐴 = 0 – such 𝑅 are the operator-analogues
of the pseudomeasures considered in Example E.4.1. To prove this, let 𝑆 = 𝜑0 ⊗ 𝜑0.
Then F𝑊 (𝑆) (𝑧) = 𝑒−𝜋 |𝑧 |

2 , so 𝑆 ∈ W , and

F𝜎 (𝑅 ★ 𝑆) = F𝑊 (𝑅) · F𝑊 (𝑆) ∈ 𝐿1(R2𝑑).
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By Fourier inversion we have

𝑅 ★ 𝑆 = F𝜎 (F𝑊 (𝑅) · F𝑊 (𝑆)),

which belongs to 𝐶0(R2𝑑) by the Riemann-Lebesgue lemma.
An example of such 𝑅 is 𝑅 = 𝑃, the parity operator. One can show that

F𝑊 (𝑃) (𝑧) = 2𝑑 for any 𝑧 ∈ R2𝑑 , hence 𝑃 is a non-compact operator satisfying
assumption (𝑖𝑖) of Theorem E.5.1 with 𝐴 = 0. We will return to this and other
examples below.

E.5.1 Pitt improvements, compactness and the Berezin transform

As we saw in Theorem E.4.5, Pitt’s classical theorem gives a condition on 𝑓 ∈
𝐿∞(R2𝑑) that ensures that

𝑓 ∗ 𝑔 ∈ 𝐶0(R2𝑑) for 𝑔 ∈ 𝑊 (R2𝑑) =⇒ 𝑓 ∈ 𝐶0(R2𝑑).

In particular, we noted that this is true if 𝑓 is uniformly continuous. To
generalize this statement to operators 𝑅 ∈ L(𝐿2), recall that 𝑓 ∈ 𝐿∞(R2𝑑) is
uniformly continuous if and only if 𝑧 ↦→ 𝑇𝑧 ( 𝑓 ) is continuous map from R2𝑑 to
𝐿∞(R2𝑑). Hence a natural analogue of the uniformly continuous functions is the set

C1 := {𝑅 ∈ L(𝐿2) : 𝑧 ↦→ 𝛼𝑧 (𝑅) is continuous from R2𝑑 to L(𝐿2)};

this heuristic was also followed by Werner [251] and Bekka [28]. With this in mind,
the following result from [251] is an analogue of Pitt’s theorem for operators.

Theorem E.5.2. Let 𝑅 ∈ C1. The following are equivalent.

• 𝑅 ∈ K.

• 𝑅 ★ 𝑆 ∈ 𝐶0(R2𝑑) for some 𝑆 ∈ W .

• 𝑅 ★ 𝑓 ∈ K for some 𝑓 ∈ 𝑊 (R2𝑑).

Proof. That the first statement implies the other two is Lemma E.2.3. That the
other statements imply the first follows from the theory of corresponding subspaces
developed by Werner in [251], more precisely from [251, Thm. 4.1 (3)]. In the
notation of [251] we have picked D0 = 𝐶0(R2𝑑) and D1 = K. �

We then try to gain a better understanding of the elements of C1.

Lemma E.5.3. The following set inclusion and equality hold:

𝐿∞(R2𝑑) ★ S1 ⊂ 𝐿1(R2𝑑) ★L(𝐿2) = C1. (E.5.1)
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Proof. The equality C1 = 𝐿1(R2𝑑) ★ L(𝐿2) is [203, Prop. 4.5]. Then assume
𝑅 = 𝑓 ★ 𝑆 for 𝑓 ∈ 𝐿∞(R2𝑑) and 𝑆 ∈ S1. By [203, Prop. 7.4] there must exist
𝑔 ∈ 𝐿1(R2𝑑) and 𝑇 ∈ S1 such that 𝑆 = 𝑔 ★ 𝑇. It follows by associativity and
commutativity of convolutions that we have 𝑅 = 𝑓 ★ (𝑔 ★𝑇) = 𝑔 ★ ( 𝑓 ★𝑇). Since
𝑓 ★𝑇 ∈ L(𝐿2) by Proposition E.2.2, it follows that 𝑅 ∈ 𝐿1(R2𝑑) ★L(𝐿2). �

Furthermore, it is not difficult to see that C1 equipped with the operator norm is
a Banach algebra. Hence it must contain the Banach algebra generated by elements
of the form 𝑓 ★𝑇 for 𝑓 ∈ 𝐿∞(R2𝑑) and 𝑇 ∈ S1, and Proposition E.5.2 applies to
operators in this Banach algebra.

This allows us to apply the results above to characterizing compactness of
Toeplitz operators by their Berezin transform, a much-studied question going back
to results of Axler and Zheng [16] for the so-called Bergman space, and soon after
Engliš [91] for the Bargmann-Fock space F2(C𝑑). The central question is whether
a Toeplitz operator on a reproducing kernel Hilbert space must be compact if its
Berezin transform vanishes at infinity – see Section 4 of [23] for an overview over
results of this nature in the literature. We will use Proposition E.5.2 to reprove the
main result of [24] for F2(C𝑑) and extend it to a class of Gabor spaces, but we
hasten to add that the method of proving the results of [24] using the results of [251]
was already noted recently by Fulsche [117]. Before the proof, recall the linear
and multiplicative isometric isomorphism Θ𝜑 : L(𝑉𝜑 (𝐿2)) → L(𝐿2) from (E.3.3),
which satisfies that Θ𝜑 (𝑇 𝜑

𝑓
) = A𝜑,𝜑

𝑓
and 𝔅𝜑𝑇 = Θ𝜑 (𝑇) ★ (�̌� ⊗ �̌�).

Theorem E.5.4. Let 𝜑 ∈ 𝐿2(R𝑑) with ‖𝜑‖𝐿2 = 1 satisfy that𝑉𝜑𝜑 has no zeros, and
let T 𝜑 be the Banach algebra generated by Toeplitz operators 𝑇 𝜑

𝑓
in L(𝑉𝜑 (𝐿2)) for

𝑓 ∈ 𝐿∞(R2𝑑). Then the following are equivalent for 𝑇 ∈ T 𝜑 .

• 𝑇 is a compact operator on 𝑉𝜑 (𝐿2).

• 𝔅𝜑𝑇 ∈ 𝐶0(R2𝑑).

Furthermore, if𝑇 = 𝑇
𝜑

𝑓
for some slowly oscillating 𝑓 ∈ 𝐿∞(R2𝑑), then the conditions

above are equivalent to lim |𝑧 |→∞ | 𝑓 (𝑧) | = 0.

Proof. First note that the assumption on 𝑉𝜑𝜑 means that 𝜑 ⊗ 𝜑 ∈ W by Lemma
E.2.6, and as a simple calculation shows that F𝑊 (�̌� ⊗ �̌�) (𝑧) = F𝑊 (𝜑 ⊗ 𝜑) (−𝑧) it
also means that �̌� ⊗ �̌� ∈ W . To see that the first statement implies the second, note
that Θ𝜑 (𝑇) is compact if and only if 𝑇 is, so

𝔅𝜑𝑇 = Θ𝜑 (𝑇) ★ (�̌� ⊗ �̌�) ∈ 𝐶0(R2𝑑)

by Lemma E.2.3. For the other direction, it is clear by the properties ofΘ𝜑 that it maps
T 𝜑 into the Banach algebra generated by localization operators A𝜑,𝜑

𝑓
= 𝑓 ★ (𝜑 ⊗ 𝜑)
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for 𝑓 ∈ 𝐿∞(R2𝑑). In particular, Θ𝜑 (T 𝜑) ⊂ C1 by (E.5.1) as C1 is a Banach algebra
containing A𝜑,𝜑

𝑓
for all 𝑓 ∈ 𝐿∞(R2𝑑). Since 𝔅𝜑𝑇 = Θ𝜑 (𝑇) ★ (�̌� ⊗ �̌�) ∈ 𝐶0(R2𝑑)

and �̌� ⊗ �̌� ∈ W by assumption, Proposition E.5.2 gives that Θ𝜑 (𝑇) is compact,
hence 𝑇 is compact as Θ𝜑 is a unitary equivalence by definition.

The last statement follows from Theorem E.4.5, as 𝑇 𝜑
𝑓

is compact if and only if
Θ𝜑 (𝑇 𝜑

𝑓
) = A𝜑,𝜑

𝑓
= 𝑓 ★ (𝜑 ⊗ 𝜑) is compact, and 𝜑 ⊗ 𝜑 ∈ W . �

Remark E.16. Similar techniques have also recently been used by Hagger [149] to
give a characterization of some generalizations of T 𝜑 .

There are several examples of 𝜑 satisfying that 𝑉𝜑𝜑 has no zeros, which by the
proposition gives examples of reproducing kernel Hilbert spaces 𝑉𝜑 (𝐿2) such that
Toeplitz operators are compact if and only if their Berezin transform vanishes at
infinity. One example is the one-sided exponential 𝜑(𝑡) = 𝜒[0,∞) (𝑡)𝑒−𝑡 for 𝑡 ∈ R
considered by Janssen [171], and new examples were recently explored in [139].

Essentially the same argument as for Theorem E.5.4, only replacing Θ𝜑 by the
map ΘF2 : L(F2(C𝑑)) → L(𝐿2) defined by ΘF2 (𝑇) = B∗𝑇B, gives a Bargmann-
Fock space result from [24]. For this to work, it is important that 𝜑0 ⊗ 𝜑0 ∈ W ,
since Proposition E.3.5 and Lemma E.3.6 relate the Bargmann-Fock setting to
convolutions with 𝜑0 ⊗ 𝜑0. The definition of slowly oscillating functions on R2𝑑

given after that theorem is adapted to C𝑑 in an obvious way.

Theorem E.5.5 (Bauer, Isralowitz). Let T F2 be the Banach algebra generated
by the Toeplitz operators 𝑇F2

𝐹
for 𝐹 ∈ 𝐿∞(C𝑑). The following are equivalent for

𝑇 ∈ T F2 .

• 𝑇 is a compact operator on F2(C𝑑).

• 𝔅F2
𝑇 ∈ 𝐶0(C𝑑).

If 𝑇 = 𝑇F2

𝐹
for a slowly oscillating 𝐹 ∈ 𝐿∞(C𝑑), then the conditions above are

equivalent to lim |𝑧 |→∞ 𝐹 (𝑧) = 0.

Remark E.17. The last remark on slowly oscillating functions is, to our knowledge,
a new contribution, and follows from Theorem E.4.5. However, we mention that
there exist other results relating the behaviour of 𝐹 and 𝔅F2

𝑇F2

𝐹
to the essential

spectrum and Fredholmness of 𝑇F2

𝐹
, also for classes of 𝐹 defined in terms of the

oscillation [11, 40, 118, 237]. For instance, [118, Thm. 33] implies that slow
oscillation could be replaced by vanishing oscillation (see [118] for the definition)
in the theorem above, which is weaker as functions of vanishing oscillation are
bounded and uniformly continuous.

By Lemma E.3.6 we immediately obtain the following compactness criterion.
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Corollary E.5.5.1. A Toeplitz operator 𝑇F2

𝐹
for 𝐹 ∈ 𝐿∞(C𝑑) is a compact operator

on F2(C𝑑) if and only if

𝑓 ∗ |𝑉𝜑0𝜑0 |2 ∈ 𝐶0(R2𝑑),

where 𝑓 (𝑥, 𝜔) = 𝐹 (𝑥 − 𝑖𝜔) for 𝑥, 𝜔 ∈ R𝑑 and |𝑉𝜑0𝜑0(𝑧) |2 = 𝑒−𝜋 |𝑧 |
2
.

Remark E.18. One could also define the Berezin transform for Toeplitz operators
on polyanalytic Bargmann-Fock spaces and relate it to convolutions with 𝜑𝑛 ⊗ 𝜑𝑛.
However, we would not be able to apply Proposition E.5.2 to this case, as 𝑉𝜑𝑛𝜑𝑛
always has zeros for 𝑛 ≠ 0.

Finally, we note that Theorem E.5.2 gives a simple condition for compactness
of localization operators in terms of the Gaussian 𝜑0.

Proposition E.5.6. Let 𝑓 ∈ 𝐿∞(R2𝑑) and 𝜓1, 𝜓2 ∈ 𝐿2(R𝑑). The localization
operator A𝜓1,𝜓2

𝑓
is compact if and only if

𝑓 ∗ (𝑉𝜑0𝜓2𝑉𝜑0𝜓1) ∈ 𝐶0(R2𝑑).

Proof. Recall that A𝜓1,𝜓2
𝑓

= 𝑓 ★ (𝜓2 ⊗ 𝜓1), so A𝜓1,𝜓2
𝑓

∈ C1 by (E.5.1). Since
𝜑0 ⊗ 𝜑0 ∈ W by Example E.2.2, Proposition E.5.2 gives that 𝑓 ★ (𝜓2 ⊗ 𝜓1) is
compact if and only if [ 𝑓 ★ (𝜓2 ⊗ 𝜓1)]★ (𝜑0 ⊗ 𝜑0) ∈ 𝐶0(R2𝑑). The result therefore
follows (using 𝜑0 = 𝜑0) by

[ 𝑓 ★ (𝜓2 ⊗ 𝜓1)] ★ (𝜑0 ⊗ 𝜑0) = 𝑓 ∗ [(𝜓2 ⊗ 𝜓1) ★ (𝜑0 ⊗ 𝜑0)] by associativity

= 𝑓 ∗ (𝑉𝜑0𝜓2𝑉𝜑0𝜓1) by Lemma E.2.6. �

In a sense, this result complements Theorem E.4.2. Theorem E.4.2 characterized
those 𝑓 such that A𝜑1,𝜑2

𝑓
= 𝑓 ★ (𝜑2 ⊗ 𝜑1) is compact for all non-zero windows

𝜑1, 𝜑2 ∈ 𝐿2(R𝑑). Proposition E.5.6 gives a characterization of compactness of
A𝜓1,𝜓2
𝑓

for a particular pair of windows 𝜓1, 𝜓2. Of course, when

F𝑊 (𝜓2 ⊗ 𝜓1) (𝑥, 𝜔) = 𝑒𝑖 𝜋𝑥 ·𝜔𝑉𝜓1𝜓2(𝑥, 𝜔)

has no zeros, compactness of A𝜓1,𝜓2
𝑓

implies compactness of A𝜑1,𝜑2
𝑓

for all windows
𝜑1, 𝜑2 by picking 𝑆 = 𝜓2 ⊗ 𝜓1 and 𝐴 = 0 in Theorem E.4.1.

E.6 Quantization schemes and Cohen’s class

The perspective of [204] is that any 𝑅 ∈ L(𝐿2) defines both a quantization scheme
and a time-frequency distribution. The quantization scheme associated with 𝑅 – by
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which we simply mean a map sending functions on phase space R2𝑑 to operators on
𝐿2(R𝑑) – is given by

𝑓 ↦→ 𝑓 ★ 𝑅 for 𝑓 ∈ 𝐿1(R2𝑑).

The time-frequency distribution 𝑄𝑅 associated with 𝑅 is given by sending
𝜓 ∈ 𝐿2(R𝑑) to its time-frequency distribution

𝑄𝑅 (𝜓) (𝑧) = [(𝜓 ⊗ 𝜓) ★ �̌�] (𝑧) for 𝑧 ∈ R2𝑑 .

Recall that a quadratic time-frequency distribution 𝑄 is said to be of Cohen’s class
if there is some 𝑎 ∈ 𝒮′(R2𝑑) such that

𝑄(𝜓) = 𝑎 ∗𝑊 (𝜓, 𝜓) for all 𝜓 ∈ 𝒮(R𝑑). (E.6.1)

The distribution 𝑄𝑅 is of Cohen’s class as (E.2.7) implies that

𝑄𝑅 (𝜓) = 𝑎�̌� ∗𝑊 (𝜓, 𝜓), (E.6.2)

where 𝑎�̌� is the Weyl symbol of �̌�. Using Theorem E.5.1, we deduce the following
result relating compactness of the quantization scheme of 𝑅 to𝐶0(R2𝑑) membership
of 𝑄𝑅.

Proposition E.6.1. Let 𝑅 ∈ L(𝐿2). The following are equivalent.

(i) 𝑄𝑅 (𝜑) ∈ 𝐶0(R2𝑑) for some 𝜑 ∈ 𝐿2(R𝑑) such that 𝑉𝜑𝜑 has no zeros.

(ii) 𝑔 ★ 𝑅 ∈ K for some 𝑔 ∈ 𝑊 (R2𝑑).

(iii) 𝑄𝑅 (𝜓) ∈ 𝐶0(R2𝑑) for all 𝜓 ∈ 𝐿2(R𝑑).

(iv) 𝑓 ★ 𝑅 ∈ K for all 𝑓 ∈ 𝐿1(R2𝑑).

Proof. Since 𝑄𝑅 (𝜓) (𝑧) = �̌� ★ (𝜓 ⊗ 𝜓) and F𝑊 (𝜑 ⊗ 𝜑) (𝑥, 𝜔) = 𝑒𝑖 𝜋𝑥 ·𝜔𝑉𝜑𝜑(𝑥, 𝜔),
it follows from Theorem E.5.1 with 𝐴 = 0 that (𝑖) ⇐⇒ (𝑖𝑖𝑖) and (𝑖𝑖) ⇐⇒ (𝑖𝑣).
A short calculation shows that 𝑅 ★ (𝜓 ⊗ 𝜓) (𝑧) = 𝑄𝑅 (�̌�) (−𝑧). Since 𝜓 ↦→ �̌� is a
bijection on 𝐿2(R𝑑), it follows that (𝑖𝑖𝑖) is equivalent to

(𝑖𝑖𝑖′) 𝑅 ★ (𝜓 ⊗ 𝜓) ∈ 𝐶0(R2𝑑) for all 𝜓 ∈ 𝐿2(R𝑑).

By Theorem E.5.1, (𝑖𝑖𝑖′) ⇐⇒ (𝑖𝑣), which finishes the proof. �

Remark E.19. 1. By the remark following Theorem E.5.1, the conditions on 𝜑
in (𝑖) and 𝑔 in (𝑖𝑖) are also necessary to imply (𝑖𝑖𝑖) and (𝑖𝑣).
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2. One advantage of using the operator convolutions to describe Cohen’s class is
that 𝜓 ⊗𝜓 ∈ S1 for any 𝜓 ∈ 𝐿2(R𝑑), so as long as 𝑅 is a bounded operator we
may exploit results on L(𝐿2) ★S1 to study 𝑄𝑅 (𝜓) = �̌� ★ (𝜓 ⊗ 𝜓). If we had
used the description of Cohen’s class using functions in (E.6.1), one could
similarly hope that𝑊 (𝜓, 𝜓) ∈ 𝐿1(R2𝑑), so that picking 𝑎 ∈ 𝐿∞(R2𝑑) allows
us to study 𝑄(𝜓) = 𝑎 ∗𝑊 (𝜓, 𝜓) as convolutions of bounded and integrable
functions. Unfortunately, 𝑊 (𝜓, 𝜓) ∈ 𝐿1(R2𝑑) if and only if 𝜓 belongs to
a proper subspace of 𝐿2(R𝑑) called Feichtinger’s algebra [95]. Hence this
approach fails in general.

The gist of the above proposition is that (𝑖) provides a simple test for checking
whether (𝑖𝑖𝑖) and (𝑖𝑣) hold. A typical choice for 𝜑 in (𝑖) would be the Gaussian
𝜑 = 𝜑0, then 𝑄𝑅 (𝜑0) is the so-called Husimi function of 𝑅. Hence the quantization
𝑓 ★ 𝑅 of any 𝑓 ∈ 𝐿1(R2𝑑) is compact and 𝑄𝑅 (𝜓) ∈ 𝐶0(R2𝑑) for any 𝜓 ∈ 𝐿2(R𝑑)
if and only if the Husimi function of 𝑅 belongs to 𝐶0(R2𝑑).

𝜏-Wigner distributions

For 𝜏 ∈ [0, 1], define

𝑎𝜏 (𝑥, 𝜔) =
{

2𝑑
|2𝜏−1 |𝑑 · 𝑒

2𝜋𝑖 2
2𝜏−1 𝑥 ·𝜔 if 𝜏 ≠ 1

2 ,

𝛿0 if 𝜏 = 1
2 ,

where 𝛿0 is Dirac’s delta distribution. A slightly tedious calculation using the
definition (E.2.3) shows that the Weyl transform 𝑆𝜏 of 𝑎𝜏 is given for 𝜓 ∈ 𝒮(R𝑑) by

𝑆𝜏 (𝜓) (𝑡) =


1

(1−𝜏)𝑑𝜓
(
𝜏
𝜏−1 · 𝑡

)
if 𝜏 ∈ (0, 1),

𝜓(0) if 𝜏 = 0,∫
R𝑑
𝜓(𝑡) 𝑑𝑡 · 𝛿0 if 𝜏 = 1,

as already noted for 𝑑 = 1 in [186, Thm. 7.2]. If 𝜏 ∈ (0, 1), it is easy to check that
𝑆𝜏 is bounded on 𝐿2(R𝑑) with ‖𝑆𝜏 ‖L(𝐿2) =

1
(1−𝜏)𝑑/2𝜏𝑑/2 , that 𝑆∗𝜏 = 𝑆1−𝜏 , 𝑆𝜏 = 𝑆𝜏

and the inverse of 𝑆𝜏 is 𝜏𝑑 (1 − 𝜏)𝑑𝑆1−𝜏 . In particular, 𝑆𝜏 is not compact.
In light of (E.6.2), [49, Prop. 5.6] states that𝑄𝑆𝜏 (𝜓) is the 𝜏-Wigner distribution

𝑊𝜏 (𝜓) introduced in [49], given explicitly by

𝑄𝑆𝜏 (𝜓) (𝑧) = 𝑊𝜏 (𝜓) (𝑧) :=
∫
R𝑑
𝑒−2𝜋𝑖𝑡 ·𝜔𝜓(𝑥 + 𝜏𝑡)𝜓(𝑥 − (1 − 𝜏)𝑡)𝑑𝑡.
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On the other hand, we easily find for 𝑓 ∈ 𝐿1(R2𝑑) and 𝜓 ∈ 𝒮(R𝑑) that

〈( 𝑓 ★ 𝑆1−𝜏)𝜓, 𝜓〉𝐿2 = [( 𝑓 ★ 𝑆1−𝜏) ★ (𝜓 ⊗ 𝜓)] (0)
= [ 𝑓 ∗ (𝑆1−𝜏 ★ (𝜓 ⊗ 𝜓))] (0)

=

∫
R2𝑑

𝑓 (𝑧)𝑆1−𝜏 ★ (𝜓 ⊗ 𝜓) (𝑧) 𝑑𝑧

=

∫
R2𝑑

𝑓 (𝑧)𝑊1−𝜏 (𝜓) (𝑧) 𝑑𝑧

= 〈 𝑓 ,𝑊𝜏 (𝜓)〉𝐿2 (R2𝑑) .

In the last line we use that 𝑄𝑆 (𝜓) = 𝑄𝑆∗ (𝜓) for 𝑆 ∈ L(𝐿2), and 𝑆∗𝜏 = 𝑆1−𝜏 . This
shows precisely that 𝑓 ★ 𝑆1−𝜏 satisfies the definition of the 𝜏-Weyl quantization of
𝑓 introduced by Shubin [231] – in the notation of [49] we have that

𝑓 ★ 𝑆1−𝜏 = 𝑊
𝑓
𝜏 .

The case 𝜏 = 1/2 is of particular interest, as 𝑆1/2 = 𝑆1−1/2 = 2𝑑𝑃 – a scalar
multiple of the parity operator. This case corresponds to the Weyl calculus, in
the sense that 𝑄2𝑑𝑃 (𝜓) = 𝑊 (𝜓, 𝜓) for 𝜓 ∈ 𝐿2(R𝑑) and 𝑓 ★ (2𝑑𝑃) is the Weyl
transform of 𝑓 for 𝑓 ∈ 𝐿1(R2𝑑).

We can now show that the 𝜏-Wigner theory and the non-compact operators 𝑆𝜏
give a family of non-trivial examples to Theorem E.5.1. The compactness part of
the next result was also noted using different methods in [49, Thm. 6.9].

Proposition E.6.2. Let 𝜏 ∈ (0, 1). Then 𝑆𝜏 satisfies condition (𝑖) of Proposition
E.6.1, hence

1. 𝑊𝜏 (𝜓) = 𝑄𝑆𝜏 (𝜓) ∈ 𝐶0(R2𝑑) for any 𝜓 ∈ 𝐿2(R𝑑).

2. 𝑊 𝑓
𝜏 = 𝑓 ★ 𝑆1−𝜏 is a compact operator on 𝐿2(R𝑑) for any 𝑓 ∈ 𝐿1(R2𝑑).

Proof. Recall from Example E.2.2 that 𝑉𝜑0𝜑0 has no zeros. By [49, Prop. 4.4],

𝑄𝑆𝜏 (𝜑0) = 𝑊𝜏 (𝜑0) ∈ 𝐶0(R2𝑑)

for any 𝜏 ∈ [0, 1]. Hence (𝑖) in Proposition E.6.1 is satisfied, and the result follows
by (𝑖𝑖𝑖) and (𝑖𝑣) of the same proposition. �

In fact, the same proof shows that the functions 𝑎𝜏 ∈ 𝐿∞(R2𝑑) for 𝜏 ≠ 1/2
are non-trivial examples of Theorem E.4.1, where non-trivial refers to the fact
𝑎𝜏 ∉ 𝐿

𝑝 (R2𝑑) for 𝑝 = 0 or 1 ≤ 𝑝 < ∞.

Proposition E.6.3. For 𝜏 ∈ [0, 1] \
{ 1

2
}
, 𝑎𝜏 satisfies the assumptions of Theorem

E.4.1 with 𝐴 = 0.
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Proof. Recall that 𝑊𝜏 (𝜑0) = 𝑆𝜏 ★ (𝜑0 ⊗ 𝜑0) = 𝑎𝜏 ∗𝑊 (𝜑0, 𝜑0) by (E.6.2). As
a special case of (E.2.11) one gets that F𝜎 (𝑊 (𝜑0, 𝜑0)) = F𝑊 (𝜑0 ⊗ 𝜑0), hence
𝑊 (𝜑0, 𝜑0) ∈ 𝑊 (R2𝑑) by Example E.2.2. The previous proof showed that𝑊𝜏 (𝜑0) ∈
𝐶0(R2𝑑), so 𝑓 satisfies assumption (𝑖𝑖) of Theorem E.4.1. �

Remark E.20. The operators 𝑆0 and 𝑆1 are clearly not bounded on 𝐿2(R𝑑), even
though 𝑎0, 𝑎1 ∈ 𝐿∞(R2𝑑). Hence 𝑎0 and 𝑎1 are examples of bounded functions with
unbounded Weyl transform. Similarly, 𝑆1/2 is a bounded operator with unbounded
Weyl symbol.

We end by considering the example of Born-Jordan quantization.

Example E.6.1 (Born-Jordan distribution). The Born-Jordan distribution 𝑄𝐵𝐽 (𝜓)
of 𝜓 ∈ 𝐿2(R𝑑) is given by

𝑄𝐵𝐽 (𝜓) (𝑧) =
∫ 1

0
𝑊𝜏 (𝜓) (𝑧) 𝑑𝜏 =

∫ 1

0
𝑄𝑆𝜏 (𝜓) (𝑧) 𝑑𝜏,

see [49,73]. It is well-known that 𝑄𝐵𝐽 is of Cohen’s class, and from [49, Prop. 5.8]
it follows that 𝑄𝐵𝐽 = 𝑄𝑆𝐵𝐽

where 𝑆𝐵𝐽 ∈ L(𝒮(R𝑑),𝒮′(R𝑑)) is defined by

F𝑊 (𝑆𝐵𝐽 ) (𝑥, 𝜔) = sinc(𝜋𝑥 · 𝜔). (E.6.3)

The associated quantization scheme 𝑓 ↦→ 𝑓 ★ 𝑆𝐵𝐽 is then the Born-Jordan quanti-
zation [73].

For 𝑑 = 1 it was shown in [186, Prop. 2] that 𝑆𝐵𝐽 ∈ L(𝐿2). Since (E.6.3)
shows that F𝑊 (𝑆𝐵𝐽 ) ∈ 𝐿∞(R2𝑑), combining Example E.5.1 and Proposition E.6.1
we may conclude that the Born-Jordan quantization of any 𝑓 ∈ 𝐿1(R2) is compact,
and that the Born-Jordan distribution of any 𝜓 ∈ 𝐿2(R) belongs to 𝐶0(R2).

E.6.1 Counterexample to Schatten class results

For the special case 𝐴 = 0, Theorem E.5.1 states that if 𝑅 ★ 𝑎 ∈ K for some
𝑎 ∈ 𝑊 (R2𝑑), then 𝑅 ★ 𝑔 ∈ K for all 𝑔 ∈ 𝐿1(R2𝑑). An obvious generalization is to
replace K by a Schatten class S 𝑝 for some 1 ≤ 𝑝 < ∞. Is it true that 𝑅★𝑎 ∈ S 𝑝 for
𝑎 ∈ 𝑊 (R2𝑑) implies that 𝑅★𝑔 ∈ S 𝑝 for all 𝑔 ∈ 𝐿1(R2𝑑)? A simple counterexample
is provided by the Weyl calculus.

Example E.6.2. Recall that 𝑓 ★ 𝑆1/2 is the Weyl transform of 𝑓 ∈ 𝐿1(R2𝑑). If we
let 𝑎(𝑧) = 2𝑑𝑒−𝜋 |𝑧 |2 , then 𝑎 ∈ 𝑊 (R2𝑑) and it is well-known that the Weyl transform
𝑎★𝑆1/2 of 𝑎 is the rank-one operator 𝜑0 ⊗ 𝜑0. In particular, 𝑎★𝑆1/2 ∈ S1 ⊂ S 𝑝 for
any 1 ≤ 𝑝 ≤ ∞. However, if we pick 𝑓 ∈ 𝐿1(R2𝑑) \ 𝐿2(R2𝑑), then 𝑓 ★ 𝑆1/2 ∉ S 𝑝
for any 1 ≤ 𝑝 ≤ 2, since the Weyl transform is a unitary mapping from 𝐿2(R2𝑑) to
S2, and S 𝑝 ⊂ S2 for 1 ≤ 𝑝 ≤ 2. Hence we cannot conclude from 𝑎 ★ 𝑆1/2 ∈ S 𝑝 for
𝑎 ∈ 𝑊 (R2𝑑) that 𝑓 ★ 𝑆1/2 ∈ S 𝑝 for all 𝑓 ∈ 𝐿1(R2𝑑), at least for 1 ≤ 𝑝 ≤ 2.
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Abstract
We give a new class of equivalent norms for modulation spaces by replacing
the window of the short-time Fourier transform by a Hilbert-Schmidt operator.
The main result is applied to Cohen’s class of time-frequency distributions,
Weyl operators and localization operators. In particular, any positive Cohen’s
class distribution with Schwartz kernel can be used to give an equivalent
norm for modulation spaces. We also obtain a description of modulation
spaces as time-frequency Wiener amalgam spaces. The Hilbert-Schmidt
operator must satisfy a nuclearity condition for these results to hold, and we
investigate this condition in detail.

F.1 Introduction

The modulation spaces introduced by Hans Feichtinger [96] have long been rec-
ognized as suitable function spaces for various problems in time-frequency analy-
sis [101,131], PDEs [35,249], pseudodifferential operators [34,63,132,243] and
others areas – comprehensive lists of references can be found in [98] and the recent
monograph [36]. Perhaps the most common definition of the modulation spaces
nowadays uses the language of time-frequency analysis. To motivate the definition,
we consider a function 𝜓 on R𝑑 and its Fourier transform

�̂�(𝜔) =
∫
R𝑑
𝜓(𝑡)𝑒−2𝜋𝑖𝜔 ·𝑡 𝑑𝑡 for 𝜔 ∈ R𝑑 .
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Together, 𝜓 and �̂� describe the behaviour of 𝜓 as a function of time and frequency,
respectively, and give us different approaches to study properties of 𝜓. For instance,
smoothness of 𝜓 is related to decay of �̂�. But although �̂� shows which frequencies
𝜔 contribute to 𝜓 – those such that |�̂�(𝜔) | is large – it does not indicate when, i.e.
for which 𝑡 ∈ R𝑑 , the frequency contributes to 𝜓. In time-frequency analysis one
therefore looks for time-frequency distributions 𝑄(𝜓), which should be a function
on R2𝑑 such that the size of 𝑄(𝜓) (𝑥, 𝜔) describes the contribution of frequency 𝜔
at time 𝑥 in 𝜓.

The existence of an ideal time-frequency distribution 𝑄 is prohibited by various
uncertainty principles, but a common choice in time-frequency analysis is the
short-time Fourier transform (STFT)

𝑉𝜑𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜑〉𝐿2 for 𝑧 ∈ R2𝑑 ,

where the window 𝜑 is a function on R𝑑 well-localized in time and frequency, and
𝜋(𝑧) denotes the time-frequency shift for 𝑧 = (𝑥, 𝜔) given by

𝜋(𝑧)𝜑(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜑(𝑡 − 𝑥).

The modulation spaces 𝑀 𝑝,𝑞
𝑚 (R𝑑) are then defined, for 1 ≤ 𝑝, 𝑞 ≤ ∞ and a

weight function 𝑚 on R2𝑑 , by the norm

‖𝜓‖𝑀 𝑝,𝑞
𝑚

=

(∫
R𝑑

(∫
R𝑑
|𝑉𝜑0𝜓(𝑥, 𝜔) |𝑝𝑚(𝑥, 𝜔) 𝑝 𝑑𝑥

)𝑞/𝑝
𝑑𝜔

) 1
𝑞

, (F.1.1)

where 𝜑0(𝑡) = 2𝑑/4𝑒−𝜋 |𝑡 |2 and the integrals are replaced by supremums for 𝑝, 𝑞 = ∞.
By our interpretation of 𝑉𝜑0𝜓(𝑥, 𝜔) as a time-frequency distribution, we see that
‖𝜓‖𝑀 𝑝,𝑞

𝑚
measures how localized 𝜓 is in the time-frequency plane. More precisely,

𝐿 𝑝 measures the decay of 𝜓 in time, and 𝐿𝑞 the decay of 𝜓 in frequency – i.e. the
decay of �̂�, or the smoothness of 𝜓. The fact that ‖𝜓‖𝑀 𝑝,𝑞

𝑚
is finite is therefore a

statement on the decay and smoothness of 𝜓.
A useful result on modulation spaces from [96] is that replacing the window 𝜑0

in (F.1.1) by another window 𝜑 with good time-frequency localization, we obtain
an equivalent norm on 𝑀 𝑝,𝑞

𝑚 (R𝑑):

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

(∫
R𝑑

(∫
R𝑑
|𝑉𝜑𝜓(𝑥, 𝜔) |𝑝𝑚(𝑥, 𝜔) 𝑝 𝑑𝑥

)𝑞/𝑝
𝑑𝜔

) 1
𝑞

. (F.1.2)

The main result of this contribution is an extension of this fact: we show that
the window can even be replaced by a Hilbert-Schmidt operator 𝑆 on 𝐿2(R𝑑).
To explain this transition from function-windows to operator-windows, we fix an
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arbitrary b ∈ 𝐿2(R𝑑) with ‖b‖𝐿2 = 1 and consider the rank-one operator 𝑆 = b ⊗ 𝜑
defined by

𝑆(𝜓) = b ⊗ 𝜑(𝜓) = 〈𝜓, 𝜑〉𝐿2 b. (F.1.3)

It is easy to see that ‖𝑆𝜋(𝑧)∗𝜓‖𝐿2 = |𝑉𝜑𝜓(𝑧) |, hence we may reformulate (F.1.2) as

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

(∫
R𝑑

(∫
R𝑑
‖𝑆𝜋(𝑧)∗𝜓‖ 𝑝

𝐿2𝑚(𝑥, 𝜔) 𝑝 𝑑𝑥
)𝑞/𝑝

𝑑𝜔

) 1
𝑞

. (F.1.4)

Our main result in Theorem F.5.1 states that this holds not only for rank-one 𝑆
as in (F.1.3), but for all Hilbert-Schmidt operators 𝑆 having good time-frequency
localization – a statement that itself will need elaboration. By choosing different 𝑆
we will see that we obtain equivalent norms for the modulation spaces that express
quite different properties from those expressed in (F.1.1), hence giving new insights
into the structure of modulation spaces.

Comparing (F.1.1) and (F.1.4), we see that the STFT |𝑉𝜑𝜓(𝑧) | is replaced by
‖𝑆𝜋(𝑧)∗𝜓‖𝐿2 . This suggests that we replace the STFT by the function 𝔙𝑆 : R2𝑑 →
𝐿2(R𝑑) given by

𝔙𝑆 (𝜓) (𝑧) = 𝑆𝜋(𝑧)∗𝜓.

In Section F.4 we show that 𝔙𝑆 actually behaves like the usual STFT𝑉𝜑 , by showing
that it satisfies an isometry property and an inversion formula. This insight allows
us to prove (F.1.4) in Section F.5 using methods similar to those used to prove that
the modulation spaces are independent of the window function in [131].

Sections F.6, F.7 and F.8 are then devoted to examples and reinterpretations of
the main result. First we consider Weyl operators in Section F.6. The reformulation
of (F.1.4) in Theorem F.6.1 generalizes a result by Gröchenig and Toft [143] that
identifies certain modulation spaces with function spaces introduced by Bony and
Chemin [51].

In Section 7 we turn our attention to Cohen’s class of time-frequency distributions.
As there is no ideal time-frequency distribution, Cohen’s class was introduced by
Cohen in [59] as the time-frequency distributions 𝑄𝑎 given by

𝑄𝑎 (𝜓) (𝑧) = 𝑎 ∗𝑊 (𝜓) for 𝑧 ∈ R2𝑑 ,

where 𝑎 is some function (or distribution) on R2𝑑 and 𝑊 (𝜓) is the Wigner-
distribution, see (F.6.1) for its definition. By varying 𝑎 one obtains time-frequency
distributions with different properties. An important example of a Cohen’s class
distribution is the spectrogram 𝑄(𝜓) (𝑧) = |𝑉𝜑0𝜓(𝑧) |2. Then (F.1.1) shows that
the modulation space norm of 𝜓 is given by the 𝐿 𝑝,𝑞𝑚 -norm of (the square root of)
𝑄(𝜓). We might therefore ask whether this is true if we replace the spectrogram
by another Cohen’s class distributions 𝑄𝑎. Using a description of Cohen’s class
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in terms of bounded operators given in [204] together with (F.1.4), we are able to
give in Theorem F.7.1 a set of Cohen’s class distributions whose 𝐿 𝑝,𝑞𝑚 norms define
the modulation space norms. The question of characterizing these Cohen class
distributions 𝑄𝑎 in terms of 𝑎 seems to be a difficult problem in general. However,
using a result from [179] we are able to prove the following in Theorem F.7.2:

Let 1 ≤ 𝑝, 𝑞 ≤ ∞ and assume that the weight 𝑚 grows at most
polynomially. If 𝑎 is a Schwartz function on R2𝑑 and 𝑄𝑎 (𝜓) is a
positive function for each 𝜓 ∈ 𝐿2(R𝑑), then

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

√︁𝑄𝑎 (𝜓)
𝐿
𝑝,𝑞
𝑚 (R2𝑑)

.

Finally, we let 𝑆 in (F.1.4) be a localization operator in Section 8. This leads to a
characterization of modulation spaces as time-frequency Wiener amalgam spaces
in Theorem F.8.1, which is a continuous version of results by Dörfler, Feichtinger
and Gröchenig [85, 87], see also [88, 225], much like the fact that the standard
Wiener amalgam spaces have both a continuous and discrete description. We
mention that [1,50,143,144] also use localization operators to get equivalent norms
for modulation spaces, but their approach and results are different from those we
consider.

Before ending this introduction, we wish to point out that sufficient conditions
on 𝑆 for (F.1.4) to hold will be a recurring theme throughout the paper. The most
general sufficient condition on 𝑆 is that its Hilbert space adjoint must be a nuclear
operator from 𝐿2(R𝑑) to 𝑀1

𝑣 (R𝑑). In some ways this a very natural condition: if
applied to the rank-one operator in (F.1.3) it means that 𝜑 ∈ 𝑀1

𝑣 (R𝑑), which is the
standard condition for windows for modulation spaces. As we see in Section F.3,
this nuclearity condition is also easy to handle when working with localization
operators. From other perspectives, such as the Weyl calculus, the condition is more
mysterious, and we will therefore also study stronger sufficient conditions on 𝑆 for
(F.1.4) to hold.

Notation and conventions

If 𝑋 is a Banach space, we denote by 𝑋 ′ its dual space and the action of 𝑦 ∈ 𝑋 ′
on 𝑥 ∈ 𝑋 is denoted by the bracket 〈𝑦, 𝑥〉𝑋 ′,𝑋 , where the bracket is antilinear in
the second coordinate to be compatible with the notation for inner products in
Hilbert spaces. This means that we are identifying the dual space 𝑋 ′ with antilinear
functionals on 𝑋 . For two Banach spaces 𝑋,𝑌 we denote by L(𝑋,𝑌 ) the Banach
space of bounded linear operators 𝑆 : 𝑋 → 𝑌 , and if 𝑋 = 𝑌 we simply write L(𝑋).
For brevity we often write L(𝐿2) for L(𝐿2(R𝑑)). For topological spaces 𝑋,𝑌 we
write 𝑋 ↩→ 𝑌 to denote that there is a continuous inclusion of 𝑋 into 𝑌 .
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For 𝑝 ∈ [1,∞], 𝑝′ denotes the conjugate exponent, i.e. 1
𝑝
+ 1
𝑝′ = 1. The notation

𝑃 . 𝑄 means that there is some 𝐶 > 0 such that 𝑃 ≤ 𝐶 · 𝑄, and 𝑃 � 𝑄 means that
𝑄 . 𝑃 and 𝑃 . 𝑄. For Ω ⊂ R2𝑑 , 𝜒Ω is the characteristic function of Ω. 𝒮(R𝑑)
denotes the Schwartz space, and 𝒮

′(R𝑑) its dual space of tempered distributions.

F.2 Time-frequency analysis

As we have seen in the introduction, our main results are phrased in terms of the
time-frequency shifts 𝜋(𝑧) ∈ L(𝐿2) for 𝑧 = (𝑥, 𝜔) ∈ R2𝑑 , defined by

𝜋(𝑧)𝜓(𝑡) = 𝑒2𝜋𝑖𝜔 ·𝑡𝜓(𝑡 − 𝑥) for 𝜓 ∈ 𝐿2(R𝑑).

The time-frequency shifts are unitary on 𝐿2(R𝑑), and they satisfy

𝜋(𝑥, 𝜔)𝜋(𝑥 ′, 𝜔′) = 𝑒−2𝜋𝑖𝜔′ ·𝑥𝜋(𝑥 + 𝑥 ′, 𝜔 + 𝜔′) (F.2.1)
𝜋(𝑥, 𝜔)∗ = 𝑒−2𝜋𝑖𝑥 ·𝜔𝜋(−𝑥,−𝜔) (F.2.2)

for 𝑥, 𝑥 ′, 𝜔, 𝜔′ ∈ R𝑑 . Closely related to the time-frequency shifts is the short-time
Fourier transform (STFT) 𝑉𝜑𝜓 ∈ 𝐿2(R2𝑑), given by

𝑉𝜑𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜑〉𝐿2 for 𝜓, 𝜙 ∈ 𝐿2(R𝑑), 𝑧 ∈ R2𝑑 . (F.2.3)

The function 𝜑 is often referred to as the window of the STFT 𝑉𝜑𝜓. An important
property of the STFT is Moyal’s identity [131, Thm. 3.2.1].

Lemma F.2.1 (Moyal’s identity). Given 𝜓1, 𝜓2, 𝜙1, 𝜙2 ∈ 𝐿2(R𝑑), then 𝑉𝜙𝑖𝜓 𝑗 ∈
𝐿2(R2𝑑) for 𝑖, 𝑗 ∈ {1, 2} and∫

R2𝑑
𝑉𝜙1𝜓(𝑧)𝑉𝜙2𝜓(𝑧) 𝑑𝑧 = 〈𝜓1, 𝜓2〉𝐿2 〈𝜙1, 𝜙2〉𝐿2 .

In particular, we see that for fixed window 𝜑 with ‖𝜑‖2 = 1 the map 𝜓 ↦→ 𝑉𝜑𝜓

is an isometry from 𝐿2(R𝑑) to 𝐿2(R2𝑑).

F.2.1 Admissible weight functions and weighted, mixed 𝐿𝑝 spaces

A submultiplicative weight function 𝑣 onR2𝑑 is a non-negative function 𝑣 : R2𝑑 → R
such that 𝑣(𝑧1 + 𝑧2) ≤ 𝑣(𝑧1)𝑣(𝑧2) for 𝑧1, 𝑧2 ∈ R2𝑑 . Whenever we refer to a
submultiplicative weight function 𝑣 we will assume that 𝑣 is continuous and satisfies
𝑣(𝑥, 𝜔) = 𝑣(−𝑥, 𝜔) = 𝑣(𝑥,−𝜔) = 𝑣(−𝑥,−𝜔); these assumptions do not lead to a
loss of generality as any submultiplicative weight function is equivalent in a natural
sense to a weight satisfying these assumptions, see [131,135]. Furthermore, these
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assumptions imply that if 𝑣 is not identically 0, then 𝑣(𝑧) ≥ 1 for all 𝑧 ∈ R2𝑑 .
The assumptions above are satisfied by standard examples such as the polynomial
weights

𝑣𝑠 (𝑧) = (1 + |𝑧 |2)𝑠/2 𝑠 ≥ 0,

but also by the exponential weights 𝑣𝑎 (𝑧) = 𝑒𝑎 |𝑧 | for 𝑎 ≥ 0. A non-negative weight
function𝑚 onR2𝑑 is said to be 𝑣-moderate if 𝑣 is a submultiplicative weight function
and there exists some constant 𝐶𝑚𝑣 > 0 such that

𝑚(𝑧1 + 𝑧2) ≤ 𝐶𝑚𝑣 𝑣(𝑧1)𝑚(𝑧2).

We refer the reader to the survey [135] for more examples and motivation for these
assumptions. For any 𝑣-moderate weight 𝑚 and 1 ≤ 𝑝, 𝑞 ≤ ∞ we may define the
Banach space 𝐿 𝑝,𝑞𝑚 (R2𝑑) to be the equivalence classes of Lebesgue measurable
functions 𝐹 : R2𝑑 → C such that

‖𝐹‖𝐿𝑝,𝑞
𝑚

:=

(∫
R𝑑

(∫
R𝑑
|𝐹 (𝑥, 𝜔) |𝑝𝑚(𝑥, 𝜔) 𝑝 𝑑𝑥

)𝑞/𝑝
𝑑𝜔

) 1
𝑞

< ∞.

If 𝑝 < ∞ or 𝑞 < ∞, the corresponding integral is replaced by an essential supremum.

F.2.2 Modulation spaces

Throughout the rest of the paper, we will let 𝜑0 ∈ 𝐿2(R𝑑) denote the normalized
Gaussian, i.e.

𝜑0(𝑡) = 2𝑑/4𝑒−𝜋 |𝑡 |
2

for 𝑡 ∈ R𝑑 .

For a submultiplicative weight 𝑣, we define the space 𝑀1
𝑣 (R𝑑) to be the Banach

space of those 𝜓 ∈ 𝐿2(R𝑑) such that

‖𝜓‖𝑀 1
𝑣

:=
∫
R2𝑑
|𝑉𝜑0𝜓(𝑧) |𝑣(𝑧) 𝑑𝑧 < ∞.

This will serve as our space of test functions. It is always non-empty as it contains
𝜑0, and for weights 𝑣 of polynomial growth it contains the Schwartz functions
𝒮(R𝑑) [131, Prop. 11.3.4]. For more general weights 𝑀1

𝑣 (R𝑑) will not necessarily
contain 𝒮(R𝑑) and might be quite small. The time-frequency shifts 𝜋(𝑧) are
bounded on 𝑀1

𝑣 (R𝑑) [131, Thm. 11.3.5] with

‖𝜋(𝑧)𝜓‖𝑀 1
𝑣
≤ 𝑣(𝑧)‖𝜓‖𝑀 1

𝑣
, (F.2.4)

and hence the STFT 𝑉𝜙𝜓(𝑧) for 𝜙 ∈ 𝑀1
𝑣 (R𝑑) and 𝜓 ∈ (𝑀1

𝑣 (R𝑑)) ′ can be defined
by modifying the inner product in the definition (F.2.3) to a duality bracket:
𝑉𝜙𝜓(𝑧) = 〈𝜓, 𝜋(𝑧)𝜙〉 (𝑀 1

𝑣 )′,𝑀 1
𝑣
.
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For any 𝑣-moderate weight 𝑚 and 1 ≤ 𝑝, 𝑞 ≤ ∞, we then define the modulation
space 𝑀 𝑝,𝑞

𝑚 (R𝑑) to consist of those 𝜓 ∈ (𝑀1
𝑣 (R𝑑)) ′ such that

‖𝜓‖𝑀 𝑝,𝑞
𝑚

:= ‖𝑉𝜑0𝜓‖𝐿𝑝,𝑞
𝑚

< ∞.

When 𝑝 = 𝑞 we will write 𝑀 𝑝
𝑚(R𝑑) for 𝑀 𝑝,𝑝

𝑚 (R𝑑), and when 𝑚 ≡ 1 we write
𝑀 𝑝,𝑞 (R𝑑). Some properties of the modulation spaces are summarized below,
proofs may be found in the monograph [131].

Proposition F.2.2. Let 𝑚 be a 𝑣-moderate weight and 1 ≤ 𝑝, 𝑞 ≤ ∞.

(a) 𝑀 𝑝,𝑞
𝑚 (R𝑑) is a Banach space with the norm ‖ · ‖𝑀 𝑝,𝑞

𝑚
.

(b) If 1 ≤ 𝑝1 ≤ 𝑝2 ≤ ∞, 1 ≤ 𝑞1 ≤ 𝑞2 ≤ ∞ and 𝑚2 . 𝑚1, then 𝑀 𝑝1,𝑞1
𝑚1 (R𝑑) ↩→

𝑀
𝑝2,𝑞2
𝑚2 (R𝑑).

(c) If 𝑝, 𝑞 < ∞, then 𝑀 𝑝′,𝑞′

1/𝑚 (R
𝑑) is the dual space of 𝑀 𝑝,𝑞

𝑚 (R𝑑) with

〈𝜙, 𝜓〉
𝑀

𝑝′,𝑞′
1/𝑚 ,𝑀

𝑝,𝑞
𝑚

=

∫
R2𝑑

𝑉𝜑0𝜓(𝑧)𝑉𝜑0𝜙(𝑧) 𝑑𝑧.

(d) 𝐿2(R𝑑) = 𝑀2(R𝑑).

Remark F.1. (a) As a particular case of part 𝑐), we may identify (𝑀1
𝑣 (R𝑑)) ′ with

𝑀∞1/𝑣 (R
𝑑), which we will do for the rest of the paper. The reader should

also note that the duality extends the inner product on 𝐿2(R𝑑), since if
𝜓 ∈ 𝐿2(R𝑑) ∩ 𝑀∞1/𝑣 (R

𝑑) and 𝜙 ∈ 𝑀1
𝑣 (R𝑑), we find by Moyal’s identity that

〈𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣
=

∫
R2𝑑

𝑉𝜑0𝜙(𝑧)𝑉𝜑0𝜓(𝑧) 𝑑𝑧 = 〈𝜓, 𝜙〉𝐿2 .

(b) A simple calculation using our assumption that 𝑣(−𝑧) = 𝑣(𝑧) gives that if 𝑚
is 𝑣-moderate, then so is 1/𝑚.

(c) As mentioned, 𝒮(R𝑑) embeds continuously into 𝑀1
𝑣 (R𝑑) when 𝑣 grows

polynomially, so in this case we may identify 𝑀∞1/𝑣 (R
𝑑) with a subspace of

the tempered distributions. This is not true for more general weights, hence
we need to work with the abstract space 𝑀∞1/𝑣 (R

𝑑) defined as the dual space
of our test functions 𝑀1

𝑣 (R𝑑).
The property of modulation spaces that is our main focus is the fact that changing

the window for the STFT leads to an equivalent norm.
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Theorem F.2.3. Let 𝑚 be a 𝑣-moderate weight function and let 0 ≠ 𝜙 ∈ 𝑀1
𝑣 (R𝑑).

Then ‖𝑉𝜙𝜓‖𝐿𝑝,𝑞
𝑚

defines an equivalent norm on 𝑀 𝑝,𝑞
𝑚 (R𝑑): for 𝜓 ∈ 𝑀 𝑝,𝑞

𝑚 (R𝑑) we
have

‖𝑉𝜙𝜓‖𝐿𝑝,𝑞
𝑚
� ‖𝜓‖𝑀 𝑝,𝑞

𝑚
.

Our main result is that we also obtain equivalent norms for 𝑀 𝑝,𝑞
𝑚 (R𝑑) when

𝜙 is replaced by an operator 𝑆 satisfying certain conditions, after modifying the
definition of the STFT correspondingly. To prove this, we will use the precise
statement of the upper bound ‖𝑉𝜙𝜓‖𝐿𝑝,𝑞

𝑚
. ‖𝜓‖𝑀 𝑝,𝑞

𝑚
; it follows from equation

(11.33) in [131]. Recall that 𝐶𝑚𝑣 is the constant from 𝑚(𝑧1 + 𝑧2) ≤ 𝐶𝑚𝑣 𝑣(𝑧1)𝑚(𝑧2).

Proposition F.2.4. Let 𝑚 be a 𝑣-moderate weight function and let 𝜙 ∈ 𝑀1
𝑣 (R𝑑).

The map 𝜓 ↦→ 𝑉𝜙𝜓 is bounded from 𝑀
𝑝,𝑞
𝑚 (R𝑑) to 𝐿 𝑝,𝑞𝑚 (R2𝑑) with ‖𝑉𝜙𝜓‖𝐿𝑝,𝑞

𝑚
≤

𝐶𝑚𝑣 ‖𝜙‖𝑀 1
𝑣
‖𝜓‖𝑀 𝑝,𝑞

𝑚
.

F.3 Classes of operators for time-frequency analysis

Our main result rests upon properties of certain classes of operators, all of which
may be described as integral operators.

F.3.1 Hilbert-Schmidt operators

Given a function 𝑘 ∈ 𝐿2(R2𝑑), we define the bounded integral operator 𝑇𝑘 :
𝐿2(R𝑑) → 𝐿2(R𝑑) by

𝑇𝑘 (𝜓) (𝑥) =
∫
R𝑑
𝑘 (𝑥, 𝑦)𝜓(𝑦) 𝑑𝑦 for 𝜓 ∈ 𝐿2(R𝑑).

We call 𝑘 the integral kernel of the operator 𝑇𝑘 . When equipped with the inner
product 〈

𝑇𝑘1 , 𝑇𝑘2

〉
HS := 〈𝑘1, 𝑘2〉𝐿2 ,

the set of integral operators 𝑇𝑘 with integral kernels 𝑘 ∈ 𝐿2(R2𝑑) forms a Hilbert
space of compact operators called the Hilbert-Schmidt operators, which we will
denote by HS. Given 𝑇 ∈ HS, we will sometimes denote its integral kernel by 𝑘𝑇 ,
which means that 𝑇 = 𝑇𝑘𝑇 . An important subspace of HS is the space S1 of trace
class operators, consisting of those 𝑇 ∈ HS such that

∞∑︁
𝑛=1
〈|𝑇 |𝑒𝑛, 𝑒𝑛〉𝐿2 < ∞,
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where {𝑒𝑛}∞𝑛=1 is any orthonormal basis of 𝐿2(R𝑑) and |𝑇 | is the positive part in
the polar decomposition of 𝑇 . If 𝑇 is a trace class operator, we may therefore define
its trace tr(𝑇) by

tr(𝑇) =
∞∑︁
𝑛=1
〈𝑇𝑒𝑛, 𝑒𝑛〉𝐿2 ,

which can be shown to be independent of the orthonormal basis. For our part, we
will need that if 𝑆, 𝑇 ∈ HS, then 𝑆𝑇 is a trace class operator. In particular, this
allows us to express the inner product on HS without reference to their kernels as
integral operators, as one may show (see [72, Thm. 269]) that

〈𝑆, 𝑇〉HS = tr(𝑆𝑇∗).

F.3.2 A space of nuclear operators

Both Hilbert-Schmidt and trace class operators will often be too large spaces for
our purposes. We therefore introduce a Banach subspace of HS more adapted to
the needs of time-frequency analysis. Let 𝑣 be a submultiplicative weight function.
The space we will need is the space N (𝐿2;𝑀1

𝑣 ) consisting of all nuclear operators
𝑇 : 𝐿2(R𝑑) → 𝑀1

𝑣 (R𝑑). An operator 𝑇 : 𝐿2(R𝑑) → 𝑀1
𝑣 (R𝑑) is said to be

nuclear [228] if it has an expansion of the form

𝑇 =

∞∑︁
𝑛=1

𝜙𝑛 ⊗ b𝑛, (F.3.1)

where 𝜙 ⊗ 𝜓 denotes the rank-one operator

𝜙 ⊗ 𝜓(b) = 〈b, 𝜓〉𝐿2 𝜙

and
∑∞
𝑛=1 ‖𝜙𝑛‖𝑀 1

𝑣
‖b𝑛‖𝐿2 < ∞. The space N (𝐿2;𝑀1

𝑣 ) becomes a Banach space
with norm given by

‖𝑇 ‖N := inf

{ ∞∑︁
𝑛=1
‖𝜙𝑛‖𝑀 1

𝑣
‖b𝑛‖𝐿2

}
, (F.3.2)

where the infimum is taken over all decompositions as in (F.3.1). It can be shown
that if 𝜙 ∈ 𝑀1

𝑣 (R𝑑) and 𝜓 ∈ 𝐿2(R𝑑), then

‖𝜙 ⊗ 𝜓‖N = ‖𝜙‖𝑀 1
𝑣
‖𝜓‖𝐿2 , (F.3.3)

hence the expansion in (F.3.1) converges absolutely in N (𝐿2, 𝑀1
𝑣 ). Using the

expansion in (F.3.1) it is straightforward to check that the inclusion of N (𝐿2, 𝑀1
𝑣 )

into L(𝐿2;𝑀1
𝑣 ) is continuous, i.e.

‖𝑇 ‖L(𝐿2;𝑀 1
𝑣 ) ≤ ‖𝑇 ‖N , (F.3.4)
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and that if 𝑆 ∈ N (𝐿2, 𝑀1
𝑣 ), 𝑇 ∈ L(𝐿2) and 𝑅 ∈ L(𝑀1

𝑣 ), then 𝑅𝑆𝑇 ∈ N (𝐿2, 𝑀1
𝑣 ).

We will need the following simple property.

Lemma F.3.1. Let 𝑇 ∈ N (𝐿2, 𝑀1
𝑣 ) for a submultiplicative weight function 𝑣 and

let 𝑧 ∈ R2𝑑 . Then 𝜋(𝑧)𝑇𝜋(𝑧)∗ ∈ N (𝐿2, 𝑀1
𝑣 ) with ‖𝜋(𝑧)𝑇𝜋(𝑧)∗‖N ≤ 𝑣(𝑧)‖𝑇 ‖N .

Proof. If 𝑇 has an expansion

𝑇 =

∞∑︁
𝑛=1

𝜙𝑛 ⊗ b𝑛

where
∑∞
𝑛=1 ‖𝜙𝑛‖𝑀 1

𝑣
‖b𝑛‖𝐿2 < ∞, then

𝜋(𝑧)𝑇𝜋(𝑧)∗ =
∞∑︁
𝑛=1

𝜋(𝑧)𝜙𝑛 ⊗ 𝜋(𝑧)b𝑛,

and
∞∑︁
𝑛=1
‖𝜋(𝑧)𝜙𝑛‖𝑀 1

𝑣
‖𝜋(𝑧)b𝑛‖𝐿2 ≤ 𝑣(𝑧)

∞∑︁
𝑛=1
‖𝜙𝑛‖𝑀 1

𝑣
‖b𝑛‖𝐿2

by (F.2.4) and the fact that 𝜋(𝑧) is unitary on 𝐿2(R𝑑). The norm inequality then
follows from the definition (F.3.2) of the nuclear norm. �

To be more precise, the class of operators we will be interested in are those
𝑆 ∈ L(𝐿2) such that 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ), where 𝑆∗ is the Hilbert space adjoint of 𝑆.
We can give a much more concrete description of this condition by noting that if∑∞
𝑛=1 ‖b𝑛‖𝐿2 ‖𝜙𝑛‖𝑀 1

𝑣
< ∞, then 𝑆∗ =

∑∞
𝑛=1 b𝑛 ⊗ 𝜙𝑛 if and only if 𝑆 =

∑∞
𝑛=1 𝜙𝑛 ⊗ b𝑛.

Hence (F.3.1) gives that 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ) if and only if

𝑆 =

∞∑︁
𝑛=1

b𝑛 ⊗ 𝜙𝑛 (F.3.5)

with
∑∞
𝑛=1 ‖b𝑛‖𝐿2 ‖𝜙𝑛‖𝑀 1

𝑣
< ∞. Abusing notation slightly, we will write 𝑆∗ ∈

N (𝐿2, 𝑀1
𝑣 ) to denote that 𝑆 ∈ L(𝐿2) and 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ).
Lemma F.3.2. Let 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ) for a submultiplicative weight function 𝑣. Then
𝑆 extends to a bounded operator 𝑆 : 𝑀∞1/𝑣 (R

𝑑) → 𝐿2(R𝑑) with ‖𝑆‖L(𝑀∞1/𝑣 ,𝐿2) ≤
‖𝑆∗‖N (𝐿2,𝑀 1

𝑣 ) by defining〈
𝑆𝜓, 𝜙

〉
𝐿2 := 〈𝜓, 𝑆∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
for 𝜓 ∈ 𝑀∞1/𝑣 (R

𝑑), 𝜙 ∈ 𝐿2(R𝑑). (F.3.6)

Furthermore, given an expansion of 𝑆 of the form (F.3.5), this extension satisfies

𝑆(𝜓) =
∞∑︁
𝑛=1
〈𝜓, 𝜙𝑛〉𝑀∞1/𝑣 ,𝑀 1

𝑣
b𝑛, (F.3.7)

where the sum converges absolutely in 𝐿2(R𝑑).
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Proof. The definition (F.3.6) simply means that 𝑆 is the Banach space adjoint of
𝑆∗ : 𝐿2(R𝑑) → 𝑀1

𝑣 (R𝑑), hence 𝑆 is well-defined. Since for 𝜓 ∈ 𝐿2(R𝑑) we have

〈𝑆𝜓, 𝜙〉𝐿2 = 〈𝜓, 𝑆∗𝜙〉𝐿2 = 〈𝜓, 𝑆∗𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣
,

we see that 𝑆 extends 𝑆. The absolute convergence of the sum in (F.3.7) follows
directly from (F.3.5). To show that the decomposition into rank-one operators still
holds for 𝑆, we need to show that for 𝜓 ∈ 𝑀∞1/𝑣 (R

𝑑) and 𝜙 ∈ 𝐿2(R𝑑) we have〈 ∞∑︁
𝑛=1
〈𝜓, 𝜙𝑛〉𝑀∞1/𝑣 ,𝑀 1

𝑣
b𝑛, 𝜙

〉
𝐿2

= 〈𝜓, 𝑆∗𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣
,

which is a straightforward calculation using the expansion of 𝑆∗ in (F.3.1) and the
fact that all expansions converge absolutely in an appropriate Banach space, so
that we may take the duality brackets inside the sum. The details are left for the
reader. �

In what follows we will simply denote the extension 𝑆 by 𝑆. Note that if
𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ), 𝑅 ∈ L(𝐿2) and 𝑇∗ ∈ L(𝑀1
𝑣 ), then (𝑅𝑆𝑇)∗ ∈ N (𝐿2, 𝑀1

𝑣 ), as
follows from using (F.3.5).

The fact that we use the Hilbert space 𝐿2(R𝑑) is not strictly necessary. We could
have considered any separable Hilbert space H, and required that 𝑆 ∈ L(𝐿2,H)
with 𝑆∗ ∈ N (H, 𝑀1

𝑣 ). The result above would still hold, as would the main result of
this paper. Our reason for considering H = 𝐿2(R𝑑) is that it gives us easier access
to non-trivial examples, as it allows us to formulate our results in terms of integral
operators as we explain in detail in the next subsection.

The projective tensor product

The theory of nuclear operators is closely related to the projective tensor product of
Banach spaces, as explained for instance in [228], which leads to a useful connection
to integral operators. Abstractly, the projective tensor product 𝑋 ⊗̂𝑌 of two Banach
spaces 𝑋,𝑌 is the completion of the algebraic tensor product 𝑋 ⊗ 𝑌 with respect to
the norm

‖𝑢‖𝑋 ⊗̂𝑌 = inf

{
𝑁∑︁
𝑛=1
‖𝑥𝑛‖𝑋 ‖𝑦𝑛‖𝑌 : 𝑢 =

𝑁∑︁
𝑘=𝑛

𝑥𝑛 ⊗ 𝑦𝑛

}
.

One can show (see [228, Prop. 2.8]) that 𝑋 ⊗̂𝑌 consists precisely of elements∑∞
𝑛=1 𝑥𝑛 ⊗ 𝑦𝑛 such that

∑∞
𝑛=1 ‖𝑥𝑛‖𝑋 ‖𝑦𝑛‖𝑌 < ∞.

When 𝑋 and 𝑌 are function spaces on R𝑑 , which is the case we will consider,
we identify the elementary tensors 𝑥 ⊗ 𝑦 for 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑌 with the function
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𝑥 ⊗ 𝑦(𝑠, 𝑡) = 𝑥(𝑠)𝑦(𝑡). For instance, we identify 𝐿2(R𝑑)⊗̂𝐿2(R𝑑) with all functions
Ψ ∈ 𝐿2(R2𝑑) such that Ψ(𝑠, 𝑡) = ∑∞

𝑛=1 b𝑛 (𝑠)𝜓𝑛 (𝑡) with
∑∞
𝑛=1 ‖b𝑛‖𝐿2 ‖𝜓𝑛‖𝐿2 < ∞.

Now assume that the integral kernel 𝑘𝑇 of 𝑇 ∈ HS belongs to 𝑋 ⊗̂𝑌 for
Banach function spaces 𝑋,𝑌 ⊂ 𝐿2(R𝑑). By definition, this means that we have a
decomposition

𝑘𝑇 (𝑠, 𝑡) =
∞∑︁
𝑛=1

𝑥𝑛 (𝑠)𝑦𝑛 (𝑡)

with
∑∞
𝑛=1 ‖𝑥𝑛‖𝑋 ‖𝑦𝑛‖𝑌 < ∞. A simple calculation then shows that

𝑇 =

∞∑︁
𝑛=1

𝑥𝑛 ⊗ 𝑦𝑛,

where 𝑥𝑛 ⊗ 𝑦𝑛 now denotes a rank-one operator. Hence if we apply this to
𝑋 = 𝑀1

𝑣 (R𝑑) and 𝑌 = 𝐿2(R𝑑) (since all function spaces we consider are invariant
under complex conjugation, we need not pay any attention to the fact that 𝑦𝑛
appears in place of 𝑦𝑛), we see that 𝑘𝑇 ∈ 𝑀1(R𝑑)⊗̂𝐿2(R𝑑) is equivalent to 𝑇
having an expansion of the form (F.3.1) – i.e. 𝑘𝑇 ∈ 𝑀1(R𝑑)⊗̂𝐿2(R𝑑) if and only if
𝑇 ∈ N (𝐿2, 𝑀1

𝑣 ).
Remark F.2. The map 𝑘𝑇 ↦→ 𝑇 is in fact a Banach space isomorphism from
𝑀1(R𝑑)⊗̂𝐿2(R𝑑) to N (𝐿2, 𝑀1

𝑣 ). Surjectivity and boundedness follow from above.
Injectivity is not too difficult to show in this case, but for more general Banach
spaces 𝑋 and 𝑌 the injectivity of the natural map from 𝑋 ⊗̂𝑌 ∗ onto N (𝑌, 𝑋) boils
down to the approximation property for Banach spaces [228, Cor. 4.8].

The slightly awkward condition 𝑇∗ ∈ N (𝐿2, 𝑀1
𝑣 ) may similarly be reformulated

as requiring 𝑘𝑇 ∈ 𝐿2(R𝑑)⊗̂𝑀1(R𝑑), this is essentially the content of (F.3.7). This
condition cannot be reformulated as nuclearity of 𝑇 , which is why we have opted for
phrasing it as𝑇∗ ∈ N (𝐿2, 𝑀1

𝑣 ). We also mention that there is a natural isomorphism
𝐿2(R𝑑)⊗̂𝑀1

𝑣 (R𝑑) � 𝑀1
𝑣 (R𝑑)⊗̂𝐿2(R𝑑) extending the map b ⊗ 𝜙 ↦→ 𝜙 ⊗ b for

b ∈ 𝐿2(R𝑑), 𝜙 ∈ 𝑀1
𝑣 (R𝑑).

Formulating our assumption on 𝑇 by requiring 𝑘𝑇 to belong to some projective
tensor product makes it possible to relate 𝑇∗ ∈ N (𝐿2, 𝑀1

𝑣 ) to other spaces of
operators. For instance, we may identify the trace class operators S1 as the operators
𝑆 ∈ HS such that 𝑘𝑆 belongs to the projective tensor product 𝐿2(R𝑑)⊗̂𝐿2(R𝑑),
which clearly contains 𝑀1

𝑣 (R𝑑)⊗̂𝐿2(R𝑑) as a subset since 𝑀1
𝑣 (R𝑑) ↩→ 𝐿2(R𝑑).

Finally, the operators𝑇 ∈ HS with kernel 𝑘𝑇 in the subspace 𝑀1
𝑣 (R𝑑)⊗̂𝑀1

𝑣 (R𝑑)
of 𝑀1(R𝑑)⊗̂𝐿2(R𝑑) have also been studied recently in [236], where this space of
operators is denoted by B𝑣⊗𝑣 . It follows by [19, Thm. 5] that

𝑀1
𝑣 (R𝑑)⊗̂𝑀1

𝑣 (R𝑑) = 𝑀1
𝑣 ⊗̃𝑣 (R

2𝑑), (F.3.8)
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with equivalent norms, where 𝑣⊗̃𝑣(𝑥1, 𝑥2, 𝜔1, 𝜔2) = 𝑣(𝑥1, 𝜔1) · 𝑣(𝑥2, 𝜔2). The
particular case B := B1⊗1 corresponding to 𝑣 ≡ 1 has been studied in several other
sources, see for instance [102,168].

We summarize this discussion, which essentially amounts to prodding the
definitions in various ways, in a proposition.

Proposition F.3.3. Given 𝑇 ∈ HS and a submultiplicative weight function 𝑣, then

𝑇 ∈ N (𝐿2, 𝑀1
𝑣 ) ⇐⇒ 𝑘𝑇 ∈ 𝑀1

𝑣 (R𝑑)⊗̂𝐿2(R𝑑),
𝑇∗ ∈ N (𝐿2, 𝑀1

𝑣 ) ⇐⇒ 𝑘𝑇 ∈ 𝐿2(R𝑑)⊗̂𝑀1
𝑣 (R𝑑).

At the level of 𝑘𝑇 we have the inclusions

𝐿2(R𝑑)⊗̂𝑀1
𝑣 (R𝑑)

𝑀1
𝑣 (R𝑑)⊗̂𝑀1

𝑣 (R𝑑) 𝐿2(R𝑑)⊗̂𝐿2(R𝑑) 𝐿2(R2𝑑)

𝑀1
𝑣 (R𝑑)⊗̂𝐿2(R𝑑)

which at the operator level leads to the inclusions

B𝑣⊗𝑣 ⊂ N (𝐿2, 𝑀1
𝑣 ) ⊂ S1 ⊂ HS .

The same inclusion holds when N (𝐿2, 𝑀1
𝑣 ) is replaced by the set of operators 𝑇

such that 𝑇∗ ∈ N (𝐿2, 𝑀1
𝑣 ).

F.3.3 Examples of nuclear operators

The connection to the projective tensor product allows us to write down some
examples of 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ).

Example F.3.1. The Schwartz operators 𝔖 are those integral operator𝑇𝑘 on 𝐿2(R𝑑)
such that 𝑘 ∈ 𝒮(R2𝑑) [179]. If the submultiplicative weight 𝑣 grows at most polyno-
mially, then so does the weight function 𝑣⊗̃𝑣(𝑥1, 𝑥2, 𝜔1, 𝜔2) = 𝑣(𝑥1, 𝜔1) · 𝑣(𝑥2, 𝜔2)
on R4𝑑 , hence we know that 𝒮(R2𝑑) ↩→ 𝑀1

𝑣 ⊗̃𝑣 (R
2𝑑) � 𝑀1

𝑣 (R𝑑)⊗̂𝑀1
𝑣 (R𝑑). It

follows that 𝔖 ⊂ B𝑣⊗𝑣 ⊂ N (𝐿2, 𝑀1
𝑣 ). It is also straightforward to check that

𝑆 ∈ 𝔖 ⇐⇒ 𝑆∗ ∈ 𝔖.

Example F.3.2 (The Feichtinger algebra and the inner kernel theorem). By Proposi-
tion F.3.3 we know that B𝑣⊗𝑣 ⊂ N (𝐿2, 𝑀1

𝑣 ), where 𝑇 ∈ B𝑣⊗𝑣 if

𝑘𝑇 ∈ 𝑀1
𝑣 ⊗̃𝑣 (R

2𝑑) � 𝑀1
𝑣 (R𝑑)⊗̂𝑀1

𝑣 (R𝑑).
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This class of operators was recently studied in [236], where the reader may find a
proof that 𝑇 belongs to this space if and only if its Hilbert space adjoint 𝑇∗ does.

The unweighted case 𝑘𝑇 ∈ 𝑀1(R𝑑)⊗̂𝑀1(R𝑑) = 𝑀1(R2𝑑) has been studied by
several sources [102, 168, 193, 235]. We mention in particular that [102, 168] give a
characterization of such operators that is independent of their kernel as an integral
operator: Given 𝑇 ∈ HS, 𝑘𝑇 ∈ 𝑀1(R2𝑑) if and only if 𝑇 extends to a bounded map
𝑀∞(R𝑑) → 𝑀1(R𝑑) sending weak* convergent sequences to norm-convergent
sequences.

We now consider finite rank operators. By choosing 𝑆 of the form in this
example, we will be able to recover Theorem F.2.3 from our main result.

Example F.3.3 (Finite rank operators). For 𝑁 ∈ N, consider {𝜙𝑛}𝑁𝑛=1 ⊂ 𝑀
1
𝑣 (R𝑑).

Let {b𝑛}𝑁𝑛=1 be an orthonormal set in 𝐿2(R𝑑). If we define 𝑆 =
∑𝑁
𝑛=1 b𝑛 ⊗ 𝜙𝑛,

we clearly have 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ). This 𝑆 is just a convenient way of storing the

functions 𝜙𝑛 in an operator – by applying 𝑆 to b𝑚 for 1 ≤ 𝑚 ≤ 𝑁 we recover 𝜙𝑚.

Localization operators

We also have some methods for producing new examples of operators in N (𝐿2, 𝑀1
𝑣 )

from known examples. As N (𝐿2, 𝑀1
𝑣 ) is a normed space we may of course

take linear combinations, but a more interesting method is to use the quantum
convolutions introduced by Werner [251]. Given 𝑓 ∈ 𝐿1(R2𝑑) and a trace class
operator 𝑆 ∈ S1, the convolution of 𝑓 with 𝑆 is defined to be the trace class operator
𝑓 ★ 𝑆 given by the Bochner integral

𝑓 ★ 𝑆 :=
∫
R2𝑑

𝑓 (𝑧)𝜋(𝑧)𝑆𝜋(𝑧)∗ 𝑑𝑧. (F.3.9)

In particular, if we pick 𝑆 to be a rank-one operator 𝜑2 ⊗ 𝜑1 for 𝜑1, 𝜑2 ∈ 𝐿2(R𝑑),
we find that

𝑓 ★ (𝜑2 ⊗ 𝜑1) = A𝜑1,𝜑2
𝑓

,

where A𝜑1,𝜑2
𝑓

is the time-frequency localization operator [63, 67] given by

A𝜑1,𝜑2
𝑓
(𝜓) =

∫
R2𝑑

𝑓 (𝑧)𝑉𝜑1𝜓(𝑧)𝜋(𝑧)𝜑2 𝑑𝑧 for 𝜓 ∈ 𝐿2(R𝑑).

Proposition F.3.4. If 𝑆 ∈ N (𝐿2, 𝑀1
𝑣 ) and 𝑓 ∈ 𝐿1

𝑣 (R2𝑑), then 𝑓 ★ 𝑆 ∈ N (𝐿2, 𝑀1
𝑣 )

with ‖ 𝑓 ★ 𝑆‖N ≤ ‖ 𝑓 ‖𝐿1
𝑣
‖𝑆‖N . In particular, if 𝜑1 ∈ 𝐿2(R𝑑) and 𝜑2 ∈ 𝑀1

𝑣 (R𝑑),
then A𝜑1,𝜑2

𝑓
∈ N (𝐿2, 𝑀1

𝑣 ), with ‖A𝜑1,𝜑2
𝑓
‖N ≤ ‖ 𝑓 ‖𝐿1

𝑣
‖𝜑1‖𝐿2 ‖𝜑2‖𝑀 1

𝑣
.
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Proof. By definition,

𝑓 ★ 𝑆 =

∫
R2𝑑

𝑓 (𝑧)𝜋(𝑧)𝑆𝜋(𝑧)∗ 𝑑𝑧.

This integral converges as a Bochner integral in N (𝐿2, 𝑀1
𝑣 ), as Lemma F.3.1 gives∫

R2𝑑
‖ 𝑓 (𝑧)𝜋(𝑧)𝑆𝜋(𝑧)∗‖N 𝑑𝑧 ≤

∫
R2𝑑
| 𝑓 (𝑧) |𝑣(𝑧)‖𝑆‖N 𝑑𝑧 = ‖𝑆‖N ‖ 𝑓 ‖𝐿1

𝑣
.

The result for A𝜑1,𝜑2
𝑓

follows by A𝜑1,𝜑2
𝑓

= 𝑓 ★ (𝜑2 ⊗ 𝜑1) and (F.3.3). �

It is easy to check that the Hilbert space adjoint of 𝑓 ★ 𝑆 is 𝑓 ★ 𝑆∗. Hence we
immediately obtain the following.

Corollary F.3.4.1. If 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ) and 𝑓 ∈ 𝐿1

𝑣 (R2𝑑), then ( 𝑓 ★ 𝑆)∗ ∈
N (𝐿2, 𝑀1

𝑣 ) with ‖( 𝑓 ★ 𝑆)∗‖N ≤ ‖ 𝑓 ‖𝐿1
𝑣
‖𝑆∗‖N . In particular, if 𝜑1 ∈ 𝑀1

𝑣 (R𝑑) and

𝜑2 ∈ 𝐿2(R𝑑), then
(
A𝜑1,𝜑2
𝑓

)∗
∈ N (𝐿2, 𝑀1

𝑣 ), with(A𝜑1,𝜑2
𝑓

)∗
N
≤ ‖ 𝑓 ‖𝐿1

𝑣
‖𝜑1‖𝑀 1

𝑣
‖𝜑2‖𝐿2 .

Underspread operators

When operators between function spaces are used to model communication channels,
the resulting operators will typically be (at least approximately) underspread [238].
An underspread operator 𝑇 ∈ HS is of the form

𝑇 =

∫
R2𝑑

𝐹 (𝑥, 𝜔)𝑒−𝑖 𝜋𝑥 ·𝜔𝜋(𝑥, 𝜔) 𝑑𝑥𝑑𝜔, (F.3.10)

where the support of 𝐹 is contained in [−𝜏, 𝜏]𝑑× [−a, a]𝑑 for 4𝜏a < 1. The function
𝐹 (𝑥, 𝜔)𝑒−𝑖 𝜋𝑥 ·𝜔 is called the spreading function of 𝑇 , and one can show that any
𝑇 ∈ HS has a spreading function in 𝐿2(R2𝑑), as long as the integral in (F.3.10)
is interpreted appropriately [102]. In quantum harmonic analysis the spreading
function is considered a Fourier transform of the operator [251]. The next lemma
shows that underspread trace class operators belong to B, i.e. have integral kernel
in 𝑀1(R2𝑑) ⊂ N (𝐿2;𝑀1). This is an operator-version of the well-known fact that
band-limited integrable functions belong to 𝑀1(R𝑑) [108, Cor. 3.2.7]. The proof
is moved to an appendix, as it requires the introduction of several results from
quantum harmonic analysis that will not be needed later in the paper.

Proposition F.3.5. If the spreading function of 𝑇 ∈ S1 has compact support, then
𝑇 ∈ B ⊂ N (𝐿2;𝑀1).
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F.4 Time-frequency analysis with operators as windows

A fundamental object in time-frequency analysis is the short-time Fourier transform
(STFT) 𝑉𝜙𝜓 with window 𝜙. The goal of this section is the define an STFT where
the window 𝜙 is replaced by an operator 𝑆, and to show that the basic properties of
the STFT remain true for this generalized STFT.

As a first step, we will need the Hilbert space 𝐿2(R2𝑑; 𝐿2) of equivalence classes
of strongly Lebesgue measurable Ψ : R2𝑑 → 𝐿2(R𝑑) such that

‖Ψ‖𝐿2 (R2𝑑 ;𝐿2) :=
(∫
R2𝑑
‖Ψ(𝑧)‖2

𝐿2 𝑑𝑧

)1/2
< ∞,

with inner product

〈Ψ,Φ〉𝐿2 (R2𝑑 ;𝐿2) =

∫
R2𝑑
〈Ψ(𝑧),Φ(𝑧)〉𝐿2 𝑑𝑧.

The equivalence relation on 𝐿2(R2𝑑; 𝐿2) is that Ψ ∼ Φ if Ψ(𝑧) = Φ(𝑧) as elements
of 𝐿2(R𝑑) for a.e. 𝑧 ∈ R2𝑑 .

We then define a version of the short-time Fourier transform with operators as
windows. For 𝑆 ∈ HS and 𝜓 ∈ 𝐿2(R𝑑) we let

𝔙𝑆 (𝜓) (𝑧) = 𝑆𝜋(𝑧)∗𝜓 for 𝑧 ∈ R2𝑑 .

Remark F.3. When 𝑆 is a localization operatorA𝜑,𝜑

𝑓
, the short-time Fourier transform

above is closely related to the vector-valued analysis operator introduced by Romero
in [225] to obtain equivalent norms for modulation spaces (and several other spaces)
from certain discrete expressions. See (F.8.4) for the precise expression.

We obtain a generalization of Moyal’s identity. It shows that 𝔙𝑆 is a linear
isometry from 𝐿2(R𝑑) to 𝐿2(R2𝑑; 𝐿2).

Lemma F.4.1. Let 𝑆 ∈ HS and 𝜓 ∈ 𝐿2(R𝑑). Then 𝔙𝑆 (𝜓) ∈ 𝐿2(R2𝑑; 𝐿2) and

‖𝔙𝑆 (𝜓)‖2𝐿2 (R2𝑑 ,𝐿2) =

∫
R2𝑑
‖𝑆𝜋(𝑧)∗𝜓‖2

𝐿2 𝑑𝑧 = ‖𝑆‖2HS ‖𝜓‖
2
𝐿2 .

Proof. We may rewrite

‖𝑆𝜋(𝑧)∗𝜓‖2
𝐿2 = 〈𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜓, 𝜓〉𝐿2 = tr(𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗(𝜓 ⊗ 𝜓)).

The result therefore follows by [203, Lem. 4.1], which states that∫
R2𝑑

tr(𝜋(𝑧)𝑅𝜋(𝑧)∗𝑇) 𝑑𝑧 = tr(𝑅)tr(𝑇)

for trace class operators 𝑅,𝑇 on 𝐿2(R𝑑); pick 𝑅 = 𝑆∗𝑆 and 𝑇 = 𝜓 ⊗ 𝜓 and note that
tr(𝑆∗𝑆) = ‖𝑆‖2HS and tr(𝜓 ⊗ 𝜓) = ‖𝜓‖2

𝐿2 �
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Example F.4.1. To see that 𝔙𝑆 actually generalizes the usual STFT, consider
𝜙 ∈ 𝐿2(R𝑑) and let b ∈ 𝐿2(R𝑑) be any function satisfying ‖b‖𝐿2 = 1. Then let
𝑆 = b ⊗ 𝜙. For any 𝜓 ∈ 𝐿2(R𝑑) we then have

𝔙𝑆 (𝜓) (𝑧) = 𝑆𝜋(𝑧)∗𝜓 = 〈𝜋(𝑧)∗𝜓, 𝜙〉𝐿2 b = 𝑉𝜙𝜓(𝑧) · b,

which contains precisely the same information as 𝑉𝜙𝜓(𝑧) given that we know b.

In particular, it is easy to show that ‖𝑆‖2HS = ‖𝜙‖2
𝐿2 and ‖𝔙𝑆 (𝜓)‖𝐿2 (R2𝑑 ;𝐿2) =

‖𝑉𝜙𝜓‖𝐿2 (R2𝑑) , so Lemma F.4.1 reduces to Moyal’s identity in this case.

Remark F.4. Strong measurability of 𝔙𝑆 (𝜓) is always satisfied: since 𝐿2(R𝑑) is
separable, the Pettis measurability theorem [166, Thm. 1.1.20] ensures that strong
measurability follows from weak measurability. Weak measurability means that for
each 𝜙 ∈ 𝐿2(R𝑑), the map

𝑧 ↦→ 〈𝔙𝑆 (𝜓) (𝑧), 𝜙〉𝐿2

is Lebesgue measurable. We may rewrite 〈𝔙𝑆 (𝜓) (𝑧), 𝜙〉𝐿2 = 〈𝑆𝜋(𝑧)∗𝜓, 𝜙〉𝐿2 =

𝑉𝑆∗𝜙𝜓(𝑧). It is well-known that the STFT 𝑧 ↦→ 𝑉b𝜓(𝑧) is continuous for any
b ∈ 𝐿2(R𝑑), in particular for b = 𝑆∗𝜙, hence the map is Lebesgue measurable.

We then define for Ψ ∈ 𝐿2(R2𝑑; 𝐿2) a function 𝔙∗
𝑆
(Ψ) on R𝑑 by the 𝐿2(R𝑑)-

valued integral

𝔙∗𝑆 (Ψ) =
∫
R2𝑑

𝜋(𝑧)𝑆∗Ψ(𝑧) 𝑑𝑧. (F.4.1)

The integral (F.4.1) is interpreted in a weak sense: we will see that����∫
R2𝑑
〈𝜋(𝑧)𝑆∗Ψ(𝑧), 𝜙〉𝐿2 𝑑𝑧

���� . ‖𝜙‖𝐿2 for any 𝜙 ∈ 𝐿2(R𝑑), (F.4.2)

so it follows from the Riesz representation theorem for Hilbert spaces that there
must exist an element in 𝐿2(R𝑑), which we denote by

∫
R2𝑑 𝜋(𝑧)𝑆∗Ψ(𝑧) 𝑑𝑧, such

that for any 𝜙 ∈ 𝐿2(R𝑑)〈∫
R2𝑑

𝜋(𝑧)𝑆∗Ψ(𝑧) 𝑑𝑧, 𝜙
〉
𝐿2

=

∫
R2𝑑
〈𝜋(𝑧)𝑆∗Ψ(𝑧), 𝜙〉𝐿2 𝑑𝑧. (F.4.3)

The next lemma shows that the integral in (F.4.1) is well-defined in this sense.

Lemma F.4.2. Let 𝑆 ∈ HS.

(a) Equation (F.4.3) defines 𝔙∗
𝑆
(𝜓) =

∫
R2𝑑 𝜋(𝑧)𝑆∗Ψ(𝑧) 𝑑𝑧 as an element of

𝐿2(R𝑑), and 𝔙∗
𝑆

: 𝐿2(R2𝑑; 𝐿2) → 𝐿2(R𝑑) defines a bounded operator that
is the Hilbert space adjoint of 𝔙𝑆 .
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(b) The composition 𝔙∗
𝑆
𝔙𝑆 is ‖𝑆‖2HS times the identity operator on 𝐿2(R𝑑).

Proof. Let Ψ ∈ 𝐿2(R2𝑑; 𝐿2) and let 𝜙 ∈ 𝐿2(R𝑑). We need to show (F.4.2), as
mentioned (F.4.3) then defines an element

∫
R2𝑑 𝜋(𝑧)𝑆∗Ψ(𝑧) 𝑑𝑧 of 𝐿2(R𝑑) by Riesz’

representation theorem. We find that����∫
R2𝑑
〈𝜋(𝑧)𝑆∗Ψ(𝑧), 𝜙〉𝐿2 𝑑𝑧

���� = ����∫
R2𝑑
〈Ψ(𝑧), 𝑆𝜋(𝑧)∗𝜙〉𝐿2 𝑑𝑧

����
= | 〈Ψ,𝔙𝑆 (𝜙)〉𝐿2 (R𝑑 ;𝐿2) |
≤ ‖Ψ‖𝐿2 (R2𝑑 ;𝐿2) ‖𝔙𝑆 (𝜙)‖𝐿2 (R2𝑑 ;𝐿2)

= ‖Ψ‖𝐿2 (R2𝑑 ;𝐿2) ‖𝑆‖HS ‖𝜙‖𝐿2

by Lemma F.4.1. It is clear that 𝔙∗
𝑆

is linear, and the estimate also shows that it is
bounded from 𝐿2(R𝑑; 𝐿2(R𝑑)) to 𝐿2(R𝑑). A simple calculation shows that it is the
adjoint of 𝔙𝑆 . The second part states that∫

R2𝑑
𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜓 𝑑𝑧 = ‖𝑆‖2HS𝜓 for any 𝜓 ∈ 𝐿2(R𝑑),

which is part (c) of [251, Prop. 3.3]. �

F.5 Equivalent norms for modulation spaces

The generalized Moyal identity in Lemma F.4.1 shows that the norm of 𝔙𝑆 (𝜓) in
𝐿2(R2𝑑; 𝐿2) is equivalent to the norm of 𝜓 in 𝐿2(R𝑑). We will now generalize
Theorem F.2.3 by showing that if 𝑆 satisfies some extra assumptions, the same is true
if 𝐿2(R𝑑) is replaced by 𝑀 𝑝,𝑞

𝑚 (R𝑑) and 𝐿2(R2𝑑; 𝐿2) is replaced by 𝐿 𝑝,𝑞𝑚 (R2𝑑; 𝐿2),
where 1 ≤ 𝑝, 𝑞 ≤ ∞ and 𝑚 is some 𝑣-moderate weight. As before, 𝑣 always denotes
a submultiplicative weight function on R2𝑑 .

We start by defining 𝐿 𝑝,𝑞𝑚 (R2𝑑; 𝐿2). For 1 ≤ 𝑝, 𝑞 ≤ ∞ and any 𝑣-moderate
weight 𝑚, the Banach space 𝐿 𝑝,𝑞𝑚 (R2𝑑; 𝐿2) consists of the equivalence classes of
strongly Lebesgue measurable functions Ψ : R2𝑑 → 𝐿2(R𝑑) such that

‖Ψ‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2) :=

(∫
R𝑑

(∫
R𝑑
‖Ψ(𝑥, 𝜔)‖ 𝑝

𝐿2𝑚(𝑥, 𝜔) 𝑝 𝑑𝑥
)𝑞/𝑝

𝑑𝜔

) 1
𝑞

< ∞,

where Φ ∼ Ψ if Ψ(𝑧) = Φ(𝑧) for a.e. 𝑧 ∈ R2𝑑 . When 𝑝 = ∞ or 𝑞 = ∞ the definition
is modified in the usual way by replacing integrals by essential supremums.

With this definition in place, we are ready to state our main result.
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Theorem F.5.1. Let 0 ≠ 𝑆 ∈ HS such that 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ). For any 1 ≤ 𝑝, 𝑞 ≤ ∞

and 𝑣-moderate weight 𝑚, we have

𝐶lower · ‖𝜓‖𝑀 𝑝,𝑞
𝑚
≤ ‖𝔙𝑆 (𝜓)‖𝐿𝑝,𝑞

𝑚 (R2𝑑 ;𝐿2) ≤ 𝐶upper · ‖𝜓‖𝑀 𝑝,𝑞
𝑚

with

𝐶lower = ‖𝑆‖2HS ·
(
𝐶𝑚𝑣 · ‖𝑆∗‖N · ‖𝜑0‖𝑀 1

𝑣

)−1
,

𝐶upper = 𝐶
𝑚
𝑣 · ‖𝑆∗‖N .

Our proof will follow the same structure as the usual proof that 𝑀 𝑝,𝑞
𝑚 is

independent of the window function [131]: we will show that 𝔙𝑆 is bounded
from 𝑀

𝑝,𝑞
𝑚 (R𝑑) to 𝐿 𝑝,𝑞𝑚 (R2𝑑; 𝐿2) and that 𝔙∗

𝑆
is bounded from 𝐿

𝑝,𝑞
𝑚 (R2𝑑; 𝐿2) to

𝑀
𝑝,𝑞
𝑚 (R𝑑).

Before we start, we make sure that there is no ambiguity in interpreting

𝔙𝑆 (𝜓) (𝑧) = 𝑆𝜋(𝑧)∗𝜓

even when 𝜓 ∈ 𝑀∞1/𝑣 (R
2𝑑). First note that as 𝜋(𝑧) is bounded on 𝑀1

𝑣 (R𝑑) by
(F.2.4), we may extend 𝜋(𝑧) to a bounded operator on 𝑀∞1/𝑣 (R

𝑑) by defining

〈𝜋(𝑧)𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣

:= 〈𝜓, 𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣

for 𝜓 ∈ 𝑀∞1/𝑣 (R
𝑑), 𝜙 ∈ 𝑀1

𝑣 (R𝑑).
(F.5.1)

As 𝜋(𝑥, 𝜔)∗ = 𝑒−2𝜋𝑖𝑥 ·𝜔𝜋(−𝑥, 𝜔), 𝜋(𝑧)∗ is also bounded on 𝑀∞1/𝑣 (R
𝑑). Therefore

𝔙𝑆 (𝜓) (𝑧) = 𝑆𝜋(𝑧)∗𝜓

makes sense by Lemma F.3.2, as 𝑆 extends to a bounded operator from 𝑀∞1/𝑣 (R
𝑑)

to 𝐿2(R𝑑) – hence 𝑆𝜋(𝑧)∗𝜓 is a well-defined element of 𝐿2(R𝑑).

Lemma F.5.2. Let 𝑚 be a 𝑣-moderate weight. For any 1 ≤ 𝑝, 𝑞 ≤ ∞, 𝔙𝑆 is a
bounded, linear map from𝑀

𝑝,𝑞
𝑚 (R𝑑) to 𝐿 𝑝,𝑞𝑚 (R2𝑑; 𝐿2) with ‖𝔙𝑆 (𝜓)‖𝐿𝑝,𝑞

𝑚 (R2𝑑 ;𝐿2) ≤
𝐶𝑚𝑣 · ‖𝑆∗‖N · ‖𝜓‖𝑀 𝑝,𝑞

𝑚
.

Proof. Throughout the proof we will use the expansion in (F.3.7) to write

𝑆 =

∞∑︁
𝑛=1

b𝑛 ⊗ 𝜙𝑛

with
∑∞
𝑛=1 ‖b𝑛‖𝐿2 ‖𝜙𝑛‖𝑀 1

𝑣
< ∞. Assume that 𝜓 ∈ 𝑀 𝑝,𝑞

𝑚 (R𝑑). Then

𝑆𝜋(𝑧)∗𝜓 =

∞∑︁
𝑛=1
〈𝜋(𝑧)∗𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
b𝑛 =

∞∑︁
𝑛=1

𝑉𝜙𝑛𝜓(𝑧)b𝑛.
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This implies that

‖𝑆𝜋(𝑧)∗𝜓‖𝐿2 ≤
∞∑︁
𝑛=1
|𝑉𝜙𝑛𝜓(𝑧) | · ‖b𝑛‖𝐿2 ,

hence the triangle inequality for 𝐿 𝑝,𝑞𝑚 (R2𝑑) gives

‖𝔙𝑆 (𝜓)‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2) ≤

 ∞∑︁
𝑛=1
|𝑉𝜙𝑛𝜓(−)| · ‖b𝑛‖𝐿2


𝐿
𝑝,𝑞
𝑚 (R2𝑑)

≤
∞∑︁
𝑛=1
‖b𝑛‖𝐿2

𝑉𝜙𝑛𝜓
𝐿
𝑝,𝑞
𝑚 (R2𝑑)

We then apply Proposition F.2.4 to get

‖𝔙𝑆 (𝜓)‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2) ≤ 𝐶𝑚𝑣 ‖𝜓‖𝑀 𝑝,𝑞

𝑚

∞∑︁
𝑛=1
‖b𝑛‖𝐿2 ‖𝜙𝑛‖𝑀 1

𝑣
.

Using the definition of ‖𝑆∗‖N from (F.3.2) we get that

‖𝔙𝑆 (𝜓)‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2) ≤ 𝐶𝑚𝑣 ‖𝑆∗‖N ‖𝜓‖𝑀 𝑝,𝑞

𝑚
. �

In order to give a sensible definition of 𝔙∗
𝑆
(Ψ) for Ψ ∈ 𝐿 𝑝,𝑞𝑚 (R2𝑑; 𝐿2), we will

need Hölder’s inequality for the mixed-norm spaces 𝐿 𝑝,𝑞𝑚 (R2𝑑) [30, 131]: given
𝐹 ∈ 𝐿 𝑝,𝑞𝑚 (R2𝑑) and 𝐺 ∈ 𝐿 𝑝

′,𝑞′

1/𝑚 (R
2𝑑) for 1 ≤ 𝑝, 𝑞 ≤ ∞, then 𝐹 ·𝐺 ∈ 𝐿1(R2𝑑) with∫

R2𝑑
|𝐹 (𝑧)𝐺 (𝑧) | 𝑑𝑧 ≤ ‖𝐹‖𝐿𝑝,𝑞

𝑚
‖𝐺‖

𝐿
𝑝′,𝑞′
1/𝑚

. (F.5.2)

For any Ψ ∈ 𝐿 𝑝,𝑞𝑚 (R2𝑑; 𝐿2) we then define 𝔙∗
𝑆
(Ψ) as an element of 𝑀∞1/𝑣 (R

𝑑)
by duality:〈

𝔙∗𝑆 (Ψ), 𝜙
〉
𝑀∞1/𝑣 ,𝑀

1
𝑣

:=
∫
R2𝑑
〈Ψ(𝑧),𝔙𝑆 (𝜙) (𝑧)〉𝐿2 𝑑𝑧 for all 𝜙 ∈ 𝑀1

𝑣 (R𝑑).

To see that this actually defines a bounded linear functional on 𝑀1
𝑣 (R𝑑), we can use

Cauchy-Schwartz, (F.5.2) and Lemma F.5.2 to find that∫
R2𝑑
| 〈Ψ(𝑧),𝔙𝑆 (𝜙) (𝑧)〉𝐿2 | 𝑑𝑧 ≤

∫
R2𝑑
‖Ψ(𝑧)‖𝐿2 ‖𝔙𝑆 (𝜙) (𝑧)‖𝐿2 𝑑𝑧

≤ ‖Ψ‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2) ‖𝔙𝑆 (𝜙)‖𝐿𝑝′,𝑞′

1/𝑚 (R2𝑑 ;𝐿2)

≤ ‖Ψ‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2)𝐶

𝑚
𝑣 ‖𝑆∗‖N ‖𝜙‖𝑀 𝑝′,𝑞′

1/𝑚

. ‖Ψ‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2)𝐶

𝑚
𝑣 ‖𝑆∗‖N ‖𝜙‖𝑀 1

𝑣
,
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where the last inequality uses that 𝑀1
𝑣 (R𝑑) ↩→ 𝑀

𝑝,𝑞
𝑚 (R𝑑) for all 1 ≤ 𝑝, 𝑞 ≤ ∞ and

all 𝑣-moderate weights 𝑚. The reader should observe that this definition agrees
with our original definition (F.4.1) when Ψ ∈ 𝐿2(R2𝑑; 𝐿2).

Lemma F.5.3. Let 𝑚 be a 𝑣-moderate weight. For any 1 ≤ 𝑝, 𝑞 ≤ ∞, the map 𝔙∗
𝑆

is a bounded, linear map from 𝐿
𝑝,𝑞
𝑚 (R2𝑑; 𝐿2) to 𝑀 𝑝,𝑞

𝑚 (R𝑑), with

‖𝔙∗𝑆 (Ψ)‖𝑀 𝑝,𝑞
𝑚
≤ ‖Ψ‖𝐿𝑝,𝑞

𝑚 (R2𝑑 ;𝐿2) · 𝐶𝑚𝑣 · ‖𝑆∗‖N · ‖𝜑0‖𝑀 1
𝑣
.

Proof. As a short preparation, we consider 𝔙𝑆 (𝜋(𝑧)𝜙) for 𝜙 ∈ 𝐿2(R𝑑). By
definition

𝔙𝑆 (𝜋(𝑧)𝜙) (𝑧′) = 𝑆𝜋(𝑧′)∗𝜋(𝑧)𝜙 = 𝑆[𝜋(𝑧)∗𝜋(𝑧′)]∗𝜙.
With 𝑧 = (𝑥, 𝜔) and 𝑧′ = (𝑥 ′, 𝜔′), we find using (F.2.1) and (F.2.2) that

𝔙𝑆 (𝜋(𝑧)𝜙) (𝑧′) = 𝑆[𝑒2𝜋𝑖𝑥 · (𝜔′−𝜔)𝜋(𝑧′ − 𝑧)]∗𝜙 = 𝑒2𝜋𝑖𝑥 · (𝜔−𝜔′)𝔙𝑆 (𝜙) (𝑧′ − 𝑧).
(F.5.3)

Recall that 𝜑0 is the 𝐿2-normalized Gaussian on R𝑑 , and that the norm on
𝑀
𝑝,𝑞
𝑚 (R𝑑) is given by ‖𝜓‖𝑀 𝑝,𝑞

𝑚
= ‖𝑉𝜑0𝜓‖𝐿𝑝,𝑞

𝑚
. We therefore calculate that

|𝑉𝜑0 (𝔙∗𝑆 (Ψ)) (𝑧) | = |
〈
𝔙∗𝑆 (Ψ), 𝜋(𝑧)𝜑0

〉
𝑀∞1/𝑣 ,𝑀

1
𝑣
|

=

����∫
R2𝑑
〈Ψ(𝑧′),𝔙𝑆 (𝜋(𝑧)𝜑0) (𝑧′)〉𝐿2 𝑑𝑧

′
����

≤
∫
R2𝑑
| 〈Ψ(𝑧′),𝔙𝑆 (𝜋(𝑧)𝜑0) (𝑧′)〉𝐿2 | 𝑑𝑧′

≤
∫
R2𝑑
‖Ψ(𝑧′)‖𝐿2 ‖𝔙𝑆 (𝜋(𝑧)𝜑0) (𝑧′)‖𝐿2 𝑑𝑧′

=

∫
R2𝑑
‖Ψ(𝑧′)‖𝐿2 ‖𝔙𝑆 (𝜑0) (𝑧′ − 𝑧)‖𝐿2 𝑑𝑧′ by (F.5.3).

By [131, Prop. 11.1.3] the space 𝐿 𝑝,𝑞𝑚 (R2𝑑) satisfies the convolution relation

‖𝐹 ∗ 𝐺‖𝐿𝑝,𝑞
𝑚
≤ ‖𝐹‖𝐿𝑝,𝑞

𝑚
‖𝐺‖𝐿1

𝑣
(F.5.4)

for 𝐹 ∈ 𝐿
𝑝,𝑞
𝑚 (R2𝑑) and 𝐺 ∈ 𝐿1

𝑣 (R2𝑑). With 𝐹 (𝑧) = ‖Ψ(𝑧)‖𝐿2 and 𝐺 (𝑧) =

‖𝔙𝑆 (𝜑0) (−𝑧)‖𝐿2 the calculation above states that

|𝑉𝜑0 (𝔙∗𝑆 (Ψ)) (𝑧) | ≤ 𝐹 ∗ 𝐺 (𝑧),

which in light of (F.5.4) gives

‖𝑉𝜑0 (𝔙∗𝑆Ψ)‖𝐿𝑝,𝑞
𝑚
≤ ‖𝐹‖𝐿𝑝,𝑞

𝑚
‖𝐺‖𝐿1

𝑣

= ‖Ψ‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2) ‖𝔙𝑆 (𝜑0)‖𝐿1

𝑣 (R2𝑑 ;𝐿2)

≤ ‖Ψ‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2)𝐶

𝑚
𝑣 ‖𝑆∗‖N ‖𝜑0‖𝑀 1

𝑣
,
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where we have used Lemma F.5.2 in the last step. The reader should also note that
‖𝔙𝑆 (𝜑0)‖𝐿1

𝑣 (R2𝑑 ;𝐿2) = ‖𝐺‖𝐿1
𝑣

is a straightforward computation, but relies on our
assumption that 𝑣(−𝑧) = 𝑣(𝑧). �

Finally, we also need that the inversion formula 𝔙∗
𝑆
𝔙𝑆𝜓 = ‖𝑆‖2HS𝜓 from

Lemma F.4.2 remains valid on the other modulation spaces.

Lemma F.5.4. Let 𝜓 ∈ 𝑀∞1/𝑣 (R
2𝑑). Then ‖𝑆‖2HS · 𝜓 = 𝔙∗

𝑆
𝔙𝑆 (𝜓).

Proof. We need to show that for 𝜙 ∈ 𝑀1
𝑣 (R𝑑) we have〈

𝔙∗𝑆𝔙𝑆𝜓, 𝜙
〉
𝑀∞1/𝑣 ,𝑀

1
𝑣
= ‖𝑆‖2HS 〈𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
.

As a preliminary step, we rewrite the left hand side of this expression in a way that
involves explictly the action of 𝜓 as a functional:〈

𝔙∗𝑆𝔙𝑆 (𝜓), 𝜙
〉
𝑀∞1/𝑣 ,𝑀

1
𝑣
=

∫
R2𝑑
〈𝔙𝑆 (𝜓) (𝑧),𝔙𝑆 (𝜙) (𝑧)〉𝐿2 𝑑𝑧

=

∫
R2𝑑
〈𝑆𝜋(𝑧)∗𝜓, 𝑆𝜋(𝑧)∗𝜙〉𝐿2 𝑑𝑧

=

∫
R2𝑑
〈𝜋(𝑧)∗𝜓, 𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧 by (F.3.6)

=

∫
R2𝑑
〈𝜓, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧 by (F.5.1).

Hence it suffices to show that∫
R2𝑑
〈𝜓, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧 = ‖𝑆‖2HS 〈𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
.

When 𝜓 ∈ 𝐿2(R𝑑) ⊂ 𝑀∞1/𝑣 (R
𝑑), this holds by Lemma F.4.2. To proceed, we

will use that for any 𝜓 ∈ 𝑀∞1/𝑣 (R
𝑑) there exists a sequence {𝜓𝑛}∞𝑛=1 in 𝐿2(R𝑑)

with ‖𝜓𝑛‖𝑀∞1/𝑣 . ‖𝜓‖𝑀∞1/𝑣 such that 𝜓𝑛 converges to 𝜓 in the weak* topology of
𝑀∞1/𝑣 (R

𝑑) as 𝑛→∞; a construction of such a sequence may be found in the proof
of [87, Cor. 7]. Let us define

Ξ𝑛 := ‖𝑆‖2HS 〈𝜓𝑛, 𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣

=

∫
R2𝑑
〈𝜓𝑛, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧.

Using the upper expression for Ξ𝑛 above, we have that Ξ𝑛 → ‖𝑆‖2HS 〈𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣

as 𝑛→∞ by the weak* convergence of 𝜓𝑛 to 𝜓. Using the lower expression, we
find – assuming for now that the limit may be taken inside the integral – that
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lim
𝑛→∞

Ξ𝑛 = lim
𝑛→∞

∫
R2𝑑
〈𝜓𝑛, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧

=

∫
R2𝑑

lim
𝑛→∞
〈𝜓𝑛, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧

=

∫
R2𝑑
〈𝜓, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧.

Hence we have shown that∫
R2𝑑
〈𝜓, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
𝑑𝑧 = lim

𝑛→∞
Ξ𝑛 = ‖𝑆‖2HS 〈𝜓, 𝜙〉𝑀∞1/𝑣 ,𝑀 1

𝑣
,

which means that we are done once the interchange of the limit and integral has
been justified. For each 𝑛 we may bound the integrand by

| 〈𝜓𝑛, 𝜋(𝑧)𝑆∗𝑆𝜋(𝑧)∗𝜙〉𝑀∞1/𝑣 ,𝑀 1
𝑣
| ≤ ‖𝜓𝑛‖𝑀∞1/𝑣 · ‖𝜋(𝑧)𝑆

∗𝑆𝜋(𝑧)∗𝜙‖𝑀 1
𝑣

. ‖𝜓‖𝑀∞1/𝑣 · 𝑣(𝑧) · ‖𝑆
∗‖N · ‖𝑆𝜋(𝑧)∗𝜙‖𝐿2

= ‖𝜓‖𝑀∞1/𝑣 · ‖𝑆
∗‖N · 𝑣(𝑧) · ‖𝔙𝑆 (𝜙) (𝑧)‖𝐿2 ,

where we use (F.2.4) and (F.3.4) to move to the second line. Since 𝜙 ∈ 𝑀1
𝑣 (R𝑑), it

follows by Lemma F.5.2 that 𝑧 ↦→ 𝑣(𝑧) · ‖𝔙𝑆 (𝜙) (𝑧)‖𝐿2 is an integrable function.
Hence we may apply the dominated convergence theorem. �

The proof of Theorem F.5.1 is now straightforward.

Proof of Theorem F.5.1. The upper bound

‖𝔙𝑆 (𝜓)‖𝐿𝑝,𝑞
𝑚 (R2𝑑 ;𝐿2) ≤ 𝐶𝑚𝑣 ‖𝑆∗‖N · ‖𝜓‖𝑀 𝑝,𝑞

𝑚

is the content of Lemma F.5.2. By the inversion formula and Lemma F.5.3 we obtain

‖𝜓‖𝑀 𝑝,𝑞
𝑚

=
1

‖𝑆‖2HS
‖𝔙∗𝑆𝔙𝑆𝜓‖𝑀 𝑝,𝑞

𝑚
≤
𝐶𝑚𝑣 ‖𝑆∗‖N · ‖𝜑0‖𝑀 1

𝑣

‖𝑆‖2HS
‖𝔙𝑆 (𝜓)‖𝐿𝑝,𝑞

𝑚 (R2𝑑 ;𝐿2) ,

which implies the lower bound. �

Remark F.5. A different proof of a lower bound, more in line with the arguments in
the proof of [143, Prop. 2.2] (see Section F.6 for more on this result), is to use that
𝑆 has a singular value decomposition

𝑆 =

∞∑︁
𝑛=1

_𝑛[𝑛 ⊗ b𝑛,
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where _𝑛 is a summable sequence of non-negative numbers and {[}∞
𝑛=1, {b𝑛}∞𝑛=1 are

orthonormal sequences in 𝐿2(R𝑑). It is easy to check that since 𝑆∗ is bounded from
𝐿2(R𝑑) to 𝑀1

𝑣 (R𝑑), we must have b𝑛 ∈ 𝑀1
𝑣 (R𝑑) for all 𝑛 ∈ N. Then we find that

‖𝑆𝜋(𝑧)∗𝜓‖2
𝐿2 =

 ∞∑︁
𝑛=1

_𝑛𝑉b𝑛𝜓(𝑧)𝜙𝑛

2

𝐿2

=

∞∑︁
𝑛=1

_2
𝑛 |𝑉b𝑛𝜓(𝑧) |2.

Hence ‖𝑆𝜋(𝑧)∗𝜓‖𝐿2 ≥ _1 |𝑉b1𝜓(𝑧) |, which leads to a lower bound by Theorem
F.2.3. We have chosen to prove the lower bound in terms of 𝔙∗

𝑆
to emphasize the

interpretation of our results as an STFT with operators as windows.

As a first example we make sure that our result includes the well-known window
independence from Theorem F.2.3 as a special case.

Example F.5.1. As in Example F.3.3, we consider {𝜙𝑛}𝑁𝑛=1 ⊂ 𝑀
1
𝑣 (R𝑑), let {b𝑛}𝑁𝑛=1

be an orthonormal set in 𝐿2(R𝑑) and define 𝑆 =
∑𝑁
𝑛=1 b𝑛 ⊗ 𝜙𝑛. For 𝜓 ∈ 𝑀∞1/𝑣 (R

𝑑)
we then have

𝔙𝑆 (𝜓) (𝑧) =
𝑁∑︁
𝑛=1

𝑉𝜙𝑛𝜓(𝑧)b𝑛.

By the orthonormality of the b𝑛’s we therefore have

‖𝔙𝑆 (𝜓) (𝑧)‖2𝐿2 =

𝑁∑︁
𝑛=1
|𝑉𝜙𝑛𝜓(𝑧) |2.

It follows by Theorem F.5.1 that

𝐶lower · ‖𝜓‖𝑀 𝑝,𝑞
𝑚
≤


√√√

𝑁∑︁
𝑛=1
|𝑉𝜙𝑛𝜓 |2


𝐿
𝑝,𝑞
𝑚

≤ 𝐶upper · ‖𝜓‖𝑀 𝑝,𝑞
𝑚
.

In particular, if 𝑁 = 1 we recover Theorem F.2.3 in the form

𝐶lower · ‖𝜓‖𝑀 𝑝,𝑞
𝑚
≤

𝑉𝜙1𝜓

𝐿
𝑝,𝑞
𝑚
≤ 𝐶upper · ‖𝜓‖𝑀 𝑝,𝑞

𝑚
,

and it is easy to show that in this case

𝐶upper = 𝐶
𝑚
𝑣 · ‖𝜙1‖𝑀 1

𝑣

𝐶lower = ‖𝜙1‖2𝐿2 · (𝐶𝑚𝑣 · ‖𝜙1‖𝑀 1
𝑣
· ‖𝜑0‖𝑀 1

𝑣
)−1.
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F.6 The Weyl calculus and Bony-Chemin spaces

In Section F.3.1 we defined Hilbert-Schmidt operators as integral operators, but any
Hilbert-Schmidt operator can also be described as a Weyl operator. To define Weyl
operators, we first introduce the cross-Wigner distribution of 𝜙, 𝜓 ∈ 𝐿2(R𝑑), which
is the function

𝑊 (𝜓, 𝜙) (𝑥, 𝜔) =
∫
R𝑑
𝜓(𝑥 + 𝑡/2)𝜙(𝑥 − 𝑡/2)𝑒−2𝜋𝑖𝜔 ·𝑡 𝑑𝑡 for 𝑥, 𝜔 ∈ R𝑑 . (F.6.1)

When 𝜓 = 𝜙 we write 𝑊 (𝜓) = 𝑊 (𝜓, 𝜓). Given 𝑎 ∈ 𝐿2(R2𝑑), we can define the
Weyl operator 𝐿𝑎 ∈ HS by requiring that

〈𝐿𝑎𝜙, 𝜓〉𝐿2 = 〈𝑎,𝑊 (𝜓, 𝜙)〉𝐿2 for all 𝜓, 𝜙 ∈ 𝐿2(R𝑑).

The operator 𝐿𝑎 is called the Weyl transform of 𝑎, and 𝑎 is the Weyl symbol of 𝐿𝑎 . It
is well-known that the Weyl transform 𝑎 ↦→ 𝐿𝑎 is unitary from 𝐿2(R2𝑑) to HS. In
particular, every 𝑇 ∈ HS has a unique Weyl symbol 𝑎 ∈ 𝐿2(R2𝑑) such that 𝑇 = 𝐿𝑎 .

An interesting property of the Weyl symbol is its interaction with the time-
frequency shifts. In fact, we have by [203, Lem. 3.2] that

𝜋(𝑧)𝐿𝑎𝜋(𝑧)∗ = 𝐿𝑇𝑧 (𝑎) ,

where 𝑇𝑧 𝑓 (𝑧′) = 𝑓 (𝑧′− 𝑧) for functions 𝑓 on R2𝑑 . Since 𝜋(𝑧) is unitary on 𝐿2(R𝑑),
this means that for 𝑎 ∈ 𝐿2(R2𝑑) we have

‖𝔙𝐿𝑎𝜓(𝑧)‖𝐿2 = ‖𝜋(𝑧)𝐿𝑎𝜋(𝑧)∗𝜓‖𝐿2 = ‖𝐿𝑇𝑧 (𝑎)𝜓‖𝐿2 .

We may therefore reformulate Theorem F.5.1 in terms of the Weyl transform.

Theorem F.6.1. Let 0 ≠ 𝑎 ∈ 𝐿2(R2𝑑) such that (𝐿𝑎)∗ ∈ N (𝐿2, 𝑀1
𝑣 ). For any

1 ≤ 𝑝, 𝑞 ≤ ∞ and 𝑣-moderate weight 𝑚, we have

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

(∫
R𝑑

(∫
R𝑑
‖𝐿𝑇(𝑥,𝜔) (𝑎)𝜓‖

𝑝

𝐿2𝑚(𝑥, 𝜔) 𝑝 𝑑𝑥
)𝑞/𝑝

𝑑𝜔

) 1
𝑞

.

The above theorem generalizes a result by Gröchenig and Toft in [143, Prop.
2.2], who showed that the the middle expression above defines an equivalent norm
on 𝑀2

𝑚(R𝑑), i.e.

‖𝜓‖2
𝑀 2

𝑚
�

∫
R𝑑

∫
R𝑑
‖𝐿𝑇(𝑥,𝜔) (𝑎)𝜓‖

2
𝐿2𝑚(𝑥, 𝜔)2 𝑑𝑥𝑑𝜔, (F.6.2)

under the assumptions that 𝑚 is of polynomial growth and 𝑎 is a Schwartz function
(stronger conditions are stated in [143], but their proof uses only that 𝑎 ∈ 𝒮(R𝑑)).
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In fact, it is shown in [143] that the space of 𝜓 ∈ 𝒮′(R𝑑) such that the right hand
side of (F.6.2) is finite coincides with a space 𝐻 (𝑚, 𝑔) introduced by Bony and
Chemin [51, Def. 5.1] when 𝑔 is the standard Euclidean metric on R2𝑑 . Hence
(F.6.2) states that 𝐻 (𝑚, 𝑔) = 𝑀2

𝑚(R𝑑) with equivalent norms.
Theorem F.6.1 extends (F.6.2) in several directions. It extends from 𝑝 = 𝑞 = 2

to any 1 ≤ 𝑝, 𝑞 ≤ ∞ and from polynomial weights to general 𝑣-moderate weights.
Our requirements on the Weyl symbol 𝑎 are also weaker, although this is slightly
obscured by the mysterious requirement that (𝐿𝑎)∗ ∈ N (𝐿2, 𝑀1

𝑣 ). By Proposition
F.3.3 the condition 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ) means that the integral kernel 𝑘𝑆 belongs to
the projective tensor product 𝐿2(R𝑑)⊗̂𝑀1

𝑣 (R𝑑), and the Weyl symbol 𝑎 and 𝑘𝑆 are
related by [154]

𝑘𝑆 (𝑥, 𝑦) =
∫
R𝑑
𝑎

(𝑥 + 𝑦
2

, 𝜔

)
𝑒2𝜋𝑖𝜔 · (𝑥−𝑦) 𝑑𝜔. (F.6.3)

Understanding the condition (𝐿𝑎)∗ ∈ N (𝐿2, 𝑀1
𝑣 ) thus boils down to understanding

what assumptions we need on 𝑎 to ensure that the kernel 𝑘𝑆 in (F.6.3) belongs to
𝐿2(R𝑑)⊗̂𝑀1

𝑣 (R𝑑).

F.6.1 Polynomial weights

By restricting our attention to polynomial weights 𝑣𝑠 (𝑧) = (1 + |𝑧 |2)𝑠/2 for 𝑠 ≥ 0,
we obtain some sufficient conditions for (𝐿𝑎)∗ ∈ N (𝐿2, 𝑀1

𝑣𝑠
), so that Theorem

F.6.1 holds.

Example F.6.1 (Schwartz symbols). If 𝑣 = 𝑣𝑠 for 𝑠 ≥ 0, we know from Example
F.3.1 that the Schwartz operators 𝔖, i.e. operators 𝑇 with 𝑘𝑇 ∈ 𝒮(R2𝑑), form a
subspace of N (𝐿2, 𝑀1

𝑣 ). Furthermore, the space 𝔖 is closed under taking adjoints,
and may equivalently be described as the Weyl operators 𝐿𝑎 with 𝑎 ∈ 𝒮(R2𝑑) [179].
Taken together, this means that 𝑎 ∈ 𝔖 implies (𝐿𝑎)∗ ∈ 𝔖 ⊂ N (𝐿2, 𝑀1

𝑣𝑠
). Thus

Theorem F.6.1 applies for all Schwartz functions 𝑎.

We then prove a slightly more refined result. Below we denote by 𝑣4𝑑
𝑠 the weight

function on R4𝑑 given by 𝑣4𝑑
𝑠 (𝑧, Z) = (1 + |𝑧 |2 + |Z |2)𝑠/2.

Proposition F.6.2. If 𝑎 ∈ 𝑀1
𝑣4𝑑

2𝑠
(R2𝑑) for 𝑠 ≥ 0, then (𝐿𝑎)∗ ∈ N (𝐿2;𝑀1

𝑣𝑠
). Hence

Theorem F.6.1 applies with 𝑣 = 𝑣𝑠.

Proof. Recall from equation (F.3.8) that with 𝑣𝑠 ⊗̃𝑣𝑠 (𝑥1, 𝑥2, 𝜔1, 𝜔2) = 𝑣𝑠 (𝑥1, 𝜔1) ·
𝑣𝑠 (𝑥2, 𝜔2), we have the equality 𝑀1

𝑣𝑠 ⊗̃𝑣𝑠
(R2𝑑) = 𝑀1

𝑣𝑠
(R𝑑)⊗̂𝑀1

𝑣𝑠
(R𝑑). One easily

checks that 𝑣𝑠 ⊗̃𝑣𝑠 . 𝑣4𝑑
2𝑠 , which implies by part b) of Proposition F.2.2 and

Proposition F.3.3 that

𝑀1
𝑣4𝑑

2𝑠
(R2𝑑) ↩→ 𝑀1

𝑣𝑠 ⊗̃𝑣𝑠 (R
2𝑑) = 𝑀1

𝑣𝑠
(R𝑑)⊗̂𝑀1

𝑣𝑠
(R𝑑) ↩→ 𝐿2(R𝑑)⊗̂𝑀1

𝑣𝑠
(R𝑑).
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By [154, Prop. 7.4.1], if 𝑎 ∈ 𝑀1
𝑣4𝑑

2𝑠
(R2𝑑) then the integral kernel 𝑘𝐿𝑎 also

satisfies 𝑘𝐿𝑎 ∈ 𝑀1
𝑣4𝑑

2𝑠
(R2𝑑). By the chain of inclusions above, it follows that

𝑘𝐿𝑎 ∈ 𝐿2(R𝑑)⊗̂𝑀1
𝑣𝑠
(R𝑑), which implies (𝐿𝑎)∗ ∈ N (𝐿2, 𝑀1

𝑣𝑠
) by Proposition

F.3.3. �

When 𝑠 = 0 the condition above is rather weak, as 𝑀1(R2𝑑) even contains
non-differentiable functions.

F.7 Cohen’s class

Another interesting interpretation of Theorem F.5.1 is in terms of Cohen’s class of
time-frequency distributions introduced by Cohen in [59]. Typically the definition
of the Cohen’s class distribution 𝑄𝑎 associated with 𝑎 ∈ 𝒮′(R2𝑑) is that [131]

𝑄𝑎 (𝜓) = 𝑎 ∗𝑊 (𝜓) for any 𝜓 ∈ 𝒮(R𝑑). (F.7.1)

One can show that 𝜓 ∈ 𝒮(R𝑑) implies that 𝑊 (𝜓) ∈ 𝒮(R2𝑑), so (F.7.1) is well-
defined as the convolution of a tempered distribution with a Schwartz function.
All our examples will satisfy 𝑎 ∈ 𝐿2(R2𝑑), and in this case 𝑄𝑎 (𝜓) is defined by
(F.7.1) for any 𝜓 ∈ 𝐿2(R𝑑), as a slight modification of Moyal’s identity gives that
𝑊 (𝜓) ∈ 𝐿2(R2𝑑), so (F.7.1) is well-defined by Young’s inequality.

In [204] we have given an alternative description of Cohen’s class. Given a
Hilbert-Schmidt operator 𝑇 ∈ HS, we define the Cohen’s class distribution 𝑄𝑇
associated with 𝑇 by

𝑄𝑇 (𝜓) (𝑧) = 〈𝑇𝜋(𝑧)∗𝜓, 𝜋(𝑧)∗𝜓〉𝐿2 . (F.7.2)

Any Cohen class distribution𝑄𝑎 for 𝑎 ∈ 𝐿2(R2𝑑) can equivalently be described
using (F.7.2), since it follows from [204, Prop. 7.1] that

𝑄𝑎 (𝜓) = 𝑄𝐿�̌� (𝜓),

where 𝐿 denotes the Weyl transform and �̌�(𝑧) = 𝑎(−𝑧). From now on we will
therefore write Cohen’s class distributions in the form 𝑄𝑇 for 𝑇 ∈ HS rather than
using (F.7.1).

In light of (F.7.2) we clearly have the relation

‖𝔙𝑆 (𝜓) (𝑧)‖2𝐿2 = 〈𝑆𝜋(𝑧)∗𝜓, 𝑆𝜋(𝑧)∗𝜓〉𝐿2 = 𝑄𝑆∗𝑆 (𝜓) (𝑧). (F.7.3)

Hence ‖𝔙𝑆 (𝜓) (𝑧)‖2𝐿2 =
√︁
𝑄𝑆∗𝑆 (𝜓) (𝑧), and we see that another reinterpretation

of Theorem F.5.1 is the following.
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Theorem F.7.1. Let 0 ≠ 𝑆 ∈ HS such that 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ). For any 1 ≤ 𝑝, 𝑞 ≤ ∞

and 𝑣-moderate weight 𝑚, we have

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

√︁𝑄𝑆∗𝑆 (𝜓)
𝐿
𝑝,𝑞
𝑚 (R2𝑑)

.

Example F.7.1 (Spectrograms). To see why the square root appears in Theorem
F.7.1, it is worth recalling the simple case of 𝑆 = b ⊗ 𝜙 for some 0 ≠ 𝜙 ∈ 𝑀1

𝑣 (R𝑑)
and ‖b‖𝐿2 = 1. Then 𝑆∗𝑆 = 𝜙 ⊗ 𝜙, and one may check that

𝑄𝑆∗𝑆 (𝜓) (𝑧) = |𝑉𝜙𝜓(𝑧) |2.

This is the so-called spectrogram of 𝜓 with window 𝜙, and we know from Theorem
F.2.3 that ‖𝜓‖𝑀 𝑝,𝑞

𝑚
� ‖𝑉𝜙𝜓‖𝐿𝑝,𝑞

𝑚
, hence we need the square root in Theorem F.7.1.

Remark F.6. We have skipped one technical detail in the Theorem F.7.1 above, namely
how to interpret 𝑄𝑇 (𝜓) for 𝜓 ∈ 𝑀∞1/𝑣 (R

2𝑑). This is certainly not immediately
covered by (F.7.1) or (F.7.2). We solve this issue by rewriting 𝑄𝑇 (𝜓) to

𝑄𝑇 (𝜓) = 〈𝜋(𝑧)∗𝜓,𝑇∗𝜋(𝑧)∗𝜓〉𝐿2

and then replacing the bracket by duality:

𝑄𝑇 (𝜓) := 〈𝜋(𝑧)∗𝜓,𝑇∗𝜋(𝑧)∗𝜓〉𝑀∞1/𝑣 ,𝑀 1
𝑣
. (F.7.4)

This defines𝑄𝑇 (𝜓) for 𝜓 ∈ 𝑀∞1/𝑣 (R
2𝑑) whenever 𝑇∗ maps 𝑀∞1/𝑣 (R

𝑑) into 𝑀1
𝑣 (R𝑑),

which is true if 𝑇 = 𝑆∗𝑆 for 𝑆∗ ∈ N (𝐿2, 𝑀1
𝑣 ) or if 𝑘𝑇 ∈ 𝑀1

𝑣⊗𝑣 (R2𝑑), see [236, Prop.
4.1] for a proof. It is straightforward to check that (F.7.2) and (F.7.4) agree when
𝜓 ∈ 𝐿2(R𝑑), and that 𝑄𝑇 (𝜓) (𝑧) = ‖𝔙𝑆 (𝜓) (𝑧)‖2𝐿2 when 𝑇 = 𝑆∗𝑆.

F.7.1 On positive Cohen class distributions

The reader will not fail to notice that the Cohen class distributions for which
Theorem F.7.1 applies are of a particular kind, namely of the form 𝑄𝑇 for 𝑇 = 𝑆∗𝑆
with 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ).
The condition 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ) may be interpreted as requiring a certain time-
frequency localization for 𝑄𝑆∗𝑆 , as one can show that 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ) implies that
the integral kernel 𝑘𝑆∗𝑆 belongs to 𝑀1

𝑣 (R𝑑)⊗̂𝑀1
𝑣 (R𝑑). If 𝑆 = b ⊗ 𝜙 for ‖b‖𝐿2 = 1,

which we know from Example F.5.1 corresponds to choosing the window 𝜙 for the
modulation spaces, then 𝑆∗𝑆 = 𝜙⊗𝜙, which has integral kernel in𝑀1

𝑣 (R𝑑)⊗̂𝑀1
𝑣 (R𝑑)

precisely when 𝜙 ∈ 𝑀1
𝑣 (R𝑑). Hence requiring 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ) seems like a natural
generalization of the assumption in Theorem F.2.3 that windows 𝜙 for modulation
spaces need to satisfy 𝜙 ∈ 𝑀1

𝑣 (R𝑑).
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In addition, the fact that 𝑇 = 𝑆∗𝑆 means that 𝑇 is a positive operator. By [204,
Prop. 7.3], this is equivalent to𝑄𝑇 (𝜓) being a positive function for each𝜓 ∈ 𝐿2(R𝑑).
This assumption cannot simply be replaced by considering |𝑄𝑇 (𝜓) |, as the following
example shows.

Example F.7.2. Let 𝜙1 and 𝜙2 be compactly supported functions in 𝒮(R𝑑) such
that their supports do not overlap. Define 𝑇 = 𝜙1 ⊗ 𝜙2. Then the integral kernel (or
equivalently the Weyl symbol) of𝑇 belongs to𝒮(R2𝑑), and has good time-frequency
localization in this sense. However, 𝑇 is not a positive operator as 𝜙1 ≠ 𝜙2, and
Theorem F.7.1 fails when replacing 𝑄𝑆∗𝑆 by |𝑄𝑇 |: for instance, one easily finds
using that (F.7.4) that when 𝛿 is the Dirac delta distribution

𝑄𝑇 (𝛿) (𝑧) = 𝜙1(𝑥)𝜙2(𝑥) ≡ 0.

An obvious question is whether the positivity and good time-frequency properties
exhibited by 𝑄𝑆∗𝑆 when 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ) are sufficient for Theorem F.7.1 to hold:

If 𝑇 ∈ HS has integral kernel in 𝑀1
𝑣 (R𝑑)⊗̂𝑀1

𝑣 (R𝑑) and is a positive
operator on 𝐿2(R𝑑), does a version of Theorem F.7.1 hold with 𝑄𝑆∗𝑆
replaced by 𝑄𝑇 ?

As a first step in this direction, we note that the statement is true if 𝑇 ∈ 𝔖, i.e.
if 𝑘𝑇 ∈ 𝒮(R2𝑑), as [179, Prop. 3.15] states that if 𝑇 ∈ 𝔖 is positive, then

√
𝑇 ∈ 𝔖.

Theorem F.7.2. Let 𝑇 ∈ 𝔖 be a positive operator, and assume that 𝑣 grows at most
polynomially. Then, for any 1 ≤ 𝑝, 𝑞 ≤ ∞ and 𝑣-moderate weight 𝑚, we have

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

√︁𝑄𝑇 (𝜓)
𝐿
𝑝,𝑞
𝑚

.

Proof. As noted, 𝑆 :=
√
𝑇 ∈ 𝔖. Then 𝑇 = 𝑆∗𝑆, and we saw in Example F.3.1 that

𝑆 ∈ 𝔖 implies that 𝑆 ∈ N (𝐿2, 𝑀1
𝑣 ) under the assumption that 𝑣 grows at most

polynomially. The result therefore follows by Theorem F.7.1. �

This theorem can also be formulated using the classic definition (F.7.1) of
Cohen’s class. In this formulation it states that if 𝑎 ∈ 𝒮(R2𝑑) and 𝑄𝑎 (𝜓) is a
positive function for each 𝜓 ∈ 𝐿2(R𝑑), then ‖𝜓‖𝑀 𝑝,𝑞

𝑚
� ‖

√︁
𝑄𝑎 (𝜓)‖𝐿𝑝,𝑞

𝑚
.

A question for further research is then if the same holds for 𝑀1
𝑣⊗𝑣 (R2𝑑): if 𝑇 is

a positive operator with 𝑘𝑇 ∈ 𝑀1
𝑣⊗𝑣 (R2𝑑), what can we say about 𝑘√

𝑇
?

F.8 Examples: Localization operators

We now return to the localization operators considered in Section F.3.3 by choosing
𝑆 = A𝜑1,𝜑2

𝑓
with 𝜑1 ∈ 𝑀1

𝑣 (R𝑑), 𝜑2 ∈ 𝐿2(R𝑑) and 𝑓 ∈ 𝐿1
𝑣 (R2𝑑). Then 𝑆∗ ∈
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N (𝐿2, 𝑀1
𝑣 ) by Corollary F.3.4.1. To apply Theorem F.5.1 to this example, we first

note that a calculation gives

𝜋(𝑧)A𝜑1,𝜑2
𝑓

𝜋(𝑧)∗ = A𝜑1,𝜑2
𝑇𝑧 ( 𝑓 ) ,

i.e. conjugating the localization operator by 𝜋(𝑧) amounts to translating 𝑓 by 𝑧. As
we saw in Section F.6 we also have by the unitarity of 𝜋(𝑧) that

‖𝔙A𝜑1 ,𝜑2
𝑓

𝜓(𝑧)‖𝐿2 = ‖𝜋(𝑧)A𝜑1,𝜑2
𝑓

𝜋(𝑧)∗𝜓‖𝐿2 = ‖A𝜑1,𝜑2
𝑇𝑧 ( 𝑓 ) (𝜓)‖𝐿2 , (F.8.1)

hence we obtain the following from Theorem F.5.1.

Theorem F.8.1. Assume that 𝜑1 ∈ 𝑀1
𝑣 (R𝑑), 𝜑2 ∈ 𝐿2(R𝑑) and 𝑓 ∈ 𝐿1

𝑣 (R2𝑑). For
any 1 ≤ 𝑝, 𝑞 ≤ ∞ and 𝑣-moderate weight 𝑚, we have(∫

R𝑑

(∫
R𝑑

A𝜑1,𝜑2
𝑇(𝑥,𝜔) ( 𝑓 )

(𝜓)
𝑝
𝐿2
𝑚(𝑥, 𝜔) 𝑝 𝑑𝑥

)𝑞/𝑝
𝑑𝜔

)1/𝑞

� ‖𝜓‖𝑀 𝑝,𝑞
𝑚
,

where the integrals are replaced by supremums if 𝑝 = ∞ or 𝑞 = ∞.

In light of (F.7.3) and (F.8.1), we know thatA𝜑1,𝜑2
𝑇(𝑥,𝜔) ( 𝑓 )

(𝜓)
2

𝐿2
= 𝑄𝑇 (𝜓)

where𝑇 =

(
A𝜑1,𝜑2
𝑓

)∗
A𝜑1,𝜑2
𝑓

= A𝜑2,𝜑1

𝑓
A𝜑1,𝜑2
𝑓

. In this sense Theorem F.8.1 concerns
the study of a particular kind of Cohen’s class distribution.
Remark F.7. We mention that there is another line of research that leads to equivalent
norms for modulation spaces in terms of localization operators, see [1,50,143,144].
In this approach one considers weights function 𝑚, 𝑚0 and shows that under various
conditions on𝑚 the localization operatorA𝜑,𝜑

𝑚 is an isomorphism from𝑀
𝑝,𝑞
𝑚0 (R𝑑) to

𝑀
𝑝,𝑞

𝑚0/𝑚(R
𝑑). This implies a norm equivalence ‖𝜓‖𝑀 𝑝,𝑞

𝑚0
� ‖A𝜑,𝜑

𝑚 𝜓‖𝑀 𝑝,𝑞

𝑚0/𝑚
, which

is of a different nature than the one we consider.

F.8.1 Modulation spaces as time-frequency Wiener amalgam spaces

A consequence of Theorem F.8.1 is that we may interpret modulation spaces as a
time-frequency version of the so-called Wiener amalgam spaces [96]; a class of
function function spaces that have been closely tied to the development of modulation
spaces since the inception of the latter in [96]. To explain this interpretation, we
start by considering for 𝜑 ∈ 𝑀1

𝑣 (R𝑑) and 𝑓 ∈ 𝐿1
𝑣 (R2𝑑) the localization operator

A𝜑,𝜑

𝑓
(𝜓) =

∫
R2𝑑

𝑓 (𝑧)𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧. (F.8.2)
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In time-frequency analysis, when 𝜑 is well-localized in time and frequency
such as the Gaussian, the size of |𝑉𝜑𝜓(𝑥, 𝜔) | is interpreted as a measure of the
contribution of the frequency 𝜔 at time 𝑥 of the signal 𝜓. By the reconstruction
formula

𝜓 =
1
‖𝜑‖2

𝐿2

∫
R2𝑑

𝑉𝜑𝜓(𝑧)𝜋(𝑧)𝜑 𝑑𝑧 (F.8.3)

we can recover 𝜓 from 𝑉𝜑𝜓, and (F.8.2) finds a natural interpretation as a multipli-
cation operator in the time-frequency plane: we represent 𝜓 in the time-frequency
plane by forming 𝑉𝜑𝜓, but before we reconstruct 𝜓 from 𝑉𝜑𝜓 we multiply it by
𝑓 (𝑧). A particular choice of 𝑓 is to let 𝑓 be the characteristic function 𝜒Ω for some
compact subset Ω. Then

A𝜑,𝜑

𝑇𝑧 (𝜒Ω) (𝜓) =
∫
R2𝑑

𝜒𝑧+Ω(𝑧′)𝑉𝜑𝜓(𝑧′)𝜋(𝑧′)𝜓 𝑑𝑧′,

which in light of (F.8.3) may be interpreted as saying that A𝜑,𝜑

𝑇𝑧 (𝜒Ω) picks out the
component of 𝜓 localized in 𝑧 + Ω := {𝑧 + 𝑧′ : 𝑧′ ∈ Ω} in the time-frequency
plane. Theorem F.8.1 says that an equivalent norm on 𝑀 𝑝,𝑞

𝑚 (R𝑑) is given by first
measuring the local size of 𝜓 near 𝑧 in the time-frequency plane by ‖A𝜑,𝜑

𝑇𝑧 (𝜒Ω)𝜓‖𝐿2 ,
and then measuring the global properties of 𝜓 by taking the 𝐿 𝑝,𝑞𝑚 norm.

When 𝑝 = 𝑞, this parallels the definition of the Wiener amalgam space
𝑊 (𝐿2, 𝐿

𝑝
𝑤 ) with local component 𝐿2 and global component 𝐿 𝑝𝑤 . For a fixed,

compact domain 𝑄 ⊂ R𝑑 , the Wiener amalgam space𝑊 (𝐿2, 𝐿
𝑝
𝑤 ) for 1 ≤ 𝑝 ≤ ∞

and a weight function 𝑤 on R𝑑 consists of all functions 𝜓 : R𝑑 → C such that

‖𝜓‖𝑊 (𝐿2,𝐿𝑝,𝑞
𝑚 ) :=

(∫
R𝑑

𝜒𝑥+𝑄 · 𝜓𝑝
𝐿2 𝑤(𝑥) 𝑝 𝑑𝑥

)1/𝑝
.

Since we interpret A𝜑,𝜑

𝑇𝑧 (𝜒Ω) (𝜓) as 𝜓 localized to 𝑧 +Ω in the time-frequency plane
and 𝜒𝑥+𝑄 · 𝜓 is the localization of 𝜓 to 𝑥 + 𝑄 in time, Theorem F.8.1 says that
modulation spaces are the natural analogues of Wiener amalgam spaces when we
localize 𝜓 in the time-frequency plane using A𝜑,𝜑

𝜒Ω , not just in time by multiplying
with 𝜒𝑄. We have merely scratched the surface of Wiener amalgam spaces, and the
interested reader should consult the survey [153]. However, it is worth noting that
when the cutoff-function 𝜒𝑄 is replaced by a smooth cutoff-function 𝜙 satisfying∑
ℓ∈Z𝑑 𝑇ℓ (𝜙) ≡ 1, then an equivalent norm on𝑊 (𝐿2, 𝐿

𝑝
𝑚) is given by( ∑︁

ℓ∈Z𝑑
‖𝑇ℓ (𝜙) · 𝜓‖ 𝑝𝐿2𝑤(ℓ) 𝑝

)1/𝑝

.

The fact that modulation spaces have a similar discrete description has already been
shown by Dörfler, Feichtinger and Gröchenig in [85, 87] (also more generally by
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Romero [225]): if 𝑓 ∈ 𝐿1
𝑣 (R2𝑑) satisfies∑︁

( 𝑗 ,𝑘) ∈Z2𝑑

𝑇( 𝑗 ,𝑘) ( 𝑓 ) � 1,

then an equivalent norm on 𝑀 𝑝,𝑞
𝑚 (R𝑑) is given by

©«
∑︁
𝑘∈Z𝑑

©«
∑︁
𝑗∈Z𝑑
‖A𝜑,𝜑

𝑇( 𝑗,𝑘) ( 𝑓 )
(𝜓)‖ 𝑝

𝐿2𝑚( 𝑗 , 𝑘) 𝑝
ª®¬
𝑝/𝑞ª®®¬

1/𝑞

. (F.8.4)

The interpretation of modulation spaces as Wiener amalgam spaces in the time-
frequency plane does of course also follow from these earlier results, but we include
it here as the author was not able to locate an explicit formulation of this insight in
the literature. Finally, we remark that the local component 𝐿2 in𝑊 (𝐿2, 𝐿

𝑝
𝑤 ) can be

replaced by several other function spaces 𝑋 to obtain new Wiener amalgam spaces
𝑊 (𝑋, 𝐿 𝑝𝑚). One might therefore naturally replace the 𝐿2-norm in Theorem F.8.1 or
Theorem F.5.1 by another function space norm and investigate the resulting function
spaces, and Romero [225, Thm. 7] has shown that (F.8.4) still defines an equivalent
norm on 𝑀 𝑝,𝑞

𝑚 (R𝑑) when the 𝐿2-norm is replaced by the norm of any unweighted
modulation space 𝑀 𝑝0,𝑞0 (R𝑑).

F.8.2 Smoothing spectrograms

So far in this section we have picked 𝑆 to be a localization operator A𝜑1,𝜑2
𝑓

, which
corresponds to studying the Cohen’s class distribution 𝑄𝑇 for 𝑇 = A𝜑2,𝜑1

𝑓
A𝜑1,𝜑2
𝑓

.
However, we may also proceed as in Section F.7.1 and study the Cohen class
distribution 𝑄𝑇 for 𝑇 = A𝜑,𝜑

𝑓
, where 𝑓 ∈ 𝐿1

𝑣 (R2𝑑) is a non-negative function and
𝜓 ∈ 𝑀1

𝑣 (R𝑑). The fact that 𝑓 is non-negative implies that 𝑇 is a positive operator,
and it is not difficult to show that

𝑄A𝜑,𝜑

𝑓
(𝜓) (𝑧) = 𝑓 ∗ |𝑉𝜑𝜓(𝑧) |2(𝑧),

i.e. the Cohen class of A𝜑,𝜑

𝑓
is a smoothed spectrogram. Theorem F.7.1 says that if

A𝜑,𝜑

𝑓
= 𝑆∗𝑆 for some 𝑆∗ ∈ N (𝐿2, 𝑀1

𝑣 ), then

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

√︃ 𝑓 ∗ |𝑉𝜑𝜓 |2

𝐿
𝑝,𝑞
𝑚 (R2𝑑)

.

As we discussed in Section F.7.1, the existence of such 𝑆 is not clear in general,
but if A𝜑,𝜑

𝑓
∈ 𝔖 we can use Theorem F.7.2 to deduce the following result.
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F.9. Appendix: Proof of Proposition F.3.5

Proposition F.8.2. Let 𝜑 ∈ 𝒮(R𝑑) and let 𝑓 ∈ 𝐿1(R2𝑑) be a positive function of
compact support. If 𝑣 grows at most polynomially and 𝑚 is 𝑣-moderate, then

‖𝜓‖𝑀 𝑝,𝑞
𝑚
�

√︃ 𝑓 ∗ |𝑉𝜑𝜓 |2

𝐿
𝑝,𝑞
𝑚 (R2𝑑)

.

Proof. The Weyl symbol ofA𝜑,𝜑

𝑓
is the function 𝑓 ∗𝑊 (𝜑), see for instance [48, Lem.

2.4]. As 𝜑 ∈ 𝒮(R𝑑) it follows by [131, Lem. 14.5.1] that𝑊 (𝜙) ∈ 𝒮(R2𝑑). Hence
the assumptions on 𝑓 imply that 𝑓 ∗𝑊 (𝜑) ∈ 𝒮(R2𝑑), which means that A𝜑,𝜑

𝑓
∈ 𝔖.

The result therefore follows by Theorem F.7.2. �

F.9 Appendix: Proof of Proposition F.3.5

Proof of Proposition F.3.5. First recall from Section F.6 that B consists precisely
of those 𝑇 ∈ HS such that the Weyl symbol 𝑎𝑇 belongs to 𝑀1(R2𝑑). Then recall
that we assume

𝑇 =

∫
R2𝑑

𝐹 (𝑥, 𝜔)𝑒−𝑖 𝜋𝑥 ·𝜔𝜋(𝑥, 𝜔) 𝑑𝑥𝑑𝜔,

where 𝐹 (𝑥, 𝜔) ∈ 𝐿2(R2𝑑) has compact support, say supp(𝐹) ⊂ 𝐾 for 𝐾 ⊂ R2𝑑

compact. As in [203], we denote the function 𝐹 by F𝑊 (𝑇) – it plays the role of a
Fourier transform of the operator 𝑇 in quantum harmonic analysis.

One can show that
F𝑊 (𝑇) = F𝜎 (𝑎𝑇 ),

where F𝜎 ( 𝑓 ) is the symplectic Fourier transform of 𝑓 ∈ 𝐿1(R2𝑑) given by

F𝜎 𝑓 (𝑥, 𝜔) =
∫
R2𝑑

𝑓 (𝑥 ′, 𝜔′)𝑒−2𝜋𝑖 (𝑥′ ·𝜔−𝑥 ·𝜔′) 𝑑𝑥 ′𝑑𝜔′ for 𝑥, 𝑥 ′, 𝜔, 𝜔′ ∈ R𝑑 .

Then fix some 𝑅 ∈ B such that F𝑊 (𝑅) has no zeros, an explicit example is
𝑅 = 𝜑0 ⊗ 𝜑0 [203, Ex. 6.1]. As 𝑅 ∈ B, we have 𝑎𝑅 = F𝜎F𝑊 (𝑅) ∈ 𝑀1(R2𝑑).

Since 𝑎𝑅 ∈ 𝐿1(R2𝑑) and F𝜎 (𝑎𝑅) = F𝑊 (𝑅) never vanishes, the Wiener-Lévy
theorem [221, Thm. 3.1] implies the existence of some ℎ ∈ 𝐿1(R2𝑑) such that

F𝜎 (ℎ) (𝑧) =
1

F𝜎 (𝑎𝑅)
=

1
F𝑊 (𝑅) (𝑧)

for 𝑧 ∈ 𝐾.

Then define the operator

𝑇 ′ = (ℎ ∗ 𝑎𝑅) ★𝑇,

where ★ is the operation from (F.3.9). The “Fourier transform” F𝑊 interacts with
the convolutions in the expected way [203, Prop. 6.4]; more precisely, we have that

F𝑊 (𝑇 ′) = F𝜎 (ℎ)F𝑊 (𝑅)F𝑊 (𝑇) = F𝑊 (𝑇)
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by construction of ℎ. As F𝑊 is injective, see [102, Cor. 7.6.3], it follows that
𝑇 = 𝑇 ′.

On the other hand, the function 𝑏 := ℎ ∗ 𝑎𝑅 belongs to 𝑀1(R2𝑑) since
𝐿1(R2𝑑) ∗ 𝑀1(R2𝑑) ⊂ 𝑀1(R2𝑑) by [131, Prop. 12.1.7]. The Weyl symbol of
𝑇 = 𝑇 ′ = 𝑏 ★𝑇 is given by 𝑎𝑇 = 𝑏 ∗ 𝑎𝑇 [204, Prop. 5.2]. Since 𝑏 ∈ 𝑀1(R2𝑑) and
𝑇 ∈ S1, [203, Thm. 8.1] implies1 that 𝑎𝑇 = 𝑏 ∗ 𝑎𝑇 ∈ 𝑀1(R2𝑑), hence 𝑇 ∈ B. �
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1The theorem states that if 𝑆 ∈ B and 𝑇 ∈ S1, then 𝑆 ★ 𝑇 ∈ 𝑀1 (R2𝑑). 𝑆 ★ 𝑇 is just another
notation for 𝑎𝑆 ∗ 𝑎𝑇 , so our result follows by picking 𝑆 = 𝐿𝑏 .
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Abstract
We develop a quantum harmonic analysis framework for the affine group. This
encapsulates several examples in the literature such as affine localization op-
erators, covariant integral quantizations, and affine quadratic time-frequency
representations. In the process, we develop a notion of admissibility for
operators and extend well known results to the operator setting. A major
theme of the paper is the interaction between operator convolutions, affine
Weyl quantization, and admissibility.

G.1 Introduction

The affine group and the Heisenberg group play prominent roles in wavelet theory
and Gabor analysis, respectively. As is well-known, the representation theory of
the Heisenberg group is intrinsically linked to quantization on phase space R2𝑛.
Similarly, the relation between quantization schemes on the affine group and its
representation theory has received some attention and several schemes have been
proposed, e.g. [39, 122, 125]. However, there are still many open questions awaiting
a definite answer in the case of the affine group.

As has been shown by two of the authors in [203], the theory of quantum
harmonic analysis on phase space introduced by Werner [251] provides a coherent
framework for many aspects of quantization and Gabor analysis associated with
the Heisenberg group. Based on this connection, advances in the understanding
of time-frequency analysis have been made [204–206]. In this paper we aim to
develop a variant of Werner’s quantum harmonic analysis in [251] for time-scale
analysis. This is based on unitary representations of the affine group in a similar way

317



Paper G. Affine Quantum Harmonic Analysis

to the Schrödinger representation of the Heisenberg group being used in Werner’s
framework. We will refer to this theory on the affine group as affine quantum
harmonic analysis.

Affine Operator Convolutions

In Werner’s quantum harmonic analysis on phase space, a crucial component is
extending convolutions to operators. Recall that the affine group Aff has the underly-
ing set R × R+ and group operation modeling composition of affine transformations.
A key feature of this group is that the left Haar measure 𝑎−2𝑑𝑥 𝑑𝑎 and the right
Haar measure 𝑎−1𝑑𝑥 𝑑𝑎 are not equal, making the group non-unimodular. Both
measures play a role in affine quantum harmonic analysis, making the theory more
involved than the case of the Heisenberg group. In addition to the standard function
(right-)convolution on the affine group

𝑓 ∗Aff 𝑔(𝑥, 𝑎) B
∫

Aff
𝑓 (𝑦, 𝑏)𝑔((𝑥, 𝑎) · (𝑦, 𝑏)−1) 𝑑𝑦 𝑑𝑏

𝑏
,

we introduce the following operator convolutions for operators on 𝐿2(R+) B
𝐿2(R+, 𝑟−1 𝑑𝑟) in Section G.3:

• Let 𝑓 ∈ 𝐿1
𝑟 (Aff) B 𝐿1(Aff, 𝑎−1𝑑𝑥 𝑑𝑎) and let 𝑆 be a trace-class operator

on 𝐿2(R+). We define the convolution 𝑓 ★Aff 𝑆 between 𝑓 and 𝑆 to be the
operator on 𝐿2(R+) given by

𝑓 ★Aff 𝑆 B

∫
Aff

𝑓 (𝑥, 𝑎)𝑈 (−𝑥, 𝑎)∗𝑆𝑈 (−𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎

,

where𝑈 is the unitary representation of Aff on 𝐿2(R+) given by

𝑈 (𝑥, 𝑎)𝜓(𝑟) B 𝑒2𝜋𝑖𝑥𝑟𝜓(𝑎𝑟).

• Let 𝑆 be a trace-class operator and let 𝑇 be a bounded operator on 𝐿2(R+).
Then we define the convolution 𝑆 ★Aff 𝑇 between 𝑆 and 𝑇 to be the function
on Aff given by

𝑆 ★Aff 𝑇 (𝑥, 𝑎) B tr(𝑆𝑈 (−𝑥, 𝑎)∗𝑇𝑈 (−𝑥, 𝑎)).

The three convolutions are compatible in the following sense: Let 𝑓 , 𝑔 ∈ 𝐿1
𝑟 (Aff)

and denote by 𝑆 a trace-class operator and by 𝑇 a bounded operator, both on 𝐿2(R+).
Then

( 𝑓 ★Aff 𝑆) ★Aff 𝑇 = 𝑓 ∗Aff (𝑆 ★Aff 𝑇),
𝑓 ★Aff (𝑔 ★Aff 𝑆) = ( 𝑓 ∗Aff 𝑔) ★Aff 𝑆.
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Interplay Between Affine Weyl Quantization and Convolutions

Integral to the theory in this paper is the affine Wigner distribution and the
associated affine Weyl quantization. The affine (cross-)Wigner distribution𝑊𝜓,𝜙

Aff
of 𝜙, 𝜓 ∈ 𝐿2(R+) is the function on Aff given by

𝑊
𝜓,𝜙

Aff (𝑥, 𝑎) =
∫ ∞

−∞
𝜓

(
𝑎𝑢𝑒𝑢

𝑒𝑢 − 1

)
𝜙

( 𝑎𝑢

𝑒𝑢 − 1

)
𝑒−2𝜋𝑖𝑥𝑢 𝑑𝑢. (G.1.1)

Although at first glance the definition (G.1.1) might look unnatural, it can be
motivated through the representation theory of the affine group as illustrated in [14].
We will elaborate on this viewpoint in Section G.5. One defines the affine Weyl
quantization of 𝑓 ∈ 𝐿2

𝑟 (Aff) B 𝐿2(Aff, 𝑎−1𝑑𝑥 𝑑𝑎) as the operator 𝐴 𝑓 given by〈
𝐴 𝑓 𝜙, 𝜓

〉
𝐿2 (R+) =

〈
𝑓 ,𝑊

𝜓,𝜙

Aff

〉
𝐿2
𝑟 (Aff)

, for all 𝜙, 𝜓 ∈ 𝐿2(R+).

We will explore the intimate relation between the convolutions and the affine Weyl
quantization. The following theorem, being a combination of Proposition G.3.4 and
Proposition G.3.5, highlights this relation.

Theorem 1. Let 𝑓 , 𝑔 ∈ 𝐿2
𝑟 (Aff), where 𝑔 is additionally in 𝐿1

𝑟 (Aff) and square
integrable with respect to the left Haar measure. Then

𝑔 ★Aff 𝐴 𝑓 = 𝐴𝑔∗Aff 𝑓 ,

𝐴𝑔 ★Aff 𝐴 𝑓 = 𝑓 ∗Aff �̌�,

where �̌�(𝑥, 𝑎) B 𝑔((𝑥, 𝑎)−1).

We will exploit the previous theorem to define the affine Weyl quantization
of tempered distributions in Section G.3.3. To do this rigorously, we will utilize
a Schwartz space 𝒮(Aff) on the affine group introduced in [39]. An important
example we prove in Theorem G.3.7 is the affine Weyl quantization of the coordinate
functions:

Theorem 2. Let 𝑓𝑥 (𝑥, 𝑎) B 𝑥 and 𝑓𝑎 (𝑥, 𝑎) B 𝑎 be the coordinate functions on Aff.
The affine Weyl quantizations 𝐴 𝑓𝑥 and 𝐴 𝑓𝑎 satisfy the commutation relation

[𝐴 𝑓𝑥 , 𝐴 𝑓𝑎 ] =
1

2𝜋𝑖
𝐴 𝑓𝑎 .

This is, up to re-normalization, the infinitesimal structure of the affine group.

We define affine parity operator 𝑃Aff as

𝑃Aff = 𝐴𝛿(0,1) ,
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where 𝛿 (0,1) denotes the Dirac distribution at the identity element (0, 1) ∈ Aff. The
following result, which will be rigorously stated in Section G.3.5, builds on these
definitions.

Theorem 3. The affine Weyl quantization 𝐴𝑔 of 𝑔 ∈ 𝒮(Aff) can be written as

𝐴𝑔 = 𝑔 ★Aff 𝑃Aff .

Moreover, for 𝜙, 𝜓 such that 𝜙(𝑒𝑥), 𝜓(𝑒𝑥) ∈ 𝒮(R), the affine Weyl symbol𝑊𝜓,𝜙

Aff of
the rank-one operator 𝜓 ⊗ 𝜙 can be written as

𝑊
𝜓,𝜙

Aff = (𝜓 ⊗ 𝜙) ★Aff 𝑃Aff .

Operator Admissibility

One of the key features of representations of non-unimodular groups is the concept
of admissibility. Recall that the Duflo-Moore operator D−1 corresponding to
the representation 𝑈 is the densely defined positive operator on 𝐿2(R+) given by
D−1𝜓(𝑟) = 𝑟−1/2𝜓(𝑟). We will often use that D−1 has a densely defined inverse
given by D𝜓(𝑟) = 𝑟1/2𝜓(𝑟). A function 𝜓 is said to be an admissible wavelet
if 𝜓 ∈ dom(D−1). It is well known [90] that admissible wavelets satisfy the
orthogonality relation∫

Aff
|〈𝜙,𝑈 (−𝑥, 𝑎)∗𝜓〉𝐿2 (R+) |

2 𝑑𝑥 𝑑𝑎

𝑎
= ‖𝜙‖2

𝐿2 (R+) ‖D
−1𝜓‖2

𝐿2 (R+) . (G.1.2)

We extend the definition of admissibility to operators as follows:

Definition. Let 𝑆 be a non-zero bounded operator on 𝐿2(R+) that maps dom(D)
into dom(D−1). We say that 𝑆 is admissible if the composition D−1𝑆D−1 is bounded
on dom(D−1) and extends to a trace-class operator D−1𝑆D−1 on 𝐿2(R+).

Note that the rank-one operator 𝑆 = 𝜓⊗𝜓 for 𝜓 ∈ 𝐿2(R+) is admissible precisely
when 𝜓 is an admissible wavelet. In Section G.4.2 we show that a large class of
admissible operators can be constructed from Laguerre bases. The following result,
which we prove in Corollary G.4.2.1, is motivated by [251, Lemma 3.1] and extends
(G.1.2) to the operator setting.

Theorem 4. Let 𝑆 be an admissible operator on 𝐿2(R+). For any trace-class
operator 𝑇 on 𝐿2(R+), we have that 𝑇 ★Aff 𝑆 ∈ 𝐿1

𝑟 (Aff) with∫
Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
= tr(𝑇)tr(D−1𝑆D−1).
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Determining whether an operator is admissible or not can be a daunting task.
We managed in Corollary G.4.3.1 to find an elegant characterization in terms
of operator convolutions of admissible operators that are additionally positive
trace-class operators.

Theorem 5. Let 𝑆 be a non-zero, positive trace-class operator. Then 𝑆 is admissible
if and only if 𝑆 ★Aff 𝑆 ∈ 𝐿1

𝑟 (Aff).

The following result is derived in Section G.4.4 and uses the affine Weyl
quantization to show that admissibility is an operator manifestation of the non-
unimodularity of the affine group.

Theorem 6.

• Let 𝑓 ∈ 𝐿1
𝑟 (Aff) be such that 𝐴 𝑓 is a trace-class operator on 𝐿2(R+). Then

tr(𝐴 𝑓 ) =
∫

Aff
𝑓 (𝑥, 𝑎) 𝑑𝑥 𝑑𝑎

𝑎
.

• Let 𝑔 ∈ 𝐿1
𝑙
(Aff) B 𝐿1(Aff, 𝑎−2𝑑𝑥 𝑑𝑎) such that 𝐴𝑔 is an admissible Hilbert-

Schmidt operator. Then

tr
(
D−1𝐴𝑔D−1

)
=

∫
Aff
𝑔(𝑥, 𝑎) 𝑑𝑥 𝑑𝑎

𝑎2 .

Relationship with Fourier Transforms

For completeness, we will also investigate how notions of Fourier transforms on
the affine group fit into the theory, and use known results from abstract harmonic
analysis to explore the relationship between affine Weyl quantization and affine
Fourier transforms. Recall that the integrated representation𝑈 ( 𝑓 ) of 𝑓 ∈ 𝐿1

𝑙
(Aff)

is the operator on 𝐿2(R+) given by

𝑈 ( 𝑓 )𝜓 B
∫

Aff
𝑓 (𝑥, 𝑎)𝑈 (𝑥, 𝑎)𝜓 𝑑𝑥 𝑑𝑎

𝑎2 , 𝜓 ∈ 𝐿2(R+).

We define the following operator Fourier transform in the affine setting.

Definition. The affine Fourier-Wigner transform is the isometry F𝑊 sending a
Hilbert-Schmidt operator on 𝐿2(R+) to a function in 𝐿2

𝑟 (Aff) such that

F−1
𝑊 ( 𝑓 ) = 𝑈 ( 𝑓 ) ◦ D, 𝑓 ∈ Im(F𝑊 ) ∩ 𝐿1

𝑟 (Aff).

The following result is proved in Proposition G.5.3 and provides a connection
between the affine Fourier-Wigner transform and admissibility.
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Theorem 7. Let 𝐴 be a trace-class operator on 𝐿2(R+). The following are
equivalent:

1. F𝑊 (𝐴D−1) ∈ 𝐿2
𝑟 (Aff).

2. 𝐴D−1 extends from dom(D−1) to a Hilbert-Schmidt operator on 𝐿2(R+).

3. 𝐴∗𝐴 is admissible.

Another Fourier transform of interest is the (modified) Fourier-Kirillov transform
on the affine group FKO given by

(FKO 𝑓 ) (𝑥, 𝑎) =
√
𝑎

∫
R2
𝑓

(
𝑣

_(−𝑢) , 𝑒
𝑢

)
𝑒−2𝜋𝑖 (𝑥𝑢+𝑎𝑣) 𝑑𝑢 𝑑𝑣√︁

_(−𝑢)
, 𝑓 ∈ Im(F𝑊 ).

As in quantum harmonic analysis on phase space, we have that the affine Weyl
quantization is the composition of these Fourier transforms, see Proposition G.5.4.
In the affine setting we have in general that

F𝑊 ( 𝑓 ★Aff 𝑆) ≠ F𝐾𝑂 ( 𝑓 )F𝑊 (𝑆), F𝐾𝑂 (𝑆 ★Aff 𝑇) ≠ F𝑊 (𝑆)F𝑊 (𝑇).

This contrasts the analogous result in Werner’s original quantum harmonic analysis,
see (G.5.6). In spite of this, not all properties typically associated with the Fourier
transform are lost: In Section G.5.2 we prove a quantum Bochner theorem in the
affine setting.

Main Applications

In Section G.6 we show that affine quantum harmonic analysis provides a conceptual
framework for the study of covariant integral quantizations and a version of the
Cohen class for the affine group. In addition, we show in Section G.6.1 that if 𝑆
is a rank-one operator, then the study of operators 𝑓 ★Aff 𝑆 for functions 𝑓 on Aff
reduces to the study of time-scale localization operators [71].

We have seen that affine Weyl quantization is given by 𝑓 ↦→ 𝑓 ★Aff 𝑃Aff for
𝑓 ∈ 𝒮(Aff). Inspired by this, we consider a whole class of quantization procedures:
For any suitably nice operator 𝑆 on 𝐿2(R+) we define a quantization procedure Γ𝑆
for functions 𝑓 on Aff by

Γ𝑆 ( 𝑓 ) B 𝑓 ★Aff 𝑆.

This class of quantization procedures coincides with the covariant integral quantiza-
tions studied by Gazeau and his collaborators motivated by applications in physics,
see e.g. [123–125]. Our results on affine quantum harmonic analysis are therefore
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also results on covariant integral quantizations. In particular, the abstract notion of
admissibility of an operator 𝑆 implies that Γ𝑆 satisfies the simple property

Γ𝑆 (1) = 𝑐 · 𝐼𝐿2 (R+) ,

where 𝑐 is some constant, 𝐼𝐿2 (R+) is the identity operator on 𝐿2(R+) and 1(𝑥, 𝑎) = 1
for all (𝑥, 𝑎) ∈ Aff.

As the name suggests, covariant integral quantizations Γ𝑆 satisfy a covariance
property, namely

𝑈 (−𝑥, 𝑎)∗Γ𝑆 ( 𝑓 )𝑈 (−𝑥, 𝑎) = Γ𝑆 (𝑅(𝑥,𝑎)−1 𝑓 ),

where 𝑅 denotes right translations of functions on Aff. In Theorem G.6.3 we point out
that, by a known result on covariant positive operator valued measures [55,181], this
covariance assumption together with other mild assumptions completely characterize
the covariant integral quantizations.

We have also seen that the affine cross-Wigner distribution is given for sufficiently
nice 𝜓, 𝜙 by𝑊𝜓,𝜙

Aff = (𝜓 ⊗ 𝜙)★Aff 𝑃Aff . Inspired by this and the description in [204]
of the Cohen class on R2𝑛, we make the following definition.

Definition. A bilinear map 𝑄 : 𝐿2(R+) × 𝐿2(R+) → 𝐿∞(Aff) belongs to the affine
Cohen class if 𝑄 = 𝑄𝑆 for some operator 𝑆 on 𝐿2(R+), where

𝑄𝑆 (𝜓, 𝜙) (𝑥, 𝑎) B (𝜓 ⊗ 𝜙) ★Aff 𝑆(𝑥, 𝑎) = 〈𝑆𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+) .

We will show how properties of 𝑆 (such as admissibility) influence properties
of 𝑄𝑆 , and obtain an abstract characterization of the affine Cohen class. Readers
familiar with the Cohen class onR2𝑛 [59] will know that it is defined by convolutions
with the Wigner function. In the affine setting, we have the analogous result

𝑄𝐴 𝑓
(𝜓, 𝜙) = 𝑊𝜓,𝜙

Aff ∗Aff 𝑓 .

As we explain in Proposition G.6.8, the affine class of quadratic time-frequency
representations in [212] may be identified with a subclass of the affine Cohen class.

Structure of the Paper

In Section G.2 we recall necessary background material for completeness. In
particular, Section G.2.2 should serve as a brief reference for quantum harmonic
analysis on phase space. We define affine operator convolution in Section G.3.1
and show the relationship with the affine Weyl quantization in Section G.3.2. The
affine parity operator will be introduced in Section G.3.4, and its relationship to
affine Weyl quantization will be explored in Section G.3.5. We have dedicated the
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entirety of Section G.4 to operator admissibility. Section G.5 discusses affine Weyl
quantization from the viewpoint of representation theory. In particular, in Section
G.5.2 we derive a Bochner type theorem for our setting. In Section G.6.1 and
Section G.6.2 we relate our work to time-scale localization operators and covariant
integral quantizations, respectively. Finally, in Section G.6.3 we define the affine
Cohen class and derive some basic properties.

G.2 Preliminaries

Notation: Given a Hilbert space H we let L(H) denote the bounded operators
on H. The notation S𝑝 (H) for 1 ≤ 𝑝 < ∞ will be used for the Schatten-p class
operators on H. We remark that S1(H) and S2(H) are respectively the trace-
class operators and the Hilbert-Schmidt operators on H. The space S∞(H) is
by definition L(H) for duality reasons. When the Hilbert space in question is
H = 𝐿2(R+) B 𝐿2(R+, 𝑟−1 𝑑𝑟), we will simplify the notation to S𝑝 B S𝑝 (𝐿2(R+))
for readability. We will denote by 𝒮(R𝑛) the space of Schwartz functions on R𝑛.
For a function 𝑓 on a group 𝐺, 𝑓 is defined by 𝑓 (𝑔) = 𝑓 (𝑔−1) for 𝑔 ∈ 𝐺.

G.2.1 Basic Constructions on the Affine Group

We begin by giving a brief introduction to the affine group and relevant constructions
on it. The (reduced) affine group (Aff, ·Aff) is the Lie group whose underlying set
is the upper half plane Aff B R × R+ B R × (0,∞), while the group operation is
given by

(𝑥, 𝑎) ·Aff (𝑦, 𝑏) B (𝑎𝑦 + 𝑥, 𝑎𝑏), (𝑥, 𝑎), (𝑦, 𝑏) ∈ Aff.

We will often neglect the subscript in the group operation to improve readability.
Moreover, the notation 𝐿 (𝑥,𝑎) and 𝑅(𝑥,𝑎) denotes respectively the left-translation
and right-translation by (𝑥, 𝑎) ∈ Aff, acting on functions 𝑓 : Aff → C by(

𝐿 (𝑥,𝑎) 𝑓
)
(𝑦, 𝑏) B 𝑓 ((𝑥, 𝑎)−1 ·Aff (𝑦, 𝑏)),(

𝑅(𝑥,𝑎) 𝑓
)
(𝑦, 𝑏) B 𝑓 ((𝑦, 𝑏) ·Aff (𝑥, 𝑎)).

Recall that the translation operator 𝑇𝑥 and the dilation operator 𝐷𝑎 are given by

𝑇𝑥 𝑓 (𝑦) B 𝑓 (𝑦 − 𝑥), 𝐷𝑎 𝑓 (𝑦) B
1
√
𝑎
𝑓

( 𝑦
𝑎

)
, 𝑥, 𝑦 ∈ R, 𝑎 ∈ R+. (G.2.1)

The following computation motivates the group operation on the affine group:

(𝑇𝑥𝐷𝑎) (𝑇𝑦𝐷𝑏) = 𝑇𝑥𝑇𝑎𝑦𝐷𝑎𝐷𝑏 = 𝑇𝑥+𝑎𝑦𝐷𝑎𝑏 .
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We can represent the affine group Aff and its Lie algebra 𝔞𝔣𝔣 in matrix form

Aff =

{(
𝑎 𝑥

0 1

) ��� 𝑎 > 0, 𝑥 ∈ R
}
, 𝔞𝔣𝔣 =

{(
𝑢 𝑣

0 0

) ��� 𝑢, 𝑣 ∈ R} .
The Lie algebra structure of 𝔞𝔣𝔣 is completely determined by[(

1 0
0 0

)
,

(
0 1
0 0

)]
=

(
0 1
0 0

)
. (G.2.2)

An important feature of the affine group is that it is non-unimodular; the left and
right Haar measures are respectively given by

`𝐿 (𝑥, 𝑎) =
𝑑𝑥 𝑑𝑎

𝑎2 , `𝑅 (𝑥, 𝑎) =
𝑑𝑥 𝑑𝑎

𝑎
.

As such, the modular function on the affine group is given by Δ(𝑥, 𝑎) = 𝑎−1. The
affine group is exponential, meaning that the exponential map exp : 𝔞𝔣𝔣 → Aff
given by

exp
(
𝑢 𝑣

0 0

)
=

(
𝑒𝑢

𝑣 (𝑒𝑢−1)
𝑢

0 1

)
is a global diffeomorphism. Hence we can write the left and right Haar measures in
exponential coordinates by the formulas

`𝐿 (𝑥, 𝑎) =
𝑑𝑢 𝑑𝑣

_(𝑢) , `𝑅 (𝑥, 𝑎) =
𝑑𝑢 𝑑𝑣

_(−𝑢) , _(𝑢) B 𝑢𝑒𝑢

𝑒𝑢 − 1
. (G.2.3)

Throughout the paper, we will heavily use the spaces 𝐿 𝑝
𝑙
(Aff) B 𝐿 𝑝 (Aff, `𝐿) and

𝐿
𝑝
𝑟 (Aff) B 𝐿 𝑝 (Aff, `𝑅) for 1 ≤ 𝑝 ≤ ∞.

G.2.2 Quantum Harmonic Analysis on the Heisenberg Group

Before delving into quantum harmonic analysis on the affine group, it is advantageous
to review the Heisenberg setting, originally introduced by Werner [251]. There
are three primary constructions that appear: a) A quantization scheme, b) an
integrated representation, and c) a way to define convolution that incorporates
operators. We give a brief overview of these three constructions and refer the reader
to [131,203, 251] for more details.

Weyl Quantization

The cross-Wigner distribution of 𝜙, 𝜓 ∈ 𝐿2(R𝑛) is given by

𝑊 (𝜙, 𝜓) (𝑥, 𝜔) B
∫
R𝑛
𝜙

(
𝑥 + 𝑡

2

)
𝜓

(
𝑥 − 𝑡

2

)
𝑒−2𝜋𝑖𝜔𝑡 𝑑𝑡, (𝑥, 𝜔) ∈ R2𝑛.
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When 𝜙 = 𝜓 we refer to𝑊𝜙 B 𝑊 (𝜙, 𝜙) as the Wigner distribution of 𝜙 ∈ 𝐿2(R𝑛).
The cross-Wigner distribution satisfies the orthogonality relation

〈𝑊 (𝜙1, 𝜓1),𝑊 (𝜙2, 𝜓2)〉𝐿2 (R2𝑛) = 〈𝜙1, 𝜙2〉𝐿2 (R𝑛) 〈𝜓1, 𝜓2〉𝐿2 (R𝑛) ,

for 𝜙1, 𝜙2, 𝜓1, 𝜓2 ∈ 𝐿2(R𝑛). Moreover, for 𝜙 ∈ 𝒮(R𝑛) the Wigner distribution
satisfies the marginal properties∫

R𝑛
𝑊𝜙(𝑥, 𝜔) 𝑑𝜔 = |𝜙(𝑥) |2,

∫
R𝑛
𝑊𝜙(𝑥, 𝜔) 𝑑𝑥 = |𝜙(𝑥) |2,

Our primary interest in the cross-Wigner distribution stems from the following
connection: For each 𝑓 ∈ 𝐿2(R2𝑛) we define the operator 𝐿 𝑓 : 𝐿2(R𝑛) → 𝐿2(R𝑛)
by the formula

〈𝐿 𝑓 𝜙, 𝜓〉𝐿2 (R𝑛) = 〈 𝑓 ,𝑊 (𝜓, 𝜙)〉𝐿2 (R2𝑛) , 𝜙, 𝜓 ∈ 𝐿2(R𝑛).

Then 𝐿 𝑓 is the Weyl quantization of 𝑓 , see [131, Ch. 14] for details. It is a non-trivial
fact, see [215], that the Weyl quantization gives a well-defined isomorphism between
𝐿2(R2𝑛) and S2(𝐿2(R𝑛)), the space of Hilbert-Schmidt operators on 𝐿2(R𝑛).

Integrated Schrödinger Representation

Recall that the Heisenberg group H𝑛 is the Lie group with underlying manifold
R𝑛 × R𝑛 × R and with the group multiplication

(𝑥, 𝜔, 𝑡) · (𝑥 ′, 𝜔′, 𝑡 ′) B
(
𝑥 + 𝑥 ′, 𝜔 + 𝜔′, 𝑡 + 𝑡 ′ + 1

2
(𝑥 ′𝜔 − 𝑥𝜔′)

)
.

The Heisenberg group is omnipresent in modern mathematics and theoretical
physics, see [160]. For a Hilbert space H we let U (H) denote the unitary operators
on H. The most important representation of the Heisenberg group is the Schrödinger
representation 𝜌 : H𝑛 → U (𝐿2(R𝑛)) given by

𝜌(𝑥, 𝜔, 𝑡)𝜙(𝑦) B 𝑒2𝜋𝑖𝑡𝑒−𝜋𝑖𝑥𝜔𝑀𝜔𝑇𝑥𝜙(𝑦), (G.2.4)

where 𝑇𝑥 is the 𝑛-dimensional analogue of the translation operator defined in (G.2.1)
and 𝑀𝜔 is the modulation operator given by

𝑀𝜔𝜙(𝑦) B 𝑒2𝜋𝑖𝜔𝑦𝜙(𝑦), 𝜙 ∈ 𝐿2(R𝑛).

The Schrödinger representation is irreducible and unitary. Let us use the notation
𝑧 B (𝑥, 𝜔) ∈ R2𝑛 and 𝜋(𝑧) = 𝑀𝜔𝑇𝑥 . Ignoring the central variable 𝑡, we consider
the integrated Schrödinger representation 𝜌 : 𝐿1(R2𝑛) → L(𝐿2(R𝑛)) given by

𝜌( 𝑓 ) =
∫
R2𝑛

𝑓 (𝑧)𝑒−𝜋𝑖𝑥𝜔𝜋(𝑧) 𝑑𝑧, (G.2.5)
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where L(𝐿2(R𝑛)) denotes the bounded linear operators on 𝐿2(R𝑛). We remark that
the integral in (G.2.5) is defined weakly. It turns out, see [114, Thm. 1.30], that
the integrated representation 𝜌 extends from 𝐿1(R2𝑛) ∩ 𝐿2(R2𝑛) to a unitary map
𝜌 : 𝐿2(R2𝑛) → S2(𝐿2(R𝑛)).

Operator Convolution

Given a function 𝑓 ∈ 𝐿1(R2𝑛) and a trace-class operator 𝑆 ∈ S1(𝐿2(R𝑛)), their
convolution is the trace-class operator on 𝐿2(R𝑛) defined by

𝑓 ★ 𝑆 B

∫
R2𝑛

𝑓 (𝑧)𝜋(𝑧)𝑆𝜋(𝑧)∗ 𝑑𝑧.

The convolution 𝑓 ★ 𝑆 satisfies the estimate ‖ 𝑓 ★ 𝑆‖S1 ≤ ‖ 𝑓 ‖𝐿1 ‖𝑆‖S1 .
One can also define the convolution between two operators: For two trace-class

operators 𝑆, 𝑇 ∈ S1(𝐿2(R𝑛)) we define their convolution to be the function on R2𝑛

given by
𝑆 ★𝑇 (𝑧) B tr(𝑆𝜋(𝑧)𝑃𝑇𝑃𝜋(𝑧)∗),

where 𝑃𝜓(𝑡) B 𝜓(−𝑡) is the parity operator. The convolution 𝑆 ★𝑇 satisfies the
estimate ‖𝑆★𝑇 ‖𝐿1 ≤ ‖𝑆‖S1 ‖𝑇 ‖S1 , and the important integral relation [251, Lem. 3.1]∫

R2𝑛
𝑆 ★𝑇 (𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑇). (G.2.6)

To see the connection with the Wigner distribution, we note that the cross-Wigner
distribution of 𝜓, 𝜙 ∈ 𝐿2(R𝑛) can be written as

𝑊 (𝜓, 𝜙) = 𝜓 ⊗ 𝜙 ★ 𝑃, (G.2.7)

where 𝜓 ⊗ 𝜙 denotes the rank-one operator on 𝐿2(R𝑛) given by

(𝜓 ⊗ 𝜙) (b) B 〈b, 𝜙〉𝐿2 (R𝑛)𝜓 for b ∈ 𝐿2(R𝑛).

Similarly, the Weyl quantization of 𝑓 ∈ 𝐿1(R2𝑛) may be expressed in terms of
operator convolutions:

𝐿 𝑓 = 𝑓 ★ 𝑃. (G.2.8)

Hence convolution with the parity operator 𝑃 gives a convenient way to represent
the Wigner distribution and the Weyl quantization.

Finally, there is a Fourier transform for operators: Given a trace-class operator
𝑆 ∈ S1(𝐿2(R𝑛)) we define the Fourier-Wigner transform F𝑊 (𝑆) of 𝑆 to be the
function on R2𝑛 given by

F𝑊 (𝑆) (𝑧) B 𝑒𝑖 𝜋𝑥𝜔tr(𝑆𝜋(𝑧)∗), 𝑧 ∈ R2𝑛. (G.2.9)
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The Fourier-Wigner transform extends to a unitary map F𝑊 : S2(𝐿2(R𝑛)) →
𝐿2(R2𝑛), where it turns out the to be inverse of the integrated Schrödinger represen-
tation given in (G.2.5). By [114, Prop. 2.5] it is related to the Weyl transform by the
elegant formula

𝑓 = F𝜎 (F𝑊 (𝐿 𝑓 )), (G.2.10)

where F𝜎 denotes the symplectic Fourier transform.

G.2.3 Affine Weyl Quantization

We briefly describe affine Weyl quantization and how this gives rise to the affine
Wigner distribution. There is a unitary representation 𝜋 of the affine group Aff on
𝐿2(R+, 𝑟−1 𝑑𝑟) given by

𝑈 (𝑥, 𝑎)𝜓(𝑟) B 𝑒2𝜋𝑖𝑥𝑟𝜓(𝑎𝑟) = 1
√
𝑎
𝑀𝑥𝐷 1

𝑎
𝜓(𝑟), 𝜓 ∈ 𝐿2(R+, 𝑟−1 𝑑𝑟).

(G.2.11)
Since 𝑟−1 𝑑𝑟 is the Haar measure on R+ we will write 𝐿2(R+) B 𝐿2(R+, 𝑟−1 𝑑𝑟).

To define the quantization scheme we will utilize the Stratonovich-Weyl operator
on 𝐿2(R+) given by

Ω(𝑥, 𝑎)𝜓(𝑟) B 𝑎

∫
R2
𝑒−2𝜋𝑖 (𝑥𝑢+𝑎𝑣)𝑈

(
𝑣𝑒𝑢

_(𝑢) , 𝑒
𝑢

)
𝜓(𝑟) 𝑑𝑢 𝑑𝑣. (G.2.12)

The following result was shown in [122] and provides us with an affine analogue of
Weyl quantization.

Proposition G.2.1 ( [122]). There is a norm-preserving isomorphism between
𝐿2
𝑟 (Aff) and the space of Hilbert-Schmidt operators on 𝐿2(R+). The isomorphism

sends 𝑓 ∈ 𝐿2
𝑟 (Aff) to the operator 𝐴 𝑓 on 𝐿2(R+) defined weakly by

𝐴 𝑓 𝜓(𝑟) B
∫ ∞

−∞

∫ ∞

0
𝑓 (𝑥, 𝑎)Ω(𝑥, 𝑎)𝜓(𝑟) 𝑑𝑎 𝑑𝑥

𝑎
, 𝜓 ∈ 𝐿2(R+).

We will refer to the association 𝑓 ↦→ 𝐴 𝑓 as affine Weyl quantization, while 𝑓 is
called the affine (Weyl) symbol of 𝐴 𝑓 . To emphasize the correspondence between a
Hilbert-Schmidt operator 𝐴 and its affine symbol 𝑓 we use the notation 𝑓𝐴 B 𝑓 .
The affine Weyl symbol of an operator 𝐴 is explicitly given by

𝑓𝐴(𝑥, 𝑎) =
∫ ∞

−∞
𝐴𝐾 (𝑎_(𝑢), 𝑎_(−𝑢)) 𝑒−2𝜋𝑖𝑥𝑢 𝑑𝑢, (G.2.13)

where 𝐴𝐾 : R+ × R+ → C is the integral kernel of 𝐴 defined by

𝐴𝜓(𝑟) =
∫ ∞

0
𝐴𝐾 (𝑟, 𝑠)𝜓(𝑠)

𝑑𝑠

𝑠
, 𝜓 ∈ 𝐿2(R+).
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Taking the affine Weyl symbol of the rank-one operator 𝜓 ⊗ 𝜙 on 𝐿2(R+) given by
𝜓 ⊗ 𝜙(b) = 〈b, 𝜙〉𝐿2 (R+)𝜓 for 𝜓, 𝜙, b ∈ 𝐿2(R+), we obtain the following definition.

Definition G.2.1. For 𝜙, 𝜓 ∈ 𝐿2(R+)we define the affine (cross-)Wigner distribution
𝑊
𝜓,𝜙

Aff to be the function on Aff given for (𝑥, 𝑎) ∈ Aff by

𝑊
𝜓,𝜙

Aff (𝑥, 𝑎) B
∫ ∞

−∞
𝜓(𝑎_(𝑢))𝜙(𝑎_(−𝑢))𝑒−2𝜋𝑖𝑥𝑢 𝑑𝑢

=

∫ ∞

−∞
𝜓

(
𝑎𝑢𝑒𝑢

𝑒𝑢 − 1

)
𝜙

( 𝑎𝑢

𝑒𝑢 − 1

)
𝑒−2𝜋𝑖𝑥𝑢 𝑑𝑢.

When 𝜙 = 𝜓 we refer to𝑊𝜓

Aff B 𝑊
𝜓,𝜓

Aff as the affine Wigner distribution of 𝜓.
The weak interpretation of the integral defining 𝐴 𝑓 means that we have the relation〈

𝐴 𝑓 𝜙, 𝜓
〉
𝐿2 (R+) =

〈
𝑓 ,𝑊

𝜓,𝜙

Aff

〉
𝐿2
𝑟 (Aff)

, (G.2.14)

for 𝑓 ∈ 𝐿2
𝑟 (Aff) and 𝜙, 𝜓 ∈ 𝐿2(R+). The affine Wigner distribution satisfies the

orthogonality relation∫ ∞

−∞

∫ ∞

0
𝑊
𝜓1,𝜓2
Aff (𝑥, 𝑎)𝑊 𝜙1,𝜙2

Aff (𝑥, 𝑎) 𝑑𝑎 𝑑𝑥
𝑎

= 〈𝜓1, 𝜙1〉𝐿2 (R+) 〈𝜓2, 𝜙2〉𝐿2 (R+) ,

(G.2.15)
for 𝜓1, 𝜓2, 𝜙1, 𝜙2 ∈ 𝐿2(R+). Moreover, the affine Wigner distribution also satisfies
the marginal property∫ ∞

−∞
𝑊
𝜓

Aff (𝑥, 𝑎) 𝑑𝑥 = |𝜓(𝑎) |
2, (𝑥, 𝑎) ∈ Aff, (G.2.16)

for all rapidly decaying smooth functions 𝜓 on R+. We remark that a rapidly
decaying smooth function (also called a Schwartz function) 𝜓 : R+ → C is by
definition a smooth function such that 𝑥 ↦→ 𝜓(𝑒𝑥) is a rapidly decaying function on
R. The space of all rapidly decaying smooth functions on R+ will be denoted by
𝒮(R+). We will later also need the space 𝒮′(R+) of bounded, anti-linear functionals
on 𝒮(R+) called the tempered distributions on R+. For more information regarding
the affine Wigner distribution the reader is referred to [39].

G.3 Affine Operator Convolutions

In this part we introduce operator convolutions in the affine setting. We show that
this notion is intimately related to affine Weyl quantization in Section G.3.2. In
Section G.3.4 we will introduce the affine Grossmann-Royer operator, which will be
essential in Section G.3.5 where we prove the main connection between the affine
Weyl quantization and the operator convolutions in Theorem G.3.13.
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G.3.1 Definitions and Basic Properties

We begin by defining operator convolutions in the affine setting and derive basic
properties. Recall that the usual convolution on the affine group with respect to the
right Haar measure is given by

𝑓 ∗Aff 𝑔(𝑥, 𝑎) B
∫

Aff
𝑓 (𝑦, 𝑏)𝑔((𝑥, 𝑎) · (𝑦, 𝑏)−1) 𝑑𝑦 𝑑𝑏

𝑏
.

Remark G.1. Other sources, e.g. [115], use the left Haar measure and define a
convolution ∗Aff𝐿

related to ∗Aff by

𝑓 ∗Aff𝐿
𝑔((𝑥, 𝑎)) = 𝑓 ∗Aff �̌�((𝑥, 𝑎)−1),

where 𝑓 (𝑥, 𝑎) B 𝑓 ((𝑥, 𝑎)−1). We will mainly work with the right Haar measure,
and our definition ensures that

‖ 𝑓 ∗Aff 𝑔‖𝐿1
𝑟 (Aff) ≤ ‖ 𝑓 ‖𝐿1

𝑟 (Aff) ‖𝑔‖𝐿1
𝑟 (Aff) .

Additionally, we have that

𝑅(𝑥,𝑎) ( 𝑓 ∗Aff 𝑔) = (𝑅(𝑥,𝑎) 𝑓 ) ∗Aff 𝑔. (G.3.1)

Definition G.3.1. Let 𝑓 ∈ 𝐿1
𝑟 (Aff) and let 𝑆 be a trace-class operator on 𝐿2(R+).

The convolution 𝑓 ★Aff 𝑆 between 𝑓 and 𝑆 is the operator on 𝐿2(R+) given by

𝑓 ★Aff 𝑆 B

∫
Aff

𝑓 (𝑥, 𝑎)𝑈 (−𝑥, 𝑎)∗𝑆𝑈 (−𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎

,

where𝑈 is the unitary representation given in (G.2.11). The integral is a convergent
Bochner integral in the space of trace-class operators.

Remark G.2.

1. As we will see later, using 𝑈 (−𝑥, 𝑎) instead of 𝑈 (𝑥, 𝑎) in Definition G.3.1
ensures that the convolution is compatible with the following covariance
property of the affine Wigner distribution:

𝑊
𝑈 (−𝑥,𝑎)𝜙,𝑈 (−𝑥,𝑎)𝜓
Aff (𝑦, 𝑏) = 𝑊 𝜙,𝜓

Aff ((𝑦, 𝑏) · (𝑥, 𝑎)). (G.3.2)

2. The notation ★ has a different meaning in [122], where it is used to denote
the so-called Moyal product of two functions defined on Aff.
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Definition G.3.2. Let 𝑆 be a trace-class operator and let 𝑇 be a bounded operator
on 𝐿2(R+). Then we define the convolution 𝑆 ★Aff 𝑇 between 𝑆 and 𝑇 to be the
function on Aff given by

𝑆 ★Aff 𝑇 (𝑥, 𝑎) B tr(𝑆𝑈 (−𝑥, 𝑎)∗𝑇𝑈 (−𝑥, 𝑎)).

Remark G.3. Recently, [56] defined another notion of convolution of trace-class
operators. Unlike our definition, this convolution produces a new trace-class
operator, with the aim of interpreting the trace-class operators as an analogue of the
Fourier algebra.

It is straightforward to check that if 𝑓 is a positive function and 𝑆, 𝑇 are positive
operators, then 𝑓 ★Aff 𝑆 is a positive operator and 𝑆 ★Aff 𝑇 is a positive function.
Moreover, we have the elementary estimate

‖ 𝑓 ★Aff 𝑆‖S1 ≤ ‖ 𝑓 ‖𝐿1
𝑟 (Aff) ‖𝑆‖S1 (G.3.3)

and
‖𝑆 ★Aff 𝑇 ‖𝐿∞ (Aff) ≤ ‖𝑆‖S1 ‖𝑇 ‖L(𝐿2 (R+)) . (G.3.4)

The following result is proved by a simple computation.

Lemma G.3.1. For 𝜓, 𝜙 ∈ 𝐿2(R+) and 𝑆 ∈ L(𝐿2(R+)), we have

(𝜓 ⊗ 𝜙) ★Aff 𝑆(𝑥, 𝑎) = 〈𝑆𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+) .

In particular, for [, b ∈ 𝐿2(R+) we have

(𝜓 ⊗ 𝜙) ★Aff ([ ⊗ b) (𝑥, 𝑎) = 〈𝜓,𝑈 (−𝑥, 𝑎)∗b〉𝐿2 (R+) 〈𝜙,𝑈 (−𝑥, 𝑎)∗[〉𝐿2 (R+) ,

and
(𝜓 ⊗ 𝜓) ★Aff (b ⊗ b) (𝑥, 𝑎) = |〈𝜓,𝑈 (−𝑥, 𝑎)∗b〉𝐿2 (R+) |

2.

A natural question to ask is whether the three different notions of convolution
we have introduced are compatible. The following proposition gives an affirmative
answer to this question.

Proposition G.3.2. Let 𝑓 , 𝑔 ∈ 𝐿1
𝑟 (Aff), 𝑆 ∈ S1, and let 𝑇 be a bounded operator

on 𝐿2(R+). Then we have the compatibility equations

( 𝑓 ★Aff 𝑆) ★Aff 𝑇 = 𝑓 ∗Aff (𝑆 ★Aff 𝑇),
𝑓 ★Aff (𝑔 ★Aff 𝑆) = ( 𝑓 ∗Aff 𝑔) ★Aff 𝑆.
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Proof. The first equality follows from the computation

( 𝑓 ∗Aff (𝑆 ★Aff 𝑇)) (𝑥, 𝑎)

=

∫
Aff

𝑓 (𝑦, 𝑏)tr(𝑆𝑈 (−𝑦, 𝑏)𝑈 (−𝑥, 𝑎)∗𝑇𝑈 (−𝑥, 𝑎)𝑈 (−𝑦, 𝑏)∗) 𝑑𝑦 𝑑𝑏
𝑏

=

∫
Aff

𝑓 (𝑦, 𝑏)tr(𝑈 (−𝑦, 𝑏)∗𝑆𝑈 (−𝑦, 𝑏)𝑈 (−𝑥, 𝑎)∗𝑇𝑈 (−𝑥, 𝑎)) 𝑑𝑦 𝑑𝑏
𝑏

= tr
(∫

Aff
𝑓 (𝑦, 𝑏)𝑈 (−𝑦, 𝑏)∗𝑆𝑈 (−𝑦, 𝑏) 𝑑𝑦 𝑑𝑏

𝑏
𝑈 (−𝑥, 𝑎)∗𝑇𝑈 (−𝑥, 𝑎)

)
= (( 𝑓 ★Aff 𝑆) ★Aff 𝑇) (𝑥, 𝑎).

We are allowed to take the trace outside the integral since the second to last line
is essentially the duality action of the bounded operator𝑈 (−𝑥, 𝑎)∗𝑇𝑈 (−𝑥, 𝑎) on a
convergent Bochner integral in the space of trace-class operators.

For the second equality, use change of variables to rewrite ( 𝑓 ∗Aff 𝑔) ★Aff 𝑆 as∫
Aff

∫
Aff

𝑓 (𝑥, 𝑎)𝑔((𝑧, 𝑐) · (𝑥, 𝑎)−1)𝑈 (−𝑧, 𝑐)∗𝑆𝑈 (−𝑧, 𝑐) 𝑑𝑥 𝑑𝑎
𝑎

𝑑𝑧 𝑑𝑐

𝑐

=

∫
Aff

∫
Aff

𝑓 (𝑥, 𝑎)𝑔(𝑦, 𝑏)𝑈 (−𝑥, 𝑎)∗𝑈 (−𝑦, 𝑏)∗𝑆𝑈 (−𝑦, 𝑏)𝑈 (−𝑥, 𝑎) 𝑑𝑦 𝑑𝑏
𝑏

𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff

𝑓 (𝑥, 𝑎)𝑈 (−𝑥, 𝑎)∗
∫

Aff
𝑔(𝑦, 𝑏)𝑈 (−𝑦, 𝑏)∗𝑆𝑈 (−𝑦, 𝑏) 𝑑𝑦𝑑𝑏

𝑏
𝑈 (−𝑥, 𝑎) 𝑑𝑥 𝑑𝑎

𝑎

= 𝑓 ★Aff (𝑔 ★Aff 𝑆).

Changing the order of integration above is allowed by Fubini’s theorem for Bochner
integrals [166, Prop. 1.2.7]. Fubini’s theorem is applicable since∫

Aff

∫
Aff
| 𝑓 (𝑥, 𝑎) | · |𝑔((𝑧, 𝑐) · (𝑥, 𝑎)−1) | · ‖𝑈 (−𝑧, 𝑐)∗𝑆𝑈 (−𝑧, 𝑐)‖S1

𝑑𝑥 𝑑𝑎

𝑎

𝑑𝑧 𝑑𝑐

𝑐

is bounded from above by

‖𝑆‖S1

∫
Aff
| 𝑓 (𝑥, 𝑎) | 𝑑𝑥 𝑑𝑎

𝑎

∫
Aff
|𝑔(𝑧, 𝑐) | 𝑑𝑧 𝑑𝑐

𝑐
< ∞. �

G.3.2 Relationship With Affine Weyl Quantization

The goal of this section is to connect the affine Weyl quantization described in
Section G.2.3 with the convolutions defined in Section G.3.1. We first establish a
preliminary result describing how right multiplication on the affine group affects
the affine Weyl quantization.
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Lemma G.3.3. Let 𝐴 𝑓 ∈ S2 with affine Weyl symbol 𝑓 ∈ 𝐿2
𝑟 (Aff). For (𝑥, 𝑎) ∈ Aff,

the affine Weyl symbol of𝑈 (−𝑥, 𝑎)∗𝐴 𝑓 𝑈 (−𝑥, 𝑎) is 𝑅(𝑥,𝑎)−1 𝑓 .

Proof. The result follows from (G.2.14) and the computation

〈𝑈 (−𝑥, 𝑎)∗𝐴 𝑓 𝑈 (−𝑥, 𝑎)𝜓, 𝜙〉𝐿2 (R+) = 〈𝐴 𝑓 𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+)

= 〈 𝑓 ,𝑊𝑈 (−𝑥,𝑎)𝜙,𝑈 (−𝑥,𝑎)𝜓
Aff 〉𝐿2

𝑟 (Aff)

= 〈 𝑓 , 𝑅(𝑥,𝑎)𝑊 𝜙,𝜓

Aff 〉𝐿2
𝑟 (Aff)

= 〈𝑅(𝑥,𝑎)−1 𝑓 ,𝑊
𝜙,𝜓

Aff 〉𝐿2
𝑟 (Aff) . �

We are now ready to prove the first result showing the connection between
convolution and affine Weyl quantization.

Proposition G.3.4. Assume that 𝐴 𝑓 ∈ S2 with affine Weyl symbol 𝑓 ∈ 𝐿2
𝑟 (Aff),

and let 𝑔 ∈ 𝐿1
𝑟 (Aff). Then the affine Weyl symbol of 𝑔 ★Aff 𝐴 𝑓 is 𝑔 ∗Aff 𝑓 , that is,

𝑔 ★Aff 𝐴 𝑓 = 𝐴𝑔∗Aff 𝑓 .

Proof. The operator 𝑔 ★Aff 𝐴 𝑓 is defined as the S2-convergent Bochner integral

𝑔 ★Aff 𝐴 𝑓 =

∫
Aff
𝑔(𝑥, 𝑎)𝑈 (−𝑥, 𝑎)∗𝐴 𝑓 𝑈 (−𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
.

By Proposition G.2.1, the map 𝔚 : S2 → 𝐿2
𝑟 (Aff) given by 𝔚(𝐴 𝑓 ) = 𝑓 is unitary.

Since bounded operators commute with convergent Bochner integrals, we have
using Lemma G.3.3 that

𝔚
(
𝑔 ★Aff 𝐴 𝑓

)
=

∫
Aff
𝑔(𝑥, 𝑎)𝔚

(
𝑈 (−𝑥, 𝑎)∗𝐴 𝑓 𝑈 (−𝑥, 𝑎)

) 𝑑𝑥 𝑑𝑎
𝑎

=

∫
Aff
𝑔(𝑥, 𝑎)𝑅(𝑥,𝑎)−1𝔚

(
𝐴 𝑓

) 𝑑𝑥 𝑑𝑎
𝑎

= 𝑔 ∗Aff 𝑓 . �

We can also express the convolution of two operators in terms of their affine
Weyl symbols.

Proposition G.3.5. Let 𝐴 𝑓 , 𝐴𝑔 ∈ S2 with affine Weyl symbols 𝑓 , 𝑔 ∈ 𝐿2
𝑟 (Aff). If

additionally 𝑔 ∈ 𝐿2
𝑙
(Aff), then we have

𝐴 𝑓 ★Aff 𝐴𝑔 = 𝑓 ∗Aff �̌�,

where �̌�(𝑥, 𝑎) = 𝑔((𝑥, 𝑎)−1) for (𝑥, 𝑎) ∈ Aff.
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Proof. Using Proposition G.2.1 and Lemma G.3.3 we compute that

(𝐴 𝑓 ★Aff 𝐴𝑔) (𝑥, 𝑎) = tr(𝐴 𝑓 𝑈 (−𝑥, 𝑎)∗𝐴𝑔𝑈 (−𝑥, 𝑎))
= 〈𝐴 𝑓 ,𝑈 (−𝑥, 𝑎)∗𝐴∗𝑔𝑈 (−𝑥, 𝑎)〉S2

= 〈 𝑓 , 𝑅(𝑥,𝑎)−1𝑔〉𝐿2
𝑟 (Aff)

=

∫
Aff

𝑓 (𝑦, 𝑏)𝑔((𝑦, 𝑏) · (𝑥, 𝑎)−1) 𝑑𝑦 𝑑𝑏
𝑏

=

∫
Aff

𝑓 (𝑦, 𝑏)�̌�((𝑥, 𝑎) · (𝑦, 𝑏)−1) 𝑑𝑦 𝑑𝑏
𝑏

= 𝑓 ∗Aff �̌�(𝑥, 𝑎).

The result follows as �̌� ∈ 𝐿2
𝑟 (Aff) if and only if 𝑔 ∈ 𝐿2

𝑙
(Aff). �

G.3.3 Affine Weyl Quantization of Coordinate Functions

Of particular interest is the affine Weyl quantization of the coordinate functions
𝑓𝑥 (𝑥, 𝑎) B 𝑥 and 𝑓𝑎 (𝑥, 𝑎) B 𝑎 for (𝑥, 𝑎) ∈ Aff. Due to the fact that the coordinate
functions are not in 𝐿2

𝑟 (Aff), we first need to interpret the quantizations 𝐴 𝑓𝑥 and
𝐴 𝑓𝑎 in a rigorous manner. We begin this task by defining rapidly decaying smooth
function and tempered distributions on the affine group.

Definition G.3.3. Let 𝒮(Aff) denote the smooth functions 𝑓 : Aff → C such that

(𝑥, 𝜔) ↦−→ 𝑓 (𝑥, 𝑒𝜔) ∈ 𝒮(R2).

We refer to 𝒮(Aff) as the space of rapidly decaying smooth functions (or Schwartz
functions) on the affine group.

There is a natural topology on 𝒮(Aff) induced by the semi-norms

‖ 𝑓 ‖𝛼,𝛽 B sup
𝑥, 𝜔∈R

|𝑥 |𝛼1 |𝜔 |𝛼2
���𝜕𝛽1
𝑥 𝜕

𝛽2
𝜔 𝑓 (𝑥, 𝑒𝜔)

��� , (G.3.5)

for 𝛼 = (𝛼1, 𝛼2) and 𝛽 = (𝛽1, 𝛽2) in N0 × N0. With these semi-norms, the space
𝒮(Aff) becomes a Fréchet space. The space of bounded, anti-linear functionals on
𝒮(Aff) is denoted by 𝒮

′(Aff) and called the space of tempered distributions on Aff.

Lemma G.3.6. For any 𝑓 ∈ 𝒮′(Aff) we can define 𝐴 𝑓 as the map 𝐴 𝑓 : 𝒮(R+) →
𝒮
′(R+) defined by the relation

〈𝐴 𝑓 𝜓, 𝜙〉𝒮′,𝒮 =

〈
𝑓 ,𝑊

𝜙,𝜓

Aff

〉
𝒮′,𝒮

, 𝜓, 𝜙 ∈ 𝒮(R+).

Additionally, the map 𝑓 ↦→ 𝐴 𝑓 is injective.
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Proof. It was shown in [39, Cor. 6.6] that for any 𝜙, 𝜓 ∈ 𝒮(R+) then𝑊 𝜙,𝜓

Aff ∈ 𝒮(Aff).
Hence the pairing

〈
𝑓 ,𝑊

𝜙,𝜓

Aff

〉
𝒮′,𝒮

is well defined.
For the injectivity it suffices to show that 𝐴 𝑓 = 0 implies that 𝑓 = 0. Let us first

reformulate this slightly: If 𝐴 𝑓 = 0, then we have that

〈𝐴 𝑓 𝜓, 𝜙〉𝒮′,𝒮 =

〈
𝑓 ,𝑊

𝜙,𝜓

Aff

〉
𝒮′,𝒮

= 0

for all 𝜓, 𝜙 ∈ 𝒮(R+). We could conclude that 𝑓 = 0 if we knew that any 𝑔 ∈ 𝒮(Aff)
could be approximated (in the Fréchet topology) by linear combinations of elements
on the form 𝑊

𝜙,𝜓

Aff for 𝜓, 𝜙 ∈ 𝒮(R+). To see that this is the case, we translate the
problem to the Heisenberg setting.

The Mellin transform M is given by

M(𝜙) (𝑥) = M𝑟 (𝜙) (𝑥) B
∫ ∞

0
𝜙(𝑟)𝑟−2𝜋𝑖𝑥 𝑑𝑟

𝑟
.

Define the functions Ψ and Φ to be Ψ(𝑥) B 𝜓(𝑒𝑥) and Φ(𝑥) B 𝜙(𝑒𝑥) for
𝜓, 𝜙 ∈ 𝐿2(R+). A reformulation of [39, Lem. 6.4] shows that we have the relation

𝑊
𝜓,𝜙

Aff (𝑥, 𝑎) = M−1
𝑦 ⊗M𝑏


(√
𝑏 log(𝑏)
𝑏 − 1

)2𝜋𝑖𝑦

F𝜎𝑊 (Ψ,Φ)
(
log(𝑏), 𝑦

) (𝑥, 𝑎),
where𝑊 is the cross-Wigner distribution. The correspondence preserves Schwartz
functions, due to the term (√

𝑏 log(𝑏)
𝑏 − 1

)2𝜋𝑖𝑦

being smooth with polynomially bounded derivatives. This gives a bijective
correspondence between 𝑊𝜓,𝜙

Aff ∈ 𝒮(Aff) and 𝑊 (Ψ,Φ) ∈ 𝒮(R2). As such, the
injectivity question is reduced to asking whether the linear span of elements on the
form𝑊 ( 𝑓 , 𝑔) for 𝑓 , 𝑔 ∈ 𝒮(R) is dense in𝒮(R2). One way to verify this well-known
fact is to note that the map 𝑓 ⊗ 𝑔 ↦→ 𝑊 ( 𝑓 , 𝑔), where 𝑓 ⊗ 𝑔(𝑥, 𝑦) = 𝑓 (𝑥)𝑔(𝑦),
extends to a topological isomorphism on 𝒮(R2), see for instance [131, (14.21)] for
the formula of this isomorphism. The density of elements on the form 𝑊 ( 𝑓 , 𝑔)
for 𝑓 , 𝑔 ∈ 𝒮(R) therefore follows as the functions ℎ𝑚 ⊗ ℎ𝑛, where {ℎ𝑛}∞𝑛=0 are the
Hermite functions, span a dense subspace of 𝒮(R2) by [220, Thm. V.13]. �

Example G.3.1. Consider the constant function on the affine group given by
1(𝑥, 𝑎) = 1 for all (𝑥, 𝑎) ∈ Aff. Then the quantization 𝐴1 is the identity operator
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since for 𝜓, 𝜙 ∈ 𝒮(R+)

〈𝐴1𝜓, 𝜙〉𝒮′,𝒮 = 〈1,𝑊 𝜙,𝜓

Aff 〉𝒮′,𝒮

=

∫
Aff
𝑊
𝜙,𝜓

Aff (𝑥, 𝑎)
𝑑𝑎 𝑑𝑥

𝑎

=

∫ ∞

0
𝜓(𝑎)𝜙(𝑎) 𝑑𝑎

𝑎

= 〈𝜓, 𝜙〉𝐿2 (R+) .

Notice that we used a straightforward generalization of the marginal property of
the affine Wigner distribution given in (G.2.16), see the proof of [39, Prop. 3.4] for
details.

To motivate the next result, consider the coordinate functions 𝜎𝑥 (𝑥, 𝜔) B 𝑥

and 𝜎𝜔 (𝑥, 𝜔) B 𝜔 for (𝑥, 𝜔) ∈ R2𝑛. The Weyl quantizations 𝐿𝜎𝑥
and 𝐿𝜎𝜔

are the
well-known position operator and momentum operator in quantum mechanics. In
particular, the commutator[

𝐿𝜎𝑥
, 𝐿𝜎𝜔

]
B 𝐿𝜎𝑥

◦ 𝐿𝜎𝜔
− 𝐿𝜎𝜔

◦ 𝐿𝜎𝑥

is a constant times the identity by [150, Prop. 3.8]. This is precisely the relation for
the Lie algebra of the Heisenberg group. In light of this, the following proposition
shows that the affine Weyl quantization has the expected expression for the coordinate
functions.

Theorem G.3.7. Let 𝑓𝑥 and 𝑓𝑎 be the coordinate functions on the affine group.
The affine Weyl quantizations 𝐴 𝑓𝑥 and 𝐴 𝑓𝑎 are well-defined as maps from 𝒮(R+) to
𝒮
′(R+) and are explicitly given by

𝐴 𝑓𝑥𝜓(𝑟) =
1

2𝜋𝑖
𝑟𝜓 ′(𝑟), 𝐴 𝑓𝑎𝜓(𝑟) = 𝑟𝜓(𝑟), 𝜓 ∈ 𝒮(R+).

In particular, we have the commutation relation

[𝐴 𝑓𝑥 , 𝐴 𝑓𝑎 ] =
1

2𝜋𝑖
𝐴 𝑓𝑎 .

This is, up to re-normalization, precisely the Lie algebra structure of 𝔞𝔣𝔣 given in
(G.2.2).

Proof. Let us begin by computing 𝐴 𝑓𝑥 . We can change the order of integrating by
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Fubini’s theorem and obtain for 𝜓, 𝜙 ∈ 𝒮(R+) that

〈𝐴 𝑓𝑥𝜓, 𝜙〉𝒮′,𝒮 =

〈
𝑓𝑥 ,𝑊

𝜙,𝜓

Aff

〉
𝒮′,𝒮

=

∫ ∞

−∞

∫ ∞

0
𝑥

∫ ∞

−∞
𝜙(𝑎_(𝑢))𝜓(𝑎_(−𝑢))𝑒−2𝜋𝑖𝑥𝑢 𝑑𝑢

𝑑𝑎 𝑑𝑥

𝑎

=

∫ ∞

−∞

∫ ∞

0

(∫ ∞

−∞
𝑥𝑒2𝜋𝑖𝑥𝑢 𝑑𝑥

)
𝜓(𝑎_(𝑢))𝜙(𝑎_(−𝑢)) 𝑑𝑎 𝑑𝑢

𝑎
.

Notice that the inner integral is equal to∫ ∞

−∞
𝑥𝑒2𝜋𝑖𝑥𝑢 𝑑𝑥 =

1
2𝜋𝑖

𝛿
′
0(𝑢),

where ∫ ∞

−∞
𝛿
′
0(𝑢)𝜓(𝑢) 𝑑𝑢 = 𝜓 ′(0).

Hence we have the relation

〈𝐴 𝑓𝑥𝜓, 𝜙〉𝒮′,𝒮 =
1

2𝜋𝑖

∫ ∞

0

𝜕

𝜕𝑢

(
𝜓(𝑎_(𝑢))𝜙(𝑎_(−𝑢))

) ���
𝑢=0

𝑑𝑎

𝑎
.

By using the formulas _(0) = 1 and _′(0) = 1/2 we can simplify and obtain

〈𝐴 𝑓𝑥𝜓, 𝜙〉𝒮′,𝒮 =
1

4𝜋𝑖

∫ ∞

0
𝑎 ·

(
𝜓 ′(𝑎)𝜙(𝑎) − 𝜓(𝑎)𝜙′(𝑎)

) 𝑑𝑎
𝑎
.

Using integration by parts we obtain the claim since

〈𝐴 𝑓𝑥𝜓, 𝜙〉𝒮′,𝒮 =

∫ ∞

0

[
1

2𝜋𝑖
𝑎𝜓 ′(𝑎)

]
𝜙(𝑎) 𝑑𝑎

𝑎
.

For 𝐴 𝑓𝑎 we have by similar calculations as above that

〈𝐴 𝑓𝑎𝜓, 𝜙〉𝒮′,𝒮 =

∫ ∞

−∞

∫ ∞

0

(∫ ∞

−∞
1 · 𝑒2𝜋𝑖𝑥𝑢 𝑑𝑥

)
𝑎 · 𝜓(𝑎_(𝑢))𝜙(𝑎_(−𝑢)) 𝑑𝑎 𝑑𝑢

𝑎

=

∫ ∞

−∞

∫ ∞

0
𝛿0(𝑢)

(
𝑎 · 𝜓(𝑎_(𝑢))𝜙(𝑎_(−𝑢))

) 𝑑𝑎 𝑑𝑢
𝑎

=

∫ ∞

0
𝑎𝜓(𝑎)𝜙(𝑎) 𝑑𝑎

𝑎
.

The commutation relation follows from straightforward computation. �
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G.3.4 The Affine Grossmann-Royer Operator

In this section we introduce the affine Grossmann-Royer operator with the aim of
obtaining an affine parity operator analogous to the (Heisenberg) parity operator 𝑃
in Section G.2.2. The main reason for this is to obtain affine version of the formulas
(G.2.7) and (G.2.8) so that we can describe the affine Weyl quantization through
convolution. Recall that the (Heisenberg) Grossmann-Royer operator 𝑅(𝑥, 𝜔) for
(𝑥, 𝜔) ∈ R2𝑛 is defined by the relation

𝑊 ( 𝑓 , 𝑔) (𝑥, 𝜔) = 〈𝑅(𝑥, 𝜔) 𝑓 , 𝑔〉𝐿2 (R𝑛) , 𝑓 , 𝑔 ∈ 𝐿2(R𝑛).

Analogously, we have the following definition.

Definition G.3.4. We define the affine Grossmann-Royer operator 𝑅Aff (𝑥, 𝑎) for
(𝑥, 𝑎) ∈ Aff by the relation

𝑊
𝜓,𝜙

Aff (𝑥, 𝑎) = 〈𝑅Aff (𝑥, 𝑎)𝜓, 𝜙〉𝒮′,𝒮 , 𝜓, 𝜙 ∈ 𝒮(R+).

We restrict our attention to Schwartz functions for convenience since then
𝑊
𝜓,𝜙

Aff ∈ 𝒮(Aff) by [39, Cor. 6.6], and hence have well-defined point values. The
Grossmann-Royer operator 𝑅Aff (𝑥, 𝑎) is precisely the affine Weyl quantization of
the point mass 𝛿Aff (𝑥, 𝑎) ∈ 𝒮′(Aff) for (𝑥, 𝑎) ∈ Aff defined by

〈𝛿Aff (𝑥, 𝑎), 𝑓 〉𝒮′,𝒮 B 𝑓 (𝑥, 𝑎), 𝑓 ∈ 𝒮(Aff).

Since this is also true for the Stratonovich-Weyl operator Ω(𝑥, 𝑎) given in (G.2.12),
it follows that 𝑅Aff (𝑥, 𝑎) = Ω(𝑥, 𝑎) for all (𝑥, 𝑎) ∈ Aff. From [122, p. 12] it follows
that we have the affine covariance relation

𝑈 (−𝑥, 𝑎)∗𝑅Aff (0, 1)𝑈 (−𝑥, 𝑎) = 𝑅Aff (𝑥, 𝑎). (G.3.6)

The following result, which is a straightforward computation, shows that 𝑅Aff (𝑥, 𝑎)
is an unbounded and densely defined operator on 𝐿2(R+).

Lemma G.3.8. Fix 𝜓 ∈ 𝒮(R+) and (𝑥, 𝑎) ∈ Aff. The affine Grossmann-Royer
operator 𝑅Aff (𝑥, 𝑎) has the explicit form

𝑅Aff (𝑥, 𝑎)𝜓(𝑟) =
𝑒2𝜋𝑖𝑥_−1( 𝑟𝑎 )_−1 (

𝑟
𝑎

) (
1 − 𝑒_−1( 𝑟𝑎 )

)
1 + _−1 (

𝑟
𝑎

)
− 𝑒_−1( 𝑟𝑎 )

· 𝜓
(
𝑟𝑒−_

−1( 𝑟𝑎 )
)
,

where _ is the function given in (G.2.3).
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We will be particularly interested in the affine parity operator 𝑃Aff given by the
affine Grossmann-Royer operator at the identity element, that is,

𝑃Aff (𝜓) (𝑟) := 𝑅Aff(0, 1)𝜓(𝑟) =
_−1(𝑟) (1 − 𝑒_−1 (𝑟 ) )
1 + _−1(𝑟) − 𝑒_−1 (𝑟 )

𝜓

(
𝑟𝑒−_

−1 (𝑟 )
)
,

for 𝜓 ∈ 𝒮(R+). The affine parity operator 𝑃Aff is symmetric as an unbounded
operator on 𝐿2(R+). Moreover, we see from the relation

𝑒_
−1 (𝑟 ) − 1 =

_−1(𝑟)𝑒_−1 (𝑟 )

𝑟

that we have the alternative formula

𝑃Aff (𝜓) (𝑟) =
_−1(𝑟)

1 − 𝑟𝑒−_−1 (𝑟 )
𝜓

(
𝑟𝑒−_

−1 (𝑟 )
)
. (G.3.7)

An important commutation relation for the (Heisenberg) Grossman-Royer
operator 𝑅(𝑥, 𝜔) for (𝑥, 𝜔) ∈ R2𝑛 is given by

𝑃 ◦ 𝑅(𝑥, 𝜔) = 𝑅(−𝑥,−𝜔) ◦ 𝑃. (G.3.8)

The following proposition shows that the analogue of (G.3.8) breaks down in the
affine setting due to Aff being non-unimodular. As the proof is a straightforward
computation, we leave the details to the reader.

Proposition G.3.9. The commutation relation

𝑃Aff ◦ 𝑅Aff (𝑥, 𝑎) = 𝑅Aff

(
(𝑥, 𝑎)−1

)
◦ 𝑃Aff

holds precisely for those (𝑥, 𝑎) ∈ Aff such that Δ(𝑥, 𝑎) = 1
𝑎
= 1.

We will now show that both the function _ in (G.2.3) and the affine parity
operator 𝑃Aff are related to the Lambert𝑊 function. Recall that the (real) Lambert
𝑊 function is the multivalued function defined to be the inverse relation of the
function 𝑓 (𝑥) = 𝑥𝑒𝑥 for 𝑥 ∈ R. The function 𝑓 (𝑥) for 𝑥 < 0 is not injective. There
exist for each 𝑦 ∈ (−1/𝑒, 0) precisely two values 𝑥1, 𝑥2 ∈ (−∞, 0) such that

𝑥1𝑒
𝑥1 = 𝑥2𝑒

𝑥2 = 𝑦.

As the solutions appear in pairs, we can define 𝜎 to be the function that permutes
these solutions, that is, 𝜎(𝑥1) = 𝑥2 and 𝜎(𝑥2) = 𝑥1. For 𝑦 = −1/𝑒 there is only one
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solution to the equation 𝑥𝑒𝑥 = 𝑦, namely 𝑥 = −1. Hence we define 𝜎(−1) = −1.
We can represent the function 𝜎 as

𝜎(𝑥) =


𝑊0(𝑥𝑒𝑥), 𝑥 < −1
−1, 𝑥 = −1
𝑊−1(𝑥𝑒𝑥), −1 < 𝑥 < 0

,

where𝑊0,𝑊−1 are the two branches of the Lambert𝑊 function satisfying

𝑊0(𝑥𝑒𝑥) = 𝑥, for 𝑥 ≥ −1

and
𝑊−1(𝑥𝑒𝑥) = 𝑥, for 𝑥 ≤ −1.

Lemma G.3.10. The inverse of _ is given by

_−1(𝑟) = log
(
−𝑟

𝜎(−𝑟)

)
= 𝜎(−𝑟) + 𝑟, 𝑟 > 0.

Proof. To find the inverse of _ we solve the equation

𝑟 = _(𝑢) = 𝑢𝑒𝑢

𝑒𝑢 − 1
=
−𝑢

𝑒−𝑢 − 1
.

A simple computation shows that −𝑟 = −𝑢 − 𝑟𝑒−𝑢 . Making the substitution 𝑣 = 𝑒−𝑢
together with straightforward manipulations shows that

− 𝑟𝑒−𝑟 = −𝑟𝑣𝑒−𝑟 𝑣 . (G.3.9)

The trivial solution to (G.3.9) is given by solving the equation −𝑟 = −𝑟𝑣. Checking
with the original equation, this can not give the inverse of _. We get the first equality
from the definition of 𝜎 together with recalling that 𝑢 = − log(𝑣). The final equality
follows from

log
(
−𝑟

𝜎(−𝑟)

)
= log

(
−𝑟

𝜎(−𝑟)
𝜎(−𝑟)𝑒𝜎 (−𝑟 )
−𝑟𝑒−𝑟

)
= 𝜎(−𝑟) + 𝑟. �

Remark G.4. A minor variation of the function 𝜎 appeared in [122, Section 3] where
it was defined by the relation in Lemma G.3.10. The advantage of understanding
the connection to the Lambert𝑊 function is that properties such as 𝜎(𝜎(𝑥)) = 𝑥
for every 𝑥 < 0 become trivial in this description.

Corollary G.3.10.1. The affine parity operator 𝑃Aff can be written as

𝑃Aff (𝜓) (𝑟) =
𝜎(−𝑟) + 𝑟
𝜎(−𝑟) + 1

𝜓(−𝜎(−𝑟)), 𝜓 ∈ 𝒮(R+).

In particular, we have 𝑃Aff (𝜓) (1) = 2𝜓(1).
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Proof. The formula for 𝑃Aff (𝜓) is obtained from Lemma G.3.10 together with
(G.3.7). To find the value 𝑃Aff (𝜓) (1), we use (G.3.7) and the fact that

𝜓

(
𝑟𝑒−_

−1 (𝑟 )
) ���
𝑟=1

= 𝜓(1).

Hence the claim follows from L’Hopital’s rule since

lim
𝑟→1

_−1(𝑟)
_−1(𝑟) + 1 − 𝑟

=
(_−1) ′(1)
(_−1) ′(1) − 1

= 2. �

G.3.5 Operator Convolution for Tempered Distributions

This section is all about expressing the affine Weyl quantization of a function
𝑓 ∈ 𝒮(Aff) by using affine convolution. To be able to do this, we will first define
what it means for 𝐴 𝑓 to be a Schwartz operator.

Definition G.3.5. We say that a Hilbert-Schmidt operator 𝐴 : 𝐿2(R+) → 𝐿2(R+)
is a Schwartz operator if the integral kernel 𝐴𝐾 of 𝐴 satisfies 𝐴𝐾 ∈ 𝒮(R+ × R+),
that is, if

(𝑥, 𝜔) ↦−→ 𝐴𝐾 (𝑒𝑥 , 𝑒𝜔) ∈ 𝒮(R2).

Proposition G.3.11. A Hilbert-Schmidt operator 𝐴 ∈ S2 is a Schwartz operator if
and only if 𝐴 = 𝐴 𝑓 for some 𝑓 ∈ 𝒮(Aff).

Proof. Assume that 𝐴 is a Schwartz operator. In [122, Equation (4.8)] it is shown
that the integral kernel 𝐴𝐾 of 𝐴 is related to the affine Weyl symbol 𝑓𝐴 of 𝐴 by the
formula

𝐴𝐾 (𝑟, 𝑠) =
∫ ∞

−∞
𝑓𝐴

(
𝑥,

𝑟 − 𝑠
log(𝑟/𝑠)

)
𝑒2𝜋𝑖𝑥 log(𝑟/𝑠) 𝑑𝑥.

Since the inverse-Fourier transform preserves Schwartz functions, together with the
definition of 𝒮(R+ × R+), we have that

(𝑟, 𝑠) ↦−→ 𝑓𝐴

(
log(𝑟/𝑠), 𝑟 − 𝑠

log(𝑟/𝑠)

)
∈ 𝒮(R+ × R+).

By performing the change of variable 𝑥 = log(𝑟/𝑠) and 𝑠 = 𝑒𝜔 for 𝜔 ∈ R we obtain

(𝑥, 𝜔) ↦−→ 𝑓𝐴

(
𝑥, 𝑒𝜔

𝑒𝑥 − 1
𝑥

)
∈ 𝒮(R2).

Finally, by letting 𝑢 = log((𝑒𝑥 − 1)/𝑥) + 𝜔 we see that

(𝑥, 𝑢) ↦−→ 𝑓𝐴 (𝑥, 𝑒𝑢) ∈ 𝒮(R2),
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due to the fact that 𝑥 ↦→ log((𝑒𝑥 − 1)/𝑥) has polynomial growth.
Conversely, assume that 𝐴 = 𝐴 𝑓 for 𝑓 ∈ 𝒮(Aff). The integral kernel 𝐴𝐾 is

then given by

𝐴𝐾 (𝑟, 𝑠) = F−1
1 ( 𝑓 )

(
log(𝑟/𝑠), 𝑟 − 𝑠

log(𝑟/𝑠)

)
.

By using that the inverse-Fourier transform F−1
1 in the first component preserves

𝒮(Aff) together with similar substitutions as previously, we have that 𝐴𝐾 ∈
𝒮(R+ × R+). �

We will use the notation𝒮(𝐿2(R+)) for all Schwartz operators on 𝐿2(R+). There
is a natural topology on𝒮(𝐿2(R+)) induced by the semi-norms ‖𝐴 𝑓 ‖𝛼,𝛽 B ‖ 𝑓 ‖𝛼,𝛽
where ‖ · ‖𝛼,𝛽 are the semi-norms on 𝒮(Aff) given in (G.3.5).

Proposition G.3.12. The affine convolution gives a well-defined map

𝒮(Aff) ★Aff 𝒮(𝐿2(R+)) → 𝒮(𝐿2(R+)).

Moreover, for fixed 𝐴 ∈ 𝒮(𝐿2(R+)) the map

𝒮(Aff) 3 𝑓 ↦−→ 𝑓 ★Aff 𝐴 ∈ 𝒮(𝐿2(R+))

is continuous.

Proof. Let 𝑓 ∈ 𝒮(Aff) and 𝐴 ∈ 𝒮(𝐿2(R+)). Then 𝐴 = 𝐴𝑔 for some 𝑔 ∈ 𝒮(Aff)
and we have by Proposition G.3.4 that

𝑓 ★Aff 𝐴 = 𝑓 ★Aff 𝐴𝑔 = 𝐴 𝑓 ∗Aff𝑔 . (G.3.10)

Hence the first statement reduces to showing that the usual affine group convolution
is a well-defined map

𝒮(Aff) ∗Aff 𝒮(Aff) → 𝒮(Aff).

After a change of variables, the question becomes whether the map

(𝑥, 𝑢) ↦−→ ( 𝑓 ∗Aff 𝑔) (𝑥, 𝑒𝑢) =
∫
R2
𝑓 (𝑦, 𝑒𝑧)𝑔(𝑥 − 𝑦𝑒𝑢−𝑧 , 𝑒𝑢−𝑧) 𝑑𝑦 𝑑𝑧 (G.3.11)

is an element in 𝒮(R2). It is straightforward to check that (G.3.11) is a smooth
function. Moreover, since 𝑓 and 𝑔 are both in 𝒮(Aff), it suffices to show that
(G.3.11) decays faster than any polynomial towards infinity; we can then iterate the
argument to obtain the required decay statements for the derivatives.

We claim that

sup
𝑥,𝑢

|𝑥 |𝑘 |𝑢 |𝑙 |𝑔(𝑥 − 𝑦𝑒𝑢−𝑧 , 𝑒𝑢−𝑧) | ≤ 𝐴𝑔
𝑘,𝑙
(1 + |𝑦 |)𝑘 (1 + |𝑧 |)𝑙 , (G.3.12)

where 𝐴𝑔
𝑘,𝑙

is a constant that depends only on the indices 𝑘, 𝑙 ∈ N0 and 𝑔 ∈ 𝒮(Aff).
To show this, we need to individually consider three cases:
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• Assume that we only take the supremum over 𝑥 and 𝑢 satisfying 2|𝑧 | ≥ |𝑢 |
and 2|𝑦 | ≥ |𝑥 |. Then clearly (G.3.12) is satisfied with 𝐴𝑔

𝑘,𝑙
= 2𝑘+𝑙 max |𝑔 |.

• Assume that we only take the supremum over 𝑢 satisfying 2|𝑧 | ≤ |𝑢 | and let
𝑥 ∈ R be arbitrary. Then 𝑒𝑢−𝑧 is outside the interval [𝑒−|𝑢 |/2, 𝑒 |𝑢 |/2]. Since
𝑔 ∈ 𝒮(Aff) the left-hand side of (G.3.12) will eventually decrease when
increasing 𝑢. When 𝑦 ≤ 0 the left hand-side of (G.3.12) will also obviously
eventually decrease by increasing 𝑥. When 𝑦 > 0 then any increase of 𝑥
would necessitate an increase of 𝑢 on the scale of 𝑢 ∼ ln(𝑥) to compensate so
that the first coordinate in 𝑔 does not blow up. However, this again forces
the second coordinate to grow on the scale of 𝑥 and we would again, due
to 𝑔 ∈ 𝒮(Aff), have that the left hand-side of (G.3.12) would eventually
decrease.

• Finally, we can consider taking the supremum over 𝑥 and 𝑢 satisfying 2|𝑧 | ≥ |𝑢 |
and 2|𝑦 | ≤ |𝑥 |. As this case uses similar arguments as above, we leave the
straightforward verification to the reader.

Using (G.3.12) we have that

sup
𝑥,𝑢

|𝑥𝑘𝑢𝑙 ( 𝑓 ∗Aff 𝑔) (𝑥, 𝑒𝑢) | ≤ 𝐴𝑔𝑘,𝑙
∫
R2
| 𝑓 (𝑦, 𝑒𝑧) | (1 + |𝑦 |)𝑘 (1 + |𝑧 |)𝑙 𝑑𝑦 𝑑𝑧 < ∞,

(G.3.13)
where the last inequality follows from that 𝑓 ∈ 𝒮(Aff). Finally, the continuity of
the map 𝑓 ↦→ 𝑓 ★Aff 𝐴 follows from (G.3.10) and (G.3.13). �

Remark G.5. Notice that the proof of Proposition G.3.12 shows that affine convo-
lution between 𝑓 , 𝑔 ∈ 𝒮(Aff) satisfies 𝑓 ∗Aff 𝑔 ∈ 𝒮(Aff). This fact, together with
Proposition G.3.11, strengthens the claim that 𝒮(Aff) is the correct definition for
Schwartz functions on the group Aff.

The main result in this section is Theorem G.3.13 presented below. To state the
result rigorously, we first need to make sense of the convolution between Schwartz
functions 𝑔 ∈ 𝒮(Aff) and the affine parity operator 𝑃Aff . As motivation for our
definition we will use the following computation: Let 𝑆, 𝑇 ∈ S2 with affine Weyl
symbols 𝑓𝑆 , 𝑓𝑇 ∈ 𝐿2

𝑟 (Aff). Fix 𝑔 ∈ 𝒮(Aff) and consider the affine Weyl symbol
𝑓𝑔★Aff𝑆 corresponding to the convolution 𝑔 ★Aff 𝑆. Then

〈 𝑓𝑔★Aff𝑆 , 𝑓𝑇 〉𝐿2
𝑟 (Aff) = 〈𝑔 ★Aff 𝑆, 𝑇〉S2

=

〈
𝑆,

∫
Aff
𝑔(𝑥, 𝑎)𝑈 (−𝑥, 𝑎)𝑇𝑈 (−𝑥, 𝑎)∗ 𝑑𝑥 𝑑𝑎

𝑎

〉
S2

=

〈
𝑓𝑆 ,

∫
Aff
𝑔(𝑥, 𝑎)𝑅(𝑥,𝑎) 𝑓𝑇

𝑑𝑥 𝑑𝑎

𝑎

〉
𝐿2
𝑟 (Aff)

.
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With this motivation in mind we get the following definition.

Definition G.3.6. Let 𝑆 : 𝒮(R+) → 𝒮
′(R+) be the operator with affine Weyl

symbol 𝑓𝑆 ∈ 𝒮
′(Aff) and let 𝑔 ∈ 𝒮(Aff). Then 𝑔 ★Aff 𝑆 is defined by its Weyl

symbol 𝑓𝑔★Aff𝑆 ∈ 𝒮′(Aff) satisfying

〈 𝑓𝑔★Aff𝑆 , ℎ〉𝒮′,𝒮 B
〈
𝑓𝑆 ,

∫
Aff
𝑔(𝑥, 𝑎)𝑅(𝑥,𝑎)ℎ

𝑑𝑥 𝑑𝑎

𝑎

〉
𝒮′,𝒮

,

for all ℎ ∈ 𝒮(Aff).

Recall that the injectivity in Lemma G.3.6 ensures that the operator 𝑆 in
Definition G.3.6 is well-defined. The argument to show 𝑓𝑔★Aff𝑆 ∈ 𝒮′(Aff) is similar
to the one presented in Proposition G.3.12. Hence 𝑔 ★Aff 𝑆 is well-defined.
Remark G.6. We could similarly have defined 𝑆 ★Aff 𝐴 𝑓 for 𝑆 ∈ 𝒮(𝐿2(R+)) and
𝑓 ∈ 𝒮′(Aff) by using Proposition G.3.5. For brevity, we restrict ourselves in the
next theorem to the case where 𝑆 = 𝜙 ⊗ 𝜓 for 𝜓, 𝜙 ∈ 𝒮(Aff). In this case, we can
extend Lemma G.3.1 and define

(𝜙 ⊗ 𝜓) ★Aff 𝐴 𝑓 B 〈𝐴 𝑓 𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝒮′,𝒮.

We can now finally state the main theorem in this section.

Theorem G.3.13. The affine Weyl quantization 𝐴𝑔 of 𝑔 ∈ 𝒮(Aff) can be written as

𝐴𝑔 = 𝑔 ★Aff 𝑃Aff ,

where 𝑃Aff is the affine parity operator. Moreover, for 𝜓, 𝜙 ∈ 𝒮(R+) we have that
the affine Weyl symbol𝑊𝜓,𝜙

Aff of the rank-one operator 𝜓 ⊗ 𝜙 can be written as

𝑊
𝜓,𝜙

Aff = (𝜓 ⊗ 𝜙) ★Aff 𝑃Aff .

Proof. Recall that the affine parity operator 𝑃Aff is the affine Weyl quantization
of the point measure 𝛿 (0,1) ∈ 𝒮

′(Aff). As such, the convolution 𝑔 ★Aff 𝑃Aff is
well-defined with the interpretation given in Definition G.3.6. The affine Weyl
symbol 𝑓𝑔★Aff𝑃Aff of 𝑔 ★Aff 𝑃Aff is acting on ℎ ∈ 𝒮(Aff) by

〈 𝑓𝑔★Aff𝑃Aff , ℎ〉𝒮′,𝒮 B
〈
𝛿 (0,1) ,

∫
Aff
𝑔(𝑥, 𝑎)𝑅(𝑥,𝑎)ℎ

𝑑𝑥 𝑑𝑎

𝑎

〉
𝒮′,𝒮

=

∫
Aff
𝑔(𝑥, 𝑎)ℎ((0, 1) · (𝑥, 𝑎)) 𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff
𝑔(𝑥, 𝑎)ℎ(𝑥, 𝑎) 𝑑𝑥 𝑑𝑎

𝑎

= 〈𝑔, ℎ〉𝐿2
𝑟 (Aff) .
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Since 𝒮(Aff) ⊂ 𝐿2
𝑟 (Aff) is dense, we can conclude that 𝑓𝑔★Aff𝑃Aff = 𝑔 and thus

𝐴𝑔 = 𝑔 ★Aff 𝑃Aff . For the second statement, we get

((𝜓 ⊗ 𝜙) ★Aff 𝑃Aff) (𝑥, 𝑎) = 〈𝑃Aff𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝒮′,𝒮
= 〈𝑅Aff (𝑥, 𝑎)𝜓, 𝜙〉𝒮′,𝒮
= 𝑊

𝜓,𝜙

Aff (𝑥, 𝑎). �

G.4 Operator Admissibility

For operator convolutions on the Heisenberg group, we have from (G.2.6) the
important integral relation∫

R2𝑛
𝑆 ★𝑇 (𝑧) 𝑑𝑧 = tr(𝑆)tr(𝑇).

A similar formula for the integral of operator convolutions will not hold generally
in the affine setting. We therefore search for a class of operators where such a
relation does hold: the admissible operators. As a first step, we recall the notion of
admissible functions.

Definition G.4.1. We say that 𝜓 ∈ 𝐿2(R+) is admissible if∫ ∞

0

|𝜓(𝑟) |2
𝑟

𝑑𝑟

𝑟
< ∞.

This definition of admissibility is motivated by the theorem of Duflo and
Moore [90], see also [147]. The Duflo-Moore operator D−1 in our setting is
formally given by

D−1𝜓(𝑟) B 𝑟−1/2𝜓(𝑟).

It is clear that the Duflo-Moore operator D−1 is a densely defined, self-adjoint
positive operator on 𝐿2(R+) with a densely defined inverse, namely

D𝜓(𝑟) B
√
𝑟𝜓(𝑟).

Clearly a function 𝜓 ∈ 𝐿2(R+) is admissible if and only if D−1𝜓 ∈ 𝐿2(R+). We
will on several occasions use the commutation relations

D𝑈 (𝑥, 𝑎) =
√︂

1
𝑎
𝑈 (𝑥, 𝑎)D, 𝑈 (𝑥, 𝑎)∗D−1 =

√
𝑎D−1𝑈 (𝑥, 𝑎)∗, (𝑥, 𝑎) ∈ Aff.

(G.4.1)
The following orthogonality relation is a trivial reformulation of the classic

orthogonality relations for wavelets, see for instance [148].
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Proposition G.4.1. Let 𝜙, 𝜓, b, [ ∈ 𝐿2(R+) and assume that 𝜓 and [ are admissible.
Then, with the abbreviation 〈·, ·〉 B 〈·, ·〉𝐿2 (R+) ,∫

Aff
〈𝜙,𝑈 (−𝑥, 𝑎)∗𝜓〉〈b,𝑈 (−𝑥, 𝑎)∗[〉 𝑑𝑥 𝑑𝑎

𝑎
= 〈𝜙, b〉〈D−1[,D−1𝜓〉.

In particular, we have∫
Aff
〈𝜙,𝑈 (−𝑥, 𝑎)∗𝜓〉〈b,𝑈 (−𝑥, 𝑎)∗𝜓〉 𝑑𝑥 𝑑𝑎

𝑎
= 〈𝜙, b〉‖D−1𝜓‖2

𝐿2 (R+) .

Remark G.7. By Proposition G.4.1, admissibility of 𝜓 ∈ 𝐿2(R+) is equivalent to
the condition ∫

Aff
|〈𝜓,𝑈 (−𝑥, 𝑎)∗𝜓〉𝐿2 (R+) |

2 𝑑𝑥 𝑑𝑎

𝑎
< ∞.

G.4.1 Admissibility for Operators

Our goal is now to extend the notion of admissibility to bounded operators on
𝐿2(R+), with the aim of obtaining a class of operators where a formula for the
integral of operator convolutions similar to (G.2.6) holds. We will often use that
any compact operator 𝑆 on 𝐿2(R+) has a singular value decomposition

𝑆 =

𝑁∑︁
𝑛=1

𝑠𝑛b𝑛 ⊗ [𝑛, 𝑁 ∈ N ∪ {∞}, (G.4.2)

where {b𝑛}𝑁𝑛=1 and {[𝑛}𝑁𝑛=1 are orthonormal sets in 𝐿2(R+). The singular values
{𝑠𝑛}𝑁𝑛=1 with 𝑠𝑛 > 0 will converge to zero when 𝑁 = ∞. If 𝑆 is a trace-class operator
we have {𝑠𝑛}𝑁𝑛=1 ∈ ℓ

1(N) with ‖𝑆‖S1 = ‖𝑠𝑛‖ℓ1 . Since the admissible functions in
𝐿2(R+) form a dense subspace, we can always find an orthonormal basis consisting
of admissible functions.

The next result concerns bounded operators D𝑆D for a trace-class operator 𝑆.
To be precise, this means that we assume that 𝑆 maps dom(D−1) into dom(D), and
that the operator D𝑆D defined on dom(D) extends to a bounded operator.

Theorem G.4.2. Let 𝑆 ∈ S1 satisfy that D𝑆D ∈ L(𝐿2(R+)). For any 𝑇 ∈ S1 we
have that 𝑇 ★Aff D𝑆D ∈ 𝐿1

𝑟 (Aff) with

‖𝑇 ★Aff D𝑆D‖𝐿1
𝑟 (Aff) ≤ ‖𝑆‖S1 ‖𝑇 ‖S1 ,

and ∫
Aff
𝑇 ★Aff D𝑆D(𝑥, 𝑎) 𝑑𝑥 𝑑𝑎

𝑎
= tr(𝑇)tr(𝑆). (G.4.3)
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Proof. We divide the proof into three steps.
Step 1: We first assume that 𝑇 = 𝜓 ⊗ 𝜙 for 𝜓, 𝜙 ∈ dom(D). Recall that 𝑆 can be
written in the form (G.4.2). From Lemma G.3.1 and (G.4.1) we find that

𝑇 ★Aff D𝑆D(𝑥, 𝑎) = 〈𝑆D𝑈 (−𝑥, 𝑎)𝜓,D𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+)

=
1
𝑎
〈𝑆𝑈 (−𝑥, 𝑎)D𝜓,𝑈 (−𝑥, 𝑎)D𝜙〉𝐿2 (R+)

=

𝑁∑︁
𝑛=1

𝑠𝑛
1
𝑎
〈𝑈 (−𝑥, 𝑎)D𝜓, [𝑛〉𝐿2 (R+) 〈b𝑛,𝑈 (−𝑥, 𝑎)D𝜙〉𝐿2 (R+) .

Integrating with respect to the right Haar measure and using that (𝑥, 𝑎) ↦→ (𝑥, 𝑎)−1

interchanges left and right Haar measure, we get∫
Aff
|〈𝑈 (−𝑥, 𝑎)D𝜓, [𝑛〉𝐿2 (R+) 〈b𝑛,𝑈 (−𝑥, 𝑎)D𝜙〉𝐿2 (R+) |

1
𝑎

𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff
|〈𝑈 (−𝑥, 𝑎)∗D𝜓, [𝑛〉𝐿2 (R+) 〈b𝑛,𝑈 (−𝑥, 𝑎)

∗D𝜙〉𝐿2 (R+) |
𝑑𝑥 𝑑𝑎

𝑎

≤
(∫

Aff
|〈𝑈 (−𝑥, 𝑎)∗D𝜓, [𝑛〉𝐿2 (R+) |

2 𝑑𝑥 𝑑𝑎

𝑎

)1/2

·
(∫

Aff
|〈b𝑛,𝑈 (−𝑥, 𝑎)∗D𝜙〉𝐿2 (R+) |

2 𝑑𝑥 𝑑𝑎

𝑎

)1/2

= ‖𝜓‖𝐿2 (R+) ‖𝜙‖𝐿2 (R+) ,

where the last line uses Proposition G.4.1. It follows that the sum in the expression
for 𝑇 ★Aff D𝑆D(𝑥, 𝑎) converges absolutely in 𝐿1

𝑟 (Aff) with

‖𝑇 ★Aff D𝑆D‖𝐿1
𝑟 (Aff) ≤

(
𝑁∑︁
𝑛=1

𝑠𝑛

)
‖𝜓‖𝐿2 (R+) ‖𝜙‖𝐿2 (R+) = ‖𝑆‖S1 ‖𝑇 ‖S1 .

Equation (G.4.3) follows in a similar way by integrating the sum expressing
𝑇 ★Aff D𝑆D and using Proposition G.4.1.
Step 2: We now assume that 𝑇 = 𝜓 ⊗ 𝜙 for arbitrary 𝜓, 𝜙 ∈ 𝐿2(R+). Pick
sequences {𝜓𝑛}∞𝑛=1, {𝜙𝑛}

∞
𝑛=1 in dom(D) converging to 𝜓 and 𝜙, respectively, and

let 𝑇𝑛 = 𝜓𝑛 ⊗ 𝜙𝑛. It is straightforward to check that 𝑇𝑛 converges to 𝑇 in S1. By
(G.3.4) this implies that 𝑇𝑛 ★Aff D𝑆D converges uniformly to 𝑇 ★Aff D𝑆D. On the
other hand, 𝑇𝑛 ★Aff D𝑆D is a Cauchy sequence in 𝐿1

𝑟 (Aff): for 𝑚, 𝑛 ∈ N we find by
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Step 1 that

‖𝑇𝑛 ★Aff D𝑆D − 𝑇𝑚 ★Aff D𝑆D‖𝐿1
𝑟 (Aff)

≤ ‖𝜓𝑛 ⊗ 𝜙𝑛 ★Aff D𝑆D − 𝜓𝑚 ⊗ 𝜙𝑛 ★Aff D𝑆D‖𝐿1
𝑟 (Aff)

+ ‖𝜓𝑚 ⊗ 𝜙𝑛 ★Aff D𝑆D − 𝜓𝑚 ⊗ 𝜙𝑚 ★Aff D𝑆D‖𝐿1
𝑟 (Aff)

= ‖(𝜓𝑛 − 𝜓𝑚) ⊗ 𝜙𝑛 ★Aff D𝑆D‖𝐿1
𝑟 (Aff)

+ ‖𝜓𝑚 ⊗ (𝜙𝑛 − 𝜙𝑚) ★Aff D𝑆D‖𝐿1
𝑟 (Aff)

≤ ‖𝑆‖S1 ‖𝜓𝑛 − 𝜓𝑚‖𝐿2 (R+) ‖𝜙𝑛‖𝐿2 (R+)

+ ‖𝑆‖S1 ‖𝜓𝑚‖𝐿2 (R+) ‖𝜙𝑚 − 𝜙𝑛‖𝐿2 (R+)

which clearly goes to zero as 𝑚, 𝑛→∞. This means that 𝑇𝑛★Aff D𝑆D converges in
𝐿1
𝑟 (Aff), and the limit must be 𝑇 ★Aff D𝑆D as we already know that 𝑇𝑛 ★Aff D𝑆D

converges uniformly to this function. In particular, this implies

‖𝑇 ★Aff D𝑆D‖𝐿1
𝑟 (Aff) = lim

𝑛→∞
‖𝑇𝑛 ★Aff D𝑆D‖𝐿1

𝑟 (Aff)

≤ lim
𝑛→∞
‖𝜓𝑛‖𝐿2 (R+) ‖𝜙𝑛‖𝐿2 (R+) ‖𝑆‖S1

= ‖𝜓‖𝐿2 (R+) ‖𝜙‖𝐿2 (R+) ‖𝑆‖S1 .

Equation (G.4.3) also follows by taking the limit of
∫
Aff 𝑇𝑛 ★Aff D𝑆D(𝑥, 𝑎) 𝑑𝑥 𝑑𝑎

𝑎
.

Step 3: We now assume that 𝑇 ∈ S1. Consider the singular value decomposition of
𝑇 given by

𝑇 =

𝑀∑︁
𝑚=1

𝑡𝑚𝜓𝑚 ⊗ 𝜙𝑚

for 𝑀 ∈ N ∪ {∞}. By (G.3.4) we have, with uniform convergence of the sum, that

𝑇 ★Aff D𝑆D =

𝑀∑︁
𝑚=1

𝑡𝑚𝜓𝑚 ⊗ 𝜙𝑚 ★Aff D𝑆D. (G.4.4)

Notice that Step 2 implies that the convergence is also in 𝐿1
𝑟 (Aff), since

𝑀∑︁
𝑚=1

𝑡𝑚‖𝜓𝑚 ⊗ 𝜙𝑚 ★Aff D𝑆D‖𝐿1
𝑟 (Aff) ≤

𝑀∑︁
𝑚=1

𝑡𝑚‖𝜓𝑚‖𝐿2 (R+) ‖𝜙𝑚‖𝐿2 (R+) ‖𝑆‖S1

= ‖𝑇 ‖S1 ‖𝑆‖S1 .

In particular, 𝑇 ★Aff D𝑆D ∈ 𝐿1
𝑟 (Aff). Finally, (G.4.3) follows by integrating (G.4.4)

and using that the sum converges in 𝐿1
𝑟 (Aff) and Step 2. �
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The integral relation (G.4.3) is somewhat artificial in the sense that it introduces
D in the integrand. We will typically be interested in the integral of 𝑇 ★Aff 𝑆, not of
𝑇 ★Aff D𝑆D. This motivates the following definition.

Definition G.4.2. Let 𝑆 ≠ 0 be a bounded operator on 𝐿2(R+) that maps dom(D)
into dom(D−1). We say that 𝑆 is admissible if the composition D−1𝑆D−1 is bounded
on dom(D−1) and extends to a trace-class operator D−1𝑆D−1 ∈ S1.

Assume now that 𝑆 is admissible, and define 𝑅 B D−1𝑆D−1. Clearly 𝑅 maps
dom(D−1) into dom(D) as we assume that 𝑆 maps dom(D) into dom(D−1). The
following corollary is therefore immediate from Theorem G.4.2. We also note that
it extends [181, Cor. 1] to non-positive, non-compact operators.

Corollary G.4.2.1. Let 𝑆 ∈ L(𝐿2(R+)) be an admissible operator. For any 𝑇 ∈ S1
we have that 𝑇 ★Aff 𝑆 ∈ 𝐿1

𝑟 (Aff) with

‖𝑇 ★Aff 𝑆‖𝐿1
𝑟 (Aff) ≤ ‖D−1𝑆D−1‖S1 ‖𝑇 ‖S1 ,

and ∫
Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
= tr(𝑇)tr(D−1𝑆D−1).

Example G.4.1. A rank-one operator 𝑆 = [ ⊗ b for non-zero [, b is an admissible
operator if and only if [, b ∈ 𝐿2(R+) are admissible functions. Requiring that 𝑆maps
dom(D) into dom(D−1) clearly implies that [ ∈ dom(D−1), i.e. [ is admissible.
For D−1𝑆D−1 to be trace-class, the map

𝜓 ↦→ ‖D−1𝑆D−1𝜓‖𝐿2 (R+) = |〈D
−1𝜓, b〉𝐿2 (R+) | · ‖D

−1[‖𝐿2 (R+) , 𝜓 ∈ dom(D−1),

must at least be bounded for ‖𝜓‖𝐿2 (R+) ≤ 1. This is bounded if and only if

𝜓 ↦→ 〈D−1𝜓, b〉𝐿2 (R+)

is bounded, which is precisely the condition that b ∈ dom
( (
D−1)∗) = dom(D−1).

Hence our notion of admissibility for operators naturally extends the classical
function admissibility. In the case of rank-one operators, it follows from Lemma
G.3.1 and the computation

tr(D−1([ ⊗ b)D−1) = 〈D−1[,D−1b〉𝐿2 (R+)

that Corollary G.4.2.1 reduces to Proposition G.4.1.

When both 𝑆 and 𝑇 are admissible trace-class operators, their convolution
𝑇 ★Aff 𝑆 behaves well with respect to both the left and right Haar measures.
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Corollary G.4.2.2. Let 𝑆 and 𝑇 be admissible trace-class operators on 𝐿2(R+).
Then the convolution 𝑇 ★Aff 𝑆 satisfies 𝑇 ★Aff 𝑆 ∈ 𝐿1

𝑟 (Aff) ∩ 𝐿1
𝑙
(Aff) and∫

Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
= tr(𝑇)tr(D−1𝑆D−1),∫

Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎2 = tr(𝑆)tr(D−1𝑇D−1).

Proof. The first equation and the claim that 𝑇 ★Aff 𝑆 ∈ 𝐿1
𝑟 (Aff) is Corollary G.4.2.1.

The second equation and the claim that 𝑇 ★Aff 𝑆 ∈ 𝐿1
𝑙
(Aff) follows since

𝑇 ★Aff 𝑆(𝑥, 𝑎) = 𝑆 ★Aff 𝑇 ((𝑥, 𝑎)−1). �

We now turn to the case where 𝑆 is a positive compact operator. We first
note that admissibility in this case becomes a statement about the eigenvectors and
eigenvalues of 𝑆.

Proposition G.4.3. Let 𝑆 be a non-zero positive compact operator with spectral
decomposition

𝑆 =

𝑁∑︁
𝑛=1

𝑠𝑛b𝑛 ⊗ b𝑛

for 𝑁 ∈ N ∪ {∞}. Then 𝑆 is admissible if and only each b𝑛 is admissible and

𝑁∑︁
𝑛=1

𝑠𝑛‖D−1b𝑛‖2𝐿2 (R+) < ∞.

Proof. We first assume that 𝑆 is admissible. By linearity and Lemma G.3.1 we get
for b ∈ 𝐿2(R+) with ‖b‖𝐿2 (R+) = 1 that

b ⊗ b ★Aff 𝑆(𝑥, 𝑎) =
𝑁∑︁
𝑛=1

𝑠𝑛 |〈b,𝑈 (−𝑥, 𝑎)∗b𝑛〉𝐿2 (R+) |
2. (G.4.5)

Integrating (G.4.5) using the monotone convergence theorem and Proposition G.4.1,
we obtain ∫

Aff
b ⊗ b ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
=

𝑁∑︁
𝑛=1

𝑠𝑛‖D−1b𝑛‖2𝐿2 (R+) .

The claim now follows from Corollary G.4.2.1.
For the converse, it is clear by the assumption that the operator

𝑁∑︁
𝑛=1

𝑠𝑛 (D−1b𝑛) ⊗ (D−1b𝑛) (G.4.6)
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is a trace-class operator. It only remains to show that 𝑆maps dom(D) into dom(D−1)
and that D−1𝑆D−1 is given by (G.4.6). This is easily shown when 𝑁 is finite, so we
do the proof for 𝑁 = ∞.

The partial sums for 𝜓 ∈ 𝐿2(R+) are denoted by

(𝑆𝜓)𝑀 B
𝑀∑︁
𝑛=1

𝑠𝑛〈𝜓, b𝑛〉𝐿2 (R+)b𝑛,

and converge in the sense that (𝑆𝜓)𝑀 → 𝑆𝜓 as 𝑀 →∞. Furthermore, it is clear
that (𝑆𝜓)𝑀 is in the domain of D−1 for each 𝑀 as each b𝑛 is admissible. We also
have that

D−1(𝑆𝜓)𝑀 =

𝑀∑︁
𝑛=1

𝑠𝑛〈𝜓, b𝑛〉𝐿2 (R+)D
−1b𝑛.

The sequence of partial sums D−1(𝑆𝜓)𝑀 also converges in 𝐿2(R+), since by using
Hölder’s inequality and Bessel’s inequality we obtain

∞∑︁
𝑛=1

𝑠𝑛 |〈𝜓, b𝑛〉𝐿2 (R+) | · ‖D
−1b𝑛‖𝐿2 (R+)

≤
( ∞∑︁
𝑛=1
|〈𝜓, b𝑛〉𝐿2 (R+) |

2

)1/2 ( ∞∑︁
𝑛=1

𝑠2𝑛‖D−1b𝑛‖2𝐿2 (R+)

)1/2

. ‖𝜓‖𝐿2 (R+)

( ∞∑︁
𝑛=1

𝑠𝑛‖D−1b𝑛‖2𝐿2 (R+)

)1/2

.

Since D−1 is a closed operator, we get that 𝑆𝜓 belongs to the domain of D−1 and

D−1𝑆𝜓 =

∞∑︁
𝑛=1

𝑠𝑛〈𝜓, b𝑛〉𝐿2 (R+)D
−1b𝑛.

For any 𝜙 ∈ dom(D−1), we have that

D−1𝑆D−1𝜙 =

∞∑︁
𝑛=1

𝑠𝑛〈D−1𝜙, b𝑛〉𝐿2 (R+)D
−1b𝑛 =

∞∑︁
𝑛=1

𝑠𝑛〈𝜙,D−1b𝑛〉𝐿2 (R+)D
−1b𝑛,

so D−1𝑆D−1 agrees with (G.4.6) on this dense subspace. In fact, they agree on all
of 𝐿2(R+) since

‖D−1𝑆D−1𝜙‖𝐿2 (R+) ≤ ‖𝜙‖𝐿2 (R+)

∞∑︁
𝑛=1

𝑠𝑛‖D−1b𝑛‖2𝐿2 (R+) ,

shows that D−1𝑆D−1 extends to a bounded operator. �
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As a consequence of Proposition G.4.3, we obtain a compact reformulation of
admissibility for positive trace-class operators.

Corollary G.4.3.1. Let 𝑇 be a non-zero positive trace-class operator on 𝐿2(R+),
and let 𝑆 be a non-zero positive compact operator. If∫

Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
< ∞,

then 𝑆 is admissible with

tr(D−1𝑆D−1) = 1
tr(𝑇)

∫
Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
.

In particular, if 𝑆 is a non-zero, positive trace-class operator, then 𝑆 is admissible if
and only if 𝑆 ★Aff 𝑆 ∈ 𝐿1

𝑟 (Aff).

Proof. Let

𝑆 =

𝑁∑︁
𝑛=1

𝑠𝑛b𝑛 ⊗ b𝑛

be the spectral decomposition of 𝑆. An argument similar to the one giving in the
proof of Proposition G.4.3 shows that∫

Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
= tr(𝑇)

𝑁∑︁
𝑛=1

𝑠𝑛‖D−1b𝑛‖2𝐿2 (R+) .

The claims now follow immediately from Proposition G.4.3. �

G.4.2 Admissible Operators from Laguerre Functions

Although we derived several basic properties of admissible operators in Section
G.4.1, we have not given any way to construct such operators in practice. Our
construction is based on the following observation: From Proposition G.4.3 we
know that if

𝑆 =

∞∑︁
𝑛=1

𝑠𝑛𝜑𝑛 ⊗ 𝜑𝑛

is a non-zero positive compact operator with
∞∑︁
𝑛=1

𝑠𝑛‖D−1𝜑𝑛‖2𝐿2 (R+) < ∞,

then 𝑆 is admissible. So if we can find an orthonormal basis {𝜑𝑛}∞𝑛=1 of admissible
functions such that we can control the terms ‖D−1𝜑𝑛‖𝐿2 (R+) , then we can construct
admissible operators as infinite linear combinations of rank-one operators. It turns
out that the Laguerre basis works extremely well in this regard.
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Definition G.4.3. For fixed 𝛼 ∈ R+ we define the Laguerre basis
{
L(𝛼)𝑛

}∞
𝑛=0

for
𝐿2(R+) by

L(𝛼)𝑛 (𝑟) B

√︄
𝑛!

Γ(𝑛 + 𝛼 + 1) 𝑟
𝛼+1

2 𝑒−
𝑟
2 𝐿
(𝛼)
𝑛 (𝑟), 𝑛 ∈ N0, 𝑟 ∈ R+, (G.4.7)

where Γ denotes the gamma function and 𝐿 (𝛼)𝑛 denotes the generalized Laguerre
polynomials given by

𝐿
(𝛼)
𝑛 (𝑟) B

𝑟−𝛼𝑒𝑟

𝑛!
𝑑𝑛

𝑑𝑟𝑛

(
𝑒−𝑟𝑟𝑛+𝛼

)
=

𝑛∑︁
𝑘=0
(−1)𝑘

(
𝑛 + 𝛼
𝑛 − 𝑘

)
𝑟𝑘

𝑘!
.

The classical orthogonality relation∫ ∞

0
𝑥𝛼𝑒−𝑥𝐿 (𝛼)𝑛 (𝑥)𝐿 (𝛼)𝑚 (𝑥) 𝑑𝑥 =

Γ(𝑛 + 𝛼 + 1)
𝑛!

𝛿𝑛,𝑚, (G.4.8)

for the generalized Laguerre polynomials ensures that the Laguerre bases are
orthonormal bases for 𝐿2(R+) for any fixed 𝛼 ∈ R+. The following result shows that
the Laguerre basis is especially compatible with the Duflo-Moore operator D−1.

Proposition G.4.4. For any 𝛼 ∈ R+ and 𝑛 ∈ N0 we haveD−1L(𝛼)𝑛

2

𝐿2 (R+)
=

𝑛!
Γ(𝑛 + 𝛼 + 1)

∫ ∞

0
𝑒−𝑟𝑟𝛼−1

(
𝐿
(𝛼)
𝑛 (𝑟)

)2
𝑑𝑟 =

1
𝛼
. (G.4.9)

Proof. The first equality in (G.4.9) follows from unwinding the definitions. For the
second equality in (G.4.9), we will use the well-known identity

𝐿
(𝛼)
𝑛 (𝑟) =

𝑛∑︁
𝑗=0

𝐿
(𝛼−1)
𝑗
(𝑟)

together with the orthogonality relation (G.4.8). This gives∫ ∞

0
𝑒−𝑟𝑟𝛼−1

(
𝐿
(𝛼)
𝑛 (𝑟)

)2
𝑑𝑟 =

𝑛∑︁
𝑖, 𝑗=0

∫ ∞

0
𝑒−𝑟𝑟𝛼−1𝐿

(𝛼−1)
𝑖

(𝑟)𝐿 (𝛼−1)
𝑗
(𝑟) 𝑑𝑟

=

𝑛∑︁
𝑖=0

Γ(𝑖 + 𝛼)
𝑖!

=
1
𝛼

Γ(𝑛 + 𝛼 + 1)
𝑛!

,

where the last equality follows from a straightforward induction argument. �
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The following consequence from Proposition G.4.3 shows that we can explicitly
construct admissible operators by using the Laguerre basis.
Corollary G.4.4.1. Let {𝑠𝑛}∞𝑛=0 ∈ ℓ

1(N) be a sequence of non-negative numbers
and let 𝛼 ∈ R+. Then

𝑆 B
∞∑︁
𝑛=0

𝑠𝑛L(𝛼)𝑛 ⊗ L(𝛼)𝑛 (G.4.10)

is an admissible operator with

tr(D−1𝑆D−1) = 1
𝛼

∞∑︁
𝑛=0

𝑠𝑛.

Remark G.8. The corollary may be considered a reformulation with slightly different
proof of the calculations in [125, Section 3.3], where a resolution of the identity
operator is constructed from thermal states that are diagonal in the Laguerre basis.
We will return to resolutions of the identity operator and the relation to admissibility
in Section G.6.2.

G.4.3 Connection with Convolutions and Quantizations

We will now see how admissibility relates to the convolution of a function with an
operator. The following result shows that we can use convolutions to generate new
admissible operators from a given admissible operator.
Proposition G.4.5. Let 𝑓 ∈ 𝐿1

𝑙
(Aff) ∩ 𝐿1

𝑟 (Aff) be a non-zero positive function. If
𝑆 is a positive, admissible trace-class operator on 𝐿2(R+), then so is 𝑓 ★Aff 𝑆 with

tr
(
D−1( 𝑓 ★Aff 𝑆)D−1

)
=

∫
Aff

𝑓 (𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎2 tr(D−1𝑆D−1).

Proof. It is clear from (G.3.3) that 𝑓 ★Aff 𝑆 is a trace-class operator, and positivity
follows from the definition of the convolution 𝑓 ★Aff 𝑆. Let 𝑇 be a non-zero positive
trace-class operator on 𝐿2(R+). It suffices by Corollary G.4.3.1 to show that∫

Aff
𝑇 ★Aff ( 𝑓 ★Aff 𝑆) (𝑦, 𝑏)

𝑑𝑦 𝑑𝑏

𝑏
= tr(𝑇)

∫
Aff

𝑓 (𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎2 tr(D−1𝑆D−1).

We have that

𝑇 ★Aff ( 𝑓 ★Aff 𝑆) (𝑦, 𝑏)

= tr
(
𝑇𝑈 (−𝑦, 𝑏)∗

∫
Aff

𝑓 (𝑥, 𝑎)𝑈 (−𝑥, 𝑎)∗𝑆𝑈 (−𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎

𝑈 (−𝑦, 𝑏)
)

=

∫
Aff

𝑓 (𝑥, 𝑎)tr(𝑇𝑈 ((−𝑥, 𝑎) · (−𝑦, 𝑏))∗𝑆𝑈 ((−𝑥, 𝑎) · (−𝑦, 𝑏)) 𝑑𝑥 𝑑𝑎
𝑎

=

∫
Aff

𝑓 (𝑥, 𝑎)𝑇 ★Aff 𝑆((𝑥, 𝑎) · (𝑦, 𝑏))
𝑑𝑥 𝑑𝑎

𝑎
.
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We use Fubini’s theorem, which applies by our assumptions on 𝑓 and 𝑆, to get∫
Aff
𝑇 ★Aff ( 𝑓 ★Aff 𝑆) (𝑦, 𝑏)

𝑑𝑦 𝑑𝑏

𝑏

=

∫
Aff

𝑓 (𝑥, 𝑎)
∫

Aff
𝑇 ★Aff 𝑆((𝑥, 𝑎) · (𝑦, 𝑏))

𝑑𝑦 𝑑𝑏

𝑏

𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff

𝑓 (𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎

Δ(𝑥, 𝑎)
∫

Aff
𝑇 ★Aff 𝑆(𝑦, 𝑏)

𝑑𝑦 𝑑𝑏

𝑏

=

∫
Aff

𝑓 (𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎2 tr(𝑇)tr

(
D−1𝑆D−1

)
,

where we used the admissibility of 𝑆 and Theorem G.4.2.1 in the last line. �

Remark G.9. We can give a simple heuristic argument for Proposition G.4.5 by
ignoring that D−1 is unbounded as follows: We have by using (G.4.1) that

D−1( 𝑓 ★Aff 𝑆)D−1 =

∫
Aff

𝑓 (𝑥, 𝑎)D−1𝑈 (−𝑥, 𝑎)∗𝑆𝑈 (−𝑥, 𝑎)D−1 𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff

𝑓 (𝑥, 𝑎)𝑈 (−𝑥, 𝑎)∗D−1𝑆D−1𝑈 (−𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎2 .

Since D−1𝑆D−1 is a trace-class operator, the integral above is a convergent Bochner
integral and we obtain the desired equality.

G.4.4 Admissibility as a Measure of Non-Unimodularity

In this section we will delve more into how the non-unimodularity of the affine
group affects the affine Weyl quantization. As we will see, both the left and right
Haar measures take on an active role in this picture.

Proposition G.4.6. Let 𝑆 be an admissible Hilbert-Schmidt operator on 𝐿2(R+)
such that its affine Weyl symbol 𝑓𝑆 satisfies 𝑓𝑆 ∈ 𝐿1

𝑙
(Aff). Then

tr
(
D−1𝑆D−1

)
=

∫
Aff

𝑓𝑆 (𝑥, 𝑎)
𝑑𝑥 𝑑𝑎

𝑎2 .

Proof. Let 𝑇 = 𝜑 ⊗ 𝜑 for some non-zero 𝜑 ∈ 𝒮(R+). Then the affine Weyl symbol
of 𝑇 is 𝑓𝑇 = 𝑊

𝜑

Aff ∈ 𝒮(Aff). We know by Corollary G.4.2.1 that∫
Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
= tr(𝑇)tr

(
D−1𝑆D−1

)
.
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On the other hand, Fubini’s theorem together with Proposition G.3.5 gives∫
Aff
𝑇 ★Aff 𝑆(𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
=

∫
Aff

𝑓𝑇 ∗Aff 𝑓𝑆 (𝑥, 𝑎)
𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff

𝑓𝑇 (𝑦, 𝑏)
∫

Aff
𝑓𝑆 ((𝑦, 𝑏) (𝑥, 𝑎)−1) 𝑑𝑥 𝑑𝑎

𝑎

𝑑𝑦 𝑑𝑏

𝑏

=

∫
Aff

𝑓𝑇 (𝑦, 𝑏)
𝑑𝑦 𝑑𝑏

𝑏

∫
Aff

𝑓𝑆 (𝑥, 𝑎)
𝑑𝑥 𝑑𝑎

𝑎2 .

The marginal properties of the affine Wigner distribution (G.2.16) show that∫
Aff

𝑓𝑇 (𝑦, 𝑏)
𝑑𝑦 𝑑𝑏

𝑏
= ‖𝜑‖2

𝐿2 (R+) = tr(𝑇).

The claim now follows from combining the calculations we have done. �

Remark G.10. Assuming that 𝑇 is a trace-class operator we have that

tr(𝑇) =
∫

Aff
𝑓𝑇 (𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
,

which follows from a similar proof to the one in Proposition G.4.6. This gives the
interesting heuristic interpretation that taking D−1𝑇D−1 of an operator 𝑇 coincides
with multiplying 𝑓𝑇 by 1

𝑎
.

The following result shows that the affine Wigner distribution satisfies both left
and right integrability when more is assumed of the input. This should be compared
with the Heisenberg case where the Heisenberg group H𝑛 is unimodular.

Theorem G.4.7. Assume that 𝜙, 𝜓,D𝜙,D𝜓 ∈ 𝐿2(R+). Then the affine Wigner
distribution satisfies

𝑊
𝜙,𝜓

Aff ∈ 𝐿
2
𝑟 (Aff) ∩ 𝐿2

𝑙 (Aff).

Proof. We already know that 𝑊 𝜙,𝜓

Aff is in 𝐿2
𝑟 (Aff) by the orthogonality relations

(G.2.15). Using the definition of the affine Wigner distribution and Plancherel’s
theorem, we have that

‖𝑊 𝜙,𝜓

Aff ‖𝐿2
𝑙
(Aff) =

∫
Aff

��𝜙(𝑎_(𝑥)) |2 |𝜓(𝑎_(−𝑥))��2 𝑑𝑥 𝑑𝑎
𝑎2

=

∫ ∞

0

∫ ∞

0
|𝜙(𝑣) |2 |𝜓(𝑤) |2 𝑣 − 𝑤

log(𝑣/𝑤)
𝑑𝑤 𝑑𝑣

𝑣𝑤
,

where we used the change of variables 𝑣 = 𝑎_(𝑥) and 𝑤 = 𝑎_(−𝑥) in the last line.
By our assumptions on 𝜙 and 𝜓, it will suffice to show that for all 𝑣, 𝑤 ∈ R+ we
have the upper bound

𝑣 − 𝑤
𝑣𝑤 log(𝑣/𝑤) ≤ 2 ·max

{
1,

1
𝑣
,

1
𝑤
,

1
𝑣𝑤

}
.
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It will be enough by symmetry to consider Λ = {(𝑣, 𝑤) ∈ R+ × R+ : 𝑣 > 𝑤}.
We have the decomposition Λ = C1 ∪ C2 ∪ C3, where

C1 B

{
(𝑣, 𝑤) ∈ Λ : 𝑤 ≤ −2𝜎(−𝑣/2)

}
,

C2 B

{
(𝑣, 𝑤) ∈ Λ : 𝑤 ≥ −1

𝜎(−1/𝑣)

}
,

C3 B

{
(𝑣, 𝑤) ∈ Λ : −2𝜎(−𝑣/2) ≤ 𝑤 ≤ −1

𝜎(−1/𝑣)

}
,

where 𝜎 is the function appearing in Lemma G.3.10.

Figure G.1: A drawing marking the beginning and end of the different domains.

• The level surface 𝑔(𝑣, 𝑤) = (𝑣 − 𝑤)/log(𝑣/𝑤) = 𝐶 for 𝐶 > 0 is given by the
equation

𝑤 = −𝐶𝜎
(
− 𝑣
𝐶

)
. (G.4.11)

On C1 we are below the level surface (G.4.11) with 𝐶 = 2. Notice that
(1, 0.5) ∈ C1 with 𝑔(1, 0.5) = log(

√
2) < 2. The continuity of 𝑔 forces the

inequality 𝑔(𝑣, 𝑤) ≤ 2 for all (𝑣, 𝑤) ∈ C1. Hence
𝑣 − 𝑤

𝑣𝑤 log(𝑣/𝑤) ≤
2
𝑣𝑤

.

• Notice that
𝑣 − 𝑤

𝑣𝑤 log(𝑣/𝑤) =
1
𝑣
− 1
𝑤

log((1/𝑣)/(1/𝑤)) .
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Hence the case of C2 follows from the previous the argument for C1 by
considering the level surface of 𝑔(1/𝑣, 1/𝑤) = 1.

• It is straightforward to verify that 𝑣 > 2 and 𝑤 < 1 when (𝑣, 𝑤) ∈ C3. Hence
we obtain for any (𝑣, 𝑤) ∈ C3 that

𝑣 − 𝑤
𝑤𝑣 log(𝑣/𝑤) ≤

𝑣

𝑤𝑣 log(2) ≤ 2/𝑤. �

Remark G.11. The connection from this result to admissibility is that the assumptions
boil down to 𝑆 = D𝜓 ⊗ D𝜙 being an admissible operator.
Remark G.12. Let 𝐴 be a Hilbert-Schmidt operator on 𝐿2(R+) with integral kernel
𝐴𝐾 . One can gauge from the proof of Theorem G.4.7 that the affine Weyl symbol
𝑓𝐴 satisfies 𝑓𝐴 ∈ 𝐿2

𝑟 (Aff) ∩ 𝐿2
𝑙
(Aff) if and only if the integral kernel 𝐴𝐾 satisfies

𝐴𝐾 ∈ 𝐿2
(
R+ × R+,

𝑠 − 𝑡
𝑠𝑡 log(𝑠/𝑡) 𝑑𝑡 𝑑𝑠

)
∩ 𝐿2

(
R+ × R+,

1
𝑠𝑡
𝑑𝑡 𝑑𝑠

)
.

G.4.5 Extending the Setting

Except for Section G.3.5, we have so far considered convolutions between rather
well-behaved functions and operators and obtained norm estimates for the norms of
𝐿1
𝑟 (Aff), 𝐿∞(Aff), S1 and L(𝐿2(R+)). We have seen that

‖ 𝑓 ★Aff 𝑆‖S1 ≤ ‖ 𝑓 ‖𝐿1
𝑟 (Aff) ‖𝑆‖S1 ,

‖𝑇 ★Aff 𝑆‖𝐿∞ (Aff) ≤ ‖𝑇 ‖L(𝐿2 (R+)) ‖𝑆‖S1 .

This section generalizes these inequalities to other Schatten classes and 𝐿 𝑝 spaces.

Proposition G.4.8. Let 1 ≤ 𝑝 ≤ ∞ and let 𝑞 be its conjugate exponent given by
𝑝−1 + 𝑞−1 = 1. If 𝑆 ∈ S𝑝, 𝑇 ∈ S𝑞, and 𝑓 ∈ 𝐿1

𝑟 (Aff), then the following hold:

1. 𝑓 ★Aff 𝑆 ∈ S𝑝 with ‖ 𝑓 ★Aff 𝑆‖S𝑝
≤ ‖ 𝑓 ‖𝐿1

𝑟 (Aff) ‖𝑆‖S𝑝
.

2. 𝑇 ★Aff 𝑆 ∈ 𝐿∞(Aff) with ‖𝑇 ★Aff 𝑆‖𝐿∞ (Aff) ≤ ‖𝑆‖S𝑝
‖𝑇 ‖S𝑞

.

Proof. For 𝑝 < ∞, we can clearly interpret the definition of 𝑓 ★Aff 𝑆 as a convergent
Bochner integral in S𝑝. Hence the first inequality follows from [166, Prop. 1.2.2].
For 𝑝 = ∞, we avoid the unpleasantness of Bochner integration in non-separable
Banach spaces by interpreting 𝑓 ★Aff 𝑆 weakly by

〈 𝑓 ★Aff 𝑆𝜓, 𝜙〉𝐿2 (R+) =

∫
Aff

𝑓 (𝑥, 𝑎)〈𝑆𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+)
𝑑𝑥 𝑑𝑎

𝑎
,
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for 𝜓, 𝜙 ∈ 𝐿2(R+). By a standard argument, 𝑓 ★Aff 𝑆 is a bounded operator with

‖ 𝑓 ★Aff 𝑆‖L(𝐿2 (R+)) ≤ ‖ 𝑓 ‖𝐿1
𝑟 (Aff) ‖𝑆‖L(𝐿2 (R+)) .

Inequality 2. follows from the Hölder type inequality [232, Thm. 2.8]. �

We have already seen in Section G.4.1 that we can say more about operator
convolutions when one of the operators is admissible. As the next lemma shows,
admissibility is also the correct condition to ensure that 𝑓 ★Aff 𝑆 defines a bounded
operator for all 𝑓 ∈ 𝐿∞(Aff).

Lemma G.4.9. Let 𝑆 ∈ S1 and 𝑓 ∈ 𝐿∞(Aff). Define the operator 𝑓 ★Aff D𝑆D
weakly for 𝜓, 𝜙 ∈ Dom(D) by

〈 𝑓 ★Aff D𝑆D𝜓, 𝜙〉𝐿2 (R+) =

∫
Aff

𝑓 (𝑥, 𝑎)〈𝑆D𝑈 (−𝑥, 𝑎)𝜓,D𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+)
𝑑𝑥 𝑑𝑎

𝑎
.

(G.4.12)
Then 𝑓 ★AffD𝑆D uniquely extends to a bounded linear operator on 𝐿2(R+) satisfying

‖ 𝑓 ★Aff D𝑆D‖L(𝐿2 (R+)) ≤ ‖ 𝑓 ‖𝐿∞ (Aff) ‖𝑆‖S1 .

In particular, if 𝑅 is an admissible operator, then 𝑓 ★Aff 𝑅 ∈ L(𝐿2(R+)) with

‖ 𝑓 ★Aff 𝑅‖L(𝐿2 (R+)) ≤ ‖ 𝑓 ‖𝐿∞ (Aff) ‖D−1𝑅D−1‖S1 .

Proof. By using (G.4.1) and abbreviating 〈·, ·〉 B 〈·, ·〉𝐿2 (R+) we get that

〈 𝑓 ★Aff D𝑆D𝜓, 𝜙〉 =
∫

Aff
𝑓 (𝑥, 𝑎)〈𝑆𝑈 (−𝑥, 𝑎)D𝜓,𝑈 (−𝑥, 𝑎)D𝜙〉 𝑑𝑥 𝑑𝑎

𝑎2

=

∫
Aff

𝑓 (𝑥, 𝑎)〈𝑆𝑈 (−𝑥, 𝑎)∗D𝜓,𝑈 (−𝑥, 𝑎)∗D𝜙〉 𝑑𝑥 𝑑𝑎
𝑎

=

∫
Aff

𝑓 (𝑥, 𝑎) (𝑆 ★Aff (D𝜓 ⊗ D𝜙)) (𝑥, 𝑎) 𝑑𝑥 𝑑𝑎
𝑎

.

Clearly D𝜓 ⊗ D𝜙 is an admissible operator with

|tr(D−1(D𝜓 ⊗ D𝜙)D−1) | = |〈𝜓, 𝜙〉𝐿2 (R+) | ≤ ‖𝜓‖𝐿2 (R+) ‖𝜙‖𝐿2 (R+) .

By Corollary G.4.2.1 we therefore get��〈 𝑓 ★Aff D𝑆D𝜓, 𝜙〉𝐿2 (R+)
�� ≤ ‖ 𝑓 ‖𝐿∞ (Aff) ‖𝑆‖S1 ‖𝜓‖𝐿2 (R+) ‖𝜙‖𝐿2 (R+) .

The density of dom(D) implies that 𝑓 ★Aff D𝑆D extends to a bounded operator on
𝐿2(R+). �
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Armed with Lemma G.4.9 and Corollary G.4.2.1, we prove the following
result describing 𝐿 𝑝 and S𝑝 properties of convolutions with admissible operators.
The proof is essentially an application of complex interpolation; we refer to [232,
Thm. 2.10] and [43, Thm. 5.1.1] for the interpolation theory of S𝑝 and 𝐿 𝑝𝑟 (Aff).

Proposition G.4.10. Let 1 ≤ 𝑝 ≤ ∞ and 𝑞 its conjugate exponent. If 𝑅 ∈ S𝑝,
𝑔 ∈ 𝐿 𝑝𝑟 (Aff), and 𝑆 is an admissible trace-class operator, then:

1. 𝑔 ★Aff 𝑆 ∈ S𝑝 with ‖𝑔 ★Aff 𝑆‖S𝑝
≤ ‖𝑆‖1/𝑝S1

‖D−1𝑆D−1‖1/𝑞S1
‖𝑔‖𝐿𝑝

𝑟 (Aff) .

2. 𝑅 ★Aff 𝑆 ∈ 𝐿 𝑝𝑟 (Aff) with ‖𝑅 ★Aff 𝑆‖𝐿𝑝
𝑟 (Aff) ≤ ‖𝑆‖

1/𝑞
S1
‖D−1𝑆D−1‖1/𝑝S1

‖𝑅‖S𝑝
.

Proof. For 𝑔 ∈ 𝐿1
𝑟 (Aff) ∩ 𝐿∞(Aff), we have for 𝑝 = ∞ that Lemma G.4.9 gives

‖𝑔 ★Aff 𝑆‖L(𝐿2 (R+)) ≤ ‖D
−1𝑆D−1‖S1 ‖𝑔‖𝐿∞ (Aff) .

Since we also have ‖𝑔 ★Aff 𝑆‖S1 ≤ ‖𝑔‖𝐿1
𝑟 (Aff) ‖𝑆‖S1 , the first result follows by

complex interpolation. For the second claim, if 𝑅 ∈ S1 we know from Corollary
G.4.2.1 that

‖𝑅 ★Aff 𝑆‖𝐿1
𝑟 (Aff) ≤ ‖D−1𝑆D−1‖S1 ‖𝑅‖S1 .

The result follows by complex interpolation since

‖𝑅 ★Aff 𝑆‖𝐿∞ (Aff) ≤ ‖𝑆‖S1 ‖𝑅‖L(𝐿2 (R+)) . �

G.5 From the Viewpoint of Representation Theory

We will for completeness investigate how various notions of affine Fourier transforms
fit into our framework. As we will see, known results from abstract wavelet analysis
give connections between affine Weyl quantization, affine Fourier transforms, and
admissibility for operators.

G.5.1 Affine Fourier Transforms

Definition G.5.1. For 𝑓 ∈ 𝐿1
𝑙
(Aff) we define the (left) integrated representation

𝑈 ( 𝑓 ) to be the operator on 𝐿2(R+) given by

𝑈 ( 𝑓 )𝜓 B
∫

Aff
𝑓 (𝑥, 𝑎)𝑈 (𝑥, 𝑎)𝜓 𝑑𝑥 𝑑𝑎

𝑎2 , 𝜓 ∈ 𝐿2(R+).

The inverse affine Fourier-Wigner transform F−1
𝑊
( 𝑓 ) of 𝑓 ∈ 𝐿1

𝑟 (Aff) is given by

F−1
𝑊 ( 𝑓 ) B 𝑈 ( 𝑓 ) ◦ D.
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The inverse affine Fourier-Wigner transform F−1
𝑊
( 𝑓 ) of 𝑓 ∈ 𝐿1

𝑟 (Aff) is explicitly
given by

F−1
𝑊 ( 𝑓 )𝜓(𝑠) =

∫ ∞

0

√
𝑟F1( 𝑓 ) (𝑟, 𝑠/𝑟)𝜓(𝑟)

𝑑𝑟

𝑟
,

where F1 denotes the Fourier transform in the first coordinate and 𝜓 ∈ 𝐿2(R+).
Hence the integral kernel of F−1

𝑊
( 𝑓 ) is given by

𝐾 𝑓 (𝑠, 𝑟) =
√
𝑟 (F1 𝑓 ) (𝑟, 𝑠/𝑟), 𝑠, 𝑟 ∈ R+. (G.5.1)

It is straightforward to verify that we have the estimate

‖F−1
𝑊 ( 𝑓 )‖S2 ≤ ‖ 𝑓 ‖𝐿2

𝑟 (Aff) ,

for every 𝑓 ∈ 𝐿1
𝑟 (Aff) ∩ 𝐿2

𝑟 (Aff). Hence we can extend F−1
𝑊

to be defined on
𝐿2
𝑟 (Aff) and we have that F−1

𝑊
( 𝑓 ) ∈ S2 for any 𝑓 ∈ 𝐿2

𝑟 (Aff).

Proposition G.5.1. The inverse affine Fourier-Wigner transform is a unitary
transformation F−1

𝑊
: Q1 → S2, where

Q1 B { 𝑓 ∈ 𝐿2
𝑟 (Aff) | ess supp(F1( 𝑓 )) ⊂ R+ × R+}.

Proof. Any function 𝐾 ∈ 𝐿2(R+ × R+) can be written uniquely on the form 𝐾 𝑓 in
(G.5.1) for some 𝑓 ∈ Q1. Moreover, we have

‖𝐾 𝑓 ‖𝐿2 (R+×R+) =

√︄∫ ∞

0

∫ ∞

0
|F1 𝑓 (𝑟, 𝑠/𝑟) |2 𝑑𝑟

𝑑𝑠

𝑠
= ‖ 𝑓 ‖𝐿2

𝑟 (Aff) .

Since there is a norm-preserving correspondence between integral kernels in
𝐿2(R+ × R+) and Hilbert-Schmidt operators on 𝐿2(R+), the claim follows. �

It is straightforward to check that the inverse affine Fourier-Wigner transform
F−1
𝑊

satisfies for 𝑓 , 𝑔 ∈ Q1 the properties

• F−1
𝑊
( 𝑓 )∗ = F−1

𝑊
(Δ1/2 𝑓 ∗), 𝑓 ∗(𝑥, 𝑎) B 𝑓 ((𝑥, 𝑎)−1);

• F−1
𝑊
( 𝑓 ∗Aff 𝑔) = F−1

𝑊
( 𝑓 ) ◦ D−1 ◦ F−1

𝑊
(𝑔) = 𝑈 ( 𝑓 ) ◦ F−1

𝑊
(𝑔);

• 𝑈 (𝑥, 𝑎) ◦ F−1
𝑊
( 𝑓 ) = F−1

𝑊
(𝑅(𝑥,𝑎) ( 𝑓 ));

• F−1
𝑊
( 𝑓 ) ◦𝑈 (𝑥, 𝑎) = F−1

𝑊

(√
𝑎𝐿 (𝑥,𝑎)−1 ( 𝑓 )

)
.

Definition G.5.2. The affine Fourier-Wigner transform F𝑊 : S2 → Q1 is defined
to be the inverse of F−1

𝑊
|Q1 .
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Remark G.13.

• To avoid overly cluttered notation, we have used the symbol F𝑊 for both the
classical Fourier-Wigner transform in Section G.2.2, and the affine Fourier-
Wigner transform. It should be clear from the context which operator we are
referring to.

• Recall that the right multiplication 𝑅 acts on elements in 𝐿2
𝑟 (Aff) by

𝑅(𝑦,𝑏) 𝑓 (𝑥, 𝑎) = 𝑓 ((𝑥, 𝑎) (𝑦, 𝑏))

for (𝑥, 𝑎), (𝑦, 𝑏) ∈ Aff. For a closed subspace H ⊂ 𝐿2
𝑟 (Aff) invariant under

𝑅, we write 𝑅 |H � 𝑈 if there exists a unitary map𝑇 : H→ 𝐿2(R+) satisfying

𝑇 ◦ 𝑅(𝑥, 𝑎) 𝑓 = 𝑈 (𝑥, 𝑎) ◦ 𝑇 𝑓 ,

for all 𝑓 ∈ H and (𝑥, 𝑎) ∈ Aff. Define

𝐿2
𝑈 (Aff) B span{H ⊂ 𝐿2

𝑟 (Aff) : 𝑅 |H � 𝑈}.

From [90, Lem. 3] we deduce that

𝐿2
𝑈 (Aff) = Q1,

as both spaces are the image of the Hilbert-Schmidt operators under the
Fourier-Wigner transform. Note that [90] uses left Haar measure, but
translating to right Haar measure is an easy exercise using that 𝑓 ↦→ 𝑓 is a
unitary equivalence from the left regular representation on 𝐿2

𝑙
(Aff) to the

right regular representation on 𝐿2
𝑟 (Aff).

Example G.5.1. Let 𝜙, 𝜓 ∈ 𝐿2(R+) with 𝜓 ∈ dom(D). If

𝑓 (𝑥, 𝑎) = 〈𝜙,𝑈 (𝑥, 𝑎)∗D𝜓〉𝐿2 (R+) ,

one finds using Proposition G.4.1 that 𝑓 ∈ 𝐿2
𝑟 (Aff) and

〈F−1
𝑊 ( 𝑓 )b, [〉𝐿2 (R+) = 〈(𝜙 ⊗ 𝜓)b, [〉𝐿2 (R+)

for [ ∈ 𝐿2(R+) and b ∈ dom(D). This implies that F−1
𝑊
( 𝑓 ) = 𝜙 ⊗ 𝜓, in other words

for (𝑥, 𝑎) ∈ Aff that

F𝑊 (𝜙 ⊗ 𝜓) (𝑥, 𝑎) = 〈𝜙,𝑈 (𝑥, 𝑎)∗D𝜓〉𝐿2 (R+) .
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For the Heisenberg group, the Fourier-Wigner transform has a very convenient
expression for trace-class operators, see (G.2.9). The corresponding expression on
the affine group is F𝑊 (𝐴) (𝑥, 𝑎) = tr(𝐴D𝑈 (𝑥, 𝑎)), and the next result shows that it
holds as long as the objects in the formula are well-defined. The result is due to
Führ in this generality [116, Thm. 4.15], and builds on an earlier result due to Duflo
and Moore [90, Cor. 2].

Proposition G.5.2 (Führ; Duflo and Moore). Let 𝐴 ∈ S1 be such that 𝐴D−1 extends
to a Hilbert-Schmidt operator. Then

F𝑊 (𝐴D−1) (𝑥, 𝑎) = tr(𝐴𝑈 (𝑥, 𝑎)). (G.5.2)

Proof. To see how the result follows from [116, Thm. 4.15], we need some
terminology regarding direct integrals, see [116, Section 3.3]. Recall that the
Plancherel theorem [116, Thm. 3.48] supplies a measurable field of Hilbert spaces
indexed by the dual group {H𝜋} [𝜋 ] ∈�̂� . For the affine group 𝐺 = Aff, the Plancherel
measure is counting measure supported on the two irreducible representations
𝜋1(𝑥, 𝑎) = 𝑈 (𝑥, 𝑎) on 𝐿2(R+) and 𝜋2(𝑥, 𝑎) = 𝑈 (𝑥, 𝑎) on 𝐿2(R−) B 𝐿2(R−, 𝑟−1 𝑑𝑟).
So we can construct an element {𝐴[𝜋 ]} [𝜋 ] ∈�̂� of the direct integral∫ ⊕

�̂�

𝐻𝑆(H𝜋)𝑑 ˆ̀( [𝜋])

by choosing 𝐴[𝜋1 ] = 𝐴D−1 and 𝐴[𝜋 ] = 0 for [𝜋] ≠ [𝜋1]. Inserting this measurable
field of trace-class operators into [116, Thm. 4.15] then gives the conclusion. �

For 𝑓 , 𝑔 ∈ 𝐿2(R) we denote by SCAL𝑔 𝑓 the scalogram of 𝑓 with respect to
𝑔 given by SCAL𝑔 𝑓 (𝑥, 𝑎) B |W𝑔 𝑓 (𝑥, 𝑎) |2 where W𝑔 𝑓 is the continuous wavelet
transform

W𝑔 𝑓 (𝑥, 𝑎) B
1
√
𝑎

∫
R
𝑓 (𝑡)𝑔

( 𝑡 − 𝑥
𝑎

)
𝑑𝑡.

The following result, which follows from Lemma G.3.1 and Example G.5.1, gives a
connection between the affine Fourier-Wigner transform, affine convolutions, and
the scalogram.

Corollary G.5.2.1. Let 𝑓 , 𝑔 ∈ 𝐿2(R) such that 𝜓 B 𝑓 and 𝜙 B �̂� are supported in
R+ and are in 𝐿2(R+). If 𝜓 is admissible then

|F𝑊 (𝜙⊗D−1𝜓) (𝑥, 𝑎) |2 = (𝜙⊗𝜙)★Aff (𝜓⊗𝜓) (−𝑥, 𝑎) =
1
𝑎

SCAL𝑔 𝑓 (𝑥, 𝑎). (G.5.3)

Remark G.14. The condition that 𝜓 is admissible in Corollary G.5.2.1 is only
necessary for the first equality in (G.5.3). Recall that the affine Wigner distribution
𝑊
𝜓

Aff is the affine Weyl symbol of the rank-one operator 𝜓 ⊗𝜓. If we use Proposition
G.3.5 together with Corollary G.5.2.1, then we recover [39, Thm. 5.1].
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Corollary G.5.2.1 shows that we have the simple relation

|F𝑊 (𝐴D−1) (𝑥, 𝑎) |2 = 𝐴 ★Aff 𝐴(−𝑥, 𝑎) (G.5.4)

for positive rank-one operators 𝐴. By Corollary G.4.3.1, admissibility therefore
means that F𝑊 (𝐴D−1) ∈ 𝐿2

𝑟 (Aff) in this case. For more general operators, (G.5.4)
will no longer hold. However, we still obtain a result relating admissibility to the
Fourier-Wigner transform.

Note that in the first statement in Proposition G.5.3 if 𝐴 ∈ S1 we interpret
F𝑊 (𝐴D−1) B tr(𝐴𝑈 (𝑥, 𝑎)) if we do not know that 𝐴D−1 extends to a Hilbert-
Schmidt operator.

Proposition G.5.3. Let 𝐴 be a trace-class operator on 𝐿2(R+). Then the following
are equivalent:

1. F𝑊 (𝐴D−1) ∈ 𝐿2
𝑟 (Aff).

2. 𝐴D−1 extends from dom(D−1) to a Hilbert-Schmidt operator on 𝐿2(R+).

3. 𝐴∗𝐴 is admissible.

Proof. The equivalence of 1 and 2 follows from [116, Thm. 4.15], by applying that
theorem to the element {𝐴[𝜋 ]} [𝜋 ] ∈�̂� of the direct integral (see proof of Proposition
G.5.2) ∫ ⊕

�̂�

𝐻𝑆(H𝜋)𝑑 ˆ̀( [𝜋])

given by choosing 𝐴[𝜋1 ] = 𝐴 and 𝐴[𝜋 ] = 0 for [𝜋] ≠ [𝜋1].
The equivalence of 2 and 3 is clear apart from technicalities resulting from

the unboundedness of D−1. If we assume 2, then [227, Thm. 13.2] gives that
(𝐴D−1)∗ = D−1𝐴∗, where the equality includes equality of domains. As the domain
of the left term is all of 𝐿2(R+) by assumption, this means that the range of 𝐴∗ is
contained in dom(D−1). In particular, 𝐴∗𝐴 maps dom(D) into dom(D−1), and as
we also have D−1𝐴∗𝐴D−1 = (𝐴D−1)∗𝐴D−1 where 𝐴D−1 is Hilbert-Schmidt, 𝐴∗𝐴
satisfies all requirements for being admissible.

Conversely, if 𝐴∗𝐴 is admissible, then we have for 𝜓 ∈ dom(D−1)

‖𝐴D−1𝜓‖2
𝐿2 (R+) = 〈D

−1𝐴∗𝐴D−1𝜓, 𝜓〉𝐿2 (R+) ≤ ‖D
−1𝐴∗𝐴D−1‖L(𝐿2 (R+)) ‖𝜓‖

2
𝐿2 (R+) .

So 𝐴D−1 extends to a bounded operator, and as this operator satisfies that

(𝐴D−1)∗𝐴D−1 = D−1𝐴∗𝐴D−1

is trace-class, 𝐴D−1 is a Hilbert-Schmidt operator. �
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Remark G.15. Recall that we consider F𝑊 a Fourier transform of operators. The in-
equality ‖F𝑊 (𝐴D−1)‖𝐿∞ (Aff) ≤ ‖𝐴‖S1 and the equality ‖𝐴‖S2 = ‖F𝑊 (𝐴)‖𝐿2

𝑟 (Aff)
might therefore be interpreted as the endpoints 𝑝 = ∞ and 𝑝 = 2 of a Hausdorff-
Young inequality, where the appearance of D−1 suggests that the definition of the
Fourier-Wigner transform must depend on 𝑝. In fact, a Hausdorff-Young inequality
of this kind—formulated in the other direction, i.e. for maps from functions on Aff
to operators—was shown in [94, Thm. 1.41] for 1 ≤ 𝑝 ≤ 2.

There is a second Fourier transform related to the affine group that comes from
representation theory. We define the affine Fourier-Kirillov transform as the map
FKO : Q1 → 𝐿2

𝑟 (Aff) given by

(FKO 𝑓 ) (𝑥, 𝑎) =
√
𝑎

∫
R2
𝑓

(
𝑣

_(−𝑢) , 𝑒
𝑢

)
𝑒−2𝜋𝑖 (𝑥𝑢+𝑎𝑣) 𝑑𝑢 𝑑𝑣√︁

_(−𝑢)
, (𝑥, 𝑎) ∈ Aff.

More information about the Fourier-Kirillov transform can be found in [180].
The following result, which is motivated by (G.2.10) and is a slight generalization
of [14, Section VIII.6], shows that the affine Weyl quantization is intrinsically linked
with the Fourier transforms on the affine group.

Proposition G.5.4. Let 𝐴 𝑓 be a Hilbert-Schmidt operator on 𝐿2(R+) with affine
symbol 𝑓 ∈ 𝐿2

𝑟 (Aff). Then the following diagram commutes:

S2

Q1 𝐿2
𝑟 (Aff)

𝐴 𝑓 ↦−→ 𝑓F𝑊

FKO

Proof. Recall from (G.5.1) that the integral kernel of F−1
𝑊
(𝑔) for 𝑔 ∈ Q1 is given by

𝐾𝑔 (𝑠, 𝑟) =
√
𝑟 (F1𝑔) (𝑟, 𝑠/𝑟), 𝑠, 𝑟 ∈ R+.

Hence by using (G.2.13) and a change of variables, we see that the affine Weyl
symbol of F−1

𝑊
(𝑔) is given at the point (𝑥, 𝑎) ∈ Aff by∫ ∞

−∞

√︁
𝑎_(−𝑢)F1(𝑔) (𝑎_(−𝑢), 𝑒𝑢)𝑒−2𝜋𝑖𝑥𝑢 𝑑𝑢

=

∫
R2

√︁
𝑎_(−𝑢)𝑔(𝑣, 𝑒𝑢)𝑒−2𝜋𝑖 (𝑥𝑢+𝑎𝑣_(−𝑢)) 𝑑𝑢 𝑑𝑣

=
√
𝑎

∫
R2
𝑔

(
𝑣

_(−𝑢) , 𝑒
𝑢

)
𝑒−2𝜋𝑖 (𝑥𝑢+𝑎𝑣) 𝑑𝑢 𝑑𝑣√︁

_(−𝑢)
= (FKO𝑔) (𝑥, 𝑎).

�
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Remark G.16.

• In [208] the authors define an alternative quantization scheme on general
type 1 groups. Their quantization scheme together with the affine Weyl
quantization is used in [208] to define a quantization scheme on the cotangent
bundle 𝑇∗Aff.

• Consider 𝐴 𝑓 for some 𝑓 ∈ 𝐿2
𝑟 (Aff). Inserting 𝑓 = F𝐾𝑂F𝑊 (𝐴 𝑓 ) into

Proposition G.4.6 allows us to obtain a formal expression for tr(D−1𝐴 𝑓 D−1)
in terms of F𝑊 (𝐴 𝑓 ): a formal calculation gives that for sufficiently nice
operators 𝐴 𝑓 we have

tr(D−1𝐴 𝑓 D−1) =
∫ ∞

0
[F1F𝑊 (𝐴 𝑓 )] (𝑎, 1)

𝑑𝑎

𝑎3/2 , (G.5.5)

where F1 is the Fourier transform in the first coordinate. This is similar
to a condition in [125, Cor. 5.2], where finiteness of (G.5.5) is used as a
necessary condition for 1★Aff 𝐴 𝑓 = 𝐼𝐿2 (R+) to hold, where 1(𝑥, 𝑎) = 1 for
all (𝑥, 𝑎) ∈ Aff. We will see in Section G.6.2 that this is closely related to
admissibility of 𝐴 𝑓 . Unfortunately, the formal calculation leading to (G.5.5)
does not give clear conditions on 𝐴 𝑓 for the equality to hold.

G.5.2 Affine Quantum Bochner Theorem

On the Heisenberg group, the Fourier-Wigner transform behaves in many ways
like the Fourier transform on functions. In particular, for 𝑓 ∈ 𝐿1(R2𝑛) and
𝑆, 𝑇 ∈ S1(𝐿2(R𝑛)) we get the decoupling equations

F𝑊 ( 𝑓 ★ 𝑆) = F𝜎 ( 𝑓 )F𝑊 (𝑆), F𝜎 (𝑆 ★𝑇) = F𝑊 (𝑆)F𝑊 (𝑇), (G.5.6)

where F𝜎 denotes the symplectic Fourier transform and F𝑊 denotes the classical
Fourier-Wigner transform introduced in Section G.2.2. Although the affine version
of (G.5.6) does not hold, one can develop as a special case of [116, Thm. 4.12]
a version of Bochner’s theorem for the affine Fourier-Wigner transform. This is
analogous to the quantum Bochner theorem [251, Prop. 3.2] for the Heisenberg
group.

Bochner’s classical theorem [115, Thm. 4.19] characterizes functions that are
Fourier transforms of positive measures. The Bochner theorem for the affine
Fourier-Wigner transform answers the following question: Which functions on Aff
are of the form F𝑊 (𝑆), where 𝑆 is a positive trace-class operator? As in Bochner’s
classical theorem, it turns out that the correct notion to consider is functions of
positive type. Recall that a function 𝑓 : Aff → C is a function of positive type if
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for any finite selection of points Ω B {(𝑥1, 𝑎1), . . . , (𝑥𝑛, 𝑎𝑛)} ⊂ Aff the matrix 𝐴Ω
with entries

(𝐴Ω)𝑖, 𝑗 B 𝑓 ((𝑥𝑖 , 𝑎𝑖)−1(𝑥 𝑗 , 𝑎 𝑗))

is positive semi-definite. Before stating the general result we consider an illuminating
special case.

Example G.5.2. Assume that 𝐴 = 𝜙⊗𝜓 is a rank-one operator where 𝜙, 𝜓 ∈ 𝐿2(R+).
We will show that

F𝑊 (𝐴D−1) (𝑥, 𝑎) = 〈𝑈 (𝑥, 𝑎)𝜙, 𝜓〉𝐿2 (R+) (G.5.7)

is a function of positive type on Aff if and only if 𝐴 is a positive operator. If 𝐴 is
positive, then a standard fact [115, Prop. 3.15] shows that (G.5.7) is a function of
positive type. Conversely, we have from [115, Cor. 3.22] that

F𝑊 (𝜙 ⊗ 𝜓D−1) ((𝑥, 𝑎)−1) = F𝑊 (𝜓 ⊗ 𝜙D−1) (𝑥, 𝑎) = F𝑊 (𝜙 ⊗ 𝜓D−1) (𝑥, 𝑎).

Hence 〈𝑈 (𝑥, 𝑎)𝜙, 𝜓〉𝐿2 (R+) = 〈𝑈 (𝑥, 𝑎)𝜓, 𝜙〉𝐿2 (R+) ; it follows from [126, Thm. 4.2]
that 𝜙 = 𝑐 · 𝜓 for some 𝑐 ∈ C. We can conclude from [115, Cor. 3.22] that 𝑐 ≥ 0
since

F𝑊 (𝑐𝜓 ⊗ 𝜓D−1) (0, 1) = 𝑐 · ‖𝜓‖𝐿2 (R+) ≥ 0.

We are now ready to state the main result regarding positivity. This result
is actually, when interpreted correctly, a special case of the general result [116,
Thm. 4.12].

Theorem G.5.5. Let 𝐴 be a trace-class operator on 𝐿2(R+). Then 𝐴 is a positive
operator if and only if the function

F𝑊 (𝐴D−1) (𝑥, 𝑎) = tr(𝐴𝑈 (𝑥, 𝑎))

is of positive type on Aff.

Proof. We use the same notation as in the proof of Proposition G.5.2. For 𝐺 = Aff,
the abstract result in [116] says that if

{𝐴[𝜋 ]} [𝜋 ] ∈�̂� ∈
∫ ⊕

�̂�

𝐻𝑆(H𝜋)𝑑 ˆ̀( [𝜋]) (G.5.8)

consists of trace-class operators, then 𝐴[𝜋 ] is positive a.e. with respect to ˆ̀ if and
only if the function

∫
�̂�

tr(𝐴[𝜋 ]𝜋(𝑔)∗)𝑑 ˆ̀( [𝜋]) is of positive type.
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As in the proof of Proposition G.5.3, we pick 𝐴[𝜋1 ] = 𝐴 and 𝐴[𝜋 ] = 0 for
[𝜋] ≠ [𝜋1]. The resulting section consists of positive operators for a.e. [𝜋] if and
only if 𝐴 is positive. By the abstract result in [116], this happens if and only if∫

�̂�

tr(𝐴[𝜋 ]𝜋(𝑔)∗)𝑑 ˆ̀( [𝜋]) = tr(𝐴𝑈 (𝑥, 𝑎)∗)

is a function of positive type. The definition of functions of positive type gives that
this is equivalent to tr(𝐴𝑈 (𝑥, 𝑎)) being of positive type. �

G.6 Examples

In this section, we show how the theory developed in this paper provides a common
framework for various operators and functions studied by other authors. We also
introduce an analogue of the Cohen class of time-frequency distributions for the
affine group, and deduce its relation to the previously studied affine quadratic
time-frequency representations.

G.6.1 Affine Localization Operators

There is no general consensus of a localization operator in the affine setting. We
will use the following definition based on the convolution framework.

Definition G.6.1. Let 𝑓 ∈ 𝐿1
𝑟 (Aff) and 𝜑 ∈ 𝐿2(R+). We say that

𝐴 = 𝑓 ★Aff (𝜑 ⊗ 𝜑)

is an affine localization operator on 𝐿2(R+).

Inequality (G.3.3) shows that an affine localization operator 𝐴 is a trace-class
operator on 𝐿2(R+) with

‖𝐴‖S1 ≤ ‖ 𝑓 ‖𝐿1
𝑟 (Aff) ‖𝜑‖2𝐿2 (R+) .

Moreover, Proposition G.4.5 implies that 𝐴 is admissible whenever 𝜑 is admissible
and 𝑓 ∈ 𝐿1

𝑙
(Aff) ∩ 𝐿1

𝑟 (Aff).
We will now see that the affine localization operators are naturally unitarily

equivalent to the more commonly defined localization operators on the Hardy space
𝐻2
+(R). Recall that the space 𝐻2

+(R) is the subspace of 𝐿2(R) consisting of elements
𝜓 whose Fourier transform F𝜓 is supported on R+. Note that the composition DF
is a unitary map from 𝐻2

+(R) to 𝐿2(R+). An admissible wavelet b ∈ 𝐻2
+(R) satisfies

by definition that

𝑐 b B

∫ ∞

0

|F (b) (𝜔) |2
𝜔

𝑑𝜔 < ∞.
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In other words, DFb ∈ 𝐿2(R+) is an admissible function in the sense of Definition
G.4.1. In [256, Thm. 18.13] the localization operator 𝐴b

𝑓
on 𝐻2

+(R), given an
admissible wavelet b ∈ 𝐻2

+(R) and 𝑓 ∈ 𝐿1
𝑙
(Aff), is defined by

𝐴
b

𝑓
𝜓 = 𝑐 b

∫
Aff

𝑓 (𝑥, 𝑎)〈b, 𝜋(𝑥, 𝑎)b〉𝐻 2
+ (R)𝜋(𝑥, 𝑎)b

𝑑𝑥 𝑑𝑎

𝑎2 , b ∈ 𝐻2
+(R),

where 𝜋 acts on 𝐻2
+(R) by

𝜋(𝑥, 𝑎)b (𝑡) = 1
√
𝑎
b

( 𝑡 − 𝑥
𝑎

)
, 𝜓 ∈ 𝐻2

+(R). (G.6.1)

The next proposition is straightforward and relates operators on the form 𝐴
b

𝑓
with

affine localization operators.

Proposition G.6.1. Consider 𝑓 ∈ 𝐿1
𝑙
(Aff) and an admissible wavelet b ∈ 𝐻2

+(R).
Then

(DF)𝐴b
𝑓
(DF)∗ = 𝑐 b · 𝑓 ★Aff (DFb ⊗ DFb).

Remark G.17.

1. From Proposition G.6.1 it follows that Proposition G.4.10 is a generalization
of the result [256, Thm. 18.13].

2. In [71], Daubechies and Paul define localization operators in the same way
as in [256], except that they use 𝜋(−𝑥, 𝑎) instead of 𝜋(𝑥, 𝑎) in (G.6.1) and
consider symbols 𝑓 on the full affine group Aff𝐹 = R×R∗. The eigenfunctions
and eigenvalues of the resulting localization operators acting on 𝐿2(R) are
studied in detail in [71] when the window is related to the first Laguerre
function, and 𝑓 = 𝜒Ω𝐶

where

Ω𝐶 B {(𝑥, 𝑎) ∈ Aff : | (𝑥, 𝑎) − (0, 𝐶) |2 ≤ (𝐶2 − 1)}.

The corresponding inverse problem, i.e. conditions on the eigenfunctions of
the localization operator that imply that Ω = Ω𝐶 , is studied in [4].

3. Localization operators with windows related to Laguerre functions have
also been extensively studied by Hutník, see for instance [162–164], with
particular emphasis on symbols 𝑓 depending only on either 𝑥 or 𝑎. When
𝑓 (𝑥, 𝑎) = 𝑓 (𝑎), it is shown that the resulting localization operator is unitarily
equivalent to multiplication with some function 𝛾 𝑓 . This correspondence
allows properties of the localization operator to be deduced from properties
of 𝛾 𝑓 .
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G.6.2 Covariant Integral Quantizations

Operators of the form 𝑓 ★Aff 𝑆 form the basis of the study of covariant integral
quantizations by Gazeau and his collaborators in [13, 41, 42, 123–125]. Apart from
differing conventions that we clarify at the end of this section, covariant integral
quantizations on Aff are maps Γ𝑆 sending functions on Aff to operators given by

Γ𝑆 ( 𝑓 ) = 𝑓 ★Aff 𝑆,

for some fixed operator 𝑆. By varying 𝑆 we obtain several quantization maps Γ
with properties depending on the properties of 𝑆. Examples of such quantization
procedures with a different parametrization of Aff are studied in [42,125]. Their
approach is to define 𝑆 either by F𝑊 (𝑆) or by its kernel as an integral operator, and
deduce conditions on this function that ensures the condition

1★Aff 𝑆 = 𝐼𝐿2 (R+) .

Example G.6.1. The affine Weyl quantization is an example of a covariant integral
quantization Γ𝑆 , where 𝑆 is not a bounded operator. It corresponds to choosing
𝑆 = 𝑃Aff by Theorem G.3.13.

Remark G.18. The example above leads to a natural question: could there be other
operators 𝑃 such that 𝑓 ★Aff 𝑃 behaves as an affine analogue of Weyl quantization?
Since Weyl quantization on R2𝑛 is given by convolving with the parity operator, a
natural guess is

𝑃𝜓(𝑟) = 𝜓(1/𝑟), 𝜓 ∈ 𝐿2(R+).

The resulting quantization Γ𝑃 ( 𝑓 ) = 𝑓 ★Aff 𝑃 has been studied by Gazeau and
Murenzi in [125, Sec. 7]. It has the advantage that 𝑃 is a bounded operator, but
unfortunately by [125, Prop. 7.5] it does not satisfy the natural dequantization rule

𝑓 = Γ𝑃 ( 𝑓 ) ★Aff 𝑃.

We also mention that Gazeau and Bergeron have shown that this choice of 𝑃 is
merely a special case corresponding to a = −1/2 of a class 𝑃a of operators defining
possible affine versions of the Weyl quantization [42, Sec. 4.5].

In quantization theory one typically wishes that the domain of Γ𝑆 contains
𝐿∞(Aff). This, by Lemma G.4.9, leads us to chose 𝑆 = D𝑇D for some trace-class
operator 𝑇 . In particular, one requires that Γ𝑆 (1) = 𝐼𝐿2 (R+) , which can be easily
satisfied as the following proposition shows.

Proposition G.6.2. Let 𝑇 be a trace-class operator on 𝐿2(R+). Then

1★Aff D𝑇D = tr(𝑇)𝐼𝐿2 (R+) .
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Proof. Let 𝜓, 𝜙 ∈ dom(𝐷). We have by (G.4.12) that

〈1★Aff D𝑇D𝜓, 𝜙〉𝐿2 (R+) =

∫
Aff
〈𝑈 (−𝑥, 𝑎)∗D𝑇D𝑈 (−𝑥, 𝑎)𝜓, 𝜙〉𝐿2 (R+)

𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff
𝑇 ★Aff (D𝜓 ⊗ D𝜙) 𝑑𝑥 𝑑𝑎

𝑎

= tr(𝑇)〈𝜓, 𝜙〉𝐿2 (R+) ,

where the last equality uses Theorem G.4.2. �

Following the terminology used by Gazeau et al., we have a resolution of the
identity operator of the form

𝐼𝐿2 (R+) = ΓD𝑇D (1) =
∫

Aff
𝑈 (−𝑥, 𝑎)∗D𝑇D𝑈 (−𝑥, 𝑎) 𝑑𝑥 𝑑𝑎

𝑎
,

where tr(𝑇) = 1 and the integral has the usual weak interpretation.
Given a positive trace-class operator 𝑇 with tr(𝑇) = 1, we know that

ΓD𝑇D ( 𝑓 ) = 𝑓 ★Aff D𝑇D

defines a bounded map ΓD𝑇D : 𝐿∞(Aff) → L(𝐿2(R+)) with ΓD𝑇D (1) = 𝐼𝐿2 (R+) .
Moreover, ΓD𝑇D maps positive functions to positive operators and by a variation of
Lemma G.3.3 satisfies the covariance property

𝑈 (−𝑥, 𝑎)∗ΓD𝑇D ( 𝑓 )𝑈 (−𝑥, 𝑎) = Γ(𝑅(𝑥,𝑎)−1 𝑓 ).

The following result, which is a modification of the remark given at the end of [181],
shows a remarkable converse to these observations.

Theorem G.6.3. Let Γ : 𝐿∞(Aff) → L(𝐿2(R+)) be a linear map satisfying

1. Γ sends positive functions to positive operators,

2. Γ(1) = 𝐼𝐿2 (R+) ,

3. Γ is continuous from the weak* topology on 𝐿∞(Aff) (as the dual space of
𝐿1
𝑟 (Aff)) to the weak* topology on L(𝐿2(R+)),

4. 𝑈 (−𝑥, 𝑎)∗Γ( 𝑓 )𝑈 (−𝑥, 𝑎) = Γ(𝑅(𝑥,𝑎)−1 𝑓 ).

Then there exists a unique positive trace-class operator 𝑇 with tr(𝑇) = 1 such that

Γ( 𝑓 ) = 𝑓 ★Aff D𝑇D.
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Proof. The map Γ ↦→ Γ𝑙 where Γ𝑙 ( 𝑓 ) = Γ( 𝑓 ) is a bijection from maps Γ satisfying
the four assumptions to maps Γ𝑙 satisfying

i) Γ𝑙 sends positive functions to positive operators,

ii) Γ𝑙 (1) = 𝐼𝐿2 (R+) ,

iii) Γ𝑙 is continuous from the weak* topology on 𝐿∞(Aff) (as the dual space of
𝐿1
𝑙
(Aff)) to the weak* topology on L(𝐿2(R+)),

iv) 𝑈 (−𝑥, 𝑎)∗Γ𝑙 ( 𝑓 )𝑈 (−𝑥, 𝑎) = Γ𝑙 (𝐿 (𝑥,𝑎)−1 𝑓 ).

The remark in [181] applied to 𝐺 = Aff and𝑈 (−𝑥, 𝑎) says that if a map Γ𝑙 satisfies
i)-iv) then it must be given for 𝜓, 𝜙 ∈ dom(D) by

〈Γ𝑙 ( 𝑓 )𝜓, 𝜙〉𝐿2 (R+) =

∫
Aff

𝑓 (𝑥, 𝑎)〈𝑈 (−𝑥, 𝑎)𝑇𝑈 (−𝑥, 𝑎)∗D𝜓,D𝜙〉𝐿2 (R+)
𝑑𝑥 𝑑𝑎

𝑎
,

for some trace-class operator 𝑇 as in the theorem. The relation (G.4.1) gives that

〈Γ𝑙 ( 𝑓 )𝜓, 𝜙〉𝐿2 (R+) =

∫
Aff

𝑓 (𝑥, 𝑎)〈𝑈 (−𝑥, 𝑎)D𝑇D𝑈 (−𝑥, 𝑎)∗𝜓, 𝜙〉𝐿2 (R+)
𝑑𝑥 𝑑𝑎

𝑎2

=

∫
Aff

𝑓 (𝑥, 𝑎)〈𝑈 (−𝑥, 𝑎)∗D𝑇D𝑈 (−𝑥, 𝑎)𝜓, 𝜙〉𝐿2 (R+)
𝑑𝑥 𝑑𝑎

𝑎
.

Hence Γ𝑙 ( 𝑓 ) = 𝑓 ★Aff D𝑇D and the result follows. �

Quantization using admissible trace-class operators

As we have mentioned, the properties of the quantization mapΓ( 𝑓 ) = 𝑓 ★Aff𝑆 depend
on the properties of 𝑆. From Lemma G.4.9 we know that if 𝑆 is admissible, i.e. we can
write 𝑆 = D𝑇D for some trace-class operator 𝑇 , then Γ𝑆 : 𝐿∞(Aff) → L(𝐿2(R+))
is bounded. If we further assume that 𝑆 is a trace-class operator, then Proposition
G.4.10 shows that Γ𝑆 is bounded from 𝐿

𝑝
𝑟 (Aff) to S𝑝 for all 1 ≤ 𝑝 ≤ ∞. In this

sense, the ideal class of covariant integral quantizations Γ𝑆 are those given by
admissible trace-class operators.

Example G.6.2. If 𝜑 ∈ 𝐿2(R+) is an admissible function, then 𝜑⊗𝜑 is an admissible
operator. The resulting quantization Γ𝜑⊗𝜑 is then a special case of the quantization
procedures introduced by Berezin [38]; Berezin calls 𝑓 the contravariant symbol of
Γ𝜑⊗𝜑 ( 𝑓 ). In this sense, the quantization procedures Γ𝑆 for admissible 𝑆 generalize
Berezin’s contravariant symbols.

372



G.6. Examples

Relation to the Conventions of Gazeau and Murenzi

Gazeau and Murenzi [125] work with another parametrization of the affine group,
namely Π+ B R+ × R where the group operation between (𝑞1, 𝑝1), (𝑞2, 𝑝2) ∈ Π+
is given by

(𝑞1, 𝑝1) · (𝑞2, 𝑝2) B (𝑞1𝑞2, 𝑝2/𝑞1 + 𝑝1).
There is a unitary representation𝑈𝐺 : Π+ → U (𝐿2(R+, 𝑑𝑟)) given by

𝑈𝐺 (𝑞, 𝑝)𝜓(𝑟) =

√︄
1
𝑞
𝑒𝑖 𝑝𝑟𝜓(𝑟/𝑞) =

√︄
1
𝑞
𝑈 (𝑝/2𝜋, 1/𝑞)𝜓(𝑟).

Given a function 𝑓 on Π+ and an operator 𝑆 on 𝐿2(R+, 𝑑𝑟), Gazeau and Murenzi
define (note that the adjoint is now with respect to 𝐿2(R+, 𝑑𝑟), not 𝐿2(R+))

𝐴𝑆
𝑓
B

1
𝐶𝑆

∫ ∞

−∞

∫ ∞

0
𝑓 (𝑞, 𝑝)𝑈𝐺 (𝑞, 𝑝)𝑆𝑈𝐺 (𝑞, 𝑝)∗ 𝑑𝑞 𝑑𝑝,

where we assume that 𝑆 satisfies∫ ∞

−∞

∫ ∞

0
𝑈𝐺 (𝑞, 𝑝)𝑆𝑈𝐺 (𝑞, 𝑝)∗ 𝑑𝑞 𝑑𝑝 = 𝐶𝑆 · 𝐼𝐿2 (R+,𝑑𝑟 ) .

The next proposition is straightforward and shows that Gazeau and Murenzi’s
framework is easily related to our affine operator convolutions.

Proposition G.6.4. Let 𝑆 be an operator on 𝐿2(R+, 𝑑𝑟). ThenD−1𝑆D is an operator
on 𝐿2(R+, 𝑟−1𝑑𝑟) and

D𝐴𝑆
𝑓
D−1 =

2𝜋
𝐶𝑆

𝑓 ★Aff (D𝑆D−1),

where 𝑓 (𝑥, 𝑎) = 𝑓 (𝑎, 2𝜋𝑥
𝑎
) for (𝑥, 𝑎) ∈ Aff.

G.6.3 Affine Cohen Class Distributions

The cross-Wigner distribution𝑊 (𝜓, 𝜙) of 𝜓, 𝜙 ∈ 𝐿2(R𝑛) is known to have certain
undesirable properties. A typical example is that one would like to interpret𝑊 (𝜓, 𝜙)
as a probability distribution, but 𝑊 (𝜓, 𝜙) is seldom a non-negative function as
shown by Hudson in [161]. To remedy this, Cohen introduced in [59] a new class
of time-frequency distributions 𝑄 𝑓 given by

𝑄 𝑓 (𝜓, 𝜙) B 𝑊 (𝜓, 𝜙) ∗ 𝑓 , (G.6.2)

where 𝑓 is a tempered distribution on R2𝑛. In light of our setup, it is natural to
investigate the affine analogue of the Cohen class.
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Definition G.6.2. We say that a bilinear map 𝑄 : 𝐿2(R+) × 𝐿2(R+) → 𝐿∞(Aff)
belongs to the affine Cohen class if 𝑄 = 𝑄𝑆 for some 𝑆 ∈ L(𝐿2(R+)), where

𝑄𝑆 (𝜓, 𝜙) (𝑥, 𝑎) B (𝜓 ⊗ 𝜙) ★Aff 𝑆(𝑥, 𝑎) = 〈𝑆𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+) .

We will write 𝑄𝑆 (𝜓) B 𝑄𝑆 (𝜓, 𝜓). By Proposition G.3.5 we get for 𝑆 = 𝐴 𝑓
that

𝑄𝑆 (𝜓, 𝜙) = 𝑊𝜓,𝜙

Aff ∗Aff 𝑓 , (G.6.3)

which shows that our definition of the affine Cohen class is a natural analogue of
(G.6.2). It is straightforward to verify that 𝑄𝑆 (𝜓, 𝜙) is a continuous function on Aff
for all 𝜓, 𝜙 ∈ 𝐿2(R+) and 𝑆 ∈ L(𝐿2(R+)). Since the affine Cohen class is defined in
terms of the operator convolutions, we get some simple properties: The statements
1 and 2 in Proposition G.6.5 follow from Proposition G.4.10 and Corollary G.4.2.1.
Statement 3 is a simple calculation and the last statement follows from a short
polarization argument.

Proposition G.6.5. Let 𝑆 ∈ L(𝐿2(R+)). Then for 𝜓, 𝜙 ∈ 𝐿2(R+) we have the
following properties:

1. The function 𝑄𝑆 (𝜓, 𝜙) satisfies

‖𝑄𝑆 (𝜓, 𝜙)‖𝐿∞ (Aff) ≤ ‖𝑆‖L(𝐿2 (R+)) ‖𝜓‖𝐿2 (R+) ‖𝜙‖𝐿2 (R+) .

2. If 𝑆 is admissible, then 𝑄𝑆 (𝜓, 𝜙) ∈ 𝐿1
𝑟 (Aff) and∫

Aff
𝑄𝑆 (𝜓, 𝜙) (𝑥, 𝑎)

𝑑𝑥 𝑑𝑎

𝑎
= 〈𝜓, 𝜙〉𝐿2 (R+) tr(D

−1𝑆D−1).

3. We have the covariance property

𝑄𝑆 (𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙) (𝑦, 𝑏) = 𝑄𝑆 (𝜓, 𝜙) ((𝑦, 𝑏) · (𝑥, 𝑎)) (G.6.4)

for all (𝑥, 𝑎), (𝑦, 𝑏) ∈ Aff.

4. The function 𝑄𝑆 (𝜓, 𝜓) is (real-valued) positive for all 𝜓 ∈ 𝐿2(R+) if and
only if 𝑆 is (self-adjoint) positive.

Example G.6.3.

1. For 𝜓, 𝜙 ∈ 𝐿2(R+) we have

𝑄𝜙⊗𝜙 (𝜓) (𝑥, 𝑎) = |〈𝜓,𝑈 (−𝑥, 𝑎)∗𝜙〉𝐿2 (R+) |
2,

which by Corollary G.5.2.1 is simply a Fourier transform away from being a
scalogram.
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2. If we relax the requirement that 𝑆 is bounded in Definition G.6.2, then it
follows from Theorem G.3.13 that

𝑄𝑃Aff (𝜓) = 𝑊
𝜓

Aff

for 𝜓 ∈ 𝒮(R+). Hence the affine Wigner distribution can be represented as a
(generalized) affine Cohen class operator. If we define an alternative affine
Weyl quantization using an operator 𝑃 as in Section G.6.2, then it is clear that
𝑄𝑃 gives an alternative Wigner function. See [125, Sec. 7.2] for the case of
𝑃𝜓(𝑟) = 𝜓(1/𝑟).

The covariance property (G.6.4) and some rather weak continuity conditions
completely characterize the affine Cohen class, as is shown in the following result.

Proposition G.6.6. Let 𝑄 : 𝐿2(R+) × 𝐿2(R+) → 𝐿∞(Aff) be a bilinear map.
Assume that for all 𝜓, 𝜙 ∈ 𝐿2(R+) we know that 𝑄(𝜓, 𝜙) is a continuous function
on Aff that satisfies (G.6.4) and the estimate

|𝑄(𝜓, 𝜙) (0, 1) | . ‖𝜓‖𝐿2 (R+) ‖𝜙‖𝐿2 (R+) .

Then there exists a unique 𝑆 ∈ L(𝐿2(R+)) such that 𝑄 = 𝑄𝑆 .

Proof. By assumption, the map (𝜓, 𝜙) ↦→ 𝑄(𝜓, 𝜙) (0, 1) is a bounded bilinear form.
Hence there exists a unique bounded operator 𝑆 such that

〈𝑆𝜓, 𝜙〉𝐿2 (R+) = 𝑄(𝜓, 𝜙) (0, 1).

To see that 𝑄 = 𝑄𝑆 , note that we have

𝑄(𝜓, 𝜙) (𝑥, 𝑎) = 𝑄(𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙) (0, 1)
= 〈𝑆𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜙〉𝐿2 (R+)

= 𝑄𝑆 (𝜓, 𝜙) (𝑥, 𝑎). �

At this point we have seen that operators 𝑆 define a quantization procedure
Γ𝑆 ( 𝑓 ) = 𝑓 ★Aff 𝑆 as in Section G.6.2, and an affine Cohen class distribution 𝑄𝑆 .
The connection between these concepts is provided by the next proposition.

Proposition G.6.7. Let 𝑆 be a positive, compact operator on 𝐿2(R+) and let 𝑓 ∈
𝐿1
𝑟 (Aff) be a positive function. Then 𝑓 ★Aff 𝑆 is a positive, compact operator. Denote

by {_𝑛}∞𝑛=1 its eigenvalues in non-increasing order with associated orthogonal
eigenvectors {𝜙𝑛}∞𝑛=1. Then

_𝑛 = max
‖𝜓 ‖=1

{∫
Aff

𝑓 (𝑥, 𝑎)𝑄𝑆 (𝜓, 𝜓) (𝑥, 𝑎)
𝑑𝑥 𝑑𝑎

𝑎
: 𝜓 ⊥ 𝜙𝑘 for 𝑘 = 1, . . . , 𝑛 − 1

}
.
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Proof. The integral defining 𝑓 ★Aff 𝑆 is a Bochner integral of compact operators
converging in the operator norm, hence it defines a compact operator. It is
straightforward to check that 𝑓 ★Aff 𝑆 is also a positive operator. Furthermore, for
𝜓 ∈ 𝐿2(R+) we have

〈 𝑓 ★Aff 𝑆𝜓, 𝜓〉𝐿2 (R+) =

∫
Aff

𝑓 (𝑥, 𝑎)〈𝑆𝑈 (−𝑥, 𝑎)𝜓,𝑈 (−𝑥, 𝑎)𝜓〉𝐿2 (R+)
𝑑𝑥 𝑑𝑎

𝑎

=

∫
Aff

𝑓 (𝑥, 𝑎)𝑄𝑆 (𝜓, 𝜓) (𝑥, 𝑎)
𝑑𝑥 𝑑𝑎

𝑎
.

The result therefore follows from Courant’s minimax theorem [194, Thm. 28.4]. �

Example G.6.4. Let us consider a localization operator 𝜒Ω★Aff𝜑⊗𝜑 for 𝜑 ∈ 𝐿2(R+)
and a compact subsetΩ ⊂ Aff. The first eigenfunction 𝜙0 of this operator maximizes
the quantity

〈𝜒Ω ★Aff (𝜑 ⊗ 𝜑)𝜙0, 𝜙0〉𝐿2 (R+) =

∫
Ω

|〈𝜑0,𝑈 (−𝑥, 𝑎)∗𝜑〉𝐿2 (R+) |
2 𝑑𝑥 𝑑𝑎

𝑎
.

Hence in this sense, the eigenfunctions are the best localized functions in Ω, which
explains the terminology of localization operators.

Relation to the Affine Quadratic Time-Frequency Representations

The signal processing literature contains a wealth of two-dimensional representations
of signals. Among them we find the affine class of quadratic time-frequency
representations, see [212]. A member of the affine class of quadratic time-frequency
representations is a map sending functions 𝜓 on R to a function 𝑄𝐴

Φ
(𝜓) on R2 given

by

𝑄𝐴Φ(𝜓) (𝑥, 𝑎) =
1
𝑎

∫ ∞

−∞

∫ ∞

−∞
Φ(𝑡/𝑎, 𝑠/𝑎)𝑒2𝜋𝑖𝑥 (𝑡−𝑠)𝜓(𝑡)𝜓(𝑠) 𝑑𝑡 𝑑𝑠

for some kernel function Φ on R2. There are clearly a few differences between our
setup and the affine class of quadratic time-frequency representations. The domain
of the affine class consists of functions on R, whereas the affine Cohen class acts on
functions on R+. For a function 𝜓 on R+ we therefore define

𝜓0(𝑡) =
{
𝜓(𝑡) 𝑡 > 0
0 otherwise.

Finally, we recall that a function 𝐾𝑆 defined on R+ ×R+ defines an integral operator
𝑆 with respect to the measure 𝑑𝑡

𝑡
by

𝑆𝜓(𝑠) =
∫ ∞

0
𝐾𝑆 (𝑠, 𝑡)𝜓(𝑡)

𝑑𝑡

𝑡
.

The following formal result is straightforward to verify.
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Proposition G.6.8. Let 𝑆 be an integral operator with kernel 𝐾𝑆 and define

Φ𝑆 (𝑠, 𝑡) =
{
𝐾𝑆 (𝑡 ,𝑠)√

𝑠𝑡
if 𝑠, 𝑡 > 0,

0 otherwise.

For 𝑥 > 0 and 𝜓 defined on R+, we have

𝑄𝑆 (D𝜓,D𝜓) (𝑥, 𝑎) = 𝑄𝐴Φ𝑆
(𝜓0) (−𝑥/𝑎, 𝑎).
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