
 

An improved model for predicting liquid loading onset in inclined pipes 
with non-uniform liquid wall films 

 

Abstract 

Liquid loading is a phenomenon in which liquid accumulates in the wellbore of mature gas wells, causing a significant 

reduction in production and sometimes permanent well abandonment. This paper introduces a new model for predicting 

liquid loading onset, based on the reversal of a non-uniform liquid film. The momentum balance equation for annular flow is, 

in the proposed model, expressed as a function of liquid holdup instead of liquid thickness. The model employs auxiliary 

correlations to obtain liquid holdup and an interfacial friction factor, developed from literature data. 

The accuracy of the proposed model is quantified by comparing laboratory data from this work and field datasets from 

previous studies, with the predictions of existing models. The proposed model successfully reproduces the experimental data 

and field data, and gives the highest prediction accuracy and the lowest average error when compared with existing models. 

The proposed model therefore represents a significant improvement on existing models. 

The applicability of auxiliary correlations means that this model should be restricted to upward pipe inclinations of 30° 

to 90° from the horizontal, liquid viscosities of 1.1cP and 0.018 cP, and superficial velocities of gas of 3-60 m/s and of liquid 

of 0.01-0.2m/s. Results show that the model exhibits poor performance when applied to pipe inclinations lower than 30° from 

the horizontal. 
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1. Introduction  

Natural gas production is, due to the environmental footprint being smaller than for oil and coal production, becoming 

more and more attractive.  Advances in engineering practices and the discovery of large offshore gas fields has further 

increased oil company interest in developing projects in unconventional gas fields. 

 

Exploration in deep-water and the development of horizontal wells has led to the high range of deviated production 

wells we see today, these ranging between 10º and 85º of inclination. These inclinations have an enormous effect on the fluid 

flow of multiphase flows in production strings. Moderate amounts of liquid, such as condensate and water, are also produced 

in gas wells. These are the result of condensate dropout due to pressure and temperature reductions or of water breakthrough, 

the liquids produced accumulates in the wellbore due to the liquid fraction increasing or gas rates decreasing (e.g. with 

depletion). The ability of the flow to carry these liquids to the surface is therefore lost, a phenomenon known as liquid 

loading. This can cause further reductions in gas rates due to excessive back-pressure on the formation and erratic production. 

The ability to accurately predict the onset of liquid loading is therefore an essential factor in effective gas well planning and 

design. Little has been published on liquid loading onset in inclined wells, most correlations having been developed for 

vertical wells, this having a limited applicability to inclined wells. The prediction of liquid loading onset in inclined gas wells 

is an area in which there is a great need for more knowledge. 

 

 Gas flow rates in early production stages are high enough to carry co-produced liquids out of the well. Well production 

conditions are therefore stable (annular flow regime). Gas production rates drop in later stages of a well’s life, as reservoir 

pressure falls. The capacity to lift any liquid to the surface therefore approaches and ultimately becomes zero when below a 

critical gas rate. Liquids present in the wellbore, where flow falls below the critical gas rate, therefore start to flow in the 

opposite direction. Intermittent flow patterns then can develop in some parts of the tubing, leading to an unstable production 

condition. Non-removed liquid accumulates under these conditions in the wellbore, leading to a phenomenon commonly 

known as liquid loading. The accumulated liquid creates a backpressure on the formation, increased resistance along the gas 

production pathway, further accumulation of liquid, a reduction in the natural flow of gas from the reservoir to the surface, 

and eventually the premature abandonment of the well. This leads to financial losses due to the early curtailment of 

hydrocarbon sales and to higher operational costs.  
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Co-produced fluids can be free liquid that flows with the gas from the reservoir. They can also be condensate and water 

that separate out from the gas due to pressure and temperature reductions along the tubing. Irrespective of their origin, these 

fluids are either entrained as droplets in the gas core and/or occur as a film attached to and that moves along the pipe wall. 

Fig. 1-1 illustrates how a gas well can behave over time as reservoir pressure falls. 

 
Fig. 1-1 Production profile for gas wells experiencing liquid loading. Adapted from Fernandez et al. (2010). 

 

Deliquification methods such as gas lift, plunger lift, production cycling, and down-hole pumps are often installed in 

wells to counteract liquid loading, and to maintain production. Operators must, however, be able to accurately predict the 

onset of liquid loading, so that deliquification methods are deployed early enough to prevent premature well shut-in.  

 

A number of researchers (Vitter, 1942; Jones, 1946; Duggan, 1961 cited by Turner et al., 1969; Guo et al., 2005 and 

Chupin et al., 2007) have proposed methods for determining the onset of liquid loading. These methods typically are based 

on the correlation of field and experimental data, on equations derived from mechanistic models or a combination of the two. 

Almost all of these studies agree, however, on two physical models for the removal of liquid in gas wells (see Fig. 1-2): (a) 

liquid is transported as droplets entrained in the high velocity gas core and (b) liquid is transported as a film that moves along 

the pipe walls. 

 

 
Fig. 1-2 Illustrative diagram of liquid transportation in gas well, Fernandez et al. (2010). 

 

1.1 Liquid droplet model 

The entrained liquid droplet model, also known as liquid droplet reversal, assumes that the main cause of liquid loading 

is the falling backwards of liquid droplets held in the gas core. Turner et al. (1969) proposed an equation for calculating the 

minimum gas velocity required to lift the largest droplet present in a gas core, liquid loading being therefore likely when the 

gas velocity in the tubing drops below this minimum gas velocity. Turner's equation for critical superficial gas velocity (m/s) 

is based on the drag and gravity forces that act on a falling liquid droplet, and therefore is: 
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 𝑣sg,critical = 6.556 [
𝑔(𝜌𝑙 − 𝜌𝑔)𝜎

𝜌𝑔
2

]

0.25
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The original coefficient of 5.463 was, however, changed to 6.556 (a 20% correction) to match the equation results with 

the field data Turner et al. used in model validation.  

 

Many researchers have, to varying degrees of success, refined and modified the Turner et al. (1969) droplet model to 

achieve a better match between the equation and different data sets (Coleman et al., 1991; Nosseir et al., 1997; Li et al., 2001; 

Wang et al., 2010 and Sutton et al., 2010). Modifications address aspects such as liquid droplet shape, equation coefficient 

values and the effect of flow conditions. 

 

Turner et al.'s equation has, however, been widely used in the petroleum industry as the primary method for predicting 

liquid loading in gas wells. The quickly increasing need to predict liquid loading in inclined wells has led to the droplet 

model being modified to include the effect of inclination. Flores-Avila et al. (2002) proposed a new droplet model based on 

the Turner et al. model, by adapting the model to field units and by including a coefficient to account for well inclination 

angle.  

 

Belfroid et al. (2008) studied the effect of pipe inclination angle on droplet model prediction, plotting critical gas 

velocity as a function of inclination angle using data from van ’t Westende et al. (2007), as shown in Fig. 1-3. The plot shows 

critical gas velocity increasing to a maximum value as inclination angle moves away from the vertical, and then dropping 

away as inclination angle increases beyond this. 

 

 
Fig. 1-3 Critical gas velocity vs. inclination angle (Belfroid et al., 2008) 

 

This behaviour was attributed to the decrease in gravitational force perpendicular to the flow and the increase in film 

thickness along the full circumference of the tubing. Belfroid et al. furthermore proposed a new droplet model that can 

account for the effect of inclination angle on critical gas velocity prediction through combining the Fiedler et al. (2004) 

model with the conventional Turner equation. Belfroid's equation for critical superficial gas velocity (m/s) therefore is: 

 

 �̇�𝑔,𝑚𝑖𝑛 = (3.1A√𝜌𝑔)[𝑔𝜎(𝜌𝑙 − 𝜌𝑔)]
0.25 (sin 1.7𝜃)0.38

0.74
 1-2 

 

where �̇�𝑔,𝑚𝑖𝑛 is minimum gas mass flow rate [kg/s], 𝜌𝑔 gas and 𝜌𝑙 liquid density [kg/m3], 𝜎 surface tension [N/m] and 𝜃 

inclination angle in relation to the horizontal (where 𝜃 = 0°). 

 

Wang et al. (2016) subsequently conducted an experimental study of an air-water flow system in coiled pipes, with 

inner diameters of 30 mm and 40 mm, and inclinations of 15° to 76° from the horizontal. Based on their experimental data, 

they proposed a modification to the Belfroid et al. (2008) model to include the effect of pipe diameter on the prediction of 

critical gas velocity.  

 

Some field and experimental evidence has shown that the predictability of the droplet model, which is otherwise simple, 

easy to use and to tune, is however limited (Guo et al., 2005;Veeken et al., 2010; Shekhar et al., 2017; Vieira et al., 2019a; 

Vieira et al., 2019b). 
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1.2 Liquid film model 

The liquid film model, which is also known as the liquid-film-reversal model, assumes that liquid is transported as a 

film along the walls of the conduit, the gas core flowing on the inside of this. Liquid starts to accumulate in wells when the 

liquid film can no longer be lifted to the surface. Turner et al. (1969), based on field data analysis, however concluded that 

the liquid film is not the controlling liquid transport mechanism. An approach based on pressure gradient and flow regime 

transitions was therefore proposed to identify when the liquid film can no longer be lifted to the surface.  

 

Zabaras et al. (1986) conducted an experimental study of the film flow of a vertically upwards concurrent annular gas-

liquid flow, measuring instantaneous local film thickness, wall shear stress and pressure gradient. They concluded that film 

motion is, at low gas flow rates, controlled by a switching mechanism which they designated churn flow, which is linked to 

the instability of the liquid film due to decreasing film-thickness and interfacial friction. A number of authors have 

subsequently also shown that liquid loading is accompanied by a flow regime transition from annular flow to slug or churn 

flow (intermittent flow), the annular-intermittent transition model of Barnea (1986 , 1987) being therefore widely used to 

determine the onset of liquid loading in inclined pipes. This model assumes no variation in film thickness around the pipe at 

all inclination angles, and that the transition from annular to intermittent flow takes place where the gas core is blocked by 

the liquid, so leading to slug flow. This blockage is due to two mechanisms: (a) the instability of the annular flow 

configuration and (b) spontaneous blockage of the core due to wave growth on the liquid film. 

 

Paz (1994) conducted an experimental and theoretical investigation into two-phase annular flow, the focus of this study 

being the effect of inclination angle on liquid film thickness distribution along the circumference of the pipe. They observed 

that the liquid phase tends to accumulate at the bottom of the pipe as pipe inclination approaches horizontal. This results in a 

thicker liquid film at the bottom and a thinner film at the top of the pipe (Fig. 1-4). They therefore concluded that inclination 

angle strongly affects liquid film thickness (δ), so proving Barnea's assumption to be incorrect. 

 

 
Fig. 1-4 Liquid film thickness distribution around the pipe circumference (φ = 0° at the bottom of the pipe) for 𝒗𝒔𝒈=18.29 m/s, 

𝒗𝒔𝒍=0.0124 m/s, different pipe inclination (θ=90° is vertical) observed by Paz (1994) 

 

Luo et al. (2014) subsequently published a correlation that took into account non-uniform film thickness (Equation 1-6) 

and used Barnea's (1986) methodology to predict the onset of liquid loading. I.e. annular-intermittent transition and Fore et 

al.s' (2000) interfacial friction factor correlation (Equation 1-3) instead of Wallis' (1969). 

 

 𝑓𝑖 = 0.005 {1 + 300 [(1 +
17500

𝑅𝑒𝑔

) 𝛿𝐿 − 0.0015]} 1-3 

 

The new correlation was developed by comparing a uniform and non-uniform film thickness model, as shown in Fig. 

1-5. The area of the film where film thickness is uniform was approximated to the area of an expanded rectangle, and to a 

trapezoid (see Equation 1-4) for non-uniform film thickness as used by Barnea (1986). 
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Fig. 1-5 Schematic of uniform and non-uniform liquid film thickness. Taken from Luo et al. (2014). 

 

 𝐴1 = 𝜋𝐷𝛿𝑐                        𝐴2 =
1

2
[𝛿(0, 𝜃) + 𝛿(𝜋, 𝜃)]𝜋𝐷 1-4 

 

where D is pipe diameter, 𝛿𝑐 is constant film thickness, 𝛿(0, 𝜃) is film thickness at the top of the pipe and 𝛿(𝜋, 𝜃) is 

film thickness at the bottom of the pipe. If 𝐴1= 𝐴2, then constant film thickness can be expressed as 

 

 𝛿𝑐 =
1

2
[𝛿(0, 𝜃) + 𝛿(𝜋, 𝜃)] 1-5 

 

Luo et al. proposed the following empirical equation for film distribution along the pipe circumferential position for 

different pipe deviations  

 

𝛿(𝜑, 𝜃) = (1 − 𝛼𝜃 cos 𝜑)𝛿𝑐 

 

𝛼 = {
0.0287            0 ≤ 𝜃 < 30

0.55𝜃−0.868      30 ≤ 𝜃 ≤ 90
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The equation was developed from a simple curve fitting of Paz (1994) data, the ratio between the minimum (thickness at 

top of the pipe) and the maximum film thickness measure being plotted against the pipe inclination angle for each liquid 

velocity. 

 

The critical film thickness (𝛿𝐿) was calculated by differentiating the combined momentum equation, which was then 

converted to an equivalent film thickness (𝛿𝑐). This allows the equation for the variation of film thickness due to pipe 

inclination to be incorporated into the prediction of onset of liquid loading. The equivalent film thickness was then used to 

calculate the critical gas velocity for an inclined pipe, by applying the methodology proposed by Barnea (1986). 

 

Shekhar et al. (2017) subsequently proposed a new set of empirical correlations using this concept of film thickness 

variation with pipe inclination (Equation 1-7), and the criterion developed by Barnea (1986). They, however, assumed that 

liquid loading onset in an inclined pipe would begin when the liquid film at the bottom of the pipe starts falling back. 

 

 𝛿(𝜑, 𝜃) = [1 − (
1 − 𝑒−0.088𝜃

1 + 𝑒−0.088𝜃
) cos 𝜃] 𝛿𝑎𝑣𝑔𝐿  1-7 

 

They, to calculate the critical gas velocity, estimated the maximum film thickness for the required shear stress using 

Equation 3-1, and then converted the film thickness using the relation given in Equation 1-8. Their corrected 𝛿𝑎𝑣𝑔𝐿 was then 

substituted back into the Barnea (1986) Equation 3-1, to determine the critical superficial gas velocity. 

 

 𝛿𝑎𝑣𝑔𝐿 =
1

2
(1 + 𝑒−0.088𝜃)𝛿𝑚𝑎𝑥 1-8 
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They also modified the Wallis (1969) interfacial friction faction (𝑓𝑖) and proposed a correlation that is dependent on the 

inclination angle (Equation 1-9). 

 

 𝑓𝑖 = 0.005{1 + [340(1 + cos 𝜃)𝛿𝑎𝑣𝑔𝐿]} 1-9 

 

The new model was validated using data from Alsaadi (2013) and Guner (2012), and shows an improvement in the 

prediction of onset of liquid loading. 

 

The nodal analysis concept was also taken as a new criterion for predicting the onset of liquid loading. This analysis 

concept suggests that liquid starts to accumulate at the wellbore when the pressure in the production tubing decreases to a 

minimum pressure. 

 

Zabaras et al. (1986) observed, through experimental data, that pressure drop displays a minimum as the gas flow rate is 

reduced for a given constant liquid flow rate. This pressure drop behaviour was accompanied by the annular-intermittent flow 

transition. Researchers such as Kelkar et al. (2013), Sarica et al. (2013), Luo et al. (2014) and Waltrich et al. (2015) 

subsequently started to use the concept of minimum pressure to define the initiation of liquid loading. 

  

Such methods have been shown to be useful in the prediction of the onset of liquid loading for experimental and in 

some cases field data. Model improvement is, however, required to account for the pipe inclination effect in gas wells. 

 

1.3 Problem statement and methodology  

The objective of this work is to develop a more accurate model to predict the onset of liquid loading in inclined pipes, 

for non-uniform liquid film. The model is based on the Barnea (1986) model, most terms being expressed for liquid holdup 

instead of equations being expressed as a function of liquid film thickness, as used in most previous work (e.g. Barnea and 

Shekhar). Auxiliary correlations were developed using the experimental data presented by Paz (1994). 

 

The model was validated using experimental gas-liquid flow data in an inclined pipe collected by the authors at an 

experimental facility. Pipe diameter was 60 mm, length was 7 m and inclinations were 20° to 78° upwards. The model was 

also compared with the models of Shekhar et al. (2017) and Barnea (1986). Model accuracy was quantified. 

 

The model was validated against field data reported in previous work by Turner et al. (1969), Belfroid et al. (2008) and 

Veeken et al. (2010), and compared against the output of the models of Shekhar and Barnea. Modifications are suggested to 

improve the accuracy of the new model. Model accuracy was quantified. 

 

 

2. Experimental facility 

Experiments were performed at the multiphase flow laboratory at NTNU as an extension of the work reported by Vieira 

et al. (2019a) and Vieira et al. (2019b). The test section consists of a transparent acrylic pipe of 60 mm inner diameter and 

length of approximately 7 m, resting on a steel beam connected to a lift mechanism. The lift mechanism allows the section to 

be easily adjusted to a predefined inclination angle on the beam, using a connected lift handle. Test section inclination ranged 

from 0° to 90° (to the horizontal). Inclination angle was, however, limited by the structure supporting the steel beam having a 

maximum predetermined inclination of 78° due to safety when performing experiments with velocities above 20m/s. The lift 

system allowed the test section to be adjusted to angles between the horizontal and vertical. A schematic of the test section is 

shown in Fig. 2-1. 
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Fig. 2-1 Schematic of inclined test section at multiphase flow loop at NTNU 

 

The inclined facility has two locations to mix the test fluids. Mixpoint2 (Fig. 2-1) was, however, used in this work to 

avoid instabilities caused by the flexible pipe. The two-phase propagates, after the mixing point, through the test section to a 

separator located at the top of the pipe. The phases are separated here, the gas phase being discharged to the atmosphere and 

the liquid being sent back to a storage tank in the basement. Water and compressed air were used as test fluids, and a ball 

valve was used to control gas injection in the test section. Air was supplied at 7 bar, stored in the air buffer, and then reduced 

to the experimental conditions of 4 bar. The water was pumped from the storage tank to the test section by centrifugal pumps. 

Air flow rate was measured by a Vortex flow meter and the water flow rate by a Coriolis flow meter. The fluid properties 

under test conditions, i.e. 20 ͦ C and 1 atm are given in Table 2-1. 
 

Table 2-1 Liquid and gas properties @ 20 °C, 1bar 

Fluid  Density [kg/m3] Viscosity [cP] 
Surface tension 

[mN/m] 

Water  997.9 1.1 60 

Air 1.2 0.018 - 

 

Instrumentation was installed in the test section, the pressure gradient being measured by two differential pressure cells 

and three absolute pressure sensors. The range of the differential pressure cells were ±50 kPa and ±64 kPa, and the range of 

the absolute pressure sensor was 0-200kPa. 

 

Calibration was carried out every day before experiments were conducted, to ensure acceptable pressure drop 

measurement accuracy. Conductance probe rings were installed at the end of the pipe and liquid holdup was determined 

through a voltage signal conversion using a calibration curve. 

 

A high-speed camera (GoPro Hero 6 Black®) was installed and used to identify the onset of liquid loading. Pictures and 

videos were recorded at a visualization section approximately 4 m above the test section entrance. Fluctuation signals from 

pressure sensor and conductance probe rings were also used to additionally support the identification of the critical gas 

velocity. Fig. 2-2, for example, shows the pressure gradient from the differential pressure cell located 1.35 m above the test 
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section injection mix point 2 and the conductance probe signal, for a time period in which the gas rate was reduced in three 

steps. Both signals fluctuate when the fluid transitions to slug flow pattern occur. 

 

 
Fig. 2-2. Output signal of the differential pressure cell and conductance probe when reducing stepwise the gas rate (air-water 

system 𝛉=30°, 𝒗𝒔𝒍=0.01m/s) 

 

Preliminary experiments were carried out to define a test matrix that could cover the annular-slug flow pattern 

transition. Limitations such as liquid volume in the tank, pump capacity and flow meter range meant that the test matrix had 

to be adjusted for different inclinations. 

 

Superficial liquid from 0.01 to 0.2 m/s and gas velocities from 60 to 3 m/s were tested for water-air system inclination 

angles of 20 ͦ and 78 ͦ (Fig. 5-1). Data for air-water system inclination angles of 30 ͦ, 45 ͦ, 60 ͦ and 70 ͦ were collected by Vieira 

et al. (2019b). Data for the air-Exxsol D80 system was taken from Vieira et al. (2019a), as presented in Table 2-2. 

 
Table 2-2 Experimental data for liquid loading air-water and air-Exxsol D80, 60mm ID at STP conditions. Vieira et al. 

(2019b) and Vieira et al. (2019a). 

Pipe inclination 

(degree) 

Air-water Air-Exxsol D80 

𝑣𝑠𝑙   

(m/s) 

𝑣𝑠𝑔,𝑜𝑚𝑠𝑒𝑡 𝐿𝐿 

(m/s) 

𝑣𝑠𝑙   

(m/s) 

𝑣𝑠𝑔,𝑜𝑚𝑠𝑒𝑡 𝐿𝐿 

(m/s) 

30 

0.01 19.47 - - 

0.02 22.4 0.02 18.49 

0.05 23.32 0.05 21.93 

0.1 21.78 0.1 22.43 

0.2 25.63 0.2 21.35 

45 

0.01 19.8 - - 

0.02 21.46 0.02 21.96 

0.05 25.19 0.05 24.01 

0.1 24.76 0.1 24.3 

0.2 24.69 - - 

60 

0.01 19.48 0.01 14.77 

0.02 21.72 - - 

0.05 23.7 0.05 21.86 

0.1 25.57 0.1 24.29 

0.2 24.86 - - 

70 

0.01 18.11 - - 

0.02 20.03 - - 

0.05 24.18 - - 

0.1 23.47 - - 

0.2 23.72 - - 
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3. Proposed Model  

The annular-slug transition boundary model proposed by Barnea (1986) is based on the assumption that the liquid film 

thickness distribution in the pipe cross section is constant for the whole range of pipe inclinations. It is also based on the 

assumption that the interfacial shear stress provided by the liquid phase that is required to maintain the annular flow structure 

of the dimensionless film thickness (δ̃ = δ/𝐷) for a given superficial liquid velocity 𝑣𝑠𝐿  is: 

 

 τ𝑖 = 𝑔(𝜌𝐿 − ρ𝑔)𝐷 sin β (δ�̃� − δ𝐿
2̃) (1 − 2δ�̃�) +

1

32
𝐶𝐿ρ𝐿 (

𝐷𝜌𝑙

𝜇𝑙

)
−𝑛

(𝑣𝑠𝐿)2−𝑛 [
(1 − 2𝛿�̃�)

(𝛿�̃� − 𝛿𝑙
2̃)

2] 3-1 

 

Shekhar et al. (2017) examined non-uniform film thickness distribution due to pipe inclination. They assumed that 

liquid loading would begin when the thicker film, at the bottom of the pipe, can no longer be carried by the gas phase. They 

therefore estimated the maximum film thickness that satisfied the required shear stress (using Equation 3-1) as (𝛿𝑚𝑎�̃�), and 

used an equation (Equation 1-8) to convert this into (𝛿𝑎𝑣𝑔�̃�). The corrected value was then used in Equation 3-1 to determine 

critical superficial gas velocity. The Shekhar et al. (2017) model therefore still uses the momentum equation from Barnea 

(1986), which was derived assuming an annular flow geometry for uniform liquid film thickness. 

  

A different approach was used in this research work. The momentum balance equation for gas-liquid two-phase flow 

(Equation 3-2) is expressed in terms of the liquid holdup: 

 

 𝜏𝑖𝑆𝑖 (
1

𝐻𝐿

+
1

(1 − 𝐻𝐿)
) − 𝑔𝐴(𝜌𝑙 − 𝜌𝑔) sin 𝜃 − 𝜏𝑤𝐿

𝑆𝐿

𝐻𝐿

= 0 3-2 

 

Our model, similar to the work of Shekhar et al. (2017), still employs Equation 3-1 and the maximum liquid film 

thickness (𝛿𝑚𝑎𝑥𝐿). The real liquid area is, however, the main object of interest in the new model and is used to predict critical 

superficial gas velocity by employing Equation 3-2, which requires liquid holdup instead of liquid film thickness. 

  

Expressions to correlate model variables versus holdup were derived using the data presented by Paz (1994), who 

experimentally investigated the effect of inclination angle on liquid film thickness distribution on a two-phase annular flow. 

A multi-probe was used to measure liquid film thickness at 0°, 45°, 90° and 180° around half the pipe, for inclination angles 

of 90°, 75°, 60° and 45° from the horizontal. Liquid superficial velocities ranging from 0.006 to 0.061 m/s and a gas 

superficial velocity of 18.29 m/s were used in this experiment. 

 

The dimensionless liquid film thickness at several angular positions (𝜑) in the pipe cross section was computed from 

measured values taken from Paz (1994) and plotted against pipe inclination angle (𝜃) for different liquid superficial 

velocities. The data was fitted to an exponential function (Equation 3-3) 

 

 𝛿�̃�( 𝜑, 𝜃) = 𝑎 𝑒−𝑏𝜑 + 𝑐 3-3 

 

The function was integrated numerically in 𝜑 to obtain the area under the curve, which represents the cross-sectional 

area of liquid in the pipe from position 0º to 180º (shown in Fig. 5-2).  

 

The liquid holdup was calculated from the cross-section area occupied by the liquid, as estimated above, and plotted 

against the maximum dimensionless liquid film thickness (at the bottom of the pipe), as shown in Fig. 3-1. 
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Fig. 3-1 Liquid holdup vs. maximum dimensionless liquid film thickness (measured at the bottom of the pipe) 

 

There is a fairly linear relationship between these two variables. Liquid holdup can therefore be used to determine 

maximum film thickness, and can be described by a simple linear function of the single variable a. 

 

 𝐻𝐿 = 𝑎𝛿𝑚𝑎𝑥�̃� 3-4 

 

 The slope of the fitting lines (a) increases with increasing pipe inclination (𝜃). Both variables were plotted in Fig. 3-2. 

 

Fig. 3-2 Estimation of liquid holdup equation vs. pipe inclination (from horizontal) 

 

The coefficient a can be seen to increase exponentially with increasing pipe inclination, their relationship being 

described by: 

   𝑎 = 0.25𝑒0.0294𝜃 3-5 

The change of liquid area (liquid holdup) due to pipe inclination also causes a change in the perimeter of the liquid-gas 

interface (𝑆𝑖). The perimeter 𝑆𝑖 was computed from Equation 3-3 from the functions created by fitting the Paz (1994) data, 

and plotted against liquid holdup (Fig. 3-3). Equation 3-6 is proposed to fit the data. 
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Fig. 3-3 Estimation of interface perimeter against liquid holdup 

 

 𝑆𝑖 = (𝜋 − 1.7𝐻𝐿)𝐷 3-6 

 

The perimeter of the wall-liquid interface was calculated by 𝑆𝐿 = 𝜋𝐷. Wall shear stress was calculated by Equation 

3-7, which was related to the local liquid velocity at the bottom of the pipe, and which is similar to that presented by 

Barnea (1986). 
 

 𝜏𝑤𝑙 =
1

2
𝐶𝐿𝜌𝑙 (

𝜌𝑙𝐷𝑣𝑠𝐿

𝜇𝐿

)
−𝑛 𝑣𝑠𝐿

2

4 (𝛿𝑚𝑎𝑥�̃� − 𝛿𝑚𝑎𝑥�̃�

2
)

 3-7 

 
where 𝐶𝐿 and 𝑛 are constants in the friction factor correlation, 𝐶𝐿 = 0.046, 𝑛 = 0.2 for turbulent liquid film and 

𝐶𝐿 = 16, 𝑛 = 1 for laminar liquid film. 

 

Substituting the relationship of 𝑆𝐿, 𝑆𝑖, 𝐻𝐿  and the wall shear stress expression into Equation 3-2 and solving for 

interfacial shear stress yields 

 𝜏𝑖,𝑙𝑖𝑞𝑢𝑖𝑑 =
𝜏𝑤𝑙

𝑆𝐿

𝐻𝐿
+ 𝑔𝐴(𝜌𝑙 − 𝜌𝑔) sin 𝜃

𝑆𝑖 (
1

𝐻𝐿
+

1
(1 − 𝐻𝐿)

)
 3-8 

 

The supplied interfacial shear stress provided by gas-phase was then estimated by Equation 3-9 

 

 𝜏𝑖,𝑔𝑎𝑠 =
1

2
𝑓𝑙

𝜌𝑔𝑣𝑠𝑔
2

(1 − 2𝛿𝑚𝑎𝑥�̃�)
4 3-9 

 

A new equation for calculating the interfacial friction factor based on the Paz (1994) data was also proposed. The 

steps leading up to the equation are explained in Appendix B section B-1. 

 

 𝑓𝑖 = 𝑓𝑔(98.87𝐻𝐿 + 2.2) sin 𝜃 3-10 

 

The superficial gas friction factor (𝑓𝑔) was assumed to be 0.005 and the pipe inclination (𝜃) is expressed in radians. 

 

Fig. 3-4 shows an overall flow chart for the annular-intermittent transition boundary (critical gas velocity) for an 

inclined pipe. Critical gas velocity is first determined from the input parameters, the momentum and continuity equations 

then being used to calculate the hydrodynamic behaviour of the two-phase flow. 
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Fig. 3-4 Flow chart for calculating annular-slug flow transition boundary calculation 

 

4. Model validation 

 We compared the results of the proposed model with both laboratory and field data, to confirm the new model’s ability 

to predict the onset of liquid loading. 
 

4.1 Laboratory data 

Vieira et al. (2019a) and Vieira et al. (2019b) conducted experimental studies of liquid loading in an inclined 60 mm 

pipe. Vieira et al. (2019a) used inclinations of 30 ͦ, 45 ͦ, 60  ͦand 70 ͦ for 0.01, 0.02, 0.05, 0.1 and 0.2 m/s of 𝑣𝑠𝐿 , water being 

the liquid phase of a two-phase gas-liquid system. Vieira et al. (2019b) used pipe inclinations of 45 ͦ, 60 ͦ and 70 ͦ for 0.01, 

0.02, 0.05, 0.1 and 0.2 m/s of 𝑣𝑠𝐿 , light oil (Exxsol D80) being the liquid phase. Both experiments yielded to a critical gas 

velocity (𝑣𝑠𝑔,𝑜𝑚𝑠𝑒𝑡 𝐿𝐿) for every 𝑣𝑠𝐿 . 

 

Transition boundaries were calculated and plotted using the experimental data and the new model for liquid loading 

prediction. Predictions from the Barnea (1986) and Shekhar et al. (2017) models were also plotted for comparison. 

 

Discrete experimental points from the air-water system were plotted on a logarithmic scale (Fig. 4-1a – Fig. 4-1f), the 

continuous-line representing the annular-slug transition boundary for the new model. Transitions estimated using the Barnea 

(1986) and Shekhar et al. (2017) models are plotted as dashed-lines. An error bar was added to the data points (onset LL) to 

show the variability of the measured critical gas velocity, the right length of the horizontal error bar representing the last full 

stable production (annular flow) and the left length the first full unstable production (slug flow). The two flow patterns were 

identified by visual inspection.  
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a) 20º b) 30º 

  
c) 45º d) 60º 

  
e) 70º f) 78º 

Fig. 4-1 Comparison between Vieira et al. (2019b) and collected experimental data with transition boundary prediction by the 

new model, the model by Barnea (1986) and the model by Shekhar et al. (2017), for air-water system at STP condition 

 

Fig. 4-2a – Fig. 4-2c presents the same analysis, but with air-Exxsol D80 discrete data point. 
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a) 30º b) 45º 

 
c) 60º 

Fig. 4-2 Comparison between experimental data by Vieira et al. (2019a) and the transition boundary prediction by the new 

model, the model by Barnea (1986) and the model by Shekhar et al. (2017), for air-Exxsol D80 system at STP condition 

 

 

Agreement between predictions of the new model and experimental measurements is fairly good, in most cases. This 

can indicate that the model is generic and can be extrapolated to other operational conditions than those from which it was 

derived (experimental data of Paz (1994)). The model performs, however, poorly for the lowest inclination in air-water flow 

(Fig. 4-1a). This could be because the data of Paz (1994) does not include inclinations below 45º. 

 

Fig. 4-1b and Fig. 4-2a show that the model agreed with the experimental measurements, even though pipe inclination is 

below 45º. This could be due to the fact that the conditions at 30º inclination are not significantly different to those at 45º. 

The difference might, however, be significant for an inclination of 20º, as the liquid film might not reach the top of the pipe. 

 

Fig. 4-3 shows the comparison of every individual observed critical gas velocity predicted by the present model and the 

measured data. 
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Fig. 4-3 Comparison between Vieira et al. (2019a), Vieira et al. (2019b) and collected experimental data vs. values predicted 

by the new model 

 
The 45º-line in the Fig. 4-3 plot represents the annular-slug transition boundary. It can be seen that predicted critical gas 

velocities lay close to the line, variation being approximately 10%. It was also noted that the model overestimates critical gas 

velocity values at a pipe inclination of 20º (points in the green ellipse).  

 

Computations were further treated statistically, to validate and quantify the accuracy of the model. Experimental and 

calculated data were compared point by point. For each data point, a relative error was determined by: 

 

 𝐸𝑟𝑟𝑎𝑏𝑠,𝑋 = |
𝑋𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 − 𝑋𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝑋𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

| 4-1 

 

where 𝑋 stands for a physical variable critical gas velocity, 𝑋𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 is the model prediction value and 𝑋𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is 

the experimental (measured) value. 

 

Then an average percent error was determined by  

 𝐸𝑟𝑟𝑎𝑣𝑔,𝑋 =
100

𝑛
∑ 𝐸𝑟𝑟𝑎𝑏𝑠,𝑋

𝑛

1

 4-2 

𝑛 being the number of data points in the data set. 

 

Table 4-1 presents the average error calculated for each pipe inclination for all the data points for the air-water and air-

Exxsol D80 systems. 

 
 Table 4-1. Average error for the air-water and air-Exxsol D80 systems. 

 Air-water Air-Exxsol D80 

Pipe 

inclination 

[º] 

New 

model 

Eavg[%] 

Shekhar et 

al. (2017) 

Eavg[%] 

Barnea 

(1986) 

Eavg[%] 

New 

model 

Eavg[%] 

Shekhar et al. 

(2017) 

Eavg[%] 

Barnea 

(1986) 

Eavg[%] 

20 57.50 42.54 11.66 -   

30 3.22 11.11 22.49 6.10 8.09 24.98 

45 4.91 20.88 10.25 11.85 8.77 16.00 

60 6.68 23.13 10.43 14.73 31.24 19.86 

70 4.14 21.40 17.69 -   

78 7.01 15.42 23.79 -   

All data 10.8 20.9 16.9 10 15.2 20.8 

 
Comparing the results for the air-water system shows improvement, the new model achieving an average error of 10.8% 

for the prediction of critical gas velocity for all inclinations, as opposed to 20.9% for Shekhar et al. (2017) and 16.9% for 

Barnea (1986). A similar trend was observed for air-Exxsol D80. The new model shows a lower error of 10% as opposed to 

15.2% for Shekhar et al. (2017) and 20.8% for Barnea (1986). 
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Experimental data publish by Guner (2012) for a two-phase air-water system was used to further evaluate the 

performance of the new proposed model. He performed experiments in a 3-inch ID pipe at inclination angles of 90º, 75º, 60º 

and 45º from the horizontal, using superficial liquid velocities of 0.01, 0.05 and 0.1 m/s and superficial gas velocities ranging 

from approximately 40-2m/s. 

 

The set of discrete data points defined by Guner (2012) as the onset of film reversal, complete film reversal (critical vsg) 

and no loading were used. The complete film reversal data points were used as the left length of the horizontal error bars, the 

no loading being the right length for the first full unstable production. 

 

Fig. 4-4 shows the comparison of the discrete data with the prediction from the new model, Barnea (1986) and Shekhar 

et al. (2017). 

 

  
a) 45º b) 60º 

  
c) 75º d) 90º 

Fig. 4-4 Comparison between Guner (2012) experimental data and the transition boundary prediction by the new method, 

Barnea (1986) and Shekhar et al. (2017) 

 

The overall agreement between the new model prediction and Guner (2012) experimental data is fairly good in most 

cases. The new model, however, predicted poorly compared to the Shekhar et al. (2017) model, giving a more than 25% error 

(Fig. 4-5). 
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Fig. 4-5 Comparison between Guner (2012) experimental data vs. predicted values by the new method, Barnea (1986) and 

Shekhar et al. (2017) 

 

It is worthwhile mentioning that the this data was also published by Guner et al. (2015). Critical superficial gas velocity 

values are the same as those published previously as loaded conditions past the onset point. The author of this paper has, 

however, assumed that the published values are velocities for the liquid loading onset. The results will therefore vary if this is 

not correct. 

 

 

4.2 Field data  

Three different sets of field data were used to evaluate the performance of the new method in predicting liquid loading 

onset. 

 

Analysis of the field data revealed accurate prediction required the upwards adjustment of approximately 0.4 of the 

interfacial friction factor, for cases of low liquid holdup. A coefficient was therefore added to Equation 3-10, Equation 4-3 

therefore being 

 𝑓𝑖 = 0.4𝑓𝑔(98.87𝐻𝐿 + 2.2) sin 𝜃        𝐻𝐿 < 0.05   4-3 

 

The prediction accuracy for the datasets described in section 4.1 deteriorated, when this modification was introduced, by 

10% to 50% relative error. Model prediction is, however, conservative (i.e. lower predicted critical gas velocities). Fig. 4-6 

shows the comparison between measured and predicted data for the dataset presented by Vieira et al. (2019a) and Vieira et al. 

(2019b). A similar behaviour was observed for the Guner (2012) experimental data (Fig. 4-7). 

 

 
Fig. 4-6 Comparison between Vieira et al. (2019a), Vieira et al. (2019b) and gathered experimental data vs. values predicted 

by the new model with adjustment factor 
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Fig. 4-7 Comparison between Guner (2012) experimental data vs. values predicted by the new model with adjustment factor 

 

 

Measured field data was plotted in a 45°-line plot and compared with the new model prediction and the other studied 

models. This is shown in Fig. 4-8 to Fig. 4-11. The 45°-line in the plot represents the loaded and unloaded transition 

boundary. An ideal model will therefore show field data that is reported as being the onset of liquid loading slightly above the 

line and the average error as low as possible. This indicates that the model is predicting the field data with a high degree of 

accuracy. 

 

The first field data used in the study was published by Veeken et al. (2010) for 67 North Sea gas wells that were starting 

to experience liquid loading. The gas wells had tubing diameters of 2–6 inches and included vertical and inclined pipe 

geometries (0° to 64° inclination angles from vertical). Condensate and water were produced, the liquid gas ratio being 

assumed to be 5 bbl/MMcf in the calculation as recommended by Luo et al. (2014). The test gas rate reported in their paper 

was converted to superficial gas velocity. 

 
Fig. 4-8 Comparison between Veeken et al. (2010) data vs. values predicted by the new model 

 
Table 4-2 Critical gas velocities prediction for Veeken et al. (2010) data 

Model Well correctly predicted Eavg[%] 

Barnea (1986) 62/67 59.07 

Shekhar et al. (2017) 57/67 35.73 

New model 55/67 31.17 

  

It is clear from the results in Table 4-2 that the new models exhibit greater accuracy than the other models. The number 
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of wells predicted correctly is, however, almost the same. 

 

The second field data used in model evaluation was published by Belfroid et al. (2008) for two gas wells. Both wells 

used an inclined pipe geometry of 40° (from vertical). One well had a tubing diameter of 0.112 m and observed critical gas 

rate of 90 000 Sm3/d, the other a tubing diameter of 0.074 m and critical gas rate of 45 000 Sm3/d. Calculations were 

performed using the data given in their publications. The wells were reported as being in the critical condition. The predicted 

results were expected to be above the 45°-line, as seen in Fig. 4-9 

 
Fig. 4-9 Comparison between Belfroid et al. (2008) data vs. values predicted by the new model 

 
Table. 4-3 Critical gas velocities prediction for Belfroid et al. (2008) data 

Model Well correctly predicted Eavg[%] 

Barnea (1986) 2/2 22.82 

Shekhar et al. (2017) 2/2 12.91 

New model 2/2 1.98 

  

Table. 4-3 shows that the new model gives a better critical gas velocity prediction, as shown by a lower average error 

than the other methods, which corresponds to the Veeken et al. (2010) data 

 

The third field data set used to evaluate the model is the well production data published by Turner et al. (1969), which is  

field data for 90 gas wells, 37 experiencing liquid loading and 53 producing at stable conditions. This means that there was 

no liquid accumulation in the wellbore (unloaded), and all the wells were vertical (0° inclination angle). The gas rates tested 

and reported by Turner were converted to superficial gas velocities, which were then used to compare with the critical gas 

velocities from the new model. The comparison was performed for every well, as shown in Fig. 4-10 and Fig. 4-11. 

 

The well was considered to be loaded when the calculated velocity was higher than the observed, and unloaded where 

the calculated critical gas velocity was lower than the observed. The well data for unloaded wells was slightly below the 45°-

line on the plot. 
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Fig. 4-10 Comparison between Turner et al. (1969) data (loaded) vs. values predicted by the new model 

 

 
Fig. 4-11 Comparison between Turner et al. (1969) data (unloaded) vs. values predicted by the new model 

 
Tab. 4-4 Critical gas velocities prediction for Turner et al. (1969) (loaded) data  

Model Well correctly predicted Eavg[%] 

Barnea (1986) 31/37 176.72 

Shekhar et al. (2017) 20/37 78.09 

New model  29/37 134.44 

 
Tab. 4-5 Critical gas velocities prediction for Turner et al. (1969) (unloaded) data  

Model Well correctly predicted Eavg[%] 

Barnea (1986) 41/53 42.04 

Shekhar et al. (2017) 51/53 60.64 

New model 44/53 44.43 

 

The prediction of unloaded wells was conservative for all models i.e. well data was below the 45°-line. The new model 

did not, however, exhibit a significantly better accuracy than the observed data. The new model is shown to be conservative, 

as almost all wells are correctly predicted with a considerable degree of accuracy. The loaded data reported by Turner et al. 

(1969), which is measured after the onset of liquid loading, differs from the other field data evaluated. This means that an 

ideal approach for this data is defined by the number of wells correct predicted. 

 

The new model that is proposed performed overall better on our experimental data than the Barnea (1986) and Shekhar 

et al. (2017) models. Performance was also better for the field data, which represents an improvement. 

The suggested model performed well. It is, however, recommended that further and future work investigates methods 

for verifying the applicability of the equations that have been developed (and improve them if necessary) using experimental 

data for other pipe diameters, test fluids and extended liquid holdup ranges. 
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5. Conclusion  

This work presents a new model for estimating liquid loading onset in inclined pipes based on film reversal and on flow 

pattern transition from annular to intermittent flow. Auxiliary model correlations were developed using experimental data 

published by Paz (1994).  

 

1. The distinctive features of the new model are: 

a) The momentum balance equation for annular flow is expressed as a function of liquid holdup instead of liquid 

thickness. The effect of the non-uniform film distribution in the pipe cross-section is therefore captured by the 

variation in liquid holdup.  

b) A new interfacial friction factor equation was developed as a function of liquid holdup. 

c) This model should be restricted to upward pipe inclinations (30° to 90° from horizontal), liquid viscosities of 

1.1cP and 0.018 cP, superficial gas velocities of 3-60 m/s and liquid velocities of 0.01-0.2m/s. Results show 

that the model performs poorly when applied to pipe inclinations lower than 30° from the horizontal.  

2. The model provided accurate predictions of critical gas velocities for the experimental data collected by the author 

for water-air and oil-air in inclined pipes. The model showed a better accuracy than the predictions provided by the 

two existing models.  

3. The model provided conservative predictions of critical gas velocities of previously published experimental data for 

water-air and oil-air in inclined pipes. It showed a better accuracy than the two existing models. 

4. An upwards adjustment of the interface friction factor was required to improve model accuracy and reproduce the 

field data reported in previous work. 

Nomenclature 

A Pipe cross-section area (m2) 

AG Cross-section gas core area (m) 

AL Cross-section liquid area (m) 

D Pipe diameter (m) 

𝑓𝑖 Interfacial friction factor (-) 

𝑓𝑊𝐿 Liquid-wall friction factor (-) 

g Gravity acceleration (m/s2) 

HL Liquid holdup (-) 

p Pressure (Pa) 

𝑣𝑠𝑔  Superficial gas velocity (m/s) 

𝑣𝑠𝐿  Superficial liquid velocity (m/s) 

Re Reynolds number (-) 

Si Interfacial perimeter (m) 

SL Wetted perimeter (m) 

 Greek Symbols 

𝛿𝐿 Liquid film thickness (m) 
𝜌𝐺  Gas core density (kg/m3) 

𝜌𝐿 Liquid core density (kg/m3) 

σ Gas-liquid interfacial tension (N/m) 

𝜏𝑖 interfacial shear stress (Pa) 

𝜏𝑤𝐿  Wall shear stress (Pa) 

𝜇𝐺 Gas viscosity (cP) 

𝜇𝐿 Liquid viscosity (cP) 

θ Pipe inclination from horizontal (degree) 
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Appendix A  Experimental results 

The data collected from the experiments performed in this work are presented below: 

 

  
20º 78º 

Fig. 5-1. Experimental tests on transition boundary of annular-slug for air-water at STP 

condition for different inclination angles (from horizontal) 

 

Appendix B New Model 

Paz (1994) performed an experimental investigation of two-phase annular flow and the effect of inclination angle on the 

liquid film thickness distribution around the circumferential of the pipe. Fig. 5-2 shows the fitting of the Paz (1994) data for 

the estimation of liquid area. 

 

  
a) 𝑣𝑠𝑙 = 0.006 𝑚/𝑠 b) 𝑣𝑠𝑙 = 0.012 𝑚/𝑠 
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c) 𝑣𝑠𝑙 = 0.024 𝑚/𝑠 d) 𝑣𝑠𝑙 = 0.031 𝑚/𝑠 

  
e) 𝑣𝑠𝑙 = 0.046 𝑚/𝑠 𝑣𝑠𝑙 = 0.061 𝑚/𝑠 

Fig. 5-2 Fitting Paz (1994) data at 𝒗𝒔𝒈 = 𝟏𝟖. 𝟐𝟗 𝒎/𝒔 

 

B-1 Interfacial friction factor - new equation  

The steps involved in the development of the proposed interface friction factor equation using the experimental data of 

Paz (1994) are presented below: 

1. Calculate the liquid friction factor 

 𝑓𝐿 = 𝐶𝐿 (
𝜌𝐿𝑣𝐿

2

𝜇𝐿

)

−𝑛

 5-1 

where 𝐷𝐿 = 4𝐴𝐿/𝐿 is the hydraulic diameter, 𝜇𝐿 is the liquid viscosity and 𝐶𝐿 and 𝑛 are constants in the 

friction factor correlation, 𝐶𝐿 = 0.046, 𝑛 = 0.2 for turbulent liquid film and 𝐶𝐿 = 16, 𝑛 = 1 for laminar liquid film, 

the respective liquid velocity being 

 𝑣𝐿 =
𝑣𝑠𝐿𝐴

𝐴𝐿

 5-2 

 

2. Calculate the liquid cross section area by multiplying liquid holdup (Fig. 3-1) with pipe area. 

3. Calculate liquid shear stress (𝜏𝑤𝐿) using Equation 5-3, actual liquid velocity being estimated using Equation 

5-2. 

 𝜏𝑤𝐿 = 𝑓𝐿

𝜌𝐿 𝑣𝑠𝐿
2

2
 5-3 

 

4. Determine pressure drop from Equation 5-4. The equation was obtained by adding the momentum equation of 

liquid for the gas core 

  

 −
𝑑𝑝

𝑑𝐿
𝐴 = 𝑔(𝐴𝐿𝜌𝐿 + 𝐴𝑔𝜌𝑔) sin 𝜃 + 𝜏𝑤𝐿𝑆𝐿  5-4 

 

5. Determine the interface shear stress using the momentum equation for the liquid or the gas core 

6. Calculate the interface friction factor 
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 𝑓𝑖 =
2𝜏𝑖

𝜌𝑔𝑣𝑔
2
 5-5 

where 𝑣𝑔 = 𝑣𝑠𝑔
𝐴

(1−𝐴𝐿)
 

 

7. Plot the relation interfacial friction factor given in terms of a dimensionless parameter I against liquid holdup 

(HL) 

 𝐼 =
𝑓𝑖

sin 𝜃 𝑓𝑔

 
 

5-6 

 

 
Fig. 5-3 Interfacial friction factor relationship with the liquid holdup estimated from Paz (1994) data 

 

Fig. 5-4 presents the comparison of the interfacial friction factor estimated from the experimental data of Paz (1994) 

using the proposed Equation 3-10, Wallis (1969), Fore et al. (2000) (Equation 1-3) and Shekhar et al. (2017) (Equation 1-9). 

A scenario was also created in OLGA 7.3 to replicate the experimental condition used by Paz (1994). The interfacial friction 

factor was back-calculated from the pressure gradient. 

 

 
Fig. 5-4 Comparison of interfacial friction factor estimated from experimental Paz (1994) data with Wallis (1969), Fore et al. 

(2000), Shekhar et al. (2017) and OLGA prediction values of interfacial friction factor 

 

It can be seen that the equations proposed by Wallis (1969), Fore et al. (2000) and Shekhar et al. (2017) overestimate 

the interfacial friction factor for inclinations above 45°. OLGA, however, predicted values close to the experimental 

estimation, as do the new equation predictions. 


