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17 ABSTRACT

18 Traditional design methods for thermal energy storage systems (TES) with phase change 

19 material (PCM) are mostly based on worst-case scenario, which causes too large size of main 

20 components. Current optimal design methods for these systems mainly focus on single 

21 optimization objective, which only satisfies the unilateral requirement. A multi-objective 

22 optimal design method for these systems is urgently needed, and therefore this paper 

23 remedies this knowledge gap. The response surface methodology is adopted to develop the 

24 surrogated models of the optimization objectives to improve the computational efficiency. 

25 Then, the non-dominated sorting genetic algorithm II is used to perform the double-objective 

26 and triple-objective optimization for acquiring the Pareto optimal solutions. Finally, the final 

27 decision-making methods that includes LINMAP and TOPSIS are adopted to identify the 

28 final optimal solutions. A case study of optimizing the design for an outdoor swimming pool 

29 (OSP) heating system with PCM storage tank, is conducted to illustrate the proposed 

mailto:yantong.li@ntnu.no
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1 approach. Eight final optimal solutions were identified, and the  of the system in these 𝑠𝑝

2 solutions was 1.05, 1.24, 1.04, 1.22, 1.06, 1.06, 1.07, and 0.88 years, respectively. Results 

3 indicate that the proposed approach is effective to conduct the multi-objective optimization 

4 for the OSP heating systems and guide the design optimization for the TES systems with 

5 PCM. 

6

7 Keywords: Multi-objective optimization; Thermal energy storage; Phase change material; 

8 Outdoor swimming pool; Heating system
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1 Nomenclature
Abbreviations 𝐹𝑟𝑠 value for the  objective𝑟𝑡ℎ 𝑠𝑡ℎ

AHP Air-source heat pump 𝐹𝑛𝑜𝑛 ‒ 𝑖𝑑𝑒𝑎𝑙
𝑠 non-ideal value for the  𝑠𝑡ℎ

objective

AOVA analysis of variance 𝐹𝑖𝑑𝑒𝑎𝑙
𝑠 ideal value for the  𝑠𝑡ℎ

objective

CCD central composite design 𝑓𝑑 off-peak period

DOE design of experiment 𝐺𝑝  equality constraint𝑝𝑡ℎ

DOSE design of simulated experiments 𝐻𝑝𝑐𝑚 enthalpy of PCM

FDM final decision-making 𝐻𝑝𝑚 latent heat of PCM

MOO multi-objective optimization 𝐻𝑞  inequality constraint𝑞𝑡ℎ

NSGA-II non-dominated sorting genetic algorithm II 𝑘𝑤𝑡 thermal conductivity of water

OSP outdoor swimming pool 𝐿 number of decision parameters

PCM phase change material 𝑀 number of objective functions

PST PCM storage tank 𝑚𝑑 designed water flow rate

RSM response surface methodology 𝑚𝑝 water flow rate

𝑛 number of experimental 

samples

Symbols 𝑜𝑑 on-peak period

𝑎𝑐 rate for the discount in the market 𝑜𝑟 operating cost saving ratio

𝑐𝑖𝑎𝑝 initial cost of AHPs 𝑃 number of equalities

𝑐𝑖𝑐𝑟 initial cost of controllers 𝑝𝑑 designed power of pumps

𝑐𝑖ℎ𝑒 initial cost of heat exchangers 𝑄 number of inequality 

constraints

𝑐𝑖𝑝 initial cost of pumps 𝑞𝑎 heating capacity of AHPs

𝑐𝑖𝑝𝑡 initial cost of PST 𝑞𝑝𝑙 total heat flux of OSP

𝑐𝑖𝑡 initial expense of the system 𝑅 number of the Pareto optimal 

solutions

𝑐𝑖𝑡𝑐 initial cost of thermal-insulation cover 𝑟𝑐 rate for the increase of the 

electricity
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𝑐𝑖𝑣 intercept value 𝑠𝑝 simple payback period

𝑐𝑘 coefficient of the linear items 𝑇𝑑𝑝𝑙 designed water temperature of 

OSP

𝑐𝑙 lifecycle expense 𝑇𝑒𝑥,𝑗 experimental temperature 

values

𝑐𝑙𝑝 liquid specific heat of PCM 𝑇𝑝𝑐𝑚 temperature of PCM

𝑐𝑜𝑡 operating expense of the system 𝑇𝑝𝑙 temperature of OSP

𝑐𝑜1 operating expense in the first year of the 

lifecyle

𝑇𝑝𝑚 melting temperature of PCM

𝑐𝑟𝑙 lifecycle expense generated by simulation 

platform

𝑇𝑝𝑡 designed maximum 

temperature that AHPs can heat 

up to

𝑐𝑟𝑛 coefficient of the interaction items 𝑇𝑠𝑖,𝑗 simulated temperature values

𝑐𝑟𝑟 coefficient of the quadratic items 𝑡 time

𝑐𝑠𝑝 solid specific heat of PCM 𝑡𝑐𝑝 thermal comfort unmet time 

percentage

𝑐𝑢𝑡 an indicator applied to assess whether the 

thermal comfort requirement is satisfied

𝑡𝑜𝑡 total time when OSP is open in 

winter season

𝐷 design variable 𝑡𝑟𝑐𝑝 thermal comfort unmet time 

percentage generated by 

simulation platform

𝐷𝐸𝑟 + Euclidian distance between each Pareto 

optimal and the ideal solution

𝑢𝑤𝑡 mean velocity of water

𝐷𝐸𝑟 ‒ Euclidian distance between each Pareto 

optimal and the non-ideal solution

𝑉𝑚𝑝 maximum volume of PST

𝑑𝑐 cost caused by the demand charge 𝑉𝑝 volume of PST

𝐸𝑠𝑡 maximum required thermal energy of OSP 

during the open period for satisfying thermal 

comfort requirements

𝑉𝑝𝑙 volume of OSP
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𝑒𝑐 the cost caused by the energy charge 𝑋 response objective

𝑒𝑎𝑖 energy use of AHPs 𝑥 distance

𝑒𝑖 energy use of the system in the  year  𝑖𝑡ℎ

within the lifetime of the year

𝒛 vector of decision parameters

𝑒𝑝𝑖 energy use of pumps

𝑒𝑟 energy saving ratio Greek symbols

𝑒𝑟𝑟 random error ∆𝑡𝑠 a user-defined threshold

𝑒𝑟𝑡 total energy use generated by simulation 

platform

𝜀𝑎𝑒 average relative error

𝑒𝑡 total energy use 𝜀𝑤𝑡 water fraction

𝐹𝑚  objective function𝑚𝑡ℎ 𝜌𝑝𝑐𝑚 density of PCM

1
2
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1 1. Introduction

2 Increasing population and environmental pollution promote the use of renewable energy [1, 

3 2]. Thermal energy storage (TES) plays a lot of significant roles in the renewable energy 

4 utilization, including overcoming the intermittency of solar energy in heating systems [3, 4], 

5 and enhancing the utilization efficiency of cold air energy in free cooling systems [5, 6]. The 

6 merits of phase change material (PCM) that includes low capital cost and high energy storage 

7 density, enable it very popular in the TES in comparison with sensible and thermochemical 

8 storage material [7-10]. Therefore, TES with PCM is applied in a variety of systems, such as 

9 passive cooling system [11], concentrated solar power system [12], direct steam generation 

10 system [13], solar still system [14], and batteries thermal management system [15].

11

12 Various studies have been conducted in the TES systems with PCM. Some scholars analyzed 

13 the thermal performance of the TES systems with PCM. For instance, Korti and Tlemsani 

14 [16] analyzed the influence of water inlet temperature, water mass flow rate, and types of 

15 PCM on the charging and discharging completion time. It was concluded that the effect of 

16 water mass flow rate on charging process was greater than that on discharging process. Siyabi 

17 et al. [17] experimentally and numerically analyzed the melting performance of a cylindrical 

18 PCM storage unit, and found that the melting profile of the PCM was not affected by the 

19 charging rate. Some scholars performed the energy analysis of the TES systems with PCM. 

20 For instance, Hasan at al. [18] compared the energy performance of the photovoltaic system 

21 with and without PCM. It was found that the annual electricity yield in hot climates was 

22 increased by 5.9% when the PCM was used. Senthil and Cheralathan [19] found that the 

23 energy efficiency of the solar receiver with multiple PCM storage units could reach 66.7%. In 

24 addition, some scholars estimated the economic performance of the TES systems with PCM. 

25 For instance, Maatallah et al. [20] reported that the payback period of a photovoltaic system 

26 with PCM was nearly 6 years. Chaiyat [21] found that the payback period of a building air-

27 conditioner was approximately 4.5 years.   

28

29 Optimal design is another research hotspot in the TES systems with PCM. For example, Arıcı 

30 et al. [22] identified the optimal PCM location, layer thickness, and melting temperature for 
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1 maximizing the utilization of PCM latent heat in external walls of buildings. Pereira and 

2 Aelenei [23] conducted the optimal design of a building integrated photovoltaic system with 

3 PCM. The optimal PCM layer thickness, PCM latent heat, air flow rate, and air cavity 

4 thickness were determined for maximizing the energy performance of the system. Haillot et 

5 al. [24] presented the optimal design of a solar domestic hot water system with PCM for 

6 minimizing the energy consumption of the system. The optimal volume of PCM storage tank 

7 (PST) and PCM melting temperature were identified. However, most of current studies of the 

8 TES systems with PCM focus on realizing only one optimization objective. 

9

10 In the traditional optimal design problem, only one optimization objective is considered for 

11 satisfying the requirement from single aspect [25-27]. However, in practical situations 

12 multiple optimization objectives should be carried out from different aspects [28-32]. For 

13 example, in the optimization of the integrated district cooling and heating systems, both 

14 minimizing the total cost and minimizing the CO2 emissions were selected as the 

15 optimization objectives [33]. In the optimization of the solar-driven trigeneration system, 

16 maximizing the energy efficiency, maximizing the exergy efficiency, and maximizing the 

17 energy saving cash flow were considered as the optimization objectives [34]. In the 

18 optimization of the solar combi-systems, minimizing the lifecycle cost, minimizing the 

19 lifecycle energy use and minimizing the lifecycle exergy destroyed were selected as the 

20 optimization objectives [35]. In the optimization of the power generation system, minimizing 

21 the total expense, minimizing the CO2 emission, and minimizing the probability of loss of 

22 power supply were considered as the optimization objectives [36]. Multi-objective optimal 

23 design methods have been proposed in many systems. However, a multi-objective optimal 

24 design method for the TES systems with PCM is still lacking. 

25

26 To remedy this knowledge gap, this study therefore proposes a multi-objective optimal 

27 design method for the TES systems with PCM. This method will overcome the disadvantage 

28 of large computational load for simulating the complex heat transfer problem in the TES 

29 systems with PCM. Response surface methodology (RSM) will be adopted to develop the 

30 surrogated models of the TES systems according to the design combinations of the design 
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1 variables and optimization objectives that are formulated by professional statistical and 

2 mathematical methods [37]. The non-dominated sorting genetic algorithm II (NSGA-II) [38] 

3 is adopted to conduct the multi-objective optimization (MOO) that is based on the developed 

4 surrogated models. The final decision-making (FDM) methods [39] are adopted to identify 

5 the final optimal solution from the Pareto optimal solutions.

6

7 To illustrate the proposed multi-objective optimal design method, a case study of outdoor 

8 swimming pool (OSP) heating application with PST is presented in this study. Swimming 

9 outdoor that allows people to enjoy the scenery while exercising, is the favorite activity for 

10 residences in subtropical climate cities such as Shenzhen and Hong Kong. Due to the warm 

11 ambient temperature in summer, the thermal comfort requirement of the OSP water 

12 temperature is easy to be satisfied without extra heat supply. Whereas, the ambient 

13 temperature reduces in winter, resulting in the heavy heat energy demand for meeting the 

14 thermal comfort requirement. Traditional heating techniques like electrical or gas boilers 

15 have the flaw of high operating cost when they are adopted to deal with this issue. Thus, most 

16 of OSPs are discontinued in winter, leading to the waste of the spaces and facilities. 

17

18 To extend the available time of the OSPs in winter, a variety of heating technologies have 

19 been adopted to supply heat for the OSPs, like solar collectors [40, 41] and biomass heaters 

20 [42]. One heating technology is using air-source heat pumps (AHPs) that collects heat from 

21 the ambient air. For instance, Lam et al. [43, 44] utilized the AHPs to heat an OSP of a four-

22 star hotel in Hong Kong. They concluded that the energy cost of the system with a COP of 

23 3.5 could be reduced by $35,841 over a ten-years life cycle in comparison with a traditional 

24 heating system. 

25

26 To enhance the economic performance of the system, AHPs are usually adopted together with 

27 thermal energy storage technologies. One commonly used approach is that the AHPs are 

28 adopted to store heat into the thermal energy storage units during the electric off-peak period, 

29 and the stored heat will be released for satisfying the heat demand during the electric on-peak 

30 period [45]. This contributes to two merits: one is that the selected heating capacity of the 
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1 AHPs during the design process can be reduced because it is not sized according to the peak 

2 heating load; and another is that the operating cost of the system will be reduced because the 

3 electric price during the off-peak period is lower than that during the on-peak period. 

4 However, the method that integrates the AHPs with thermal energy storage technology is few 

5 adopted in the OSP heating system. Hence, Li et al. [46, 47] carried out an OSP heating 

6 system with the combination of the AHPs and the PST. They reported that the proposed OSP 

7 heating system was viable from both economic and technical aspects. However, the optimal 

8 design of this system from multiple aspects is urgently needed for obtaining better 

9 performance of the system. Hence, this system is considered as a case study for illustrating 

10 the proposed multi-objective optimal design method for the TES systems with PCM. 

11

12 The novelty of this study is presented as follows: (1) an optimal design method is proposed to 

13 fill the knowledge gap in the field of multi-objective optimal design for thermal energy 

14 storage systems with PCM; (2) system surrogated models are developed by RSM, 

15 contributing to improve computational efficiency; (3) double-objective and triple-objective 

16 optimization are obtained by NSGA-II, which results in Pareto optimal solutions; (4) final 

17 decision-making is conducted by LINMAP and TOPSIS, which can effectively determine 

18 final optimal solutions from Pareto sets; (5) the case study of a heating system for OSP 

19 applications demonstrate the applicability of the proposed method, which indicates that the 

20 proposed method can well guide the optimal design of thermal energy storage systems with 

21 multiple optimization objectives.

22

23 The rest of the paper is organized as follows: the proposed multi-objective optimal design 

24 methodology is introduced in Section 2. Section 3 presents the case studies. Section 4 depicts 

25 the results and discussion. Conclusions are given in Section 5.

26

27
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1 2. Methodology

2 The comparison between the proposed multi-objective optimal design method and traditional 

3 design method for thermal energy storage systems with PCM is depicted in Fig. 1. In the 

4 traditional design method, the worst-case scenario is usually used to calculate the maximum 

5 heating or cooling power and energy demand. These values will be directly adopted to size 

6 the capacity of heating or cooling devices and volume of PCM storage devices. However, 

7 these values just represent the maximum sizes of heating or cooling devices and PCM storage 

8 devices. It will cause the waste of source if these devices with too big size are used in 

9 practical situations.  

10

11 In the proposed multi-objective optimal design method, the worst-case scenario will be used 

12 to calculate the maximum and minimum heating or cooling demand. These values will be 

13 adopted to obtain the ranges of the capacity of heating or cooling devices, and volume of 

14 PCM storage devices. Based on these ranges, design of experiments methods will be adopted 

15 to make the schedule of simulated experiments. Typical cases for the combinations of design 

16 variables will be acquired. To obtain the values of the response objectives in these cases, the 

17 design variables should be input into the established complex simulation platform that 

18 consists of weather conditions, mathematical models, auxiliary devices, and operating 

19 strategies of the system. The RSM will be used to develop the multi-objective models 

20 according to the completed design cases. Then, the MOO will be performed adopting the 

21 developed multi-objective models and optimization methods. The Pareto optimal solutions 

22 including the combinations of optimal design variables and objectives will be acquired. The 

23 FDM for identifying the final optimal solution from the Pareto optimal solutions will be 

24 conducted using typical mathematical FDM approaches. Finally, the optimal capacity of 

25 heating or cooling devices and volume of PCM storage devices will be identified.
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1

2 Fig. 1. Comparison between the (a) proposed multi-objective optimal design method and (b) traditional 

3 design method for thermal energy storage systems with PCM. 

4

5 2.1.  Design of simulated experiments (DOSE)

6 Design of experiment (DOE) contributes to conducting a detailed experimental plan that 

7 ensures the realization of high-quality and efficient experiments [48]. DOE has been 

8 extensively adopted for the design of real experiments, like characterization of polymer 

9 electrolyte membrane fuel cell [49] and lithium-ion batteries [50]. In addition, it has been 

10 used for the design of simulated experiments (DOSE), which can overcome the flaw of the 

11 real experiments that the results might be affected by the errors in the real conditions [26]. 

12 Central composite design (CCD) that is a popular design approach in the DOE is adopted in 

13 this study. The schematic for the two-factors CCD that is formulated according to design 

14 points containing factorial points, axial points, and central points is depicted in Fig. 2.
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1

2 Fig. 2. Schematic diagram of two-factors CCD: (a) factorial points; (b) axial points; and (c) all points.

3

4 2.2. Response surface methodology

5 The RSM that utilizes the statistical and mathematical mechanism is adopted to establish the 

6 regression models of the response objectives. The general relationship between the response 

7 objectives and design variables is depicted as the following equation:

8                        (1)𝑋 = 𝑔(𝐷1, 𝐷2,….,𝐷𝑠) + 𝑒𝑟𝑟

9 where  represents the response objectives;  represents the design variables; 𝑋 𝐷1, 𝐷2,….,𝐷𝑠

10 and  represents the random error. This equation usually consists of linear items, quadratic 𝑒𝑟𝑟

11 items, and interaction items, and hence it is also depicted as the following equation [25]:

12          (2)𝑋 = 𝑐𝑖𝑣 + ∑𝑢
𝑟 = 1𝑐𝑟𝐷𝑟 + ∑𝑢

𝑟 = 1𝑐𝑟𝑟𝐷2
𝑟 + ∑𝑢

𝑟 < 𝑛𝑐𝑟𝑛𝐷𝑟𝐷𝑛 + 𝑒𝑟𝑟

13 where  represents the intercept value;  represents the coefficient of the linear items;  𝑐𝑖𝑣 𝑐𝑘  𝑐𝑟𝑟

14 represents the coefficient of the quadratic items; and  represents the coefficient of the 𝑐𝑟𝑛

15 interaction items.

16

17 2.3. Multi-objective optimization method

18 MOO is an efficient method to simultaneously optimize a variety of conflicting objectives in 

19 real-world engineering field [51]. The mathematical expression of a MOO problem is 

20 summarized as follows [52]:

21              Find 𝒛 = (𝑧𝑙

22        (3))                                     ∀ 𝑙 = 1, 2, ……, 𝐿



13

1 Maximize or Minimize      (4)𝐹𝑚(𝒛)                     ∀ 𝑚 = 1, 2, ……, 𝑀

2 Subject to:

3                 (5)𝐺𝑝(𝒛) = 0                     ∀ 𝑝 = 1, 2, ……, 𝑃

4                 (6)𝐻𝑞(𝒛) ≤ 0                     ∀ 𝑞 = 1, 2, ……, 𝑄

5 where  represents the vector of decision parameters;  represents the  objective 𝒛 𝐹𝑚(𝒛) 𝑚𝑡ℎ

6 function;  and  respectively represents the  equality and  inequality 𝐺𝑝(𝒛) 𝐻𝑞(𝒛) 𝑝𝑡ℎ 𝑞𝑡ℎ

7 constraints; and , ,  and  respectively represents the number of decision parameters, 𝐿 𝑀 𝑃 𝑄

8 objective functions, equality and inequality constraints.

9

10 Since no unique optimal solution that can minimize or maximize all the objective functions 

11 exists in the MOO problems, the Pareto optimal solutions (i.e. non-dominated solutions) are 

12 adopted to denote the best combinations of objective functions. For instance, a Pareto optimal 

13 curve for simultaneously minimizing two objective functions (i.e.  and ) is depicted in 𝑓1 𝑓2

14 Fig. 3. Red points in the Pareto curve denote Pareto optimal solutions; and blue points denote 

15 other solutions that are worse than optimal ones. The ideal and non-ideal solution points are 

16 adopted for identifying the lower and upper boundaries of Pareto optimal solutions. It should 

17 be noted that the ideal solution point is a “utopia point”, which is make up of individual 

18 minimum value in each objective [53, 54]. This is the reason why the ideal solution is in the 

19 ranges of unfeasible solutions. 

20
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1
2 Fig. 3. Schematic diagram of Pareto optimal solutions for double-objective functions [53, 54].

3

4 NSGA-II that is regarded as a high-level generic algorithm is adopted to conduct the MOO. 

5 The fundamental flowchart of the NSGA-II, including the process of selection, crossover, and 

6 mutation is presented in Fig. 4. 

7
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1
2 Fig. 4. Fundamental flowchart of the NSGA-II.

3

4 2.4. Final decision-making approaches

5 The significance of all the members in the Pareto optimal set are identical, and thus it is 

6 difficult to directly identify the single optimal solution for satisfying the practical 

7 requirement. To overcome this difficulty, a few typical FDM methods (e. g. LINMAP and 

8 TOPSIS approaches) are adopted to provide the final optimal solution for decision-makers in 

9 the MOO problem, depicted as follows:

10

11  LINMAP decision-making approach [55, 56]

12 In the LINMAP approach, the Euclidian distance between each Pareto optimal and the ideal 

13 solution ( ) is calculated by the following equation:𝐷𝐸𝑟 +

14           (7)𝐷𝐸𝑟 + = ∑𝑀
𝑠 = 1(𝐹𝑟𝑠 ‒ 𝐹𝑖𝑑𝑒𝑎𝑙

𝑠 )2
       ∀ 𝑟 = 1, 2, ……, 𝑅
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1 where  is the number of Pareto optimal solutions;  and  are respectively the  𝑅 𝐹𝑟𝑠 𝐹𝑖𝑑𝑒𝑎𝑙
𝑠 𝑟𝑡ℎ

2 and ideal value for the  objective. The solution that has a minimum  is considered 𝑠𝑡ℎ 𝐷𝐸𝑟 +

3 as the final optimal solution, expressed as follows:

4                         (8)𝑟𝑓𝑖𝑛𝑎𝑙 = 𝑟 ∈ min (𝐷𝐸𝑟 + )

5  

6  TOPSIS decision-making approach [57]

7 In the TOPSIS approach, the Euclidian distance between each Pareto optimal and the non-

8 ideal solution ( ) is calculated by the following equation:𝐷𝐸𝑟 ‒

9        (9)𝐷𝐸𝑟 ‒ = ∑𝑀
𝑠 = 1(𝐹𝑟𝑠 ‒ 𝐹𝑛𝑜𝑛 ‒ 𝑖𝑑𝑒𝑎𝑙

𝑠 )2
       ∀ 𝑟 = 1, 2, ……, 𝑅

10 where  is the non-ideal value for the  objective. The estimation indicator is 𝐹𝑛𝑜𝑛 ‒ 𝑖𝑑𝑒𝑎𝑙
𝑠 𝑠𝑡ℎ

11 the parameter ( ), which can be expressed as the following equation:𝐷𝐸𝑟

12                             (10)𝐷𝐸𝑟 =
𝐷𝐸𝑟 ‒

𝐷𝐸𝑟 + + 𝐷𝐸𝑟 ‒

13 The solution that has a maximum  is selected as the final optimal solution, depicted as 𝐷𝐸𝑟

14 follows:

15                        (11)𝑟𝑓𝑖𝑛𝑎𝑙 = 𝑟 ∈ max (𝐷𝐸𝑟)

16

17 3. Case study

18 The OSP heating system that uses AHPs as the heating device, and PST as the thermal energy 

19 storage device, is selected as the case study in this study. The MOO of this system will be 

20 conducted to well illustrate the proposed multi-objective optimal design method of thermal 

21 energy storage systems.

22

23 3.1.  Outdoor swimming pool heating system

24 The proposed heating system adopted in the OSP consists of thermal-insulation cover, PST, 

25 AHPs, pumps, heat exchangers and valves, etc. Fig. 5 depicts the schematic of the OSP 

26 heating system. The thermal-insulation cover is paved on the surface of the pool for reducing 
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1 the heat loss when the OSP is closed. During the electric off-peak period, the AHPs and their 

2 corresponding pumps are switched on to store thermal energy into the PST. They are 

3 switched off when the temperature value of the PST reaches the design temperature 60oC. In 

4 addition, the AHPs are responsible for preheating the water of the OSP during the electric 

5 off-peak period. The preheating process is regarded to be completed when the water 

6 temperature value of the OSP reaches the design temperature 28.5oC. During the electric on-

7 peak period, the heat stored by the PST is released into the OSP. The PI controller is adopted 

8 to continually adjust the water flow rate to maintain the water temperature of the OSP at the 

9 design temperature 28oC. 

10

11
12 Fig. 5. Schematic of the proposed heating system adopted in the OSP.

13

14 The proposed heating system was applied in a typical OSP with a volume of 1963.5m3 and a 

15 surface area of 1100m2, which sites at the City University of Hong Kong (Cityu). This OSP 

16 suffers the difficulty that it cannot be used in winter season due to the cold weather condition, 

17 resulting in the waste of the space. Fig. 6 depicts the pictures of the closed OSP in the campus 

18 of Cityu. Hence, the proposed heating system was adopted to deal with this issue. 

19
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1          
2 Fig. 6. Pictures of the closed OSP in the campus of Cityu: (a) side view and (b) top view.

3

4 Fig. 7 depicts the water temperature profile of the OSP heating system within 24 hours. The 

5 open period of OSP is set from 12:00 to 20:00; and the preheating time of the OSP is set from 

6 5:00 to 9:00. The starting time of the electric on-peak and off-peak period are 9:00 and 21:00, 

7 respectively. The design water temperature of 28.5oC and 26.6oC are predicted using the heat 

8 transfer model of the OSP based on the worst-case weather conditions.

9

10

11 Fig. 7. Water temperature profile of the OSP heating system within 24 hours.

12

13 3.2.  Design variables

14 The volume of PST ( ) and heating capacity of AHPs ( ) are considered as the design 𝑉𝑝 𝑞𝑎

15 variables. Table 1 depicts the values of design variables in different design levels. The 

16 maximum values of  and  are selected as the high design level, which are identified 𝑉𝑝 𝑞𝑎
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1 according to the maximum thermal energy demands of the OSP during the open period and 

2 preheating period. The minimum values of  and  are selected as the low design level, 𝑉𝑝 𝑞𝑎

3 which are identified according to 10% of the maximum thermal energy demands. The mean 

4 values between the maximum and minimum values of  and  are selected as the middle 𝑉𝑝 𝑞𝑎

5 design level. 

6

7 Table 1 Values of design variables in different design levels

Items (m3)𝑉𝑝 (kW)𝑞𝑎 Level

1 13.60 60.20 low 

2 74.70 330.95 middle 

3 135.80 601.70 high 

8

9 Fig. 8 depicts the sizing method for identifying the maximum values of  and . 𝑉𝑝 𝑞𝑎

10 According to the weather data, temperature set point, and heat transfer model of OSP, the 

11 heat energy requirement during the open period and preheating period will be calculated. The 

12 maximum energy demand during the open period will be adopted to calculate the maximum 

13 value of  and maximum value of  for charging purpose. The maximum energy demand 𝑉𝑝 𝑞𝑎

14 during the preheating period will be adopted to calculate the maximum value of  for 𝑞𝑎

15 preheating purpose. The maximum value between the maximum value of  for charging 𝑞𝑎

16 and preheating purpose will be considered as the final value of .𝑞𝑎

17
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1
2 Fig. 8. Sizing method for identifying the maximum values of  and .𝑉𝑝 𝑞𝑎

3

4 Weather data of Hong Kong in ten cold seasons from 2003 to 2012 is adopted in the optimal 

5 design process. Fig. 9 depicts the average outdoor dry temperature, wet temperature, wind 

6 velocity, and solar irradiation in each cold season. The maximum and minimum dry 

7 temperature are 19.2oC and 17.8oC, occurring at 2006 and 2010, respectively. The maximum 

8 and minimum wet temperature are 16.9oC and 14.8oC, occurring at 2006 and 2010, 

9 respectively. The maximum and minimum wind velocity are 2.52m/s and 2.20m/s, occurring 

10 at 2008 and 2007, respectively. The maximum and minimum solar irradiation are 148W/m2 

11 and 106W/m2, occurring at 2010 and 2009, respectively. Obviously, this belongs to the 

12 typical subtropical climate in cold season.  

13

14       
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1      

2 Fig. 9. Average outdoor (a) dry temperature; (b) wet temperature; (c) wind speed; and (d) solar irradiation 

3 in each cold season from 2003-2012.

4

5 3.3. Multiple optimization objectives

6 The objectives in the optimization include minimizing the thermal comfort unmet percentage 

7 ( ), minimizing the total energy use ( ), and minimizing the lifecycle expense ( ).𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

8

9 The thermal comfort unmet time percentage ( ) is considered as the reliability performance 𝑡𝑐𝑝

10 indicator of the system. It is the ratio between the total time that the thermal comfort 

11 requirement is unmet and the total time when the OSP is open in winter season ( ), which 𝑡𝑜𝑡

12 can be determined by the following formula:

13                          (12)𝑡𝑐𝑝 =
1

𝑡𝑜𝑡
∫𝑡𝑜𝑡

0 𝑐𝑢𝑡𝑑𝑡

14 where  represents an indicator applied to assess whether the thermal comfort requirement 𝑐𝑢𝑡

15 is satisfied, which can be determined as the following formula:

16                      (13)𝑐𝑢𝑡 = {0       𝑇𝑝𝑙 ≥ 𝑇𝑑𝑝𝑙 ‒ ∆𝑡𝑠 
1       𝑇𝑝𝑙 < 𝑇𝑑𝑝𝑙 ‒ ∆𝑡𝑠

17 where  and  respectively represent the temperature and the designed water 𝑇𝑝𝑙 𝑇𝑑𝑝𝑙

18 temperature of the OSP; and  represents a user-defined threshold. ∆𝑡𝑠

19

20 The total energy use ( ) is considered as the energy performance indicator. It is the sum of 𝑒𝑡
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1 the energy use in each year within the entire lifetime of the project, which can be determined 

2 as the following formula:

3                              (14)𝑒𝑡 = ∑𝑗
𝑖 = 1𝑒𝑖

4 where  represents the energy use of the system in the  year within the lifetime of the 𝑒𝑖  𝑖𝑡ℎ

5 year. It comprises the energy use of AHPs and pumps, calculated by the following formula: 

6                             (15)𝑒𝑖 = 𝑒𝑎𝑖 + 𝑒𝑝𝑖

7 where  is the energy use of AHPs, which has the COP of 5.5; and  is the energy us of 𝑒𝑎𝑖 𝑒𝑝𝑖

8 pumps. The power of pumps ( ) is related with water flow rate, shown as the following 𝑝𝑝

9 formula:

10                (16)
𝑝𝑝

𝑝𝑑
= 𝑑0 + 𝑑1

𝑚𝑝

𝑚𝑑
+ 𝑑2(

𝑚𝑝

𝑚𝑑
)

2
+ 𝑑3(

𝑚𝑝

𝑚𝑑
)

3

11 where  is the water flow rate;  is the designed power of pumps;  is the designed 𝑚𝑝  𝑝𝑑 𝑚𝑑

12 water flow rate; and , , , and  are the coefficients, which are 0, 0.0016, −0.0037, 𝑑0 𝑑1 𝑑2 𝑑3

13 and 0.9671, respectively [58]. The  and  of pumps associated with AHPs are 5kW and 𝑝𝑑 𝑚𝑑

14 71.3kg/s, respectively; and the  and  of other pumps are 12kW and 213.9kg/s, 𝑝𝑑 𝑚𝑑

15 respectively.

16

17 The lifecycle expense ( ) is considered as the economic performance indicator. It is the sum 𝑐𝑙

18 of the initial expense and operational expense of the system within the entire lifetime of the 

19 project, which can be determined as the following formula:

20                             (17)𝑐𝑙 = 𝑐𝑖𝑡 + 𝑐𝑜𝑡

21 where  and  respectively represent the initial expense and operating expense of the 𝑐𝑖𝑡 𝑐𝑜𝑡

22 system. The  mainly consists of the initial investment of AHPs, thermal-insulation cover, 𝑐𝑖𝑡

23 PST, pumps, controllers, and heat exchangers, shown as the following formula: 

24                 (18)𝑐𝑖𝑡 = 𝑐𝑖𝑎𝑝 + 𝑐𝑖𝑡𝑐 + 𝑐𝑖𝑝𝑡 + 𝑐𝑖𝑝 + 𝑐𝑖𝑐𝑟 + 𝑐𝑖ℎ𝑒
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1 where , , , , , and  denote the initial cost of the AHPs, thermal-𝑐𝑖𝑎𝑝 𝑐𝑖𝑡𝑐 𝑐𝑖𝑝𝑡 𝑐𝑖𝑝 𝑐𝑖𝑐𝑟 𝑐𝑖ℎ𝑒

2 insulation cover, PST, pumps, controllers, and heat exchangers, respectively. Each item in the 

3 Eqn. (18) is calculated according to the corresponding unit cost, depicted in Table 2. It should 

4 be noted that in this study  and  are considered as design variables, which means that 𝑉𝑝 𝑞𝑎

5 during the optimal design process they are unfixed. Thus,  and  are unfixed during 𝑐𝑖𝑎𝑝 𝑐𝑖𝑝𝑡

6 the optimal design process. The quantity of thermal-insulation cover, pumps, controllers, and 

7 heat exchangers are considered as constant in different design cases during the optimization 

8 process. Thus, , , , and  are constant during the optimization process.𝑐𝑖𝑡𝑐 𝑐𝑖𝑝 𝑐𝑖𝑐𝑟 𝑐𝑖ℎ𝑒

9

10 Table 2 Unit costs used in the initial cost

Items Unit Cost ($/Unit)

𝑐𝑖𝑎𝑝 kW 165

𝑐𝑖𝑡𝑐 m2 4

𝑐𝑖𝑝𝑡 m3 316

𝑐𝑖𝑝 - 663

𝑐𝑖𝑐𝑟 - 3,331

𝑐𝑖ℎ𝑒 - 780

11

12 The  occurring within the lifetime of the project can be determined as the following 𝑐𝑜𝑡

13 formula [44]:

14                (19)𝑐𝑜𝑡 = 𝑐𝑜1∑𝑗
𝑖 = 1((1 + 𝑟𝑐)/(1 + 𝑎𝑐))𝑖 ‒ 1

15 where  represents the operating expense in the first year of the lifecyle; and  and  𝑐𝑜1 𝑟𝑐 𝑎𝑐

16 represent the rate for the increase of the electricity and the discount in the market, 

17 respectively. 

18 The operating cost ( ) consists of the cost in the on-peak period and off-peak period, 𝑐𝑜

19 calculated by the following equation:
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1                   (20)𝑐𝑜 = 𝑐𝑑𝑐,𝑜𝑑 + 𝑐𝑑𝑐,𝑓𝑑 + 𝑐𝑒𝑐,𝑜𝑑 + 𝑐𝑒𝑐,𝑓𝑑

2 where  and  denote the on-peak and off-peak period, respectively; and  and  𝑜𝑑  𝑓𝑑 𝑑𝑐 𝑒𝑐

3 denotes the cost caused by the demand and energy charge, respectively. 

4

5 Table 3 Electricity price referred to the bulk tariff in the CLP [59]

On-peak period Off-peak period

Range (kW) Charge ($/kW) Range (kW) Charge ($/kW)

[0, 650) 8.89  [0, )𝑑𝑜𝑛𝑘 0

Demand 

charge

[650, ∞) 8.50  [ , ∞)𝑑𝑜𝑛𝑘 3.48

Range (MWh) Charge 

($/MWh)

Range (MWh) Charge 

($/MWh)

 [0, 200) 9.59×10-5 - 8.59×10-5

Energy charge

 [200, ∞) 9.39×10-5 - -

6       : on-peak billing demand𝑑𝑜𝑛𝑘

7

8 3.4. Simulation platform

9 Two popular simulation software including MATLAB and TRNSYS were adopted to 

10 construct the simulation platform of the OSP heating system. The operation of the system 

11 was performed in the environment provided by the TRNSYS 17. The AHPs, heat exchangers, 

12 pumps, mixing valves, diverting valves, and PID controller were simulated by Type 941, 

13 Type 91, Type 3b, Type 649, Type 647, and Type 23 in the TRNSYS, respectively. Heat 

14 transfer models of the OSP and PST were coded using the MATLAB programs. Type 155 

15 was responsible for linking them into the TRNSYS. The heat transfer model of the OSP was 

16 adopted to calculate the water temperature of the OSP, which was determined by the 

17 following equation [60, 61]:

18                          (21)𝜌𝑤𝑡 ∙ 𝑐𝑤𝑡 ∙ 𝑉𝑝𝑙 ∙
𝑑𝑇𝑝𝑙

𝑑𝑡 = 𝑞𝑝𝑙 

19 where  represents the volume of the OSP; and  represents the total heat flux of the 𝑉𝑝𝑙 𝑞𝑝𝑙

20 OSP. During the open period of the OSP,  consists of heat gained from the solar [44] and 𝑞𝑝𝑙



25

1 storage tank, and heat loss from the evaporation [62], radiation [63], convection [44], 

2 conduction [64], and refilling fresh water [60]. During the closing period of the OSP,  𝑞𝑝𝑙

3 consists of heat gained from the AHPs, and heat loss from the conduction [64] and the cover. 

4

5 The heat transmission model of the PST was proposed on the basis of the following 

6 assumptions: (1) no thermal energy was generated inside the PCM tubes; (2) no thermal 

7 energy was lost from the PST to surrounding environment; (3) thermo-physical parameters of 

8 the PCM and water were not influenced by their temperature [65]; (4) only the temperature 

9 variations along the direction of the water flow were taken into account; (5) during the 

10 process of phase change transition the temperature of PCM was fixed. It should be noted that 

11 the third assumption suggests that during the simulation the specific heat and thermal 

12 conductivity are fixed values in the solid phase, and they are also fixed values in the liquid 

13 phase. The governing equations for describing the diabatic process between the PCM and 

14 water were depicted from the water and PCM side. For the water side, it is determined by the 

15 following equation:

16     (22)𝜌𝑤𝑡 ∙ 𝑐𝑤𝑡 ∙ 𝜀𝑤𝑡 ∙ (
∂𝑇𝑤𝑡

∂𝑡 + ∙ 𝑢𝑤𝑡 ∙
∂𝑇𝑤𝑡

∂𝑥 ) = 𝑘𝑤𝑡 ∙ 𝜀𝑤𝑡 ∙
∂2𝑇𝑤𝑡

∂2𝑥
+ ℎ𝑤𝑝 ∙ (𝑇𝑝𝑐𝑚 ‒ 𝑇𝑤𝑡)

17 where  represents the mean velocity of water; and  represents the thermal 𝑢𝑤𝑡 𝑘𝑤𝑡

18 conductivity of water;  represents the water fraction;  represents the temperature of 𝜀𝑤𝑡 𝑇𝑝𝑐𝑚

19 PCM;  and  represents the time and distance, respectively. For the PCM side, it is 𝑡 𝑥

20 depicted as the following equation:

21                 (23)𝜌𝑝𝑐𝑚 ∙ (1 ‒ 𝜀𝑤𝑡) ∙
∂𝐻𝑝𝑐𝑚

∂𝑡 = ℎ𝑤𝑝 ∙ (𝑇𝑝𝑐𝑚 ‒ 𝑇𝑤𝑡) 

22 where  represents the enthalpy of PCM. These two equations are discretized adopting 𝐻𝑝𝑐𝑚

23 the finite difference approach [65], and the discrete polynomial equations are solved and 

24 coded adopting MATLAB programs. The sodium acetate trihydrate that was a type of 

25 inorganic PCM was used in this study, since it has a large latent heat. Its thermo-physical 

26 parameters used during the simulation process referred to the values presented in the study of 

27 Cunha and Eames [66], shown in Table 4.

28
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1 Table 4 Thermo-physical parameters of sodium acetate trihydrate [66]

Properties Values

Melting temperature 58oC

Latent heat 266kJ/kg

Density 1450kg/m3

Solid specific heat 1.68kJ/(kg·K)

Liquid specific heat 2.37kJ/(kg·K) 

Solid thermal conductivity 0.43 W/(m·K)

Liquid thermal conductivity 0.34W/(m·K)

2

3 4. Results and discussion

4 4.1.  Validation of main heat transfer models

5 In our previous study [47], the numerical results of the heat transfer model of the PST and 

6 OSP have been compared with the experimental results in the study of Watanabe et al. [67] 

7 and Ruiz et al. [63], respectively. The parameters and work conditions in the simulation and 

8 experiments were same. The average relative error ( ) between the numerical and 𝜀𝑎𝑒

9 experimental results was used to estimate the accuracy of the models, which is calculated by 

10 the following equation:

11                     (24)𝜀𝑎𝑒 =
1
𝑛∑𝑗 = 𝑛

𝑗 = 1|𝑇𝑒𝑥,𝑗 ‒ 𝑇𝑠𝑖,𝑗

𝑇𝑒𝑥,𝑗 | × 100%

12 where  denotes the number of experimental samples; and  and  denote the 𝑛  𝑇𝑠𝑖,𝑗 𝑇𝑒𝑥,𝑗

13 simulated and experimental temperature values, respectively. The  for the heat transfer 𝜀𝑎𝑒

14 model of the PST and OSP was 3.97% and 0.65%, respectively, which indicated that the heat 

15 transfer model of the PST and OSP were reliable and correct.

16

17 4.2. Analysis of variance

18 The CCD-based DOSE plan of the system was conducted by the software of Design-Expert. 

19 Table 5 depicts the CCD-based DOSE with 13 design cases and the corresponding simulation 

20 results generated from the constructed simulation platform.
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1

2 Table 5 CCD-based DOSE and corresponding simulation results

Case  (m3)𝑉𝑝  (kW)𝑞𝑎  (×0.01%)𝑡𝑐𝑝  (MWh)𝑒𝑡  ($)𝑐𝑙

1 135.8 601.7 0 4,353.7 782,254

2 13.6 60.20 773.46 901.8 155,667

3 74.7 330.95 1.84 2,934.5 490,461

4 74.7 60.20 769.01 882.5 171,817

5 74.7 330.95 1.84 2,934.5 490,461

6 135.8 330.95 0 2,962.2 511,833

7 74.7 601.70 0.34 4,300.3 758,932

8 13.6 601.70 104.09 3,474.1 679,628

9 74.7 330.95 1.84 2,934.5 490,461

10 135.8 60.20 766.66 874.4 189,782

11 74.7 330.95 1.84 2,934.5 490,461

12 74.7 330.95 1.84 2,934.5 490,461

13 13.6 330.95 228.14 2,337.8 429,018

3

4 According to the CCD-based DOSE plan, typical regression models including linear, 2FI and 

5 quadratic model was generated. The predicted  of linear, 2FI and quadratic model for the 𝑅2

6  were 0.5656, 0.5198, and 0.9791, respectively. The predicted  of linear, 2FI and 𝑡𝑐𝑝 𝑅2

7 quadratic model for the  were 0.9318, 0.9411, and 0.9926, respectively. The predicted  𝑒𝑡 𝑅2

8 of linear, 2FI and quadratic model for the  were 0.9881, 0.9899, and 0.9987, respectively. 𝑐𝑙

9 Hence, the fitting degree of the quadratic models for the response objectives were better than 

10 that of linear model and 2FI model. 

11

12 The AOVA of the quadratic models for the response objectives were conducted to assess the 

13 significance of each item in the models and realize the establishment of the regression 

14 models, mainly judged by the values of P and F. The higher values of F and lower values of P 
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1 indicated that the corresponding model items were more significant. In addition, the model 

2 items with the value of P that is less than 0.05 were statistically important. Table 6 depicts the 

3 ANOVA for the . The linear item of  have the maximum F value with 357.10 and the 𝑡𝑐𝑝 𝑞𝑎

4 minimum P value with less than 0.0001, and hence it is considered as the most significant 

5 item in the regression model. The sequence for the significance of the items (from large to 

6 small) was , , , , and . Table 7 depicts the ANOVA for the . The linear 𝑞𝑎 𝑞2
𝑎 𝑉𝑝 𝑉2

𝑝 𝑉𝑝𝑞𝑎 𝑒𝑡

7 item of  have the maximum F value with 1485.53 and the minimum P value with less than 𝑞𝑎

8 0.0001, and hence it is considered as the most significant item in the regression model. The 

9 sequence for the significance of the items (from large to small) was , , , , and 𝑞𝑎 𝑉𝑝  𝑞2
𝑎 𝑉𝑝𝑞𝑎

10 . Table 8 depicts the ANOVA for the . The linear item of  have the maximum F value 𝑉2
𝑝 𝑐𝑙 𝑞𝑎

11 with 8981.46 and the minimum P value with less than 0.0001, and hence it is considered as 

12 the most significant item in the regression model. The sequence for the significance of the 

13 items (from large to small) was , , , , and .𝑞𝑎 𝑉𝑝  𝑞2
𝑎 𝑉𝑝𝑞𝑎 𝑉2

𝑝

14

15 Table 6 AOVA for the 𝑡𝑐𝑝

Source Sum of squares DF Mean square F P

Model 0.013 5 2.568×10-3 113.18 < 0.0001

𝑉𝑝 1.916×10-4 1 1.916×10-4 8.44 0.0228

𝑞𝑎 8.101×10-3 1 8.101×10-3 357.10 < 0.0001

𝑉𝑝𝑞𝑎 2.367×10-5 1 2.367×10-5 1.04 0.3411

𝑉2
𝑝 1.384×10-4 1 1.384×10-4 6.10 0.0429

𝑞2
𝑎 3.219×10-3 1 3.219×10-3 141.89 < 0.0001

Residual 1.588×10-4 7 2.269×10-5 - -

Lack of Fit 1.588E×10-4 3 5.293×10-5 - -

Pure Error 0 4 0 - -

Cor Total 0.013 12 - - -

16
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1 Table 7 AOVA for the 𝑒𝑡

Source Sum of squares DF Mean square F P

Model 2.094×106 5 4.189×105 321.26 < 0.0001

𝑉𝑝 47093.82 1 47093.82 36.12 0.0005

𝑞𝑎 1.937×106 1 1.937×106 1485.53 < 0.0001

𝑉𝑝𝑞𝑎 26661.73 1 26661.73 20.45 0.0027

𝑉2
𝑝 20455.52 1 20455.52 15.69 0.0055

𝑞2
𝑎 31712.68 1 31712.68 24.32 0.0017

Residual 9126.68 7 1303.81 - -

Lack of Fit 9126.68 3 3042.23 - -

Pure Error 0 4 0 - -

Cor Total 2.103×106 12 - - -

2

3 Table 8 AOVA for the 𝑐𝑙

Source Sum of squares DF Mean square F P

Model 2.937×1013 5 5.873×1012 1843.09 < 0.0001

𝑉𝑝 4.754×1011 1 4.754×1011 149.18 < 0.0001

𝑞𝑎 2.862×1013 1 2.862×1013 8981.46 < 0.0001

𝑉𝑝𝑞𝑎 6.944×1010 1 6.944×1010 21.79 0.0023

𝑉2
𝑝 4.668×1010 1 4.668×1010 14.65 0.0065

𝑞2
𝑎 7.875×1010 1 7.875×1010 24.71 0.0016

Residual 2.231×1010 7 3.187×109 - -

Lack of Fit 2.231×1010 3 7.435×109 - -

Pure Error 0 4 0 - -

Cor Total 2.939×1013 12 - - -

4

5 4.3. Regression model of multiple optimization objectives

6 The quadratic regression models of the response objectives that were constructed using the 

7 response surface methodology can be summarized as the following equation:
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1            (25) 𝑋 = 𝑐0 + 𝑐1 ∙ 𝑉𝑝 + 𝑐2 ∙ 𝑞𝑎 + 𝑐1,2 ∙ 𝑉𝑝𝑞𝑎 + 𝑐1,1 ∙ 𝑉2
𝑝 + 𝑐2,2 ∙ 𝑞2

𝑎

2 Table 9 depicts the corresponding item coefficients in the quadratic models for the response 

3 objectives including thermal comfort unmet time percentage ( ), total energy use ( ), and 𝑡𝑐𝑝 𝑒𝑡

4 lifecycle expense of the system ( ). Fig. 10 depicts the variations of normal probability with 𝑐𝑙

5 internally studentized residuals in different response objectives including (a) ; (b) ; and 𝑡𝑐𝑝 𝑒𝑡

6 (c) . It could be found that the points were well distributed surrounding the red straight line, 𝑐𝑙

7 indicating that the errors in all the response models satisfied the normal distribution. In 

8 addition, it could be seen that there was a good agreement between the simulation results and 

9 predicted results. This suggested that all the quadratic regression models were reliable and 

10 accurate.

11

12 Table 9 Item coefficients in the regression models of response objectives

𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

𝑐0 0.111 82.202 5.024×105

𝑐1 -3.271×10-4 3.261 7173.748

𝑐2 -4.330×10-4 2.697 8996.352

𝑐1,2 -1.470×10-7 4.935×10-3 7.964

𝑐1,1 1.896×10-6 -0.023 -34.824

𝑐2,2 4.657×10-7 -1.462×10-3 -2.303

13

14
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1
2 Fig. 10. Variations of normal probability with internally studentized residuals in different response 

3 objectives: (a) ; (b) ; and (c) .𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

4

5 4.4. Multi-objective optimization and final decision-making

6 4.4.1 Double-objective optimization

7 Three sets of double-objective optimization were conducted: the optimization objectives of 

8 the first set were minimizing the thermal comfort unmet time percentage ( ) and 𝑡𝑐𝑝

9 minimizing the total energy use ( ); the optimization objectives of the second set were 𝑒𝑡

10 minimizing the  and minimizing the lifecycle expense of the system ( ); and the 𝑡𝑐𝑝 𝑐𝑙

11 optimization objectives of the third set were minimizing the  and minimizing the . The 𝑐𝑙 𝑒𝑡

12 design constraint was that the  should be less than 2%, when the third set of double-𝑡𝑐𝑝

13 objective optimization was conducted. Fig. 11 depicts the Pareto optimal solutions for the 

14 double-objective optimization. As depicted in Fig. 11 (a), the value of the  was 𝑒𝑡

15 2,983.3MWh when the value of the  was 0%; and the value of the  was 787.2MWh 𝑡𝑐𝑝 𝑒𝑡

16 when the value of the  was 8.25%. As depicted in Fig. 11 (b), the value of the  was 𝑡𝑐𝑝 𝑐𝑙

17 $499,967 when the value of the  was 0%; and the value of the  was $147,329 when the 𝑡𝑐𝑝 𝑐𝑙

18 value of the  was 8.25%. As depicted in Fig. 11 (c), the value of the  was 2278.4MWh 𝑡𝑐𝑝 𝑒𝑡

19 when the value of the  was $379,039; and the value of the  was 2227.0MWh when the 𝑐𝑙 𝑒𝑡

20 value of the  was $395,638. To further perform the FDM using the LINMAP and TOPSIS 𝑐𝑙
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1 approaches, ideal and non-ideal solution should be identified. The ideal and non-ideal 

2 solution in the first set were respectively the solution that the value of the  was 0% and 𝑡𝑐𝑝

3 the value of the  was 787.2MWh, and the solution that the value of the  was 8.25% 𝑒𝑡 𝑡𝑐𝑝

4 and the value of the  was 2,983.3MWh. The ideal and non-ideal solution in the second set 𝑒𝑡

5 were respectively the solution that the value of the  was 0% and the value of the  was 𝑡𝑐𝑝 𝑐𝑙

6 $147,329, and the solution that the value of the  was 8.25% and the value of the  was 𝑡𝑐𝑝 𝑐𝑙

7 $499,967. The ideal and non-ideal solution in the third set were respectively the solution that 

8 the value of the  was $379,039 and the value of the  was 2227.0MWh, and the solution 𝑐𝑙 𝑒𝑡

9 that the value of the  was $395,638 and the value of the  was 2278.4MWh. Fig. 11 also 𝑐𝑙 𝑒𝑡

10 depicts the final optimal solutions identified using FDM methods. The results of the final 

11 optimal solutions for the double-objective optimization are depicted in Table 10. Table 10 

12 also presents the comparison between the output values generated by surrogated models and 

13 simulation platform in different final optimal solutions. The , , and  were the thermal 𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

14 comfort unmet time percentage, total energy use, and lifecycle expense generated by 

15 surrogate models; and the , , and  were the thermal comfort unmet time 𝑡𝑟𝑐𝑝 𝑒𝑟𝑡 𝑐𝑟𝑙

16 percentage, total energy use, and lifecycle expense generated by simulation platform.

17

18 Table 10 Results of final optimal solutions for the double-objective optimization

𝑉𝑝

(m3)

𝑞𝑎

(kW)

𝑡𝑐𝑝

(%)

𝑒𝑡

(MWh)

𝑐𝑙

($)

𝑡𝑟𝑐𝑝

(%)

𝑒𝑟𝑡

(MWh)

𝑐𝑟𝑙

($)

LINMAP solution for  and 𝑒𝑡 𝑡𝑐𝑝 13.7 273.0 2.30 2,134.5 378,079 3.09 2,148.3 379,450

TOPSIS solution for  and 𝑒𝑡 𝑡𝑐𝑝 24.0 315.4 1.30 2,471.5 431,999 1.35 2,568.4 440,280

LINMAP solution for  and 𝑐𝑙 𝑡𝑐𝑝 59.4 236.2 2.00 2,276.4 378,820 1.06 2,505.6 395,386

TOPSIS solution for  and 𝑐𝑙 𝑡𝑐𝑝 67.5 279.1 1.04 2,581.5 430,226 0.23 2,718.2 440,185

LINMAP solution for  and 𝑒𝑡 𝑐𝑙 38.3 254.2 2.00 2,256.8 382,398 0.88 2,627.9 412,125

TOPSIS solution for  and 𝑒𝑡 𝑐𝑙 42.1 250.2 2.00 2,261.3 381,350 0.90 2,608.6 408,509
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1

2  

3
4 Fig. 11. Pareto and final optimal solutions identified by FDM methods for double-objective optimization: 

5 (a) variations of  with ; (b) variations of  with ; and (c) variations of  with .𝑒𝑡 𝑡𝑐𝑝 𝑐𝑙 𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

6

7 4.4.2 Triple-objective optimization

8 The triple-objective optimization where the objectives are minimizing the thermal comfort 

9 unmet time percentage ( ), minimizing the total energy use ( ) and minimizing the 𝑡𝑐𝑝 𝑒𝑡

10 lifecycle expense of the system ( ). Fig. 12 depicts the Pareto optimal solutions and final 𝑐𝑙

11 optimal solutions identified by FDM methods for triple-objective optimization. It is observed 

12 that the values of the  and  were respectively 2,980.6MWh and $499,954 when the 𝑒𝑡 𝑐𝑙

13 value of the  was 0%; and the values of the  and  were respectively 787.2MWh and 𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

14 $147,329 when the value of the  was 8.25%. Thus, the ideal and non-ideal solutions in 𝑡𝑐𝑝

15 triple-objective optimization were respectively the solution that the values of the ,  and 𝑡𝑐𝑝 𝑒𝑡
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1  were 0%, 787.2MWh and $147,329, and the solution that the values of the ,  and  𝑐𝑙 𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

2 were 8.25%, 2,980.6MWh and $499,954. The results of the final optimal solutions in the 

3 triple-objective optimization were depicted in Table 11. Table 11 also presents the 

4 comparison between the output values generated by surrogated models and simulation 

5 platform in different final optimal solutions. 

6

7
8 Fig. 12. Pareto and final optimal solutions identified by FDM methods for triple-objective 

9 optimization.

10

11 Table 11 Results of final optimal solutions in the triple-objective optimization

𝑉𝑝

(m3)

𝑞𝑎

(kW)

𝑡𝑐𝑝

(%)

𝑒𝑡

(MWh)

𝑐𝑙

($)

𝑡𝑟𝑐𝑝

(%)

𝑒𝑟𝑡

(MWh)

𝑐𝑟𝑙

($)

LINMAP solution 62.4 242.2 1.84 2,328.1 387,189 0.87 2,535.4 402,252

TOPSIS solution 45.1 203.4 3.01 1,988.4 333,137 2.36 2,321.2 358,886

12

13 4.5. Optimal results analysis

14 The design variables of the final optimal solutions that were depicted in Table 12, were input 

15 into the simulation platform to analyze the energy and economic performance. 
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1

2 Table 12 Eight cases with the final optimal solutions

Case solutions  (m3)𝑉𝑝  (kW)𝑞𝑎

1 LINMAP solution for  and 𝑒𝑡 𝑡𝑐𝑝 13.7 273.0

2 TOPSIS solution for  and 𝑒𝑡 𝑡𝑐𝑝 24.0 315.4

3 LINMAP solution for  and 𝑐𝑙 𝑡𝑐𝑝 59.4 236.2

4 TOPSIS solution for  and 𝑐𝑙 𝑡𝑐𝑝 67.5 279.1

5 LINMAP solution for  and 𝑒𝑡 𝑐𝑙 38.3 254.2

6 TOPSIS solution for  and 𝑒𝑡 𝑐𝑙 42.1 250.2

7 LINMAP solution for ,  and 𝑒𝑡 𝑐𝑙 𝑡𝑐𝑝 62.4 242.2

8 TOPSIS solution for ,  and 𝑒𝑡 𝑐𝑙 𝑡𝑐𝑝 45.1 203.4

3

4 To evaluate the energy performance, the energy saving ratio ( ) that was defined as the ratio 𝑒𝑟

5 between saving energy use of the system in comparison with the traditional system and that 

6 of the traditional system, was selected as the indicator. Fig. 13 presents the ten-years average 

7  in eight cases with final optimal solutions. The maximum  was 80.2%, occurring in 𝑒𝑟 𝑒𝑟

8 Case 1; and the minimum  was 75.0%, occurring in Case 4. The  in Case 2, Case 3, 𝑒𝑟 𝑒𝑟

9 Case 5, Case 6, Case 7, and Case 8 was 76.4%, 77.0%, 75.9%, 76.0%, 76.7%, and 78.7%, 

10 respectively. If the final selection principle to was to obtain the maximum ten-years average 

11 , the Case 1 will be identified as the most suitable final optimal solution.𝑒𝑟

12
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1
2 Fig. 13. Ten-years average  in eight cases with final optimal solutions.𝑒𝑟

3

4 To evaluate the economic performance, the operating cost saving ratio ( ) that was defined 𝑜𝑟

5 as the ratio between saving operating cost of the system in comparison with the traditional 

6 system and that of the traditional system, was selected as the indicator. Fig. 14 presents the 

7 ten-years average  in eight cases with final optimal solutions. The maximum  was 𝑜𝑟 𝑜𝑟

8 85.4%, occurring in Case 1; and the minimum  was 82.8%, occurring in Case 4. The  𝑜𝑟 𝑜𝑟

9 in Case 2, Case 3, Case 5, Case 6, Case 7, and Case 8 was 83.0%, 84.1%, 83.2%, 83.4%, 

10 83.9%, and 85.2%, respectively. If the final selection principle to was to obtain the maximum 

11 ten-years average , the Case 1 will be identified as the most suitable final optimal solution.𝑜𝑟

12

13
14 Fig. 14. Ten-years average  in eight cases with final optimal solutions.𝑜𝑟
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1

2 The simple payback period of the system ( ) in eight cases with final optimal solutions were 𝑠𝑝

3 calculated, shown in Fig. 15. The longest  was 1.24 years, occurring in Case 2; and the 𝑠𝑝

4 shortest  was 0.88 years, occurring in Case 8. The  in Case 1, Case 3, Case 4, Case 5, 𝑠𝑝 𝑠𝑝

5 Case 6, and Case 7 was 1.05, 1.04, 1.22, 1.06, 1.06, and 1.07 years, respectively. If the final 

6 selection principle to was to obtain the shortest , the Case 8 will be identified as the most 𝑠𝑝

7 suitable final optimal solution.

8

9
10 Fig. 15.  in eight cases with final optimal solutions.𝑠𝑝

11

12 5. Conclusions

13 An approach of conducting the MOO for the TES systems with PCM was proposed in this 

14 study. To better illustrate the proposed approach, a case study of optimizing the design of an 

15 OSP heating system with PST was presented. The CCD approach in the DOE was adopted to 

16 design the cases that were made up of design variables and optimization objectives. The 

17 volume of the PST and the heating capacity of the AHPs were selected as the design 

18 variables. Minimizing the thermal comfort unmet time percentage, minimizing the energy 

19 use, and minimizing the lifecycle expense of the system were selected as the optimization 

20 objectives. The RSM was used to develop the surrogated models of the optimization 

21 objectives according to the design cases. The AOVA indicated that the fitting degree between 
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1 the predicted results and simulated results of the quadratic models for the response objectives 

2 were better than that of linear model and 2FI model, which suggested that the quadratic 

3 models were reliable and accurate. The double-objective optimization and triple-objective 

4 optimization of the system were conducted based on the quadratic models and NSGA-II, and 

5 the Pareto optimal solutions were obtained. The final optimal solutions were identified using 

6 LINMAP and TOPSIS methods, respectively. The performance analysis of the OSP heating 

7 system with different final optimal solutions was conducted. The results indicated that the 

8 ten-years average  of the system in eight different final optimal solutions was 80.2%, 𝑒𝑟

9 76.4%, 77.0%, 75.0%, 75.9%, 76.0%, 76.7%, and 78.7%, respectively; the ten-years average 

10  of the system in eight different final optimal solutions was 85.4%, 83.0%, 84.1%, 82.8%, 𝑜𝑟

11 83.2%, 83.4%, 83.9%, and 85.2%, respectively; and the  of the system in eight different 𝑠𝑝

12 final optimal solutions was 1.05, 1.24, 1.04, 1.22, 1.06, 1.06, 1.07, and 0.88 years, 

13 respectively. Hence, it was suggested that this proposed method could effectively perform the 

14 multi-objective optimal design for the OSP heating system, and it also provided a useful 

15 guideline for the optimal design of the TES systems with PCM.

16
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21 Appendix A

22 The schematic for the simulation platform of the system in TRNSYS is presented in Fig. A1. 

23 The system comprises a PID controller, a global controller, a PST, two heat exchangers with 

24 the effectiveness of 0.95, six pumps, three AHPs, an OSP, two mixing valves, and two 

25 diverting valves. 
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1

2 Fig. A1. Schematic for the simulation platform of the system in TRNSYS.

3

4 Appendix B

5 Experimental parameters in the study of Ruiz et al. [63] and Watanabe et al. [67] were 

6 presented in Table B1 and B2.

7

8 Table B1 Experimental parameters in the study of Ruiz et al. [63]

Parameters Values

Water surface area of OSP 50m2

Volume of OSP 82.5m3

City Alicante

Country Spain

9

10 Table B2 Experimental parameters in the study of Watanabe et al. [67]

Parameters Values

Number of tubes 105

Length of tank 414mm

Wide of tank 198mm

Deep of tank 150mm

11

12 Comparison between experimental and simulated results of the OSP model was presented in 
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1 Fig. B1. Comparison between the experimental and simulated results of the PST model: (a) 

2 charging and (b) discharging process were presented in Fig. B2.

3

4

5 Fig. B1. Comparison between experimental and simulated results of the OSP model.

6

7   

8 Fig. B2. Comparison between the experimental and simulated results of the PST model: (a) charging and 

9 (b) discharging process.

10

11 Appendix C

12 Fig. C1 presents the Pareto optimal solutions and final optimal solutions identified by FDM 

13 methods for double-objective optimization of minimizing total energy use ( ) and initial cost 𝑒𝑡

14 ( ). The design constraint was that the thermal comfort unmet time percentage ( ) should 𝑐𝑖𝑡 𝑡𝑐𝑝

15 be less than 2%. It was observed that the value of  was 2,276.9MWh when the value of  𝑒𝑡 𝑐𝑖𝑡



47

1 was $152,254; and the value of  was 2,227.0MWh when the value of  was $164,450. 𝑒𝑡 𝑐𝑖𝑡

2 In the LINMAP and TOPSIS approaches, the ideal and non-ideal solution were respectively 

3 the solution that the value of  was 2,227.0MWh and the value of  was $152,254, and 𝑒𝑡 𝑐𝑖𝑡

4 the solution that the value of  was 2,276.9MWh and the value of  was $164,450. The 𝑒𝑡 𝑐𝑖𝑡

5 LINMAP solution was the solution that the value of  was 2,262.4MWh and the value of 𝑒𝑡

6  was $153,431. The TOPSIS solution was the solution that the value of  was 𝑐𝑖𝑡 𝑒𝑡

7 2,264.8MWh and the value of  was $153,111.𝑐𝑖𝑡

8
9 Fig. C1. Pareto and final optimal solutions identified by FDM methods for double-objective optimization: 

10 variations of  with .𝑒𝑡 𝑐𝑖𝑡

11

12 Appendix D

13 Detailed results including volume of PST ( ), heating capacity of AHPs ( ), initial cost of 𝑉𝑝 𝑞𝑎

14 AHPs ( ), initial cost of PST ( ), thermal comfort unmet time percentage ( ), total 𝑐𝑖𝑎𝑝 𝑐𝑖𝑝𝑡 𝑡𝑐𝑝

15 energy use ( ), and lifecycle expense ( ) in different representative Pareto solutions were 𝑒𝑡 𝑐𝑙

16 presented. Table D1, D2, and D3 presents the detailed results of the optimization for 

17 minimizing  and , minimizing  and , and minimizing  and , respectively. It 𝑒𝑡 𝑡𝑐𝑝 𝑐𝑙 𝑡𝑐𝑝 𝑒𝑡 𝑐𝑙

18 should be noted that the initial cost of thermal-insulation cover, pumps, controllers, and heat 
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1 exchangers were constant since their quantity were constant. The , , , and  𝑐𝑖𝑡𝑐 𝑐𝑖𝑝 𝑐𝑖𝑐𝑟 𝑐𝑖ℎ𝑒

2 were $4,576, $3,978, $6,663, and $1,560, respectively.

3

4 Table D1 Detailed results of the optimization for minimizing  and 𝑒𝑡 𝑡𝑐𝑝

Representative 

solutions

𝑉𝑝

(m3)

𝑞𝑎

(kW)

𝑐𝑖𝑎𝑝

($)

𝑐𝑖𝑝𝑡

($)

𝑡𝑐𝑝

(%)

𝑒𝑡

(MWh)

𝑐𝑙

($)

 𝑡𝑐𝑝 = 1.02% 102.6 219.8 108,530 32,377 1.02 2,356.8 379,300

𝑡𝑐𝑝 = 3.01% 95.3 178.0 87,895 30,067 3.01 2,075.1 329,342

𝑡𝑐𝑝 = 4.97% 79.7 143.8 70,985 25,157 4.97 1,771.0 284,709

𝑡𝑐𝑝 = 7.02% 42.1 93.0 45,894 13,284 7.02 1,153.7 206,724

5

6 Table D2 Detailed results of the optimization for minimizing  and 𝑐𝑙 𝑡𝑐𝑝

Representative 

solutions

𝑉𝑝

(m3)

𝑞𝑎

(kW)

𝑐𝑖𝑎𝑝

($)

𝑐𝑖𝑝𝑡

($)

𝑡𝑐𝑝

(%)

𝑒𝑡

(MWh)

𝑐𝑙

($)

 𝑡𝑐𝑝 = 0.99% 130.9 206.6 102,015 41,314 0.99 2,064.4 388,770

𝑡𝑐𝑝 = 3.00% 74.9 181.2 89,463 23,617 3.00 1,958.5 338,776

𝑡𝑐𝑝 = 4.99% 25.1 147.2 72,658 7,906 4.99 1,480.3 286,219

𝑡𝑐𝑝 = 7.00% 15.3 89.5 44,188 4,827 7.00 1,008.7 200,914

7

8 Table D3 Detailed results of the optimization for minimizing  and 𝑒𝑡 𝑐𝑙

Representative 

solutions

𝑉𝑝

(m3)

𝑞𝑎

(kW)

𝑐𝑖𝑎𝑝

($)

𝑐𝑖𝑝𝑡

($)

𝑡𝑐𝑝

(%)

𝑒𝑡

(MWh)

𝑐𝑙

($)

𝑐𝑙 = $379,993 49.2 243.8 120,364 15,536 2.00 2,269.0 379,993

𝑐𝑙 = $383,036 36.3 256.4 126,617 11,444 2.00 2,254.5 383,036

𝑐𝑙 = $385,994 28.7 265.8 131,236 9,070 2.00 2,245.1 385,994 

𝑐𝑙 = $389,030 23.0 274.2 135,388 7,243 2.00 2,237.8 389,030

9

10 Appendix E

11 The formula for identifying the maximum volume of PST ( ) is shown as the following 𝑉𝑚𝑝
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1 equation:

2                     𝑉𝑚𝑝 =
𝐸𝑠𝑡

𝑐𝑙𝑝𝜌𝑝𝑐𝑚(1 ‒ 𝜀𝑤𝑡)(𝑇𝑝𝑡 ‒ 𝑇𝑝𝑚) + 𝐻𝑝𝑚𝜌𝑝𝑐𝑚(1 ‒ 𝜀𝑤𝑡) + 𝑐𝑠𝑝𝜌𝑝𝑐𝑚(1 ‒ 𝜀𝑤𝑡)(𝑇𝑝𝑚 ‒ 𝑇𝑑𝑝𝑙) + 𝑐𝑤𝑡𝜌𝑤𝑡𝜀𝑤𝑡(𝑇𝑝𝑡 ‒ 𝑇𝑑𝑝𝑙)

3 (E1)

4 where  is the maximum required thermal energy of the OSP during the open period for 𝐸𝑠𝑡

5 satisfying thermal comfort requirements;  is the liquid specific heat of PCM;  is the 𝑐𝑙𝑝 𝑐𝑠𝑝

6 solid specific heat of PCM;  is the designed maximum temperature that AHPs can heat 𝑇𝑝𝑡

7 up to;  is the melting temperature of PCM;  is the latent heat of PCM; and  is 𝑇𝑝𝑚 𝐻𝑝𝑚 𝜌𝑝𝑐𝑚

8 the density of PCM.

9




