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Chapter 9.  
Sensor Carrying Platforms 
In: Berge J, Johnsen G, Cohen JH (2020). POLAR NIGHT Marine Ecology – Life and Light in the Dead of Night, 
Advs Polar Ecology, Vol 4, Springer Nature, ISBN:978-3-030-33207-5 
 
Sørensen AJ, Ludvigsen M, Norgren P, Ødegård Ø, Cottier, F 
 
Abstract Information and communication technology, autonomy and miniaturization in terms of e.g. 
microelectromechanical systems are enabling technologies with significant impact on the 
development of sensors, sensor carrying platforms, control systems and data gathering, storage and 
analysis methods. Sensor carrying platforms are grouped in stationary devices such as landers and 
moorings to dynamic platforms such as marine robotics, ships, aerial systems and remote sensing 
satellites from space. Lately, the development of low-cost small-satellites with customized payload 
sensors and accessible mission control centers has opened for a democratization of the space for 
remote sensing as well. The mapping and monitoring strategy may be carried out by each type of 
sensor carrying platform suitable for the mission. However, we see a quantum leap by operating 
heterogenous sensor carrying platforms for the most efficient mapping and monitoring in spatial and 
temporal scales. We are facing a paradigm shift in terms of resolution and coverage capabilities. 
There have been several research efforts to improve the technology and methodology for mapping 
and monitoring of the oceans. Today, we see that the mapping coverage may be 100-1000 times 
higher than the state-of-the-art technology six years ago. The entailed increase in data harvesting does 
also create new challenges in handling of big data sets. It is an increasing need to update the 
oceanographic and ecosystem numerical model capabilities taking full benefit of the ongoing shift in 
technology. The Arctic can truly be characterized as a remote and harsh environment for scientific 
operations and even more demanding during the polar night due to the darkness. During winter 
operations extreme coldness may also be a challenge dependent on the weather conditions. Enabling 
technology and proper operational procedures may be the only way to reveal and understand the 
processes taking place there. The spatial scale is enormous, and as several research campaigns have 
already taught us, the variability is huge not only during the seasons but also over the years. This 
clearly also tells us the importance of prolonged presence. In this chapter we will briefly present the 
various sensor carrying platforms and payload sensors. We will also describe the philosophy behind 
integrated operations using heterogenous platforms and why and how to bridge science and 
technology being successful in the development of autonomous systems for efficient and safe 
operations. Examples and experience from Arctic missions will also be presented. 
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 Introduction 
The understanding and corresponding management of the oceans including Arctic areas 

is crucial for a sustainable use of marine resources. However, a large part of the oceans is still 
unknown. This may be even more pronounced in Arctic areas where the dynamic processes and 
seasonal variability are high. The environment is extreme, challenging to access, and dangerous 
for humans to operate in. During the Polar Night with darkness and coldness the operations 
become even more demanding. The possible undesired side-effect of light pollutions from ships 
and other infrastructure on the marine ecosystem has recently been documented by Ludvigsen 
et al. (2018, see also Chapter 5).  Here, it was shown that artificial light changes the behaviour 
and abundance of zooplankton, some escaped while others where attracted by light. Hence, the 
missions must be carefully planned subject to the objectives. 

Exploring extreme environments calls for superior and reliable technology, robust and 
adaptable operational procedures, acceptance of risk yet the ability to manage it. New 
instruments and sensor carrying platforms are contributing to reveal the dynamic processes 
taking place across spatial and temporal scales. Heterogenous robotic systems (Figure 9.1) such 
as autonomous underwater vehicles, surface ships to aerial and satellites have been an enabler 
for research in areas such as acoustic and optic sensing, inertia platforms, control and autonomy, 
risk management, big data analytics, and ocean modelling. In order to operate efficiently the 
science and technology need to be bridged, and for autonomous systems, interdisciplinary is 
crucial in planning and execution of operations and for the development of adaptive mapping 
strategies. Here, the on-line re-planning of the mission will be optimized subject to rewards 
concerning improved data harvesting, and associated risk considerations for e.g. collisions with 
sea bottom, ice and moving objects, and possibly loss of vehicle (see Chapter 10). 
 

 
 Figure 9.1. Heterogenous sensor platforms for ocean mapping using satelittes, aerial vehicles, 
ships, underwater vehicles  and landers, illustration by NTNU AMOS/Stenberg. 
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We will in this Chapter address various aspects of sensor carrying platforms. The Chapter is 
organized as follows: Section 9.2 presents the main characteristics of sensor carrying platforms. 
Sections 9.3-4 are about payload and navigation sensors, respectively. In Section 9.5 we present 
how the various platforms perform with respect to coverage and resolution in spatial and 
temporal domains. Autonomy aspects are discussed in Section 9.6. Examples from field 
campaigns are shown in Section 9.7, while an introduction to how to do safe and efficient 
operations are discussed in Section 9.8. 

 
 Characteristics of Sensor Carrying Platforms 

The sensor carrying platforms (Figure 9.1) may be grouped into: 

• Underwater: Landers and buoys, remotely operated vehicles (ROVs), autonomous 
underwater vehicles (AUVs), gliders and profilers.   

• Sea surface: Ships, and unmanned surface vehicles (USVs). 

• Air and space: Satellites, unmanned aerial vehicles (UAVs) and air planes. 
Developments in sensor-carrying platforms, sensors, control methods, autonomy, 
communication, and networked vehicle systems have been driven by the needs in marine 
sciences as described in Brighenti (1990), Singh et al. (2001), Pizarro and Singh (2003), Moline 
et al. (2005), Ribas et al. (2008), Hagen et al. (2009), Bingham et al. (2010), Mair et al. (2010), 
Sotzing and Lane (2010), Berge et al. (2012), Williams et al. (2012), Sørensen et al. (2012), 
Seto (2013), Bellingham (2014), Dukan and Sørensen (2014), Ludvigsen et al. (2014), 
Fernandes et al. (2015), Nilssen et al. (2015), Williams et al. (2015), Ludvigsen and Sørensen 
(2016), Johnsen et al. (2018), and the references therein. 
Each sensor carrying platform has its own characteristics with pros and cons as listed in Tables 
9.1-2. Dependent on installed payload sensors they also have different capabilities in terms of 
spatial and temporal resolution and coverage as indicated in Figure 9.2 and Tables 9.3-4. For 
many operations it may be enough to consider only one of the platforms at a time. However, as 
shown in Nilssen et al. (2015) integrated operations with heterogenous robotic systems and 
swarms may be more efficient. For Arctic operations there will be additional challenges related 
to harsh environments including icing and low temperature, remoteness, darkness (during the 
Polar Night), and not at least that the operations take place in an environmental sensitive area. 
Under such circumstances proper planning regarding logistics and operation including health, 
safety and environment impacts (HSE) must be seriously dealt with. 

 
 Payload Sensors  

Payload sensors are measurement units that are carried by a sensor carrying platform for 
collecting data and images, either by remote sensing or by direct measurements in the habitat 
(in situ). The objective of the sensor carrying platform is to position the sensor or instrument at 
a specific location or trajectory at a given time. If the biological or oceanographical process 
subject to the investigation is dynamic, there may also be temporal constraints that the platform 
needs to fulfill. Moving towards more autonomous vehicles with scientific mission objectives, 
rather than a pre-programmed behavior, may require that these instruments are no longer 
passive payloads, but that their measurements are forwarded to the mission planning layer and 
the guidance and optimization system in the operations control for mission optimization, see 
Figure 9.4.  
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Table 9.1 Characteristics, pros and cons of underwater sensor carrying platforms  

Platform Characteristics Pros:   + Cons:  - 
Landers, and 
buoys 

• Main components: instrument 
platform either standing on the 
seabed (lander), or suspended in 
the water column moored to the 
seabed or tethered to floating 
device at the surface 

• Offline or online communication 
by cable or satellite/radio  

• Powered by solar power, batteries 
or cable 

• High payload capacity 
• Low cost operation when installed 
• If online, access to real-time data  
• Possibility for synoptic measurements 

along vertical profile 

• Bio fouling and corrosion degrade the 
sensors and data quality 

• High risk for offline systems with 
uncertainty regarding data recording 
and quality  

• For online systems high cost for 
installation of power and 
communication systems 

• Lander and cables for online systems 
exposed for damage due to e.g. trawling  

Remotely 
Operated 
Vehicles  
(ROVs) 

• Main components: vehicle, 
umbilical and control stations 

• Delivered in different sizes, depth 
and thrust ratings, functionality, 
manipulator and sensors 

• Power supply and communication 
by umbilical  

• Navigation by means of acoustics, 
inertial navigation systems (INS), 
doppler velocity log (DVL), 
camera 

• ROV is normally launched from 
crane on dynamic positioning 
(DP) ship  

• High payload capacity 
• Umbilical gives almost unlimited 

electrical power and high bandwidth 
communication 

• Manipulator arms for sampling and 
intervention 

• Collection units (water masses and 
seabed) 

• Online video and sensor readings to 
human operator 

• Umbilical limits spatial coverage and is 
exposed to current loads/drag forces. 
Increasingly problems for deep water. 

• Expensive operation due to day rates of 
ships with DP systems  for station 
keeping 

• Weather window: Operation of ROV is 
sensitive to waves and current giving 
reduced availability 

• Data quality could be degraded by large 
ROV motions and forces induced by the 
umbilical  

Autonomous 
Underwater 
Vehicles 
(AUVs) 

• Main components: vehicle, 
control station, acoustic 
navigation and for bigger AUVs 
launch and recovery system 

• Delivered in different sizes, depth 
and thrust ratings, functionality, 
and sensors 

• Carries its own power supply 
• Navigation by means of global 

navigation satellite systems 
(GNSS), acoustics, compass, INS, 
DVL, camera 

• Operates untethered  
• Operates supervised or 

autonomously with limited 
communication ability  

• High payload capacity (however less 
capacity compared to ROV) 

• 3D (long, lat and depth) mapping 
capabilities are unique 

• New research on autonomy improves 
AUV intelligence and ability to operate 
in an unstructured environment 

• Allows operations in areas that have 
limited or no accessibility with other 
platforms such as under ice 

• Risk of operation – loss of data and 
vehicle 

• Limited power supply on-board  
• Today: Need for competence on AUV 

crew for launch and recovery, planning 
of operation and troubleshooting during 
different operational scenarios  

• Possible limitations in operation due to 
ship traffic and risk for collision with 
e.g. ice 

• Different water layers (e.g. salinity, 
temperature, turbidity) increase risk for 
poor navigation and control 

Gliders • Components: vehicle, satellite 
communication sender/receiver 
and control station 

• Carries its own power supply 
• Operates autonomously with 

intermittent piloting commands 
when surfaced 

• Deployed from boats 
• Navigation by dead reckoning and 

surface GNSS fixes supplemented 
by acoustic navigation when 
under sea ice 

• Buoyancy driven propulsion by 
variable ballasting of water 

• Hybrid gliders with propeller 
available for operation in areas of 
strong current 

• Water column coverage (200-6000m) 
over long distances 

• Few personnel involved during the 
daily operation 

• Follow large ocean current systems 
• Large suite of sensors are available to 

fit 
• Spatial and temporal resolution of data 

is high 
• Data transmitted in near-real time 

reducing risks of data loss 

• Low payload capacity for multiple, 
high-power sensors 

• Slow speed operation – 0.2 m/s 
average. 

• No capability for benthic (seabed) 
mapping due to control concept 

• Limited power, payload, control and 
navigation accuracy 

• Risk of operation – loss or damage of 
vehicle  

• Limited online control  
• Possible limitations in operation under 

ice and due to ship traffic and risk for 
collision 

• Requires significant technical team for 
pre and post-deployment servicing 

• The data are not trivial to analyse due to 
significant space-time aliasing 
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Table 9.2 Characteristics, pros and cons of surface and air & space sensor carrying platforms  

Platform Characteristics Pros:   + Cons:  - 
Unmanned 
Surface 
Vessels 
(USVs) 

• Components: vehicle, propulsion 
system, navigation, payload 
module, control station 

• Delivered in different sizes with 
various principles for propulsions 
(combustion engines, batteries, 
sun, wind) 

• Carries its own power supply 
• Navigation by means of GNSS, 

compass, INS 
• Operates supervised or 

autonomously if limited 
communication ability 

• 2D mapping capabilities are unique  
• Can operate well on shallow water 
• Less dependent on ship during 

operation 
• Sensors: Wide payload capacity  
• Perfect to aid AUV operations by 

serving as communication hub 
 

• Risk of operation – loss of data and 
vehicle  

• Weather window: Operation of USV is 
sensitive to ice, waves and current 
giving reduced availability and quality 
of data 

• Today: Need for competence on 
personnel for operation, 
troubleshooting. Autonomy may be 
improved 

• Possible limitations in operation due to 
ship traffic and risk for collision 

Ships • Components: hull, deck space, 
crane, power, thruster and 
propulsion system, DP system, 
sensors  

• Control centre for other sensor 
carrying platforms  

• Very large payload capacity  
• Efficient mobility and deployment of 

ROV, AUV, USV, USV 
• Conduct and handle samples from any 

gears and sensor platforms  

• Ship-based sensors will have limited 
spatial resolutions for increasing water 
depth  

• Costly operation 

Unmanned 
Aerial 
Vehicles 
(UAVs) 

• Main components: fixed wing, 
multi role, or combined, control 
station, GNSS navigation, launch 
and recovery system 

• Delivered in different sizes with 
different range, wind and 
endurance capabilities, 
functionality, and sensors 

• Carries its own power supply 
• Operates supervised with or 

beyond line of sight  

• 2D (long., lat. ) mapping capabilities 
are unique 

• New research on autonomy improves 
UAV intelligence and ability to operate 
in an unstructured environment 

• Allows operations in areas that have 
limited or no accessibility with other 
platforms 

• Efficient platform both as sensor carrier 
as well as communication hub 

• Currently, limited payload capacity 
• Endurance 
• Icing 
• Sensitive to wind speed 
• Risk for loss of vehicle 

 

Small 
Satellites 

• Main components: Hull, antennas, 
payload sensor, control system, 
space control centre 

• Delivered in different sizes with 
different range, functionality, and 
sensors 

• Operates 3-5 years in 450-500 km 
orbit 

• Launched from dedicated space 
rockets or as appendices on bigger 
space launches 

• 2D (long., lat.) mapping coverage is 
unique 

•  Operation with customized sensors and 
communication equipment 

 

• Dependent on visibility 
• Cost of deployment 
• Loss of unit and data 
• Low resolution 

 
Also, for mapping of almost static systems, i.e. the seabed topology, archeological sites, 

etc. with increased autonomy the sensor carrying platform will have to consider findings and 
react on them in order to optimize the survey operation. Besides improved methods for online 
risk assessment (risk vs. reward) considering e.g. risk for collision against improved data 
quality operating closer to objects of interest (OOI) should be addressed. For dynamical 
processes, the development of the process must be considered along with their driving 
parameters. Sensor range and resolution vary with the technology and corresponding 
configurations, and greatly depend on how the platform navigates in relation to the feature or 
process to be measured. When appropriate range and resolution have been determined, it is 
possible to consider efficiency of the sensor and platform combinations for a given mission 
purpose (Table 9.3). 
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9.3.1  Underwater Optics  
Optical imaging of the seabed provides high resolution qualitative information about 

shape, colour and texture of the seabed. To identify objects on the seafloor, optical imaging is 
still the most reliable method due to the high resolution of the colour and texture information. 
However, to obtain quantitative data from optical imaging is challenging (see examples in 
Chapter 10). 

Camera and Video:  Underwater photogrammetry has experienced considerable 
advancements the last few years, driven by the developments in computer capacity and 
computer vision software (Nornes et al. 2015; Yamafune et al. 2017).  Seawater and its optically 
active constituents, e.g. phytoplankton, coloured dissolved organic matter (CDOM) and total 
suspended matter (TSM), alter the spectral light absorption and backscatter limiting the range 
for the optical cameras constraining the distance between camera and OOI and the 
corresponding area coverage (see Chapters 3 and 10).  Optical imaging by use of still images 
or video cameras can be relevant for measuring e.g. geological conditions, archaeological 
features, and biological identification and behaviour. In addition, regular cameras and videos 
obtain a low spectral resolution, combining three colour bands in red, green and blue (RGB), 
similar to the spectral sensitivity of the human eye (Johnsen et al. 2013). 

Underwater Hyperspectral Imaging (UHI): Applying hyperspectral imagers, the colour 
information can be quantified at all wavelengths of the visible light as presented in Johnsen et 
al. (2013, see seafloor mapping example in Chapter 10). By measuring the full visible light 
spectrum (400-700 nm), the light absorption of the seabed and the seawater can be quantified 
and characterized. Using knowledge of the spectral distribution of the light applied, many 
substances can be characterized by their reflection spectrum, after correction of inherent optical 
properties (IOPs) (see Chapter 3). The hyperspectral imager can hence be used to estimate 
presence of substances like chlorophyll (Chl) or optical fingerprints of other pigments. The UHI 
technology opens up for fast processing of data for automatic identification of any OOI at the 
seafloor (Chapter 10). As for camera and video, the optical properties of the water column affect 
the sensor range and data quality. 

The spectral characteristics of optical backscatter and light attenuation measurements 
can be used for characterizing the seawater with instruments like fluorometers, turbidity sensors 
and scattering sensors. Monitoring the biological and chemical properties in the water masses, 
such as oxygen concentration and saturation can be measured by an in situ optodes. These data 
can be used to distinguish between water bodies, but also to investigate the bio-chemical 
development in the water by combining measurements of in situ temperature, salinity, nutrient 
concentration, current speed and direction, CO2 concentration, Chl a concentration (indication 
of phytoplankton biomass, detailed in Chapter 4) and zooplankton biomass using acoustical 
sensors such as ADCP (acoustic doppler current profiler), AZFP (acoustic zooplankton fish 
profiler (detailed in Chapters 5-7). 
 

9.3.2 Acoustics 
Active sonars are devices that use transducers which generate sound waves of specific 

frequencies and listen for the echoes of these emitted sound waves reflected from objects on 
the sea-bed or in the water column. Active sonars have a large variety of applications, ranging 
from underwater navigation to sea-bed mapping. Different sensors that use active sonar 
technology are discussed below (see also Chapter 10). 

Acoustic Doppler Current Profilers (ADCP) provide vertical and horizontal velocities 
of the ocean currents. The instrument measures the Doppler shift of the scattered acoustic 
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signal, and from this, the velocity of the instrument relative to the scatters can be calculated 
(RDI 2011). ADCPs can be used to estimate a three-dimensional ocean current velocity vector 
by assuming that the planktonic scatters in the water column are drifting passively with the 
same speed and direction as the currents. Typical planktonic scatterers are copepods, 
euphausiids (krill), and pteropods (sea butterflies). The acoustic backscatter collected by the 
ADCPs provides information about the distribution, relative abundance, and vertical velocity 
of planktonic organisms in the water column (Deines 1999). Previous studies have used ADCPs 
mounted on moorings (e.g. Berge et al. 2008) or on autonomous platforms such as AUVs 
(Geoffroy et al. 2016) to study Diel Vertical Migrations (DVM) and patchiness of zooplankton 
in the Arctic. Ocean currents are dynamic processes influenced by tides, lunar cycles, climatic 
variations, weather, and many other environmental factors. Therefore, current velocities as 
measured by ADCPs will vary on all timescales from sub-hourly to decadal.  

Multi-frequency echosounders are sonars using one or several transducers pinging at 
different discrete narrowband frequencies to detect zooplankton or fish in the water column. 
Frequencies can be customized for a specific scientific mission, but generally vary between 18 
kHz and 769 kHz. Common models used for marine research in the Arctic are the Simrad EK60 
and the Acoustic Zooplankton and Fish Profiler (AZFP;  ASL Environmental Sciences; ASL 
2016). Simrad EK60 mounted on research vessels and operating at 18, 38 and 120 kHz (RV 
Helmer Hanssen, Norway) or 38, 120 and 200 kHz (CCGS Amundsen, Canada) have been used 
to study fish and zooplankton during the polar night (e.g. Benoit et al. 2010; Geoffroy et al. in 
press). A similar instrument mounted on a REMUS 600 AUV (Moline et al. 2015) mapped the 
distribution of mesopelagic organisms (600 – 1200 meters depth). The AZFP is typically used 
for zooplankton or fish surveys (as suggested by its name) and has been operated on moorings 
(Darnis et al. 2017) and from Autonomous Surface Vehicles (Ludvigsen et al. 2018) to 
investigate DVM of zooplankton during the polar night, as well as on gliders to study spatial 
and temporal distribution of biomass (Chave et al. 2018).  

Broadband echosounders are progressively replacing narrowband echosounders in 
marine research. Instead of emitting at a discrete narrowband frequency, each transducer of the 
broadband echosounder emits a chirp centered around a nominal frequency. The bandwith 
increases with the nominal frequency of the transducer. For instance, Simrad's 38 kHz 
transducer emit a chirp between 34 and 45 kHz, and their 333 kHz transducer emits between 
283 and 383 kHz. Compared to narrowband echosounders that use the difference in Mean 
Volume Backscattering Strength between narrowband frequencies to classify scatterers into 
functional groups (Korneliussen et al. 2018), each animal detected by a broadband echosounder 
produces a frequency response curve, which could improve the taxonomic resolution of 
acoustic signals (Bassett et al. 2016). Main models of broadband echosounders used in marine 
research are the Simrad EK80 and Wideband Autonomous Transceiver (WBAT). Narrowband 
and broadband echosounders have very high temporal resolution (seconds) and can be used to 
monitor changes in vertical or horizontal distributions of fish and zooplankton in the order of 
minutes to months. 

Active sonars can also be used to measure range to objects on the sea-bed by measuring 
the time from transmit to the reflected acoustic signal arrives back the sensor (two-way travel 
time) and multiplying it by the speed of sound. Multibeam echo sounders (MBE) transmit fan 
shaped acoustic pulses (pings) to cover across-track swaths of the seabed. Using directional 
receivers to determine angle and two-way travel time of each received beam, a MBE can 
measure hundreds of directions and ranges for each ping reflected off the seabed surface, 
resulting in a dense point cloud of the bathymetry of the sea-bed (L3 Communications 2000). 
Side-scan sonars (SSS) measure the surface reflectance of the seabed and reveals information 
about the sea-bed material composition due to different sound absorption characteristics (L3 
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Communications 2000). A side-scan sonar operates by sending out a ping, and by measuring 
the time of flight and intensity of the reflected signal.  From this, an image of the seabed’s 
acoustical reflectivity can be produced. From these images, it is possible to identify for example 
ship wrecks since wood and steel have significantly different reflectivity than the sea-bottom. 
Initially, only time and intensity are measured, and a flat seabed assumption is necessary to 
provide an image. However, modern interferometric sonar systems also estimate the direction 
of the signal and produce bathymetric data. Sub-bottom profilers (SBP) produce information 
about the sub-seabed structures. The system transmits low frequency, high power acoustical 
pulses to penetrate the seabed. Measuring the intensity of the reflected signal, the sub seafloor 
conditions are recorded in 2D in the along-track direction of the sensor. 

During the last decade, synthetic aperture sonars (SAS) have been implemented on 
AUVs and other platforms. By constructing “false” arrays, considerably longer than the 
physical arrays, these systems use multiple pings simultaneously to map each seabed point. 
This method is independent of frequency and therefore provides significantly increased seabed 
resolution compared to conventional SSS at the same ranges (Hansen 2011). Interferometric 
SAS can produce high resolution bathymetry data that are co-registered with the intensity-based 
imagery, and also enables coherence calculations for data quality estimations.  

 
9.3.3 Other Sensors 
In addition to optical and acoustic sensors, other instruments are used to provide important 
measurements to describe environmental characteristics or other properties relevant for the 
mission purposes.   

CT sensors measure conductivity and temperature. Salinity, speed of sound and 
seawater density are calculated from these fundamental parameters. Salinity and density are 
key parameters for oceanography, while speed of sound is essential for all sonar applications 
such as seabed mapping and acoustic navigation. 

Magnetometers can be used for localizing ferrous man-made objects like anchors and 
cannons in historical ship-wrecks (Ballard 2008). They are also used to measure the magnetic 
characteristics of seabed rocks (Tivey et al. 1998). Magnetometers measure the strength, 
direction and relative change of magnetic fields. For such measurements to give meaningful 
spatial representations of seabed features, appropriate sampling rate and navigation of the 
sensor platform must be selected and planned in compliance with the mission purpose. 
 

Table 9.3 Sensor and platform characteristics for seabed mapping purposes. 

Sensor SAS1 SSS2 Video LIDAR3 MBE4 SBP Photo HI/UHI 
Efficiency 2 km2/h 0,58 km2/h 7200 m2/h >15 km2/h 0,5 km2/h 7200 m2/h 7200 m2/h 7200 

m2/h 
Technology Acoustic Acoustic Optic Optic Acoustic Acoustic Optic Optic 
Bathy. Res. 8 cm >10 cm na 1 m > 5 cm na 0,5 cm na 

SAS: Synthetic aperture sonars; SSS: Side scan sonars; LIDAR: Light detection and ranging; MBES: Multibeam 
echo sounders; SBP: Sub-bottom profilers; HI/UHI: Hyperspectral imaging/underwater hyperspectral imaging 
 
[1] Based on data from HiSAS 1030 
[2] Based on data from Quinn et al. (2005) 
[3] Based on data from Doneus et al. (2013) 
[4] Based on 120 degree swath @ 2 kts, max depth 40 m 
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 Underwater Navigation Sensors 
Acoustic baseline sensors: For several decades, acoustic baseline sensors like long 

baseline (LBL) and ultra-short baseline (USBL) have been the preferred positioning sensors 
for underwater operations. These systems measure the time of flight for the signals, and by 
applying the speed of sound, the range between the vehicle and a transducer is calculated. For 
LBL navigation, lateration using ranges to two or more transponders are used to determine the 
vehicles horizontal position (Kinsey et al. 2006). USBL also measures the phase-shift of the 
incoming signal to determine the transponder bearing. The result is a XYZ-position (3D) 
derived from range and phase angles. An important advantage of acoustic navigation is that the 
errors are observable and bounded, at the cost of additional infrastructure. LBL navigation 
requires two or more transponders to be deployed in the operational area, while USBL 
navigation depends on ship-presence in the operational area for the full duration of the mission. 
For ROV operations this might be acceptable. However, one of the primary arguments of 
utilizing AUVs has been to decrease cost through lower dependence on pre-installed 
infrastructure and ships. 

An ADCP can be employed as a Doppler velocity log (DVL), which measures the 
Doppler shift in the incoming acoustic signal reflected off the seabed (called bottom-track 
mode) or scatters in the water column (called water-track mode). A DVL uses several 
transducers pointing in different directions to measure velocities in all three axes (typically four 
transducers in a so-called Janus configuration) (RDI 2011). 

Pressure sensors: Depth is related to pressure through knowledge of the density of 
seawater. Both are easily observable with high precision, and therefore the pressure sensor is 
typically the main sensor for depth even when acoustic navigation is available. Depth is a 
fundamental measurement for underwater vehicles and is necessary both for control and for 
referencing collected data. 

The heading sensor will provide a measurement of the heading of the vehicle. There are 
three main concepts of measuring the orientation of the vehicle around the vertical axis; gyro-
compassing by extracting the earth’s rotation, using a magnetic compass, or by determining the 
heading vector from the relative position of two or more points (Gade 2018). The former is the 
most common and accurate for underwater applications, albeit it relies on expensive and power-
hungry sensors. The accuracy of both gyro-compassing and magnetic compassing will rapidly 
deteriorate when moving close to either of the poles, and alternative methods must be used 
when operating in these areas.  

Inertial sensors form the basis for most dead-reckoning systems. By integrating the 
acceleration and linear and angular velocities, an inertial navigation system (INS) provides 
estimates of the position, orientation, and velocity of the vehicle. Integrating the acceleration 
and rate of changes of the orientation angles in the time domain an observer provides state 
estimates for position, orientation angles, velocities and accelerations. The error component in 
the inertial system will cause the position estimates to drift unbounded (Gade 2018). To limit 
this drift, the INS is typically aided by auxiliary sensors such as DVL and pressure sensors. 
However, to bound the error, an external positioning system must be used, such as LBL, USBL 
or GNSS. 

 
 Spatial and Temporal Resolution and Coverage  

Nilssen et al. (2015) proposed a concept for integrated environmental mapping and 
monitoring (IEMM) based on a holistic environmental monitoring approach adjusted to purpose 
and object/area of interest. The proposed IEMM concept describes the different steps in such a 
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system from mission of survey to selection of parameters, sensors, sensor platforms, data 
collection, data storage, analysis and to data interpretation for reliable decision making. In 
addition to measurements of essential parameters, the quality of the data interpretation is 
dependent on the spatial and temporal resolution and coverage. Hence, the dynamics in both 
space and time have to be considered in the mission planning process. The order of magnitudes 
for temporal and spatial resolution and coverage capabilities of relevant technology platforms 
are shown in Figure 9.2. The spatial and temporal coverage and resolution mapping needs will 
vary dependent on the mission purpose (e.g. processes, organisms of different sizes), and the 
different decision-makers such as scientists, authorities, and industry may have individual needs 
and requirements. The sensor carrying platforms’ capabilities and limitations (summarized in 
Tables 9.3-4), mission purpose, and object/area of interest are of importance.  

The process accuracy and scale define both the sensors precision required and the 
navigation accuracy necessary. Processes with time constants more than ten years can be 
considered constant in this context. When the time constant is between 10 years and 1 week, it 
can be documented using repeated surveys for a time series, and for when the time constant is 
lower than one week it can be attempted resolved within a single operation. Lower time 
constants require higher temporal resolution, possibly requiring multiple vehicles, or may even 
landers. 

 

 
Figure 9.2. Spatial and temporal resolution and coverage of different platforms, Redrawn from Nilssen 
et al. (2015) based on Haury et al. (1978) produced with permission of British Antarctic Survey. See 
similar figure for detection of different organisms in Chapter 10. 
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Table 9.4. Spatial and temporal resolution and coverage for sensor carrying platforms.  
Platform Spatial   Temporal 

Resolution Coverage Resolution Coverage 
Landers and 
moorings  

• High  
• Accuracy: [mm-cm] 
• Dependent on sensor 

accuracy only 

• Low 
• Range: [1-100 m]  
• Area: [1-100 m2]  
• Dependent on sensor   

• High  
• Dependent on sensor 

performance only 

• High: [1-24+months] 
• Dependent power 

supply, sensor fouling 
and data capacity 

Remotely 
Operated 
Vehicles  
(ROVs) 

• High  
• Accuracy: [cm-dm] 
• Dependent on sensor 

& control performance 

• Low 
• Range: [100m-1+km]  
• Area: [0,01-0,1+km2]  
• Dependent on ROV 

control performance, 
access to open waters 

• High: [0-2+m/s] 
• Dependent on sensor 

and ROV control 
performance 

• Low: [8-24+hours] 
• Dependent on ship 

operation 

Autonomous 
Underwater 
Vehicles 
(AUVs) 

• High  
• Accuracy: [dm-m] 
• Dependent on sensor 

and AUV control 
performance  

• High 
• Range: [1-100+km]  
• Area: [0,1-10+km2]  
• Dependent power 

supply  

• Medium: [1-2+m/s] 
• Dependent on sensor 

and AUV control 
performance  

• Low: [8-24+hours] 
• Dependent on AUV 

power supply and 
consumption 

Gliders • Medium 
• Accuracy: [0,1-1km] 

horizontally, [1-2 m] 
vertically  

• Dependent on Glider 
control performance 
and current system 
and ice 

• High 
• Range: [10-1000+ km]  
• Area: [1-100+km2]  
• Dependent on Glider 

power supply  

• High: [0,1-1+m/s] 
• Dependent on sensor 

and Glider control 
performance  

• High: [1-100+days] 
• Dependent on Glider 

power supply and 
consumption 

Unmanned 
Surface 
Vessels 
(USVs) 

• High  
• Accuracy: [0,1-10m] 
• Dependent on sensor 

and USV control 
performance, vessel 
size, waves, wind, 
current and ice 

• High 
• Range: [10-1000+ km]  
• Area: [1-100+km2]  
• Dependent on USV 

power supply and 
consumption, ice 

• High: [0,1-4+m/s] 
• Dependent on sensor 

and USV control 
performance  

• High: [1-100+days] 
• Dependent on USV 

power supply and 
consumption 

Ships • High  
• Accuracy: [1-10+m] 
• Dependent on water 

depth, sensor and ship 
control performance, 
waves, wind, current 
and ice 

• High 
• Range: [10-1000+ km]  
• Area: [1-100+km2]  
• Dependent on ship 

operation, ice   

• High: [0-10+m/s] 
• Dependent on sensor 

and ship control 
performance   

• High: [1-30+days] 
• Dependent on ship 

and crew 

Unmanned 
Aerial 
Vehicles 
(UAVs) 

• High  
• Accuracy: [0,1-10m] 
• Dependent on sensor 

and UAV control 
performance, wind, 
fog and snow 

• High 
• Range: [10-1000+ km]  
• Area: [1-100+km2]  
• Dependent on UAV 

power supply and 
consumption, wind, 
fog, snow  

• Low: [10-30+m/s] 
• Dependent on sensor 

and UAV control 
performance 

• Low: [8-24+hours] 
• Dependent on UAV 

power supply and 
consumption, wind, 
snow and fog 

Small 
Satellites 

• High  
• Accuracy: [10-100 m] 
• Dependent on sensor 

and control 
performance, visibility 

• High 
• Range: 100 000+ km 
• Area: [10-1000+km2]  
• Dependent on power 

supply, visibility 

• Low: 3-5 cycles/day • High: [2-5+years] 
• Dependent on power 

supply, visibility 
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 Autonomy Aspects  
The field on autonomy is complex and multi-disciplinary. Important aspects to consider are 
sensing, control theory, optimization, situation awareness, cognitive science as well as risk 
assessment and management. Autonomous systems are often referred to as intelligent systems 
due to their ability to manage unexpected events in unstructured and unknown environments. 
More than mimicking a human operator, this means integrating mathematical models with real-
time data from sensors and instruments and allowing algorithms optimizing responses realized 
by embedded computer systems.  

9.6.1 Autonomy Levels 

There are different definitions of autonomy levels; defining the steps from manual or remote 
control, teleoperation, semi-autonomous to fully autonomous vehicles. The levels of autonomy 
are characterized subject to the level of human-robot interaction (HRI), mission complexity and 
environmental complexity.  

1. Automatic operation (remote control) means that even though the system operates 
automatically. The human operator directs and controls all high-level mission planning 
functions, often preprogrammed (human-in-the-loop/human operated). 

2. Management by consent (teleoperation) means that the system automatically makes 
recommendations for mission actions related to specific functions, and the system 
prompts the human operator at important points in time for information or decisions. At 
this level the system may have limited communication bandwidth including time delay, 
due to i.e. distance. The system can perform many functions independently of human 
control when delegated to do so (human-delegated). 

3. Semi-autonomous or management by exception means that the system automatically 
executes mission-related functions when response times are too short for human 
intervention. The human may override or change parameters and cancel or redirect 
actions within defined time lines. The operator´s attention is only brought to exceptions 
for certain decisions (human-supervisory control).  

4. Highly autonomous, which means that the system automatically executes mission-
related functions in an unstructured environment with ability to plan and re-plan the 
mission. The human may be informed about the progress. The system is independent 
and “intelligent” (human-out-of-the loop). 

For more details see e.g. NIST (2015), National Research Council (2005), Ludvigsen and 
Sørensen (2016), and Utne et al. (2017). 

9.6.2 Control Architecture 

Three control levels are defined: 

• Mission planner level: Here the mission objective is defined, and the mission is planned. 
Subject to contingency handling, any input from payload sensor data analysis and any 
other input from the autonomy layer, the mission may be re-planned. This means that 
the payload data should be analysed in near real-time aboard the sensor carrying 
platform..  

• Guidance and optimization level handles waypoints and references commands to the 
controller.  

• Control execution level: at this level the plant control and actuator control take place. 
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If the data collected are not in accordance with the data request, a new adjusted data request 
can be made automatically and be a feedback for the controller to adjust the sampling area, 
sampling frequencies, range until the request is satisfied. Such a strategy will be pursued by the 
following to enable increased levels of autonomy. In Section 9.7.3 an example of adaptive 
sampling/measurement using AUV is shown. 

Mathematical modelling may be achieved through a systems perspective integrating models 
and knowledge from the different domains such as oceanographic, ecosystem and vessel 
models. Models at different fidelity will be used for mission design, simulation, real-time 
monitoring, decision and control. In particular, fast low-fidelity models may be used in 
conjunction to the real-time control systems while high fidelity models may be used in offline 
studies. The states and parameters of the models may be updated using the measurements 
following established methods from state estimation and system identification. Hence, states 
and parameters may be estimated using real-time data in order to adaptively update models in 
order to detect normal and abnormal changes in the systems or their environment.  

Data gathering including sensor fusion for perception of the environment and any OOI will 
include integration of imaging sensors such as radar, optics, and acoustics with inertial and 
navigation sensors for accurate detection and tracking of objects and environmental parameters. 
For many autonomous sensor carrying platforms energy is a limiting factor, where power 
demands for the sensors are in the same order as needed power for propulsion. Hence, proper 
strategy for enabling and disabling the payload and navigation sensors will be important both 
for receiving good data, precise and robust control as well as wanted endurance of the operation. 

By combining various control and risk assessment methods such as nonlinear optimization, 
hybrid control, Bayesian networks and probabilistic reasoning, and machine learning the 
control execution level will be able to accommodate autonomy requirements. Risk and reward 
are closely related. E.g. in order to record high quality data, the robot may operate closer to the 
seabed or OOI still avoiding collision within reasonable risk margins. In case of networked 
systems with simultaneous operations, robotics, and mobile sensor networks another level of 
agent control needs to be considered. Integrated guidance and path-planning with high-level 
mission planning may be achieved using numerical optimization where data, decisions, rules 
and models are represented as constraints, as well as discrete search algorithms and 
computational intelligence. 

 

9.6.3 Risk Aspects 

Risk management is crucial for successful operation of sensor carrying platforms. 
Increasing the level of autonomy calls for a more systematic approach where more of the risk 
handling is transferred from the operator to the sensor carrying platform itself. We may 
categorize risk for autonomous systems (NIST 2015, National Research Council 2005, Utne et 
al. 2017) according to three dimensions (Figure 9.3): 

1. Mission complexity 

• Complexity of mission tasks and subtasks and corresponding decision mechanisms 
and rules. 

• Organization and collaboration between various actors involved in the operation. 

• Needed performance including quality of payload sensor data, control accuracy of 
sensor carrying platform. 

• Knowledge about operational area and environmental and operational conditions. 
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• Situation awareness capabilities breaking down into three separate levels; Level 1: 
Perception of the elements in the environment; Level 2: Comprehension of the 
current situation; and Level 3: Projection of the future situation. It is obvious that 
situational awareness is crucial for the sensor carrying platform to achieve needed 
control performance for satisfactory data gathering as well as acceptable risk 
management, e.g. collision avoidance, loss of sensor carrying platform, failure 
handling, etc. 

2. Environmental complexity 

• Variability in the environment due to e.g. shifting weather conditions (see the 
trawler “Northguider” accident in Chapter 10). 

• Terrain variation in the areas of interest – flat, steep, etc. 

• Risk for collisions with possible static and moving objects. Object frequency, 
density, and intent are important to consider. 

• Particular climate risk due to e.g low temperature, darkness, icing, etc.  

• Mobility constraints of the sensor carrying platform. 

• Communication dependencies between platforms and with operator. Underwater 
operations with acoustical communication are normally far more limited with 
respect to bandwidth and range compared to radio communications in air. 

3. Human independence / Level of autonomy 

• Frequency and duration of robot-initiated interactions with the operator. 

• Operator workload and skill levels.  

 

 
Figure 9.3.  Risk models for autonomous systems. 
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Figure 9.4.  Autonomous control architecture exemplified for unmanned underwater vehicles.  

 
 Field Campaigns  

 
We will in this section present four different examples of fields campaigns. 
 
9.7.1 Under-ice and Polar Night AUV Operations 
 

The sea-ice extent in the Arctic has been severely reduced in the last decades, with a 
record low in September 2012, with all subsequent years among the top ten lowest sea-ice 
extents (NSIDC 2018) (see Chapter 2). The mean sea-ice thickness has also been reduced 
significantly, from 3.64 meters in 1980 to 1.89 meters in 2008 (Farmer and Cook, 2013). The 
changing Arctic environment not only influences how the Arctic is used by humans, but it also 
impacts the Arctic ecosystem and marine life. For example, the under-ice algae and 
phytoplankton blooms which are important for the Arctic food chain, are hard to detect using 
remote sensing, and therefore these processes are poorly understood (Johnsen et al., 2018) and 
suffer from under-sampling.  

AUVs are an especially interesting sensor platform for under-ice data collection, due to 
its autonomous and untethered nature. In addition to collecting data about the biological 
processes described above, an AUV can be customized with a diverse sensor suite. For example, 
an AUV can be used for ice-monitoring, and provide detailed under-ice topography data using 
MBE mounted up-side down, which is important input to decision making in Arctic marine 
operations (Norgren 2018). Upwards-looking MBE data can also be used as input to the 
navigation system when performing ice-relative navigation under drifting sea-ice or icebergs 
using a technique called Simultaneous Localization and Mapping (SLAM) (Norgren and 
Skjetne 2018). 
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Deploying an AUV under-ice greatly increases the risk of losing the vehicle in the event 
of failure. Not only does the vehicle itself require specialized support systems and sensors, the 
operators require special experience and knowledge. Working towards operations under 
drifting and rotating sea-ice, an important first step is operations under land-fast sea-ice in real 
Arctic conditions. In the spring of 2017, the REMUS 100 (Figures 9.5-6) was deployed under 
the ice in Van Mijenfjorden, outside the mining village Svea in Svalbard. The scientific 
objectives of the campaign were to collect oceanographic data for a related field campaign, as 
well as to assess the ice-monitoring capabilities of small-size AUVs.   
The REMUS 100, originally developed by Woods Hole Oceanographic Institute (WHOI), is a 
low-logistics, small size AUV. The vehicle can easily be deployed and operated by two persons. 
The vehicle is rated for 100 meters depth and has a typical endurance of about 6 hours at 1.5 
m/s velocity. The REMUS 100 was chosen for this operation because of its robustness and prior 
track list in under-ice operations, including operations under coastal sea-ice offshore Barrow 
Alaska (Kukulya et al. 2010; Plueddemann et al. 2012) and operations under ice for mapping 
phytoplankton blooms (Johnsen et al. 2018). 

The payload sensor suite consists of up- and down-looking ADCP/DVL, SSS, 
fluorometer, oxygen sensor, and Neil Brown CTD (for full specifications, see Norgren 2018). 
For the purpose of ice-monitoring, the AUV was fitted with an up-looking Imagenex DeltaT 
MBE. For navigation, the AUV used Honeywell HG1700 IMU with ring-laser gyros for 
accurate inertial navigation using an aided inertial navigation system (AINS). External 
positioning was provided through GPS before launch, and through LBL during the missions. 
To obtain as accurate positioning as possible, the LBL transponders were placed out using an 
accurate GPS base station providing a fix with accuracy of ~0.5 meters. For safety purposes, 

Figure 9.5  The REMUS 100 ready for under-ice missions. 
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the AUV was also equipped with an acoustic tracker with standalone battery, so the AUV could 
be located even in the event of a critical power failure. 

Looking towards long-range missions under drifting sea-ice, the main lesson learned 
was the need for a robust and fail-safe navigation system, specialized towards Arctic under-ice 
missions. Robust navigation is especially important in these operations, due to the risk of loss 
of the vehicle during surface and recovery phases. Figure 9.7 shows the collected sidescan 
imagery from the recovery phase of one of the under-ice missions, and the recovery frame is 
clearly visible 17.5 meters from the centreline. The intention was for the AUV to surface in the 
recovery frame, but due to a failure in the DVL, the quality of the navigation system was 
reduced significantly. Furthermore, due to multipath and noise from the sea-ice, the LBL 
system was unable to provide accurate navigation fixed during the recovery phase due to the 
AUV’s proximity to the ice. 

Figure 9.6 Under-ice AUV launch. The under-ice environment is normally dark as for the 
polar night operations in open waters. 

Figure  9.7 Under-ice sidescan imagery using Remus 100 AUV. The recovery-frame is clearly 
identifiable in the sidescan data 17.5 meters from the centerline (which indicates the AUV’s position). 
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9.7.2 Marine Archeology 

Marine research missions in the Arctic are often in initiated by and strongly coupled 
with knowledge gaps that are critical to fill for knowledge-based ocean management. Often it 
may be an advantage to operate during the fall and winter seasons (polar night) as the visibiklty 
in the water normally is better due to less fresh water run off bringing sediments into the water. 
. Ecosystem based management models are necessary for understanding and predictions of 
complex and interconnected processes that span different disciplines as well as great temporal 
and spatial scales. An integral part of marine ecosystems are the so-called cultural services, 
including underwater cultural heritage. One of the greatest impacts on marine Arctic 
ecosystems until the climate changes we have seen in recent decades, is the commercial 
exploitation of marine mammal resources that started with European whaling in the early 17th 
century (Hacquebord 2001). During peak intensity more than 300 ships hunted whales, walrus 
and seals in the areas surrounding Svalbard and Greenland every year (Hacquebord 2010) until 
the resources neared depletion at the end of the 19th century, and the enterprises moved to 
Antarctic waters for even larger scale industrial whaling activities. The Arctic whaling industry 
represented huge profits for European investors, however, entailed great operational risks. More 
than 1000 historical wrecks from many western European countries are estimated to lie on the 
seabed between Greenland and the Svalbard archipelago, the majority of which are related to 
whaling expeditions that abruptly ended in unkind encounters with crushing ice and harsh 
weather conditions, often with tragic outcomes (Garcia et al. 2006). The underwater cultural 
heritage that can be found on the Arctic seabed represents not only direct evidence and 
knowledge of the profound anthropogenic impact on marine ecosystems but is also a unique 
and important source of insight into European history. Every ship with its crew must be seen as 
isolated miniature societies reflecting economic, political and cultural conditions in 
contemporary Europe, and as such have great value as complementing sources of historical and 
archaeological knowledge of their period.   
 

 
Figure 9.8 Sidescan Sonar image of Figaro using a Remus 100 AUV 
 

In collaboration with UiT The Arctic University of Norway, UNIS and other partners, 
NTNU AMOS and AUR-Lab have integrated marine archaeological activities into the scientific 
scopes of several research campaigns and other field activities. In 2015 and 2016, the wreck of 
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Figaro was investigated with underwater robotics (Figure 9.8). Figaro was a wooden hulled 
bark built in 1879 that sunk in 1908 while being used as a floating whaling station. Preliminary 
mapping of the wreck site was conducted with a portable AUV (Hydroid REMUS 100 with 
SSS) and a mini-ROV (Seabotix LBV 200 with HD Video and scanning sonar) during a 
UNIS/NTNU student course in 2015, and provided baseline knowledge of the site for detailed 
investigations and full mapping with a work class ROV (Sperre Subfighter 7500) with several 
sensors (HD Video, Stereo camera and UHI) during a visit to the site with RV Helmer Hansen 
on the scientific Polar Night Cruise in January 2016. The results from both investigations are 
currently being used in a research project on the Figaro, and its role as an example of 
transitional technology between traditional whaling methods used in the Arctic, and the highly 
specialized factory ships that characterize the Antarctic whaling in the first half of the 20th 
century. Traditional diver based marine archaeological methods are seldom serviceable at these 
latitudes, for both logistical and HSE reasons. Access to, and hence the ability to investigate 
wrecks in such environments depends on adaptation and design of underwater robotics and 
sensors to both archaeological purposes and Arctic conditions. This is a novel research field 
that has seen focused attention at NTNU AMOS over the last five years. To our knowledge 
Figaro is currently the world’s northernmost, and in Svalbard so far, the only underwater 
cultural heritage site to be scientifically investigated by archaeologists. 
 

 
Figure 9.9 Wood devouring organisms found during the Polar Night (January 2016) in 
Rijpfjorden at 250 m depth, Nordaustlandet, Svalbard (Photo Geir Johnsen). 
 
The 2016 Polar Night Cruise represents a major step forward in demonstrating the operational 
capabilities of underwater robotics in demanding environmental conditions.  An AUV SSS 
seabed mapping mission in the Dane’s Gat in Smeerenburg fjord was successfully executed 
with launch and retrieval from a small open RIB in pitch darkness and sub-zero temperatures. 
Likewise, the full ROV-based mapping of the Figaro wreck site was undertaken in January, 
with the sun mostly lower than 12 degrees below the horizon. The absence of ambient light 
enabled full spectral control (ROV lamp spectra were known) during data acquisition with the 
optical sensors. In addition, the limited runoff from glaciers during mid-winter entailed a 
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significant improvement in turbidity, and in turn optical imaging capability, compared to the 
preliminary ROV inspection in early September 2015 (see Chapter 3). 
 

During the same 2016 Polar Night Cruise biologists and archaeologists made an 
alarming discovery of wood devouring organisms present on the seabed in Rijpfjorden, an 
Arctic fjord at 80 °N  on Nordaustlandet (Kintisch 2016, Berge et al, in prep). Shipworms 
(Figure 9.9) and other similar organisms are by far the greatest threat to in situ preservation of 
historical shipwrecks, and the unexpected finding could indicate that the general assumption 
that the freezing cold Arctic waters are benign and stable environments for underwater cultural 
heritage is wrong or possibly being invalidated by changing properties in the marine ecosystem 
(Kortsch et al. 2012). The finding therefore accentuates the importance of and the need for more 
widely scoped trans- and interdisciplinary research efforts in these areas. Underwater robotics 
and advanced sensors are enabling technologies that can be adapted and tailored to such efforts, 
providing knowledge for a better holistic management of marine ecosystems (Nilssen et al. 
2015).  
  
9.7.3 Adaptive Mapping of Plankton Using AUV 

As seen in Sections 9.5-6, the design of proper mapping or measuring/sampling  
strategies to be implemented in the mission layer (Figure 9.4) may be complex in order to 
achieve a proper reconstruction in time and space of the dynamic processes taking place in the 
oceans. Generally speaking, the dynamic processes may be regarded as under sampled even 
when using highly dynamic capable sensor carrying platforms such as AUVs. Hence, the 
sampling strategies need to be optimized in order to make sure that the samples (measurements) 
are taken where the information value is the highest. See Figure 9.10 as an illustration of 
mapping biomass using AUVs with an adaptive or non-adaptive adaptive strategy. The latter 
will not automatically adjust the trajectory of the AUV to the area of interest. In order to conduct 
an adaptive mapping strategy, the AUV must be able to analyse the data on-line and accordingly 
update the trajectory of the AUV to the high concentration areas of biomass. As seen in Figure 
9.4 the AUV will be subject to a re-planning action. To address the need for improved 
observations in oceanography, adaptive sampling and numerical ocean modelling have been 
coupled (Fossum et al. 2018). By combining Gaussian Process (GP) modeling with onboard 
robotic autonomy, volumetric measurements of phytoplankton can be made at fine scales, 
informing studies of  patchiness in phytoplankton biomass, biogeochemical processes, ands 
primary productivity. 

 
Figure 9.10 Adaptive sampling strategies can react to immediate changes in the environment 
and adjust data collection, accordingly. This will increase the resolution and coverage of 
important features in the water column. Graphic by Trygve Olav Fossum. 

To autonomously map spatial distribution of phytoplankton biomass in 3D using AUVs, GP 
models and robotic sampling were employed to provide efficient adaptive sampling strategies. 
The method estimates and track layers of high Chla concentration, focusing sampling efforts 
and increasing accuracy along essential biological features such as the sub-surface Chlorophyll 
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a maxima (SCM). Using spatial modeling and interpolation it becomes possible to reconstruct 
the distribution in 3D. Comparison of in-field data shows correspondence between AUV data 
and behavior, providing a broad and extensive perspective of the pelagic activity.  
 The method for adaptive mapping in Fossum et al. (2019) combines marine data from: 
autonomous underwater vehicles (AUVs), model forecasts, remote sensing satellite, buoy, and 
ship-based measurements, as a means to cross-validate and improve ocean model accuracy. 
Numerical ocean models (e.g. SINMOD, SINTEF Ocean) are connected to in situ models to 
provide basis for a sampling strategy, using ocean temperature. Using hindcast data from the 
SINMOD ocean model, a stochastic proxy model, based on GP, is used for assimilation of in-
situ measurements. The sampling algorithm, being both data- and model-driven provides input 
for an online sampling algorithm and runs onboard the AUV enabling the vehicle to optimize 
its path and strategy in real time. Figure 9.11 illustrates the concept.  
  

 
Figure 9.11  Adaptive sampling strategies, Fossum et al. 2018.  

 
In January 2016 UiT, UNIS and NTNU deployed an autonomous surface vehicle (ASV) to 
measure the light response of zooplankton at 78° N in Kongsfjorden, Svalbard (Ludvigsen et 
al. 2018). To be able to collect data without anthropogenic light and a larger part of the water 
column, an autonomous surface vessel was introduced. The Jetyak (Kimball et al. 2014) was 
first deployed by the WHOI and was based on a commercially available polyethylene single 
person kayak and is fitted with a petrol engine and water jet propulsion. A control system is 
fitted to the vehicle to enable the vehicle to operate autonomously or remotely controlled. Low-
bandwidth communication is provided by a radio frequency modem at ranges up to 20 km. An 
AZFP (Acoustic Fish Zooplankton Profile, ASL) multi frequency echosounder mounted 
downward facing provided acoustic data at 125, 200, 455 and 769 kHz. Only the three lower 
frequencies had enough range to be used in this study. Due to the very low draft, the Jetyak 
provided shallower echosounder readings compared to the research vessel. A fiber optic 
spectroradiometer was also mounted on the vehicle to provide diffuse sky spectral irradiance. 
The light levels in the water column were modelled for this study. 
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During the experiment, the ASV Jetyak was programmed to patrol a predefined transect, and 
the vehicle was running a total of 54.7 km of survey lines. The system was deployed for three 
days aiming to collect data during the solar noon of Polar Night. The solar inclination was in 
the range 8° - 9° below the horizon at noon. The diffuse sky irradiance increased during noon 
to approximately 9° below the horizon and the acoustic data showed a 6 – 8 meters vertical 
movement of zooplankton detected by the AZFP. The sensitivity to light pollution from the 
research vessel and from headlights worn by researchers in small work boats indicated high 
sensitivity to light pollution seen clearly in acoustics readings. Avoidance was shown down to 
80 meters depth. As the zooplankton community appeared very sensitive to varying levels of 
illumination, great care was taken not to introduce artificial light disturbing the natural activity 
of the zooplankton under ambient light conditions. 

ASVs do not require facilities for crew and can hence be made smaller than conventional 
research vessels lowering their logistic footprint. For the discussed operation, the low light 
signal is crucial to obtain undisturbed signals from the light driven process in subject of our 
investigations. But the Arctic does also present special challenges for unmanned vehicles; 
logistic for operational support is far sparser and communication infrastructure is less 
developed. The ASV benefits from the facilities of research vessels and operations as represents 
a useful complement and for the described research campaign the introduction of ASV in the 
operation revealed knowledge hardly obtainable from manned platforms. The architecture of 
ASV systems further encourage the usage of autonomous and data drives sampling behaviors 
(Fossum et al. 2019).  
  
9.7.4 Winter Observations in the Barents Sea Using Gliders 

An example of the consideration of spatial and temporal scales in the selection of an 
observational technology for a scientific application can be seen when comparing the methods 
for making standard ocean sections from a ship or using ocean gliders. Historically, ships have 
been the workhorse of oceanography and still play a primary role in the collection of ocean 
data. However, the use of ships has limitations, particularly related to operations in high sea 
states, endurance to enable measurement on seasonal scales, spatial resolution to resolve small-
scale features of the ocean (<1 km) and cost per day. Ocean gliders appear to occupy the same 
operational space as ships (Figure 9.2) but are increasingly seen as capable of addressing many 
of the limitations of ships (Rudnick, 2016; Testor et al. 201) giving greater horizontal resolution 
and longer endurance with the capacity to operate in winter. In addition, gliders are able to 
operate close to and underneath sea ice (Lee et al. 2017) at low risk to ships and/or personnel. 
Therefore, these platforms are well-suited to oceanographic observations during the Polar 
Night. 

A program of field campaigns in the Barents Sea during 2018 (Figure 9.12) aimed to 
investigate the changing oceanic properties in this critical Arctic inflow region (Chapter 2) from 
the Polar Night through to summer in relation to stratification, fronts and phytoplankton 
blooms. Standard ocean sampling was conducted from a research vessel during three cruises in 
January, April and June but observations between these cruises were made with a Slocum 
Glider (Webb et al, 2001). The sensor package on the gliders comprised CT, ocean colour, 
dissolved oxygen, Chl-a and CDOM fluorescence and optical backscatter. The glider was able 
to dive to 200 m and the mission plan was to observe along north-south transects in the region 
of open water in the southern Barents Sea.  



   
 

 
 

23 

 
Figure 9.12 Map of the glider transect in the Barents Sea between 11th - 26th Juanuary 2018. 

 
Figure 9.13 shows one north-south section collected from 11-26th January 2018. Glider 

profiles are typically spaced at 1 km intervals and the entire section comprises about 470 dives. 
From the data we can see remnant stratification by salinity in the southern part of the section 
with a more uniformly mixed water column to the north. We also see a south to north gradient 
in temperature as the glider approaches an oceanographic structure called the Polar Front which 
separates the warmer, more Atlantic waters to the south from the colder, fresher Arctic waters 
to the north. Data from the fluorometer shows that the phytoplankton community is below 
detectable levels along the entire transect. The detail that is revealed in horizontal and vertical 
density gradients is far greater than can be obtained with a ship and allows the relationship 
between ocean structure and biological response to be investigated thoroughly along repeatable 
sections over seasonal timescales. 
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Figure 9.13 Vertical sections of salinity, temperature and Chl-a fluorescence obtained from 
a glider in the Barents Sea between 11-26th Juanuary 2018. 
 
 

 Safe and Efficient Operations 
The Arctic environment is characterized by lack of infrastructure and harsh environment. 

Any incident in the Arctic will potentially result in a higher consequence than comparable 
incidents in more developed areas because all responses assets have longer time constants and 
higher costs. For medical incidents, support will be far away requiring long distant travels, and 
for technical incidents, challenging logistics makes it hard to provide instruments, tools or 
spares for situations that are not planned or foreseen (see Chapter 10). The harsh environment 
provided tough requirements for operational support. 
 A well-defined mission objective is important defining a data acquisition operation. The 
mission objective should contain a research question to be addressed. Performing natural 
science in Arctic area – the investigation site if often given by the process and objective of the 
research. Together these form the base for determining parameters and variables of interest in 
the operation and associated entities to the parameters and variables like required accuracy, 
spatial and temporal resolution, spatial and temporal coverage, timing requirements and 
required position accuracy (Nilssen et al 2015).  From these, one can determine and derive an 
appropriate platform and instrument suite. 
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In the further planning one will consider the research location in terms of bathymetry, 
current and weather conditions and marine traffic. Prior information of the area and the research 
subject is taken into account and implemented into the plan. An operation procedure is laid out 
including sequential steps like mobilization, testing, transiting, launch, map, recover and 
demobilization. The level of fidelity of the plan will be adjusted according to the operation 
complexity and risk. High risk and complex operations require a more detailed operation 
procedure. Before the operation can commence there should be a clear plan for data processing 
and analysis as this often forms important premises for the data acquisition.    

Having established the operational procedure, the five step risk management methods 
can be applied to reduce risk (DNVGL 2001 RP-H101 Risk management in marine and subsea). 
Risk is defined and the product of probability of occurrence and consequence. This includes 
HSE, project and operational risks. The first step is to establish a process plan the contains an 
HSE philosophy. An example of such a strategy can be: “Plan for safe and efficient operations, 
maintain focus on feasibility and optimize planning of the marine operation by reducing delay, 
improve ship time utilization and minimize cost”. A goal can be to perform marine operations 
with no incidents, accidents or losses. This should be reached through systematic risk 
identification and reduction, planning according to recognized standards, good coordination of 
involved operations and presence of qualified personnel. 

To be able to manage the risk in the operation, an acceptance criterion should be 
established in step two. This includes defining categories of consequences and compiling this 
into risk categories. Common criteria would be to comply with the ALARP principle (As Low 
As Reasonable Practicable). In step three the risk of the operation is categorized and assessed 
often by using a method called HAZID (HAZard IDentification). Based on a principle 
description of the planned operation, undesirable consequences and hazards in the operation are 
identified and listed in a risk register.  
 
Table 9.5 Conceptual set-up for Safe Job Analysis (SJA) 

No Basic steps Hazard Potential 
consequence 

Measures Responsible  

1.   Plan the operation Overestimate 
energy capacity and 
navigation accuracy 

Loss of vehicle, 
time and data 

Perform checks and 
mission verification 

Vehicle operators 

2.   Mobilize the vessel Falling equipment Personal injury, 
loss of equipment 

Clear area while 
lifting 

Crane operator 

3.   Deploy the vehicle Collision vehicle 
and vessel 

Loss of equipment Clear 
communication and 
plan 

Vessel master and 
vehicle operator 

4.   Carry out AUV 
mission 

Lose vehicle Loss of vehicle Monitor vehicle – 
keep low response 
time 

Vehicle operator 

5.   Recover the vehicle Collision vehicle 
and vessel 

Loss of equipment Clear 
communication and 
plan 

Vessel master and 
vehicle operator 

6.   Demobilize the 
vessel 

Falling equipment Personal injury, 
loss of equipment 

Clear area while 
lifting 

Crane operator 

 Step four concerns risk identification and is based on a detailed procedure of the planned 
activities and common tools applied are SJA (Safe Job Analysis) and HAZOP (HAZard and 
Operability Analysis). The SJA is used to analyses activities systematically and to establish risk 
management and preparedness, see Table 9.5. The final step to risk management is the risk 
reducing activities including a feasibility assessment.  
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