Mobile sensing in substance use research - a scoping review.
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Abstract
Background
Addictive disorders and substance use are significant health challenges worldwide, and relapse is a core component of addictive disorders. The dynamics surrounding relapse and especially the immediate period before it occurs is only partly understood, much due to difficulties collecting reliable and sufficient data from this narrow period. Mobile sensing has been an important way to improve data quality and enhance predictive capabilities for symptom worsening within physical and mental healthcare but is less developed within substance use research.

Methodology
This scoping review aimed to reviewing the currently available research on mobile sensing of substance use and relapse in substance use disorders. The search was conducted in January 2019 using PubMed and Web of Science.

Results
Six articles were identified, all concerning subjects using alcohol. In the studies a range of mobile sensors and derived aggregated features were employed. Data collected through mobile sensing was predominantly used to make dichotomous inference on ongoing substance use or not and in some cases on the quantity of substance intake. Only one of the identified studies predicted later substance use. A range of statistical machine learning techniques was employed.

Conclusions
The research on mobile sensing in this field remains scarce. The issues requiring further attention include more research on clinical populations in naturalistic settings, use of a priori knowledge in statistical modeling, focus on prediction of substance use rather than purely identification and finally research on other substances than alcohol.
Addictive disorders affect as many as 29.5 million people globally. Although there has been made substantial progress in our understanding of how addictive disorders develop and are maintained, they remain a public health challenge. Relapse is a core component of addictive disorders and the number of patients that relapse is high \(^1\)\(^2\). International studies also show that only about 40-60% of patients remain abstinent one year after treatment initiation \(^3\).

An essential challenge in substance use research is thus to understand, predict, and identify relapse. In contrast to the knowledge about static or trait risk factors of relapse, the dynamics of the psychological and behavioral factors that are preceding and influencing the likelihood of imminent relapse, are less understood \(^1\). Lapses are often sudden and surprising to both patients and health care providers, complicating the reliable retrospective collection of data immediately preceding the lapse \(^4\).

Up until recently, longitudinal and real-time data collection has typically been performed by prompting patients to complete questionnaires to assess dynamic states such as mood, cravings \(^5\), cognitive functioning \(^6\) and actual substance use on their portable device or by researcher follow-up \(^7\). This method of gathering information is commonly referred to as ecological momentary assessment (EMA). A challenge with studies demanding active participation from patients in data gathering is that they are perceived as burdensome by participants and hence generally suffer from poor compliance and data accuracy \(^8\). One review \(^7\) found that compliance with EMA-procedures in substance use research varied greatly and generally fell below 70% across all designs for substance-dependent samples, below the generally accepted 80% in social science research. Consequently, the validity and reliability of responses in real-time suffer, and the predictive value may be negatively influenced \(^9\).

To overcome these issues of attrition and low compliance, researchers and clinicians have recently been considering the use of real-time data collection from different mobile sensors, like the ones available in smartphones, and to study how they relate to relapse \(^10\). Some studies even propose the approach of pure passive data gathering from mobile sensors, also called mobile sensing. This is already being used for research purposes in other mental health domains.

The question of making inference based on mobile sensor data is essential to make this field clinically meaningful. A range of studies has used directly measurable biological entities to create intuitive and direct inferences about alcohol and drug consumption, such as the alcohol metabolite Ethyl glucuronide (EtG) in sweat, measured by a wearable sensor on the skin of the subject \(^11\). Other wearable biosensors, such as electrodermal sensors measuring the amount of perspiration, skin temperature \(^12\) and heart rate \(^13\) gives indirect physiological data that may correlate with the intake of alcohol and drugs. Making inference from indirect behavioral data is often referred to as digital phenotyping. Appropriately analyzed data from the passive mobile sensing of behavior may inform clinical decisions for this clinical population \(^14\).

Methodology

Research questions

This review aims to summarize the current state of published research on passive mobile sensing in substance use research by answering the following questions. What tools, sensors and analytical approaches are typically used? Which populations have been studied? And finally, what inferences are drawn based on mobile sensor data.
Literature review
Scoping review was chosen as methodology. There is still some variability in the execution of these reviews, however their advantage is that they are good at mapping research within an emerging topic or field to and contribute to the definition of its boundaries and concepts. This may be especially useful in cases where the body of literature has not yet been comprehensively reviewed and the research to some extent lacks uniformity both in concepts, analyses, type and amount of data. So that it does not easily lend itself to systematic reviews. In this case, it is still early in this research area, while at the same time there is a rapid technology development within smartphone technologies that may be best summed up with this methodology.

Procedure

Search terms
Substance use, substance abuse, addictive behavior, AND ambulatory assessment OR mobile sensing OR smartphone sensors OR mobile sensors.

Search procedure
The search was done using Web of Science and PubMed during the first 2 weeks of January 2019 as well as cross-referencing and reference section review in the final included publications.

Inclusion/exclusion of studies
Articles were included that measured behavioral features in the interaction with and transportation of mobile phones. Articles were excluded if they were merely technology focused, without any applied purpose. Studies requiring the subjects to enter data themselves actively were only included if they had a passive mobile sensing component. Studies using only physiological measurements such as heart rate, skin conductance etc. were also excluded, since these requires extra strain and equipment in many cases and thus not tap into behavior as such. Studies related to nicotine and tobacco were not included.

Only published, peer-reviewed publications were included. Sources such as dissertations and reports were excluded. Due to the rapidly evolving pace of mobile technology and analytical capabilities, the search included papers from 2015 and onwards, including also research in press up until the second half of January 2019.

Analysis and synthesis approach
For this review, articles were organized according to the type of method that was used for mobile sensing, the selected articles were read in full version and then entered into a table format to give an overview of authors, populations and methods of each study.

Results
In total, 329 studies were identified, of which 321 were excluded either based on exclusion criterias or as duplicates, then 2 studies were excluded as review articles, leaving 6 studies for review.

Table 1 Overview of included studies, BAL: Blood Alcohol Level, AUDIT: Alcohol Use Disorder Identification Test

Substances and populations investigated
The six included articles all studied subjects with high-risk alcohol consumption, none included clinical populations or populations using other substances than alcohol. The age groups studied were primarily young adults. The studies did not seem to have any obvious gender bias to the extent that gender was reported.
Bae, Chung, Ferreira, Dey, Suffoletto \(^{10}\) included 38 non-treatment seeking young adults with a heavy drinking pattern, determined by AUDIT-C. The subjects were recruited through a hospital emergency department as well as a college student sample. The groups did not differ significantly in their AUDIT-C scores. In another study, Bae, Ferreira, Suffoletto, Puyana, Kurtz, Chung, Dey \(^{17}\) included 30 young adults with past hazardous drinking patterns as defined by the National Institute of Alcohol abuse and Alcoholism. The patients were recruited from an Emergency Department sample, Craigslist, existing participants pool and through flyers. Only patients not actively seeking treatment for substance use disorder were screened for inclusion. All potential subjects were screened using the AUDIT-C. A total of 38 subjects were recruited, 50\% female, and enrolled for the 28-day study.

Mariakakis \(^{18}\) enrolled 14 young adults for their 1 week long study, the inclusion procedure is however not clearly described, except a statement that more participants were eager to join, but not due to the burden of the study time, alcohol and pregnancy testing.

In two studies using the same sample, \(^{19},^{20}\) the authors set out to determine Blood Alcohol Level (BAL) based on the gait features of users. The sample consisted of 10 young adults with a heavy drinking pattern, determined by AUDIT-C, that were seen in an urban hospital Emergency department. The subjects were required to have a drinking pattern characterized by drinking primarily on weekends. Subjects reporting conditions significantly impairment of memory or gait were excluded.

Arnold, LaRose, Agu \(^{21}\) included six young adults with an AUDIT score equal or above 8 recruited by an e-mail list to faculty and students and their friends and families.

**Technologies and techniques used**

Bae, Chung, Ferreira, Dey, Suffoletto \(^{10}\) assessed alcohol intake using EMA in the form of a daily question, if the participant confirmed intake of alcohol, they got three follow up questions to assess when they started and stopped drinking and how many standard units they drank. The study used the AWARE mobile sensing app framework and employed a total of 56 sensor features related to time, movement patterns, communication, and psychomotor impairment. Bae, Ferreira, Suffoletto, Puyana, Kurtz, Chung, Dey \(^{17}\) also used the AWARE app and collected data from 14 different sensors using a total of 56 features. Also, the subjects were prompted to answer whether they consumed alcohol on the day before and the timing of this.

In Mariakakis, Parsi, Patel, Wobbrock \(^{18}\) the subjects took part in a 1-week experimental study where alcohol was administered to the participants as to achieve a Blood Alcohol Level (BAL) of .08 measured with breathalyzers. Individuals with substance use disorders typically have issues with neurocognitive functioning \(^{22},^{23}\) and Mariakakis et al. (2018) developed and used the ‘DUIapp’ (Drunk User Interfaces) where the participants were required to perform a range of tasks that mimicked the ordinary use of an android phone and that tapped into psychomotor and cognitive functions. The study aimed to see if machine learning techniques would be able to predict BAL using the performance metrics on these tasks. The tasks included a swiping task, a balancing and heart rate task, a simple reaction task, and a choice reaction task. The tasks were then performed at different BAL after project administered alcohol and verification of BAL-level using a breathalyzer.

The subjects in Suffoletto, Gharani, Chung, Karimi \(^{19}\) and Gharani, Suffoletto, Chung, Karimi \(^{20}\) had the app ‘DrinkTrac’ downloaded to their smartphones. The app gives an EMA prompt for the cumulative number of drinks since the last report and a tandem psychomotor task, requiring the subjects to walk five steps in a straight line and rest while carrying their phone. The participants
were prompted every hour between 8 p.m. and 12 A.m. to fill this out every Friday and Saturday for four consecutive weekends.

In Arnold, LaRose, Agu 21 the subjects installed a data gathering app on their smartphones (‘AlcoGait’) upon inclusion, that collected data relevant to the user’s gait using the features gait cycle, stance phase, gait velocity, cadence, stride and step width of subjects. The study also gathered the subjects own estimate of alcohol consumption through EMA on the day after consumption.

Analytical approaches and results

In Bae, Chung, Ferreira, Dey, Suffoletto 10 the data was coded binary in the form of drinking or non-drinking, with only the indicated active drinking period being labelled as drinking. The authors created datasets with 30 min, 1 and 2-hour segments and coded the segments as non-drinking, low-risk drinking and high-risk drinking. Both Bayesian neural Networks, C4.5 decision tree and Random Forrest machine learning techniques were used on the test, of which Random Forrest performed best in predicting drinking. The study also looked at whether historical data preceding drinking onset improved model performance. In addition to temporal data (day of the week and time of day), the study was able to demonstrate that drinking was significantly correlated to specific sensor features and that adding historical data from 1-day prior to the drinking episode, improved model performance in predicting drinking. The authors concluded that machine learning models using input from mobile phone sensors achieved an accuracy of 96 % compared to the 90% that was achieved with the time of day and day of the week as input alone.

Bae, Ferreira, Suffoletto, Puyana, Kurtz, Chung, Dey 17 used historical data from 1 h, 1, 2- and 3-day interval preceding the drinking episodes and used correlational analysis to determine which sensor features correlated well with the incidence of drinking. The authors used an information gain approach to determine which features were most important in understanding drinking incidence across intervals and chose the 20 most important features. Then they checked the performance of three machine learning classifier approaches (Random Forrest, C4.5 decision tree, and Bayesian network). Then the authors experimented with different time windows of data to be entered, ranging from 1 hour to 3 days. Finally, it was determined that 30-minute windows, with three days of historical data and 30-minute windows with one day of historical data, were superior for the detection of overall drinking and heavy drinking, respectively. The overall accuracy of random forrest model of predicting wither non-drinking, drinking or heavy drinking was 96,6%. When comparing 10 and 17 one should note that the first use 2 classes (drinking or not), and the latter uses three classes (no drinking/drinking/heavy drinking).

Mariakakis, Parsi, Patel, Wobbrock 18 used regression analysis with BAL as a label and estimated an exponential learning curve for the tasks across the five trials and compared it to a learning curve for sober subjects. The study went on to study whether individual tasks or different combinations of tasks and administration performed better or worse in determining BAL. The results were promising with this small dataset of only 67 sessions and they reached a mean absolute error of 0.005% +/- 0.007% comparing breathalyzer measurements of BAL with model estimated BAL.

Suffoletto, Gharani, Chung, Karimi 19 tested the feasibility of collecting gait-related features from mobile sensors during drinking episodes and drew inference about estimated blood alcohol levels (BAL) from sensor data as compared to measured BAL. To achieve this the authors employed a Bayesian regularized neural network (BRNN) to model the relationships between the recorded gait features and the estimated BAL. The main finding was that they were able to determine such a relationship and that subjects with elevated BAL over the legal limit would rarely be underestimated
to have legal BAL. Gharani, Suffoletto, Chung, Karimi $^{20}$ went about the analysis in much the same way, still concluding that the BRNN was the most accurate method.

Arnold, LaRose, Agu $^{21}$ used a range of techniques to ‘clean’ extracted data from accelerometer sensors. As an example, data gathered by the accelerometer may express movement from walking, whereas hand-movements and repositioning of the phone may give irrelevant movement. The authors used a technique for frequency harmonization called ‘Total Harmonic Distortion’. They also used different machine learning algorithms to try and determine the quantity of consumed alcohol (no inference about BAL). Comparing various machine learning techniques, they found that Random forest performed the best.

Discussion
This scoping review gave an overview of the current state of published research on passive mobile sensing of substance use. The goal was to summarize what tools and sensors are typically being used, secondly how the acquired data is being analyzed, thirdly how inference is drawn and finally what are the main knowledge gaps in this multidisciplinary field of research.

Inference was generally performed as a prediction task, with alcohol use as response. As noted, a range of neurocognitive phenomenons (such as impulsivity) have substantial theoretical and empirical predictive associations with relapse. Nevertheless, such mediating factors were not addressed by the identified papers.

The performance of the models were generally quite good. Most studies had small sample size and looked at making group-level models to identify the substance use episodes. Only one study $^{21}$ looked at making individual level identifications, which will probably be of most value for clinical work and the launch of just-in-time interventions in the future.

Studies on clinical populations and populations using other substances than alcohol were absent from this work. In other related clinical areas there has been done more work on clinical populations $^{24}$ $^{25}$. Why the field of substance use research has had less progress using mobile sensing this far is open for speculation. The field is multidisciplinary ranging from clinical addiction science through data science and to software development. Thus, the data scientists and programmers might not yet have found addiction scientists with competencies and interests to advance the work in clinical populations and other substances. Also, the use of illicit substances is indeed illegal, maybe creating less of a willingness to participate and lower accessibility to the eligible subjects in this population, compared to somatic and psychiatric disorders.

The sensors used to extract relevant features for analysis in the identified studies are typically related to time, movement patterns, and psychomotor functioning. Relapse and alcohol consumption is empirically preceded by changes in neurocognitive functioning $^{23}$. Some research in mobile sensing and assessment of cognition also exist $^{26}$, but we were not able to identify any research looking at sensing of fluctuations in the cognitive state, and its association to substance abuse. One might hypothesize that using variations in cognition as a mediating variable, might enable prediction of substance use.

Conclusion
The identified research is heterogenous in its use of sensors and features and outcomes, but homogenous when it comes to study populations. Research looking at other substances than alcohol remains scarce and there is a clear need for research on different substance using populations than alcohol. Studies in less controlled but more naturalistic populations may also be of great clinical
value. Not only necessary for the identification and prediction of relapse, these methodologies also lends themselves to improving the understanding of relapse per se. Future work trying to predict imminent relapse might therefore benefit from integrating a priori models of relapse. The use of such information in models may enhance predictive validity and reduce ‘noise’ from irrelevant sensor data. Finally, as the performance of classification models and tools for the identification of ongoing substance and alcohol use are quite good, it might be an option to investigate models using mobile sensing of substance use predictions as dependant variables.
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