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Abstract

The simulation of the fracture of engineering structures is a challenging topic

that requires accurate and efficient numerical models. This thesis focuses on the

modeling of brittle and ductile fracture in thin shell structures employing the

phase-field approach. A rotation-free isogeometric Kirchhoff-Love shell model is

therefore adopted and combined with brittle and ductile phase-field fracture for-

mulations. For the modeling of complex structures, a penalty-based approach is

employed for coupling the structural and phase-field behaviors in correspondence

of patch interfaces. All the penalty parameters involved in the model are con-

trolled by a single dimensionless penalty coefficient, independently of the type

and setup of the problem. The efficiency of the solution algorithm is improved

by adopting a predictor-corrector algorithm for adaptive local refinement of the

mesh based on Locally Refined Non Rational B-Splines, an adaptive time-stepping

scheme, and a strongly coupled staggered solution scheme for the solution of the

nonlinear system of equations. The presented formulation is qualitatively and

quantitatively evaluated through several numerical tests and validated against

experimental benchmarks involving complex shell geometries, thus opening for

the application of the model to real-world structures.
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I want to deeply thank my love and future wife Nora: you are an endless

source of support and motivation and you transmitted to me even more passion

for research! I would like to thank my family for supporting me with the not

easy decision of moving to Trondheim for the PhD. They taught me the value

of work and constant commitment that allowed me to reach this point. Even at

distance, their encouragement was felt as they were here. Grazie di cuore! A

final thanks also to all my friends, met before or during this journey, with whom

I spent wonderful moments outside the working life.

December 2020, Davide Proserpio

v



vi



List of attached papers

The following papers are reported in Appendix A:

Paper 1

Austin J. Herrema*, Emily L. Johnson*, Davide Proserpio*, Michael C.H. Wu,

Josef Kiendl, Ming-Chen Hsu

Penalty coupling of non-matching isogeometric Kirchhoff-Love shell patches with

application to composite wind turbine blades

Computer Methods in Applied Mechanics and Engineering, 2019; 346 (810-840)

*These three authors contributed equally to this work.

Paper 2

Davide Proserpio, Josef Kiendl, Marreddy Ambati, Laura De Lorenzis, Kjetil
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1 Introduction

1.1 Motivation

The simulation of the fracture of mechanical and civil structural members plays

an important role in many engineering applications, for understanding the behav-

ior of structures and avoiding their failure. The simulations can be performed

at the design step or during the in-service life of the structures for monitoring,

through inspections and simulations, the evolution of possibly found defects or

cracks, and therefore assessing the residual life of already damaged parts. Struc-

tural analysis can be also performed for avoiding expensive and time-consuming

experimental campaigns.

Plate and shells are structures having one dimension (the thickness) relatively

small compared with the other two dimensions. They are very common structural

parts in many engineering fields, including marine and offshore industries, auto-

motive and aerospace sector, and civil engineering. Specific structural models are

required for efficiently describing their behavior.

Depending on the way the failure develops, two types of fracture are usually

identified for uniform isotropic materials. Brittle fracture occurs suddenly and it

is preceded by almost no inelastic deformation. Ductile fracture follows instead

extensive plastic deformation. Depending on the conditions (for example temper-

ature), both the fracture types can happen in structural materials like metals.

Designers are mostly interested in the maximum load that a structure can with-

stand, after which fracture develops and the functionality of the structure can be

partially or fully compromised. For both the brittle and ductile case, the descrip-

tion of the propagation of cracks can be useful for understanding the development

of fracture, identifying the weak members of a structure, or assessing a fail-safe

design type, according to which a structure should retain sufficient structural in-

tegrity even if individual parts of it fail.

The term Computed Aided Engineering (CAE) refers to all the tools involving

the use of computer software (commercial or non-commercial) employed in the

engineering practice. Among these, CAE structural analysis is considered for de-
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Introduction

termining the ultimate strength and the failure behavior of structures. In order

to perform these type of simulations, reliable and efficient structural and fracture

numerical models are needed.

1.2 Research context

The Finite Element Method (FEM) is currently the most used numerical tool

for performing CAE structural analysis simulations. Besides its huge versatility

and potential, one of the most important weak points of the method is repre-

sented by the time-consuming process necessary for generating the FE mesh on

the geometries to be analyzed, which usually are originated through Computer

Aided Design (CAD) software. Hughes and coworkers [1,2] introduced Isogeomet-

ric Analysis (IGA) with the original objective of bridging the gap between CAD

and structural analysis. The main feature of IGA is the adoption of Non Uni-

form Rational B-Splines (NURBS) as basis functions for the discretization of the

geometry and for the (structural) analysis. Since NURBS are the basis functions

used for the description of the geometry in CAD software, the adoption of IGA

greatly reduces the time devoted to the meshing of the models and allows perform-

ing analyses on the exact geometry of the structure. The smoothness of the basis

functions and the continuity across element boundaries results in optimal accuracy

and convergence rate with respect to exact solutions of structural problems. In

addition, the high continuity of the shape functions fosters the implementation of

shell models or higher-order formulations. In this context, a variety of approaches

have been proposed, including isogeometric formulations for solid shells [3–7],

Kirchhoff-Love [8–11] and Reissner-Mindlin [12–15] shells and plates, as well as

hierarchic shells [14,16]. Since the focus of this thesis work is on the simulation of

thin shell structures, a technology for coupling the behavior of Kirchhoff-Love shell

patches is needed. Besides the penalty formulation [11,17,18], that is adopted in

this work, the bending strip method [19, 20], the mortar method [21, 22] and the

Nitsche’s method [23,24] have been proposed.

The numerical formulations for the description of the fracture process typically

implemented in the FE framework may be categorized as discrete or continuum

models. FEM remeshing [25] allows for the description of discrete crack as discon-

tinuities in the FE geometry. The XFEM [26] technology embeds the crack discon-

tinuity through the definition of enriched shape functions based on the partition

2



1.2. Research context

of unity method. Both these approaches require the definition of ad hoc criteria

for crack initiation and propagation and present numerous implementation chal-

lenges, especially in the three-dimensional setting. The cohesive zone modeling

approach [27] is based on the insertion of interface elements in correspondence to

the fracture location. However, the application becomes problematic in the case

of unknown crack paths. Continuum approaches for modeling fracture (see [28]

for an extensive review) employ the use of a damage parameter that modifies the

material stiffness according to the damage level. Damage models may suffer from

strong mesh sensitivity problems in case of local formulations, meaning that the

material behavior is described at specific locations independently of the surround-

ing continuum. In order to overcome this problem, non-local damage formulations

including a length scale parameter and a gradient term for the damage have been

introduced [29,30].

The phase-field approach has emerged in the last decade as a promising tool

for the simulation of fracture. The formulation employs a continuous scalar vari-

able, the so-called ”phase-field”order parameter, which is described over the whole

domain of the analysis and whose smooth variation approximates sharp cracks.

One of the main advantages of the approach consists in its flexibility, since all the

fracture process is controlled by the minimization of the energy functional of the

system and no ad hoc criteria need to be assumed for crack initiation or growth.

No a priori knowledge of the fracture path is required. The crack is tracked by

the evolution of the phase-field parameter and the model can describe arbitrarily

complex fracture patterns, including the branching or merging of cracks without

additional implementation contribution. The extension of the model from the

unidimensional to the three-dimensional setting is straightforward. The approach

refers indirectly to the original description of brittle fracture by Griffith [31], later

presented in a variational formulation by Francfort and Marigo [32] and then reg-

ularized by Bourdin et al. [33]. From this point, a variety of applications of the

approach and contributions to the original phase-field model have been presented

both for brittle and ductile fracture formulations, see for example the extensive

review works [34–36]. In addition, the phase-field approach has been applied to

the description of fracture in anisotropic materials [37–40] or heterogeneous me-

dia [41, 42]. Recently, applications to the description of fatigue failure have been

introduced, see [43–46] among many others. Furthermore, the applicability and

3
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usability of the phase-field formulation have been enhanced by implementations

in the commercial finite element software Abaqus [47–50]. Phase-field formula-

tions for fracture have been discretized with standard finite elements as well as

with isogeometric analysis (IGA). Borden et al. [51] were the first to exploit the

continuity properties of isogeometric discretizations in this context and proposed

a higher-order phase-field formulation for fracture, which can be adopted thanks

to the higher continuity of the NURBS basis functions.

A crucial point regarding the research related to the phase-field method for

fracture is the assessment of the accuracy and reliability of the formulation with

respect to the comparison with experimental benchmarks. Several works are fo-

cused on the validation of the approach through the comparison of the results of

numerical simulations with experimental tests, such as [34, 52–55] for the brittle

case. For ductile fracture, the works from Wick et al. [56] and Borden et al. [57],

which report qualitative results for the fracture of screws and of a bolted plate,

respectively, are recalled. A quantitative comparison, showing good agreement

between the results of ductile fracture phase-field simulations and experiments, is

reported by Ambati et al. [58].

1.3 Research objectives

The phase-field method has shown great potential due to its flexibility and rela-

tively easy implementation with respect to other methodologies for the simulation

of fracture. Nevertheless, very few applications to real-world structures have been

presented up to now. For this reason, the focus of the work of this thesis is on the

application of the method to complex shell structures, which can be found in many

engineering fields, firstly for simulating brittle and then for ductile fracture. An

approach for combining the phase-field ductile fracture model with an isogeomet-

ric Kirchhoff-Love formulation is to be defined, based on the one already existing

for the brittle case. A penalty-based technology is formulated for patch coupling

and for imposing structural continuity across the interfaces between the shells,

in order to simulate multipatch structures. The methodology is to be extended

for enforcing the required continuity of the phase-field across patches, for fracture

simulations. In order to perform these analyses with a reasonable computational

cost, different algorithmic techniques, i.e. space and time adaptivity and different

staggering schemes, need to be adopted and their efficiency is to be evaluated.

4



1.4. Thesis structure

Finally, in order to evaluate the accuracy of the phase-field approach, results from

simulations and experimental tests, both in the brittle and fracture context, are

to be compared and discussed.

The work is restricted to quasi-static simulations (no dynamic fracture) for

uniform isotropic shells, considering only the Kirchhoff-Love formulation. Nev-

ertheless, the available literature suggests that potentially good results can be

obtained also for complex structures including thick shells or anisotropy in the

elastic properties or in the fracture formulation.

1.4 Thesis structure

The first part of the thesis reviews the most important features of the adopted

structural and phase-field formulations for simulating the brittle and ductile frac-

ture in multipatch shell structures (Section 2). Section 3 is focused on the algo-

rithmic aspects which have been studied in order to improve the efficiency of the

simulations. In Section 4, three numerical examples that have not been published

but are considered relevant for the reader are proposed and discussed.

Since the thesis is paper-based, meaning that it is constituted by the com-

pendium of articles published during the PhD period, all the relevant results,

numerical tests and discussions are included in the attached papers in Appendix

A (see the following section for further details).

1.4.1 Outline of the papers and contributions

� Paper 1: the work presents a penalty based formulation for weakly imposing

displacement and rotational continuity between interfaces of isogeometric

Kirchhoff-Love shell patches so that linear and nonlinear analyses of multi-

patch shell structures can be effectively conducted. The proposed method

requires only a single penalty coefficient for both the coupling terms, thus

alleviating the problem-dependency of penalty parameters. The accuracy

and stability of the formulation, as well as the choice of the global penalty

coefficient, are tested through numerous benchmarks and through the mod-

eling of the realistic structure of a wind turbine blade.

The candidate contributed to the implementation of the numerical approach

for determining the optimal value of the penalty coefficient and for perform-
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ing the nonlinear benchmark studies, above drafting the dedicated sections

of the manuscripts.

� Paper 2: the work presents the first results of the use of Locally Refined

NURBS for the local pre-refinement of shell geometries in the context of

phase-field brittle fracture simulations, for improving the efficiency of the

analyses.

The candidate contributed with the implementation of the phase-field ap-

proach for brittle fracture for shells with discretization based on Locally

Refined NURBS, performed all the simulations, and drafted the paper.

� Paper 3: the work is devoted to the simulation of brittle fracture in thin shell

structures by employing the phase-field approach in the IGA framework.

The penalty coupling formulation presented in Paper 1 is extended to the

enforcement of the required continuity of the phase-field between patches,

assuming a standard or a higher-order phase-field formulation. Also for this

case, all the penalty terms are controlled by a single dimensionless param-

eter. A multistep predictor-corrector adaptive mesh refinement algorithm

based on Locally Refined NURBS is presented and adopted, together with a

strongly coupled staggering scheme. The improvement in the computational

efficiency due to the adaptive local refinement, the strongly coupled stagger-

ing scheme, and the higher-order phase-field formulation for the simulation

of brittle fracture is demonstrated. The effectiveness of the patch coupling

technology for phase-field analyses is tested through different benchmarks

and numerical tests on complex structures.

The candidate contributed with the development of the penalty-based ap-

proach for imposing phase-field continuity between patches and with the de-

velopment of the adaptive local refinement technique, including the transfer

of the solution from coarse to refined mesh. Then, he was responsible for

the implementation of the approach in a newly-established in-house code,

performed all the simulations, and drafted the paper.

� Paper 4: the work presents a formulation for the simulation of ductile frac-

ture in complex shell structures. The isogeometric thin shell formulation is

combined with a phase-field ductile fracture model at finite strains based

on a local formulation of plasticity. For this reason, the mesh sensitivity of

6



1.4. Thesis structure

the model is investigated and it is shown that the adaptive local refinement

algorithm presented in Paper 3 can safely be adopted also in the ductile frac-

ture context. Moreover, the adaptive mesh refinement allows for capturing

important features typical of ductile fracture, as cracking along shear bands,

while reducing the computational cost of the analyses. The strongly coupled

staggering scheme and an adaptive time-stepping strategy are also adopted

for improving the efficiency of the simulations. The same formulation used

in Paper 3 for structural and phase-field patch coupling is adopted for the

description of realistic structures. Then, the numerical model is employed

for simulating the results of an experimental indentation tests performed on

complex structures consisting of stiffened steel plates, originally carried out

for evaluating the consequences of grounding on ship hulls.

The candidate contributed with the adaptation of the penalty patch cou-

pling, of the space and time adaptive schemes, and of the staggered solution

scheme, to the phase-field ductile fracture context for shells, and to the im-

plementation of the approach. The candidate performed all the simulations

and drafted the paper.
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2 Formulation

The focus of this work is on the simulation of brittle and ductile fracture in

complex shell structures with the phase-field approach. Firstly, the structural

model and the chosen isogeometric discretization are presented. Then, the phase-

field model for brittle and ductile fracture is introduced, with special attention to

the combination of the phase-field approach with the shell formulation. In view of

simulating the failure of multipatch shell structures, the penalty approach adopted

for coupling the structural and phase-field behaviors across the patch interfaces is

presented. Finally, a penalty formulation for the simulation of frictionless contact

conditions between surfaces, adopted in Paper 4, is briefly presented.

2.1 Isogeometric formulation for Kirchhoff-Love shells

The main hypothesis of the Kirchhoff-Love shell theory, in which plates are

included as a special case, consists in assuming that segments, which are perpen-

dicular to the shell midsurface in the undeformed configuration, remain straight

and perpendicular also in the deformed configuration. As a consequence, trans-

verse shear strains are neglected and assumed to be null and the description of the

shell kinematics is reduced to the description of the midsurface displacement field.

An isogeometric rotation-free Kirchhoff-Love shell formulation [8] is considered,

whose main features will be exposed in this section.

The adopted notation comprises Greek indices α, β assuming the values {1, 2}
for the in-plane components, and Latin indices i, j that take the values {1, 2, 3}.
The notation (̊·) indicates the undeformed configuration of the geometric vari-

ables. For the description of the shell kinematics, a curvilinear reference system

is considered, constituted by the parametric coordinates θ1 and θ2 for the mid-

surface and by the coordinate θ3 ∈ [−t/2,+t/2] for the thickness direction, with

t indicating the shell thickness. Considering a point r(θ1, θ2) on the middle sur-

face of the shell, a covariant coordinate system can be considered by defining the

tangent base vectors aα as:

aα =
∂r

∂θα
. (2.1)

9



Formulation

For the sake of brevity, the partial derivatives with respect to θα will be indicated

as (·),α = ∂(·)/∂θα, so that equation (2.1) can be simply rewritten in the form

aα = r,α. A contravariant coordinate system on the shell midsurface can be

defined by considering the dual contravariant base vectors aα · aβ = δαβ , where δαβ
is the Kronecker delta. The unit normal vector in thickness direction is computed

as follows:

a3 =
a1 × a2

‖a1 × a2‖
. (2.2)

Therefore, the position vector x of a point in the shell continuum can be de-

termined by the corresponding point on the midsurface r and the fiber director

a3:

x = r + θ3a3. (2.3)

It is possible to define as gi = x,i a set of covariant base vectors at any point

x of the shell continuum. More specifically, distinguishing between in-plane and

out-of-plane components:

gα = aα + θ3a3,α, g3 = a3. (2.4)

Also in this case, the dual contravariant coordinates system base vectors can be

computed by the relation gi · gj = δij .

According to the Kirchhoff-Love shell hypothesis, only in-plane strain compo-

nents are considered. The Green-Lagrange strain tensor ε is defined, at any point

of the shell continuum, as the sum of the membrane and bending contributions:

ε(θ3) = εm + θ3κ. (2.5)

The covariant components of the membrane strain tensor εm = εmαβ aα ⊗ aβ are

retrieved as:

εmαβ =
1

2

(
aα · aβ − åα · åβ

)
. (2.6)

The bending part of the strain tensor varies linearly through the shell thickness

and depends on the curvature change tensor κ = καβ aα ⊗ aβ, whose covariant

components are computed as:

καβ = åα,β · å3 − aα,β · a3. (2.7)

10



2.1. Isogeometric formulation for Kirchhoff-Love shells

Equations (2.5) and (2.6) are nonlinear strain measures which imply large de-

formations. In the small displacement framework, it is possible to adopt their

linearized version:

εmαβ, lin =
1

2
(aβ · u,α + aα · u,β ), (2.8)

καβ, lin = −a3 · u,αβ +
1

‖a1 × a2‖
·

·
[
(r,αβ ×a2) · u,1 +(a1 × r,αβ ) · u,2 +r,αβ ·a3

(
(a2 × a3) · u,1 +(a3 × a1) · u,2

)]
,

(2.9)

u being the midsurface displacement field. The linearized formulation of the

strain measures is adopted for the simulations of brittle fracture, for which it is

appropriate to consider only small deformations (Paper 2 and Paper 3).

Considering a linear elastic material, the stress-strain relationship reads:

S = Cε, (2.10)

where C is a constitutive material tensor and S = Sij g̊i ⊗ g̊j is the second Piola-

Kirchhoff stress tensor, energetically conjugated to the Green-Lagrange strain

tensor. The effective stress resultants, for axial force and bending respectively,

are computed by through-thickness integration of the stresses:

n =

∫ +t/2

−t/2
S dθ3, (2.11)

m =

∫ +t/2

−t/2
S θ3dθ3. (2.12)

In the standard linear elastic context, these integrals can be performed analyti-

cally.

The variational formulation of the shell structural problem is based on the Vir-

tual Work Principle, corresponding to the weak form of the momentum equation:

δW = δW int − δW ext = 0, (2.13)

where W represents the total work, W int the internal work, W ext the external

work and δ indicates their variation with respect to the virtual displacement field

11



Formulation

δu, so that:

δW =
∂W

∂u
δu. (2.14)

The internal and external virtual works are defined as:

δW int =

∫

Ω
δε : S dV =

∫

A
(δεm : n+ δκ : m) dA, (2.15)

δW ext =

∫

A
δu · f dA, (2.16)

with the quantities δε, δεm and δκ computed considering the virtual displacement

field δu, while f indicates the external load per unit area. The approximation

dV ≈ tdA is assumed, so that the integral over the three-dimensional undeformed

domain Ω can be reduced over the undeformed shell midsurface A.

Considering an isogeometric discretization (see Section 2.1.2) of the presented

shell element, the residual force vector Ru = Fint
u − Fext

u is computed by the

variation of the virtual work δW int with respect to the discrete displacement

values at the control points ur. The internal force vector is retrieved as:

Fint
u =

∂W int

∂ur
=

∫

A

(
∂εm

∂ur
: n+

∂κ

∂ur
: m

)
dA, (2.17)

while Fext
u represents the external force vector. The linearization of the resid-

ual vector Ru leads to to the tangent stiffness matrix KPF through the second

derivatives of the virtual work with respect to the discrete displacement values:

Ku =
∂2W

∂ur∂us
=
∂2W int

∂ur∂us
− ∂2W ext

∂ur∂us
=

=

∫

A

(
∂εm

∂ur
:
∂n

∂us
+

∂2εm

∂ur∂us
: n+

∂κ

∂ur
:
∂m

∂us
+

∂2κ

∂ur∂us
: m

)
dA,

(2.18)

under the hypothesis of no displacement-dependent loads, so that the linearization

of the external force vector does not contribute to the computation of the stiffness

matrix. So, the linearized version of the equilibrium equation:

Ku ∆ũ = Ru, (2.19)
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2.1. Isogeometric formulation for Kirchhoff-Love shells

can be solved for ∆ũ, the incremental displacement vector at the control points.

For details about the variation and the linearization of εm and κ with respect to

ur and us, the reader is referred to [59].

The shell formulation can be used also for composite materials employing lam-

inated plate theory, see Kiendl [59] and Paper 1 for details. Anyway, the focus of

this work is restricted to the fracture of uniform isotropic shell.

2.1.1 Elasto-plasticity formulation for Kirchhoff-Love shells

The Kirchhoff-Love shell model presented in the previous section can be ex-

tended to the large strains regime in order to be coupled with three-dimensional

nonlinear constitutive models, as done by Kiendl et al. [60] for the case of different

hyperelastic materials. In this section, an elasto-plastic material model, which will

be employed for the phase-field ductile fracture formulation, is considered.

The adopted approach for plasticity is based on the work from Simo [61] and

consists in a standard three-dimensional isochoric von-Mises J2 rate-independent

plasticity theory at finite strains. In the model, a multiplicative decomposition of

the deformation gradient F = dx/dx̊ into its elastic and plastic parts is employed:

F = FeFp. (2.20)

This decomposition can be interpreted as a plastic deformation to a stress-free

intermediate configuration combined with a purely elastic deformation. The elas-

tic left Cauchy-Green deformation tensor be can be computed from the elastic

deformation gradient as:

be = FeFeT . (2.21)

The sum of the elastic and plastic energy contributions expresses the total free

energy functional:

E(be, Je, α) =

∫

Ω

[
ψe(b

e, Je) + ψp(α)
]
dV. (2.22)

in which ψe represents the elastic strain energy density and Je = det[Fe] indicates

the determinant of the elastic deformation gradient tensor, which is a measure

of the elastic change of volume. The term ψp(α) is the plastic strain energy

density function assuming isotropic hardening, with α being the relative internal
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hardening variable (corresponding to the equivalent accumulated plastic strain).

A neo-Hookean constitutive law of decoupled type for describing the elastic be-

havior of the material is considered. According to this approach, an additive

decomposition of the strain energy density into a volumetric (shape preserving)

and a deviatoric (volume preserving) part is performed:

ψe = ψvole + ψdeve . (2.23)

The two contributions are computed as:

ψvole =
κ0

2

(
Je2 − 1

2
− ln Je

)
, (2.24)

ψdeve =
µ

2

(
Īeb − 3

)
, (2.25)

with κ0 and µ representing the bulk and shear modulus of the material, respec-

tively. Moreover, the terms Īeb = tr[b̄e], with b̄e = Je−
2
3 be are employed. For

further details regarding the plasticity model, including the formulation of the

yield function, the associative flow rule, and the time-integration scheme required

for the solution of the elasto-plastic constitutive equations, the reader is referred

to Ambati et al. [62].

A stress-based approach is adopted for the formulation of the Kirchhoff-Love

shell element in the context of large elasto-plastic deformations. The methodol-

ogy consists in defining integration points through the shell thickness and apply-

ing the considered three-dimensional material model at these points. The stress

resultants are then computed by through-thickness integration of the stress com-

ponents, see equations (2.11) and (2.12). In contrast to linear elastic formulations,

these integrals need to be computed numerically. It is highlighted the fact that

through-thickness integration does not imply any discretization along the thick-

ness direction. The shell variables relevant for the elasto-plastic model can be

retrieved from the shell kinematics. The covariant components of the deforma-

tion gradient, expressed in the curvilinear reference system constituted by the

contravariant bases in the undeformed configuration g̊i⊗ g̊j , can be computed as:

Fij = g̊i · gj . (2.26)
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2.1. Isogeometric formulation for Kirchhoff-Love shells

Accordingly, the covariant components of the right Cauchy-Green deformation

tensor C = FTF are evaluated:

Cij = gi · gj . (2.27)

The shell formulation presented in the previous section describes only the mid-

surface deformation and neglects the thickness deformation. In the large strain

regime, instead, the out-of-plane deformation needs to be taken into account. The

approach from Kiendl et al. [60] and Ambati et al. [62] is followed, therefore the

definition of the thickness base vector is corrected as:

g3 = λ3a3, (2.28)

with λ3 being the thickness stretch. Accordingly, the corrected components of the

deformation gradient are obtained as:

Fiβ = g̊i · gβ, Fi3 = λ3 g̊i · a3. (2.29)

The correction needs to be applied also to the Cauchy-Green deformation tensor:

Cαβ = gαβ, Cα3 = 0, C33 = λ3
2. (2.30)

Since the shell kinematics is only defined by the displacement field of the mid-

dle surface of the shell, the thickness deformation cannot be determined directly.

Therefore, the plane stress condition S33 = 0 is employed as an additional con-

straint and it is enforced in a local iterative manner at each thickness integration

point. After the update of the kinematic variable in equations (2.28) and (2.29)

according to the new value of the thickness stretch λ3, the corrected Cauchy-

Green deformation tensor can be computed as C = FTF or as shown in equation

(2.30). In the first iteration of the process, the current thickness stretch value is

chosen from the last converged step, while λ3 = 1 is considered for the first step

of the analysis. According to J2 plasticity theory [61], the elasto-plastic material

tangent tensor C and the stress tensor S are recomputed from the corrected F.

The linearization of the plane stress condition:

S33 +
∂S33

∂C33
∆C33 = S33 +

1

2
C3333∆C33 = 0, (2.31)
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allows us to compute ∆C33 and so to update the value of C33, from the just

obtained S33 and C3333. The corrected value of the thickness stretch is then

easily determined according to equation (2.30):

λ3 =
√
C33, (2.32)

and used as input for a new iteration, until the plane stress condition is numerically

satisfied within a certain tolerance.

2.1.2 Discretization of the geometry with LR NURBS

The considered shell formulation requires at least C1 continuity of the shape

functions of the discretized model in order to compute the curvature expressions

in equations (2.7) or (2.9). Isogeometric analysis, thanks to the smoothness of the

NURBS (Non-Uniform Rational B-splines) basis functions, provides the required

continuity and it is the favorable choice for the discretization.

A univariate B-spline basis functions Np
i of degree p is defined featuring a

parametric coordinate ξ and a knot vector Ξ =
{
ξ1, ξ2, ..., ξn+p+1

}
, with n being

the associated number of control points Pi. In this work, only open knot vectors

are considered, meaning that the first and last knots have multiplicity equal to

p + 1. The univariate B-splines are computed recursively, with respect to the

degree p, by the Cox - de Boor formula, starting from piecewise constants (p = 0):

p = 0 N0
i (ξ) =





1 ξi ≤ ξ < ξi+1

0 elsewhere
, (2.33)

p ≥ 1 Np
i (ξ) =

ξ − ξi
ξi+p − ξi

Np−1
i (ξ) +

ξi+p+1 − ξ
ξi+p+1 − ξi+1

Np−1
i+1 (ξ). (2.34)

B-spline functions are C∞ continuous between knot spans and have Cp−k conti-

nuity in the correspondence of knots, with k being the multiplicity of the knot.

A B-spline curve C is defined by the linear combination of the B-spline basis

functions and of the corresponding control points:

C(ξ) =

n∑

i=1

Np
i (ξ)Pi. (2.35)
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2.1. Isogeometric formulation for Kirchhoff-Love shells

By associating to each control point a ”weight”wi, it is possible to define a NURBS

curve as:

C(ξ) =

∑n
i=1N

p
i (ξ)wi∑n

k=1N
p
k (ξ)wk

Pi =
n∑

i=1

Rpi (ξ)Pi, (2.36)

with Rpi (ξ) representing a univariate NURBS basis function, which has the

same continuity properties of B-splines. The parametrization of a surface do-

main S using NURBS basis functions can be obtained considering two para-

metric coordinates (ξ, η), two sets of knot vectors (Ξ =
{
ξ1, ξ2, ..., ξn+p+1

}
and

Z =
{
η1, η2, ..., ηm+q+1

}
), a net of n×m control points Pi,j , and a tensor product

of univariate B-spline basis functions (Np
i and M q

j ) of degree p, q:

S(ξ, η) =

∑n
i=1

∑m
j=1N

p
i (ξ)M q

j (η)wi,j∑n
k=1

∑m
l=1N

p
k (ξ)M q

l (η)wk,l
Pi,j =

n∑

i=1

m∑

j=1

Rp,qi,j (ξ, η)Pi,j , (2.37)

where the term wi,j represents the weights associated with each control point and

Rp,qi,j (ξ, η) the bivariate NURBS basis functions. The global knot vector net of

lines defines the so-called Bézier mesh of the geometry. One of the advantages of

the adoption of NURBS basis functions, with respect to B-splines, is the fact that

the first ones allow for the exact representation of conical sections and surfaces

such as circles, cylinders and similar geometries, which are commonly present in

engineering structures.

In the context of phase-field fracture analyses, a fine mesh needs to be adopted

at least in the vicinity of the crack area, see Section 2.2.1. Due to their tensor prod-

uct properties, standard NURBS allow only for a global refinement of the mesh

that dramatically increases the element number and so the computational cost

of the analyses, in case small elements are required. Various isogeometric tech-

niques have been developed for solving the problem of the local refinement, among

all Hierarchical B-splines [63, 64] later developed into Truncated Hierarchical B-

splines [65], T-Splines [66, 67] and Hierarchical T-splines [68] can be mentioned.

Dokken et al. [69] introduced Locally Refined (LR) B-splines, which have been

applied to isogeometric analysis by Johannessen et al. [70]. LR B-splines have

also been shown to produce better matrices, in terms of sparsity and condition

number, with respect to other technologies developed for the local refinement of

splines [71]. The technology of LR B-splines is based on the fact that the sup-

port of univariate B-splines includes only a limited number of knot spans, i.e.
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[ξi, ξi+p+1], constituting a ”local knot vector” Ξi. The definition of bivariate LR

B-splines implies the product of two univariate LR B-splines defined over local

knot vectors Ξi and Zj , as follows:

BΞk(ξ, η) = Np
Ξi(ξ)M

p
Zj (η). (2.38)

The bivariate LR B-spline has support over a portion of the domain corresponding

to a bivariate local knot vector Ξk in parametric space and the tensor product

properties are maintained only at the level of the basis functions, allowing for

an unstructured configuration of the mesh. The same idea can be adopted for

extending the approach to LR NURBS [72]. Therefore, bivariate LR NURBS

basis functions can be defined as

Rγ
Ξk(ξ, η) = γk

BΞk(ξ, η)wk∑nCP
l=1 BΞl(ξ, η)wl

, (2.39)

with the term γk is introduced in order to maintain the partition of unity prop-

erty of the shape functions after the refinement operation. In the context of LR

NURBS, surfaces are therefore parametrized as:

S(ξ, η) =

nCP∑

k=1

Rγ
Ξk(ξ, η)Pk, (2.40)

where nCP is the number of control points.

An LR mesh can be obtained starting from a uniform isogeometric mesh and by

operating successive splits of certain LR B-splines, or LR NURBS, basis functions.

This split implies the insertion of new mesh lines over the entire local knot vector

of the considered shape function and the generation of a new couple of control

points and relative weights (computed in order to maintain the partition of unity

property) that replace the split basis function. For details about the algorithms for

the local refinement of the mesh, the reader is referred to Johannessen et al. [70]. It

is important to recall that different refinement strategies can be adopted. Both the

”full span”(Figure 2.1a) and the ”minimum span”(Figure 2.1b) approaches rely on

the definition of an element to be refined. According to the first strategy, all the

shape functions that have support on the chosen element are split by the insertion

of two mesh lines, one in each parametric direction. The new mesh lines span

from the minimum to the maximum knot included in the support of all the basis
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2.2. Phase-field approach to fracture

functions supported by the element. If the ”minimum span” strategy is adopted,

instead, the inserted mesh lines are just long enough in order to split at least one

function. This allows for a smaller footprint of the refinement. The ”structured

mesh” strategy (Figure 2.1c) is based on the split of all the knot spans of the

support of a chosen basis function. Compared to the other approaches, the last

one provides a more regular mesh when multiple refinement steps are performed

and, moreover, keeps the aspect ratio of the elements in the parametric space

constant. For these reasons, it was chosen and adopted in all the works presented,

with the difference that Paper 2 is limited to the use of LR B-splines, while Paper

3 and Paper 4 include also LR NURBS.

(a) Full span. The selected
element to be split is the one
in the middle of the mesh.

(b) Minimum span. Since bi-
quadratic NURBS are used,
a basis function has support
on three knot spans for each
parametric direction, and so
the inserted mesh lines span
over three elements.

(c) Structured mesh. The re-
fined basis function has sup-
port over the elements which
are split.

Figure 2.1: Comparison between the considered refinement strategies for a biquadratic
LR NURBS mesh. Red lines indicate the inserted mesh lines.

2.2 Phase-field approach to fracture

This section presents the main features of the phase-field approach for modeling

fracture starting from the brittle case, the first one to be studied and addressed

by the scientific community. Some important enhancements to the original model

are introduced and briefly discussed. In the last part of the section, the phase-field

approach for ductile fracture is presented.

19



Formulation

2.2.1 Brittle fracture formulation

The variational formulation of brittle fracture (Francfort and Marigo [32]) di-

rectly stems from Griffith’s theory [31], according to which the equilibrium of a

crack is controlled by a potential strain energy term and a term related to the

work required for the creation of new surfaces. The same two terms are present

in the energy functional E, whose minimization can describe the entire fracture

process:

E(ε,Γ) =

∫

Ω\Γ
ψe(ε) dV +Gc

∫

Γ
dΓ. (2.41)

In this formulation, the strain energy density ψe is integrated over the unbroken

domain Ω \ Γ, while the fracture energy is computed by integrating the material

fracture toughness Gc over the discrete domain of the crack Γ ⊂ Ω. The fact that Γ

is unknown and evolves during the analysis represents a drawback of the approach.

The regularized formulation by Bourdin et al. [33] overcomes the problem by

approximating the crack surface energy as:

Gc

∫

Γ
dΓ ≈

∫

Ω
ψs(s,∇s) dV, (2.42)

so that the energy functional can be rewritten in the form:

E`(ε, s) =

∫

Ω

[
g(s)ψe(ε) + ψs(s,∇s)

]
dV. (2.43)

The term ψs, defined over the whole domain Ω, is the so-called fracture energy

density and depends on the scalar phase-field variable s. In the phase-field ap-

proach, which may be also categorized as a gradient damage model [73, 74], the

crack topology is approximated by the continuous variation of s from a value asso-

ciated with intact material (in this case 1) to a value associated with fully broken

material (in this case 0). The width of the smeared crack profile is controlled by

the regularization length scale parameter `. For `→ 0, the approximation theoret-

ically tends, in the sense of Γ convergence, to the sharp crack solution by Francfort

and Marigo [75]. Since the length scale parameter needs to be chosen small, a

discretization employing fine elements at least in the crack region is needed, in

order to correctly resolve the very steep gradient of the smeared crack profile (see

Section 2.1.2). A generalized formulation of the fracture energy density is hereby
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2.2. Phase-field approach to fracture

presented:

ψs(s,∇s) =
Gc
2cw

[
w(s)

4`
+ `|∇s|2

]
. (2.44)

The term w(s) is referred as ”dissipation function” and controls the energy dissi-

pation process related to the formation of new cracks. It must fulfill the following

properties [76]:

w(0) = 1, w(1) = 0, w′(s) ≤ 0 for 0 ≤ s ≤ 1, (2.45)

while the term cw is computed as:

cw =

∫ 1

0

√
w(δ) dδ. (2.46)

Bourdin et al. [33] adopted a formulation of ψs following the so-called ”AT2 model”

originally proposed by Ambrosio and Tortorelli [77]. In this model, the dissipation

function has a quadratic expression in the form w(s) = (1 − s)2, and therefore

cw = 1/2. According to this choice, the fracture energy density takes the form:

ψAT2
s (s,∇s) = Gc

[
(1− s)2

4`
+ `|∇s|2

]
. (2.47)

This expression of the fracture energy density is adopted for the work in this thesis

and leads to a strong form of the phase-field evolution equation (see equation

(2.49)) that contains spatial derivatives of s of the second order, therefore it is

termed as ”second-order” phase-field theory and it will be indicated as ψs,2 in the

rest of the work. This formulation leads to a material model that does not show a

perfectly linear elastic behavior, since the phase-field damage starts to accumulate

from the beginning of the analysis. An alternative formulation, not adopted in

this work, is represented by the ”AT1 model”, proposed by Pham et al. [73], which

employs a linear dissipation function w(s) = (1− s), with cw = 2/3. In the latter

case, the fracture energy density expression reads:

ψAT1
s (s,∇s) =

3Gc
4

[
1− s

4`
+ `|∇s|2

]
. (2.48)

According to this expression, an initial linear elastic behavior of the material in-

cluding a clear elastic limit before fracture can be reproduced. Additionally, this
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formulation avoids another drawback of the AT2 model, namely the fact that, even

if the final crack is fully localized, the dissipation during the nucleation phase is

spread over a large area.

The term g(s) in equation (2.43) represents a degradation function which cou-

ples the phase-field with the elastic field and degrades the properties of the frac-

tured material (see Section 2.2.2.2). The stationarity condition of the energy

functional (2.43) with respect to s, considering the AT2 formulation, leads to the

strong form of the phase-field evolution equation:

2 `

Gc
g′ψe + s− 4 `2∆s = 1, (2.49)

where g′ = dg(s)/ds. The driving force of the fracture process in the phase-field

equation is the strain energy density ψe. The weak form of the previous equation,

including δs as a test function for s and considering the usual boundary conditions

of the phase-field problem, reads:

∫

Ω

(
2 `

Gc
g′ψe + s− 1

)
δs dV + 4 `2

∫

Ω
∇s · ∇δs dV = 0. (2.50)

In the IGA discretized framework (see Section 2.1.2), in analogy with the

approach adopted for the momentum equation, the variation of expression (2.50)

with respect to the discrete value of the phase-field at the control points sr leads

to the residual phase-field vector RPF , whose linearization brings to the tangent

stiffness matrix KPF . So, the expression:

KPF ∆s̃ = RPF , (2.51)

represents the linearized version of the phase-field evolution equation, which is

solved for an increment of the vector of the discrete phase-field values at the

control points, namely ∆s̃.

2.2.2 Enhancements to the phase-field model

2.2.2.1 Tension-compression split

The formulation presented in the previous section (2.43) does not distinguish

between fracture behavior in tension and compression and can be referred to

as ”isotropic model”, according to which the whole elastic strain energy density
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is degraded. In order to separate the two behaviors, it is necessary to split the

elastic strain energy ψe into ”active”and ”inactive”parts (”positive”and ”negative”

or ”tension” and ”compression”, referred to as ψ+
e and ψ−e , respectively), so that

fracture under compression and penetration of the crack lips in case of crack

closure are prevented. Therefore a specific additive decomposition of the strain

energy density is considered:

ψe = ψ+
e + ψ−e , (2.52)

and it is assumed that the degradation induced by the phase-field acts only on the

positive part of the strain energy function. The functional (2.43) and the strong

form of the phase-field evolution equation (2.49) are then rewritten as:

E`(ε, s) =

∫

Ω

[
g(s)ψ+

e (ε) + ψ−e (ε) + ψs(s,∇s)
]
dV, (2.53)

and
2 `

Gc
g′ψ+

e + s− 4 `2∆s = 1. (2.54)

A possible approach, proposed by Miehe et al. [78] and adopted in this work

for the brittle fracture case (so, in the small strain setting, see Paper 2 and Paper

3), is based on an additive decomposition of the strain tensor

ε = ε+ + ε−. (2.55)

The positive and negative part of ε are retrieved through a spectral split of the

strain tensor:

ε =

3∑

i=1

εini ⊗ ni, (2.56)

in which εi and ni represent the eigenvalues and eigenvectors of the strain tensor,

respectively. ε+ and ε− are then obtained from the positive and negative principal

strains as

ε± =
3∑

i=1

〈εi〉±ni ⊗ ni, (2.57)
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with 〈x〉± = (x±|x|)/2. According to this approach, the tension and compression

components of the strain energy density and of the stress tensor are obtained as

follows

ψ±e =
1

2
λ
(
〈tr(ε)〉±

)2
+ µ tr

((
ε±
)2
)
, (2.58)

σ± = λ〈tr(ε)〉± I + 2µ ε±, (2.59)

with λ and µ being the Lamé constants and I being the identity tensor. The

positive terms ψ+
e and σ+ are therefore degraded by the degradation function:

ψe(ε, s) = g(s)ψ+
e (ε) + ψ−e (ε), (2.60)

σ(ε, s) = g(s)σ+(ε) + σ−(ε). (2.61)

The driving force of the fracture process in the phase-field equation is now repre-

sented by the positive part of the strain energy density.

An alternative approach has been introduced by Amor et al. [79] and it is based

on a decomposition of the strain energy into volumetric and deviatoric parts. In

the small strains context:

ψ+
e (ε) =

1

2
κ0〈tr(ε)〉+2

+ µ (εdev : εdev) ,

ψ−e (ε) =
1

2
κ0〈tr(ε)〉−2

,

(2.62)

with εdev = ε − tr(ε)I/3. The approach has been extended to the finite strains

setting by Borden et al. [57]:

Je < 1




ψ+
e = ψdeve (b̄e)

ψ−e = ψvole (Je)

Je ≥ 1




ψ+
e = ψdeve (b̄e) + ψvole (Je)

ψ−e = 0

(2.63)

and it is adopted for the ductile fracture case (see Paper 4), since it fits within the

considered J2 plasticity model, according to which the volumetric and deviatoric

contributions of the strain energy are computed in equations (2.24) and (2.25).
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2.2. Phase-field approach to fracture

Alternative formulations for the tension-compression split have been presented

by Freddi et al. [80], based on the symmetric and antisymmetric parts of the strain

tensor, and by Steinke and Kaliske [81], who introduced a decomposition of the

stress tensor with respect to the crack orientation.

2.2.2.2 Degradation function

The degradation function g(s) controls the transition of the behavior of the

material from the intact to the cracked state and has the following characteristics:

g(0) = 0, g(1) = 1, g′(s) ≥ 0 for 0 ≤ s ≤ 1. (2.64)

The standard degradation function for phase-field brittle fracture models, adopted

also in this work for the brittle case (see Paper 2 and Paper 3), reads:

g(s) = (1− η)s2 + η. (2.65)

This quadratic degradation function includes a positive small factor η ≈ 0 for

avoiding zero stiffness of the material in a fully cracked state. The particular

case of the quadratic degradation function in connection with the brittle fracture

framework leads to a linear phase-field evolution equation, meaning that the equa-

tion can be solved in a single iteration.

Borden et al. [57] introduced a cubic degradation function in the form:

g(s) = m(s3 − s2) + 3s2 − 2s3, (2.66)

in which m is chosen as a small positive value (≈ 10−4) in order to provide a small

but positive slope of the function at s = 1 and allow crack nucleation. For m→ 0,

a perfectly linear stress-strain relationship up to the critical stress is obtained,

so that a pure elastic behavior with no softening prior to crack nucleation (typ-

ical of brittle fracture) can be observed. In case the cubic degradation function

is adopted, the phase-field equation becomes nonlinear and requires an iterative

solver. The cubic degradation function has been adopted for the simulation of

dynamic brittle fracture of shells by Paul et al. [82] and its influence has been

investigated by Bilgen et al. [83]. Kuhn et al. [84] and Sargado et al. [85] pro-

posed and discussed further alternative versions of g(s) for the brittle fracture

phase-field formulation.
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The phase-field ductile fracture model adopted in this work employs an ex-

pression of the degradation function depending on the accumulated plastic strain

variable (see 2.2.3 and Paper 4), thus coupling the plastic and fracture behavior

of the material and leading, to a nonlinear phase-field evolution equation.

2.2.2.3 Irreversibility of fracture

Another important aspect of the phase-field fracture model is fracture irre-

versibility, meaning that the crack does not heal if the external loads are removed.

The approach adopted in this work is the one introduced by Miehe et al. [78], ac-

cording to which a history field, corresponding to the maximum of the positive

part of the strain energy density up to the current pseudo-time T , is defined:

H(T ) := max
τ∈[0,T ]

ψ+
e (τ). (2.67)

This history variable then replaces ψ+
e in the strong form of the phase-field evo-

lution equation (2.54), leading to:

2 `

Gc
g′H+ s− 4 `2∆s = 1. (2.68)

Among others, an alternative approach for ensuring fracture irreversibility based

on penalty method has been adopted by Artina et al. [86] and Gerasimov and De

Lorenzis [87].

2.2.2.4 Higher-order phase-field model

Borden et al. [51] introduced an alternative expression of the fracture energy

density presented in equation (2.47):

ψs,4(s,∇s,∆s) = Gc

[
(1− s)2

4`
+
`

2
|∇s|2 +

`3

4
(∆s)2

]
, (2.69)

which leads to a ”higher-order”phase-field model (or ”fourth-order”, again referring

to the order of the spacial derivatives present in the strong form of the phase-field

equation, see equation (2.70)). The higher-order derivatives present in the expres-

sion of ψs,4 require at least C1 continuity of the shape functions between elements,

in the discretized framework. Thanks to the smoothness of (LR) NURBS basis

functions, the adoption of isogeometric analysis allows for the implementation of
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2.2. Phase-field approach to fracture

the fourth-order phase-field model. The strong form of the phase-field evolution

equation employing the higher-order formulation and irreversibility of fracture

through the history field reads:

2 `

Gc
g′H+ s− 2 `2∆s+ `4∆(∆s) = 1, (2.70)

so that the weak form of the equation is:

∫

Ω

(
2 `

Gc
g′H+ s− 1

)
δs dV +4 `2

∫

Ω
∇s ·∇δs dV +`4

∫

Ω
∆s ·∆δsdV = 0. (2.71)

The adoption of the higher-order phase-field formulation allows for a more accu-

rate description of the residual ”cohesive tractions” and residual stresses in the

fractured elements and for a higher convergence rate [51]. These features have

been investigated in Paper 3, where it was observed that with the adoption of the

fourth-order model in connection with a predictor-corrector algorithm for adap-

tive mesh refinement (see Section 3.3), less staggered iterations and fewer step

recomputations are necessary for the converge of the analyses, leading to a reduc-

tion of the computational costs.

The analytical solution of the homogeneous phase-field equation in one di-

mension, after the imposition of the initial condition s(x = 0) = 0, brings to

the theoretical expression of the unidimensional phase-field profile. Closed form

exponential solutions of this profile can be obtained for both the phase-field for-

mulations [51]. For the second-order model:

s2(x) = 1− e−
|x|
2` , (2.72)

while for fourth-order theory:

s4(x) = 1− e−
|x|
`

(
1 +
|x|
`

)
. (2.73)

These profiles are shown and compared in Figure 2.2, where it can be noted that

the higher-order formulation has a slightly narrower profile, meaning that a smaller

region of the domain needs to have a fine mesh in order to correctly resolve the

crack. For this and for the abovementioned reasons, the fourth-order phase-field

theory can be considered more efficient than the second-order model, although
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the formulation is more involved. The higher-order model is therefore adopted,

whenever possible, for the simulations in this work (see Section 4.2, Paper 3, and

Paper 4).

−5 −2 −1 1 2 5

1

x
`

s

2nd order
4th order

Figure 2.2: Theoretical unidimensional phase-field profiles for second- and fourth-order
formulations.

2.2.3 Ductile fracture formulation

The application of the phase-field approach to the simulation of ductile fracture

requires a more complex formulation than the one adopted for the brittle fracture

case. In addition to the elastic and fracture energy contributions already present

in the brittle fracture energy functional (equation (2.47)), an energy dissipation

term related to the plastic deformation needs to be included. The main challenge

consists in effectively combining the effects of the plasticity-related term and of

the fracture term. One of the first proposed formulations can be considered as a

”brittle fracture in elasto-plastic solids” model (Duda et al. [88]), as no coupling

is present between the phase-field and the plasticity. As a result, the fracture

develops in correspondence with elastic stress concentrations and not in regions

that are subjected to high plastic strain, as usually observed in reality. Alessi et

al. [89, 90], Borden et al. [57], Kuhn et al. [91], Huang et al. [92], Rodriguez et

al. [93] and Miehe et al. [94] (the two latter works including a non-local gradient

formulation for plasticity) proposed approaches in which the damage-plastic cou-

pling is achieved through the definition of a degradation function, dependent on

the phase-field parameter, not only for the elastic strain energy term, but also for

the hardening energy contribution and the plastic dissipated work. Dittman et
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2.2. Phase-field approach to fracture

al. [95] combined the plasticity and fracture behaviors by degrading the critical

fracture energy by a function depending on the equivalent plastic strain, in ad-

dition to adopting the higher-order phase-field formulation (see Section 2.2.2.4).

According to the approach by Ambati et al., at first proposed for the small strains

setting [96] and then extended to finite strains [58], the coupling between the two

terms is provided by the degradation function of the tensile part of the elastic

strain energy, as this function depends on the accumulated plastic strain. This

formulation is presented in this section and it is adopted for the work (see Paper

4).

For the ductile fracture case of the phase-field approach, a regularized version

of the energy functional that includes elastic, plastic and fracture energy contri-

butions is assumed:

E`(b̄
e, Je, α, s) =

∫

Ω

[
ψe(b̄

e, Je, p, s) + ψp(α) + ψs(s)
]
dV. (2.74)

In comparison with the functional assumed for the brittle fracture case (equation

(2.47)), the elastic energy term ψe is defined according to the finite strains set-

tings and the plastic strain energy term ψp is added. The fracture energy density

ψs can be chosen according to the definitions in equation (2.47) or (2.69), lead-

ing to a second or fourth-order phase-field ductile fracture model, respectively.

The volumetric-deviatoric split of elastic the strain energy (see Section 2.2.2.1) is

adopted in order to reproduce the physical asymmetry of the material behavior in

tension and compression, so that only the positive part of ψe is degraded through

the degradation function g(s, p):

ψe(b̄
e, Je, p, s) = g(s, p) ψ+

e (b̄e, Je) + ψ−e (Je). (2.75)

The degradation function accounts for the deterioration of the material due to the

nucleation and growth of microcracks and in this formulation takes the following

form:

g(s, p) = (1− η)s2pm + η, (2.76)

with

p =
α

αcrit
. (2.77)
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The term p describes the localization and accumulation of the plastic strains in

comparison with the critical value of the hardening variable αcrit, and its presence

in equation (2.76) couples the plastic behavior of the material with the fracture

process. In agreement with the observation that fracture, in elasto-plastic mate-

rials, occurs in areas that undergo plasticity, cracks can develop only in regions

having significant (i.e. comparable with αcrit) plastic strains. In addition, the

present formulation implies that, once the fracture starts evolving in a certain

area, the plastic strains cease to accumulate, so that the deformations occurring

in that region are totally elastic. The expression of g(s, p) can be considered as

a generalization of the quadratic degradation function used for brittle fracture,

as demonstrated by the fact that, for α = αcrit (so, for p = 1), equation (2.65)

is retrieved. The parameters αcrit and m can be considered as material depen-

dent and need to be calibrated through the comparison with experimental results

(see [58] or Paper 4). The parameter m can take the values {1, 2, 3, ...} and con-

trols the speed of the fracture process. A value of m higher than 1 allows for a

slower accumulation of the damage when p < 1, and for a faster accumulation

when p > 1 [96].

The strong form of the phase-field evolution equation for the ductile fracture

model reads, for the second- and fourth-order formulations respectively,

2 `

Gc
g,sψ

+
e + s− 4 `2∆s = 1, (2.78)

2 `

Gc
g,sψ

+
e + s− 2 `2∆s+ `4∆(∆s) = 1, (2.79)

where:

g,s =
∂g(s, p)

∂s
= (1− η)2pms(2pm−1). (2.80)

Unlike the case of brittle fracture with quadratic degradation function, the phase-

field equation is nonlinear and therefore requires the use of an iterative solver.

Assuming fracture irreversibility through the adoption of the history field (see

Section 2.2.2.3):

He(T ) := max
τ∈[0,T ]

ψ+
e (b̄e, Je, τ), (2.81)
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2.3. Phase-field fracture modeling for thin shells and plates

the weak forms of the ductile fracture phase-field equations for standard and

higher-order formulation are:

∫

Ω

(
2 `

Gc
g,sHe + s− 1

)
δs dV + 4 `2

∫

Ω
∇s · ∇δs dV = 0, (2.82)

∫

Ω

(
2 `

Gc
g,sHe + s− 1

)
δs dV + 2 `2

∫

Ω
∇s · ∇δs dV + `4

∫

Ω
∆s ·∆δs dV = 0.

(2.83)

2.3 Phase-field fracture modeling for thin shells and plates

A crucial point of the work is the combination of the phase-field model (brittle

and ductile) with the presented shell formulation. Special attention is required

for the through-thickness distribution of the stress and of the strain energy when

reduced-order models, in which the kinematics is based on midsurface variables,

are adopted. Various approaches have been introduced for modeling brittle frac-

ture in thin shells and plates with the phase-field method. Areias et al. [97] used

two different phase-fields for describing the fracture at the top and bottom shell

surfaces. Amiri et al. [98] and Ulmer et al. [99] employed instead a single phase-

field variable defined over the shell midsurface. However, in the first approach,

the tension-compression split was not considered, while in the second one the split

was applied only to the membrane part of the strain tensor. According to Kiendl

et al. [100], the tension-compression split, based on the spectral decomposition of

the strain tensor, is performed at various points through the shell thickness and

numerical integration of the positive and negative strain energy contributions is

operated. This approach is adopted in this work (Paper 2, Paper 3 and Paper 4)

and presented in the following section, distinguishing between brittle and ductile

fracture. A similar approach is presented by Kikis et al. [101] for the modeling of

phase-field brittle fracture in Reissner-Mindlin shells and plates. Pillai et al. [102]

presented instead a formulation of the phase-field brittle fracture for MITC4+

Reissner-Mindlin degenerated shell elements. Through-thickness integration, but

only for the bending part of the strain energy, is employed also by Paul et al. [82],

who use a volumetric-deviatoric strain decomposition for modeling the dynamic

fracture of Kirchhoff-Love shells. Solid-shell elements were adopted by Reinoso et

al. [103], who used, for the phase-field variable, a linear interpolation between the
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top and bottom surfaces, and by Ambati et al. [104], who used through-thickness

isogeometric discretization of the phase-field and of the displacement field. The

latter contribution is the first attempt, limited to the small strain framework, of

using a phase-field ductile fracture model for shell structures.

2.3.1 Phase-field brittle fracture in thin shells

The adopted approach for modeling phase-field brittle fracture in thin shells

consists in reducing the model to the behavior of the midsurface variables, as

usually done for Kirchhoff-Love elements. So, the strain energy surface density

Ψe, which expresses the strain energy per unit area of the midsurface, is defined

by through-thickness integration of ψe, and its positive and negative parts are

computed as:

Ψ±e =

∫ +t/2

−t/2
ψ±e (θ3) dθ3. (2.84)

In plate and shell formulations, due to the bending component related to the

curvature change (see equation (2.5)), the strains can vary linearly between tension

and compression through the shell thickness t, as depicted for example in Figure

2.3. Considering combined membrane and bending deformation, the spectral split

of ε needs to be performed on the total strain tensor and not on the membrane

and bending components separately:

ε±(θ3) =
(
εm + θ3κ

)±
6= εm± + θ3κ±. (2.85)

The dependency of the strain tensor on θ3 and the degradation of the positive

part of σ lead to a nonlinear through-thickness distribution of the in-plane stress.

For this reason, the integral in equation (2.84) needs to be computed by adopting

numerical integration and by performing the spectral split of the total ε at each

thickness integration point. The approach, which can be applied regardless of

the specific shell formulation (see for example an application to Reissner-Mindlin

shells in [101]) allows for describing a nonlinear degradation of stresses and strain

energy through the shell thickness (see Figure 2.3), considering only one value of

the phase-field variable s and of the degradation function g(s) at the midsurface.

In an analogous way of what presented for Ψe, it is possible to define the

fracture energy surface density Ψs, from the trough-thickness integration of ψs.
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Figure 2.3: Combination of the contributions of membrane and bending strain and total
strain over the thickness t for a shell subjected to bending and tension in case of brittle
fracture phase-field formulation. Through-thickness stress distribution after degradation
of the positive (tensile) component.

Here, for second- and fourth- order phase-field, respectively:

Ψs,2 =

∫ +t/2

−t/2
ψs,2(s,∇s) dθ3 = t Gc

[
(1− s)2

4`
+ `|∇s|2

]
, (2.86)

Ψs,4 =

∫ +t/2

−t/2
ψs,4(s,∇s,∆s) dθ3 = t Gc

[
(1− s)2

4`
+
`

2
|∇s|2 +

`3

4
(∆s)2

]
.

(2.87)

The energy functional for brittle fracture problems including the degradation of

the positive part of the strain energy density (see equation (2.53)) can be therefore

rewritten in a form adapted for thin shells, thus employing surface energy densities:

E`(ε
m,κ, s) =

∫

A

[
g(s) Ψ+

e (εm,κ) + Ψ−e (εm,κ) + Ψs(s,∇s)
]
dA, (2.88)

Therefore, the strong form of the phase-field equation for brittle fracture of shells

read, for standard and higher-order formulation, respectively:

2 `

tGc
g′Ψ+

e + s− 4 `2∆s = 1, (2.89)

2 `

tGc
g′Ψ+

e + s− 2 `2∆s+ `4∆(∆s) = 1. (2.90)
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The history field is defined from the positive part of the surface energy density:

H(T ) := max
τ∈[0,T ]

Ψ+
e (τ), (2.91)

and used for enforcing fracture irreversibility (see Section 2.2.2.3) in the weak

form of equations (2.89) and (2.90):

∫

A

(
2 `

tGc
g′H+ s− 1

)
δs dA+ 4 `2

∫

A
∇s · ∇δs dA = 0, (2.92)

∫

A

(
2 `

tGc
g′H+ s− 1

)
δs dA+ 2 `2

∫

A
∇s · ∇δs dA+ `4

∫

A
∆s ·∆δs dA = 0.

(2.93)

2.3.2 Phase-field ductile fracture in thin shells

For the ductile fracture case, the approach for coupling the phase-field model

with the structural shell formulation is similar to the one adopted for the brittle

fracture. Consequently, the energy functional from equation (2.74) can be rewrit-

ten, after through-thickness integration of the energy densities, in the following

form

E`(b̄
e, Je, α, s) =

∫

A

[
Ψe(b̄

e, Je, s, p) + Ψp(α) + Ψs(s)
]
dA. (2.94)

The plastic energy surface density Ψp(α) is defined for the integration of ψp(α)

along t. The nonlinear distribution of the stress tensor along the thickness is

a consequence of the plastic behavior of the material and of the degradation of

the tensile stresses due to the phase-field fracture formulation, see Figure 2.4.

Therefore, numerical integration is again required for computing (2.84). The

tension-compression split of the total strain energy is computed at each thick-

ness integration point according to the volumetric-deviatoric formulation at finite

strains (see Section 2.2.2.1). Since the correct strain tensor depends both on the

membrane and on the bending components, the split needs to be computed on the

total strain energy (without separating the membrane and bending parts). Here

it is important to recall that the degradation function for ductile fracture (see

equation (2.76)) depends not only on the phase-field variable s, but also on the

plasticity-related scalar parameter p that, according to the definition in equation
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2.3. Phase-field fracture modeling for thin shells and plates

(2.77), depends on the hardening parameter α. Since α is an internal variable

assuming different values in any point of the shell continuum, the degradation

function can take different values at the various integration points through the

shell thickness. So, in this approach, the phase-field parameter, which is defined

only on the midsurface, is assumed to be constant through the thickness, but

a non-constant degradation function and nonlinear distributions of the stresses

along t is obtained (see again Figure 2.4). As a consequence, when the integral

in equation (2.84) is computed taking into account the tension-compression split

(2.75):

Ψe =

∫ +t/2

−t/2

[
g(s, p)ψ+

e (b̄e, Je) + ψ−e (Je)
]
dθ3, (2.95)

the degradation function term g(s, p) needs to be included in the through-thickness

numerical integration. The strong form of the phase-field ductile fracture evolution

equation for shells reads:

2 `

tGc

∫

t
g,sψ

+
e dθ3 + s− 4 `2∆s = 1, (2.96)

2 `

tGc

∫

t
g,sψ

+
e dθ3 + s− 2 `2∆s+ `4∆(∆s) = 1, (2.97)
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−
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−

σα g(s, p)

0 10

Figure 2.4: Combination of the contributions of membrane and bending strain and total
strain ε over the thickness t for a shell subjected to bending and tension in case of ductile
fracture phase-field formulation. Possible distributions of the hardening variable α and
of the degradation function g(s, p) along t. As a result, the through-thickness stress σ
distribution after degradation of the positive (tensile) component is depicted.
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with equation (2.96) valid for the second-order formulation and (2.97) for the

higher-order model. The weak form of the two previous equations is, therefore:

∫

A

(
2 `

tGc

∫

t
g,sHedθ3 + s− 1

)
δs dA+ 4 `2

∫

A
∇s · ∇δs dA = 0, (2.98)

∫

A

(
2 `

tGc

∫

t
g,sHedθ3 + s− 1

)
δs dA+ 2 `2

∫

A
∇s · ∇δs dA+ `4

∫

A
∆s ·∆δs dA = 0.

(2.99)

The previous equations employ the history field He for enforcing the irreversibility

of fracture (see equation (2.81)).

2.4 Penalty-based formulation for patch coupling

In order to simulate the fracture of complex shell structures, an approach for

coupling the structural and phase-field behavior across adjacent patch interfaces

is proposed. The methodology can impose all the required interface constraints,

i.e., displacement and rotational continuity for the structure as well as C0 and

C1 continuity for the phase-field, with the latter enforced only in the case of the

fourth-order phase-field model. The formulation can be applied both to smooth

and non-smooth patch connections and to discretizations having matching or non-

matching meshes at the interface. The latter feature is crucial when adaptive

local refinement is employed, since different mesh densities at two coupled edges

might appear, even if the meshes were matching at the beginning of the analysis.

The penalty formulation can handle imperfections, such as gaps or intersections

between edges, resulting from the use of geometries directly modeled in CAD

commercial software. Moreover, the penalty formulations can be used for weakly

imposing clamping or symmetry boundary conditions. As shown in Paper 3, the

patch-coupling method can also be employed for modeling pre-existing cracks in

the form of discontinuities in the structure.

All the penalty parameter involved in the formulation are scaled by the cor-

respondent problem parameters, so that they can be governed by a single global

dimensionless penalty parameter αglob. Investigations and results in Paper 1 sug-

gest that setting αglob = 103 is an adequate choice, independently of the problem

parameters. The publication is devoted to the coupling both of isotropic and

composite shells modeled with laminated plate theory, but this thesis work is fo-
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2.4. Penalty-based formulation for patch coupling

cused only on uniform isotropic material configurations, of which the failure is

simulated.

For analyses involving the phase-field approach to brittle and ductile fracture,

the structural penalty coupling formulation has been therefore extended for en-

forcing the required continuity of s across patch interfaces and adopted in Paper

3 and Paper 4. In the following sections, the structural and phase-field penalty

coupling method will be reviewed, with a focus on the choice of the penalty pa-

rameters.

2.4.1 Structural coupling

A

BaA3 aAt

aAn

aB3
aBt

aBnL

Figure 2.5: Patches A an B coupled along the interface L. Indication of the unitary
vectors at, an and a3.

The penalty method for enforcing displacement (C0) and rotational (C1) conti-

nuity at patch interfaces has been presented in Paper 1 and consists in augmenting

the virtual work formulation in equation (2.13) with new contributions:

δW = δW int − δW ext + δW pd + δW pr = 0. (2.100)

The term δW pd represents the virtual work from the penalization of the relative

displacement between the coupled patches A and B along the interface curve L
(see Figure 2.5):

δW pd =

∫

L
αd

(
uA − uB

)
·
(
δuA − δuB

)
dL. (2.101)

The second added term δW pr enforces the rotational continuity between the cou-

pled edges of the patches by penalizing the relative rotations at the interface curve
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L:

δW pr =

∫

L
αr

((
aA3 · aB3 − åA3 · åB3

)(
δaA3 · δaB3 − δåA3 · δåB3

)
+

+
(
aAn · aB3 − åAn · åB3

)(
δaAn · δaB3 − δåAn · δåB3

))
dL. (2.102)

The terms αd and αr represent the penalty parameters that will be discussed in

details in the following section. In equation (2.102), an is the unit vector lying in

the plane of the patch and orthogonal to L which can be computed as:

an = at × a3, (2.103)

with at being the unit tangent vector of the penalty curve L (see Figure 2.5). The

terms containing an need to be included in equation (2.102) because, without

them, it would not be possible to impose rotational continuity of smooth patch

connections (in this case, the variation of the terms in the first line of the equation

vanishes, see below). Conversely, the terms in the first line are necessary for

patches with a 90◦ angle connection. In this way, instead, the formulation is

capable of handling patches forming arbitrary angles at their interface.

For the implementation of the approach in the IGA discretized model and in

order to solve the (nonlinear) momentum equation, the variations of the penalty

virtual work δW pd and δW pr with respect to the discrete displacement values

at the control points ur need to be added to the internal force vector Ru (see

equation (2.17)):

∂W pd

∂ur
=

∫

L
αd

(
uA − uB

)
·
(
uA,r − uB,r

)
dL, (2.104)

∂W pr

∂ur
=

∫

L
αr

((
aA3 · aB3 − åA3 · åB3

)(
aA3,r · aB3 + aA3 · aB3,r

)
+

+
(
aAn · aB3 − åAn · åB3

)(
aAn,r · aB3 + aAn · aB3,r

))
dL. (2.105)

The second variation expressions of the penalty virtual works with respect to the

discrete displacement values lead to the following terms, that are added to the
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2.4. Penalty-based formulation for patch coupling

structural tangent stiffness matrix Ku (see equation (2.18)):

∂W pd

∂ur∂us
=

∫

L
αd

(
uA,s − uB,s

)
·
(
uA,r − uB,r

)
dL, (2.106)

∂W pr

∂ur∂us
=

∫

L
αr

((
aA3 · aB3 − åA3 · åB3

)(
aA3,rs · aB3 + aA3,r · aB3,s + aA3,s · aB3,r + aA3 · aB3,rs

)

+
(
aA3,s · aB3 + aA3 · aB3,s

)(
aA3,r · aB3 + aA3 · aB3,r

)

+
(
aAn · aB3 − åAn · åB3

)(
aAn,rs · aB3 + aAn,r · aB3,s + aAn,s · aB3,r + aAn · aB3,rs

)

+
(
aAn,s · aB3 + aAn · aB3,s

)(
aAn,r · aB3 + aAn · aB3,r

))
dL. (2.107)

For more details regarding the linearization of the quantities in the previous equa-

tions, the reader is referred to Paper 1.

For the imposition of symmetric or clamped boundary conditions at the edges

of a patch (patch A is assumed), the displacement terms of patch B and its deriva-

tives need to be set to zero in equations (2.104) and (2.106). In case of symmetry,

only the components of uA (an its derivatives) normal to the symmetry plane are

considered. For restraining the rotation in the case of clamped boundary condi-

tions, equations (2.105) and (2.107) can be used but the second line of (2.105)

and the last two lines of (2.107) need to be excluded, while aB3 and åB3 are re-

placed by åAn . For restraining the rotation in the case of symmetry boundary

conditions, aB3 and åB3 are replaced by the normal vector of the symmetry plane.

When the displacement and rotation symmetry conditions are enforced, the terms

from equations (2.104)-(2.107) are multiplied by a factor equal to 2, in order to

correctly represent the contributions from both sides of the symmetry plane.

For the computation of the penalty integrals presented above, the choice of

the discretization for the interface curve becomes crucial. If the patches share the

same discretization along the coupled edges, this will be assumed also for L. In

the case of non-conforming meshes, instead, the discretization of the patch which

has the largest number of elements along the connected interface is adopted, and

this patch will be considered as patch A. This conservative choice ensures that

both edges are entirely considered and avoids that small elements remain uncon-

strained (this would risk happening if the discretization along the edge with larger

elements was chosen). The intersection curve does not necessarily need to cor-
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respond to an edge for both the patches. Instead, L may be an intersection of

two NURBS surfaces. In that case, an independent discretization for the interface

curve needs to be adopted. If L does not correspond to one (or both) of the cou-

pled edges, a closest point projection algorithm [105] is adopted in order to find

the closest points of the patches, at which evaluate the necessary quantities, from

the quadrature points of the interface curve. This allows coupling surfaces that

only approximately share a common boundary in the physical space, a possible

result of CAD modeling operations.

2.4.1.1 Selection of the structural penalty coupling parameters

For all the penalty formulations, the choice of the penalty parameters is crucial,

since they need to be high enough to enforce the satisfaction of the constraints,

without creating ill-conditioning in the stiffness matrix. The appropriate value of

the penalty parameters is problem-dependent and its choice has a strong influence

on the quality of the solution.

The selected approach simplifies the selection of the penalty parameters αd

and αr by linking them to a global penalty value αglob which is properly scaled by

material, geometry and discretization parameters of the model. The scaling terms

must maintain dimensional consistency with the momentum equation. Therefore,

the penalty parameters αd and αr are computed from αglob by scaling it with the

membrane and bending shell elastic stiffness values, respectively:

αd = g(s)αglob
E t

h (1− ν2)
, (2.108)

αr = g(s)αglob
E t3

12h (1− ν2)
, (2.109)

with E as the Young’s modulus, ν as the Poisson’s ratio, and t as the thickness

of the shells, while h is the average element length along the coupled edge hav-

ing the finer discretization (the one along which the integration is performed).

For the extension to phase-field fracture analysis, the penalty parameters are fur-

ther multiplied with the degradation function g(s) to ensure a consistent scaling

of structural and penalty stiffness in the cracked areas. This formulation of the

penalty parameters is valid for uniform isotropic material configurations, as the

ones considered for the phase-field fracture simulations. Paper 1 includes fur-
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ther details regarding the choice of αd and αr in case laminated plate theory is

employed. The paper includes several simulations and numerous benchmarks in-

volving different analyses types and material properties, which suggest αglob = 103

as a proper choice for the global penalty parameter. Furthermore, the formulation

is employed for simulating a realistic wind turbine structure, as done also in [106].

2.4.2 Phase-field coupling

The penalty approach for ensuring continuity of s across patch interfaces is

based on the methodology shown in the previous section for the structural coupling

of shells. This method is extended to enforcing the continuity of the phase-field

for brittle fracture simulations in Paper 3 and for ductile fracture simulations in

Paper 4.

In order to enforce C0 continuity of the phase-field between the patch interfaces

(both for brittle and ductile fracture cases), the following term is added to the

left-hand side of the weak form of the phase-field equations (2.92), (2.93), (2.98)

and (2.99). Similarly to the approach adopted for the structural coupling, the

term penalizes the difference of s between patch A and patch B at the two sides

of L: ∫

L
αC

0

PF (sA − sB)(δsA − δsB) dL. (2.110)

In case the higher-order phase-field formulation is employed, C1 continuity of s

needs to be imposed, in addition to the aforementioned C0 continuity. This can

be achieved by penalizing the relative changes in the directional derivative of the

phase-field along an between the two patches. The following term is to be added

the the left-hand side of equations (2.93) or (2.99):

∫

L
αC

1

PF (∇sA · aAn −∇sB · aBn )(∇δsA · aAn −∇δsB · aBn ) dL. (2.111)

The terms αC
0

PF and αC
1

PF represent the penalty parameters, whose choice will be

discussed in the following section. In equation (2.111), the normal vectors aAn and

aBn are assumed to point in the same direction. The proposed approach is applica-

ble to smooth patch interfaces, while it cannot be extended straightforwardly to

patch connections forming a kink. In the latter case, the fact that the vectors aAn

and aBn belong to two different planes makes the choice of the directional deriva-

41



Formulation

tive of s to be penalized ambiguous, since the direction of the vectors cannot be

chosen univocally. In such situations, where the C1 continuity of the phase-field

cannot be imposed, the second-order phase-field formulation, which requires only

C0 continuity of s, is adopted.

If the ductile fracture phase-field formulation is employed, the nonlinearity of

the phase-field evolution equation requires the first variation with respect to the

discrete value of the phase-field at the control points sr of equation (2.110), and

of equation (2.111) if applicable, to be added to the residual phase-field vector

RPF :

∫

L
αC

0

PF (sA − sB)(sA,r − sB,r) dL, (2.112)

∫

L
αC

1

PF (∇sA · aAn −∇sB · aBn )(∇sA,r · aAn −∇sB,r · aBn ) dL. (2.113)

The second variation expressions need instead to be added to the phase-field

tangent stiffness matrix KPF both for the brittle and ductile fracture formulations:

∫

L
αC

0

PF (sA,s − sB,s)(sA,r − sB,r) dL, (2.114)

∫

L
αC

1

PF (∇sA,s · aAn −∇sB,s · aBn )(∇sA,r · aAn −∇sB,r · aBn ) dL. (2.115)

The presented formulation can be used for weakly imposing symmetry conditions

at edges by considering, in the previous equations, only the terms relative to patch

A.

2.4.2.1 Selection of the phase-field penalty coupling parameters

The penalty parameters are chosen according to the methodology used the

structural coupling (Section 2.4.1.1). The global penalty coefficient αglob = 103 is

therefore scaled by terms that maintain dimensional consistency with the phase-

field equation and ensure that αC
0

PF and αC
1

PF are large enough to guarantee the

satisfaction of the imposed continuity constraint without creating ill-conditioning

in KPF . The history field is the driving force of the fracture process and the term

in which it is included becomes numerically predominant, at the points where

fracture develops, in the phase-field equation. So, for the imposition of the phase-
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2.5. Penalty-based formulation for contact

field continuity, the penalty scaling terms are defined as follows:

αC
0

PF = αglob

[
4`(1− η)Hmax

tGc
+ 1

]
h, (2.116)

αC
1

PF = αglob

[
4`(1− η)Hmax

tGc
+ 1

]
`2h. (2.117)

Hmax corresponds to the current maximum value of the history field over all the in-

tegration points of the structure. For the ductile fracture formulation, the penalty

parameters remain the same, with Hemax having the same function as Hmax. This

choice can be justified by the fact that, in fractured regions, the hardening variable

reaches levels comparable to αcrit, meaning that p ≈ 1 and so that the quadratic

degradation function considered for brittle fracture is approximately retrieved.

2.5 Penalty-based formulation for contact

In Paper 4, a series of experimental tests consisting in different stiffened steel

panels being penetrated by an indenter, simulating the consequences of ship

grounding, are investigated through phase-field numerical analyses. In order to

perform these simulations, a frictionless penalty contact formulation suitable for

large deformation problems is adopted and briefly presented in this section.

Also for the contact formulation, the choice of IGA for the spacial discretization

presents several advantages, with respect to traditional finite element implemen-

tations, including the fact that it is possible to consider the exact geometry of the

surfaces in contact and the fact that the higher continuity of the basis functions

contributes in improving the performance of the contact algorithms, thanks to

the well-posedness of the closest-point projection problems [107]. The adopted

approach resembles the one from Dimitri et al. [108], but instead of T-splines, LR

NURBS (see Section 2.1.2) are employed for the discretization [109].

The contact between two patches representing the shell midsurfaces is consid-

ered. One of them is referred to as slave surface and the other as master surface.

It is assumed that each point xs on the slave surface can have only one partner

contact point xm on the master surface, whose position is computed by a closest

point projection [105] of xs over the master surface. The normal gap gN between
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xm

xs

nm
gN

master
surface

slave
surface

Figure 2.6: Contact formulation, definition of the normal gap.

the two surfaces is computed as:

gN = (xs − xm) · nm, (2.118)

with nm being the normal unit vector at xm. The direction of nm need to be

defined as the one pointing towards the slave surface when no contact occurs (see

Figure 2.6), and so it must remain during the analysis, even in case the surfaces

come into contact. The definition in equation (2.118), implies that the normal

gap is positive if the contact is open, while gN < 0 in case of penetration. For

thin shells and plates, instead of defining the contact between the midsurfaces, it

is possible to describe the contact between the shell faces by taking into account

the slave and master thicknesses, ts and tm respectively. In this case, xs and xm

and the relative quantities continue to be defined at the midsurfaces, but contact

starts occurring when gN < (ts+ tm)/2. T indicates the Piola traction vector and

its normal component is the normal contact traction TN :

T = Tm = −Ts = TNnm, TN = T · nm. (2.119)

The Kuhn-Tucker conditions for impenetrability are defined as follows:

gN ≥ 0, TN ≤ 0, gNTN = 0. (2.120)

44



2.5. Penalty-based formulation for contact

The penalty formulation allows the regularization of the contact constraint con-

ditions, thus assuming the form:

TN = αN 〈gN 〉−, 〈gN 〉− =




gN if gN < 0

0 otherwise
(2.121)

with αN being the penalty parameter related to contact. For αN →∞ the exact

contact solution can be retrieved, but the use of very large penalty parameters

causes ill-conditioning of the stiffness matrix. The frictionless contact contribution

to the virtual work of the structure, which needs to be added to equation (2.13),

is defined as:

δWN =

∫

As

TNδgN dA = αN

∫

As

gNδgN dA. (2.122)

The integral is evaluated on the slave surface in the reference configuration and

δgN represents the variation of the normal gap. For details regarding the varia-

tion and the linearization of the gap function and of the contact virtual work, and

their discretization, the reader is referred to [107].

This contact formulation is denoted as Gauss-point-to-surface, since the con-

tributions to the virtual work δWN are computed at each integration point of the

slave surface. Contact between patches having non conforming meshes can be

managed without any problem, as the master contact point xm does not need to

be a quadrature point. According to Matzen [110] the non-matching number of

the Gauss points and of the degrees of freedom of the contact interface can cause

convergence problems due to an over-constrained system. Possible alternatives

for alleviating this problem are represented by the choice of Greville, Botella or

Chebyshev points for the collocation of the contact equations. Another drawback

related to the use of the Gauss-Legendre points is the fact that they are not able

to capture contact at edges.

At the beginning of each load-step of analyses including contact, a pre-search

algorithm is adopted for excluding, from the computation of the integral (2.122),

slave elements which are sufficiently far from the master patch so that they are

not affected by penetration, i.e. they do not contribute to δWN. For each not

excluded element on the slave surface, the closest element on the master patch

is identified, whose center will be the starting point of the search algorithm for

finding the contact point xm of each integration point belonging to the considered
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slave element. This pre-computation improves the efficiency of the point search al-

gorithm and prevents it from diverging, i.e. not finding the correct contact point,

since the starting point of the search is close to the actual contact point. At this

stage, the normal unit vector at xm is also computed and the algorithm makes

sure that it is oriented in the correct way by inverting its direction, if necessary,

so that it can correctly represent nm. Once the direction of nm is determined as

the one pointing towards the slave surface (before the contact occurs at xm), it

is kept constant for the rest of the analysis. The contact formulation is also able

to handle self-contact of a patch, condition that can be simulated by considering

the same surface both as slave and master, see an example in Section 4.3.

When the penalty contact formulation is combined with the phase-field frac-

ture model, an adequate scaling between the structural and the contact penalty

stiffness needs to be guaranteed, especially when the regions involved in the con-

tact are also damaged. For this reason, the effect of the phase-field degradation

function is added into equation (2.122) through the term gs,m, which takes the

minimum value of the degradation function between master and slave contact

points. Therefore, the elements in the cracked zones have degraded material prop-

erties, but they still contribute to the contact penalty terms and, therefore, they

provide resistance against penetration. In order to avoid this numerical problem

and to remove fully broken elements from the contact computations, zero contact

stiffness is guaranteed by setting gs,m = 0 if s < 0.05 at xs or xm. The virtual

work formulation in equation (2.13) is therefore augmented by the following term:

δWN = αN

∫

As

gs,mgNδgN dA. (2.123)
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3 Aspects related to the solution algo-

rithm

This section reviews the algorithmic techniques adopted for improving the

efficiency of the phase-field fracture analyses. These techniques have been adopted

both for brittle fracture (see Paper 3) and ductile fracture (see Paper 4). Paper 3

contains also the demonstration of the numerical efficiency of the methodologies,

through the testing with different benchmarks.

3.1 Staggered solution of the coupled problem

The two governing equations of the phase-field fracture problem, i.e. the mo-

mentum and the phase-field evolution equations, are obtained from the station-

arity condition of the energy functional (equations (2.88) and (2.94) for brittle

and ductile case, respectively) with respect to the displacement field u and the

phase-field s. The numerical solution of the nonlinear system of coupled equa-

tion is tackled by employing the staggered solution idea presented by Bourdin et

al. [33] and Miehe et al. [78]. Accordingly, the two equations are solved, in their

weak form, one after the other at each pseudo-time step of the analysis. The

field for which the considered equation is not solved for is kept frozen. The same

approach is adopted in this work and the equilibrium of the structure at the end

of each load step is ensured by checking the convergence of the solution, with an

adequately low tolerance for the residual, after each staggered iteration. The two

equations are recomputed, if necessary, until convergence of the staggered itera-

tions is reached. In the brittle fracture context, this choice is crucial because it

allows simulating sudden failure by having cracks fully developing in a single load

step, with load-displacement curves showing an abrupt drop after the critical load

is reached (see the results of the simulations in Paper 3). The analysis presented

in Paper 2 was performed without pursuing the convergence of the staggering

process, but a maximum fixed number of staggered iterations (10) was instead set

for each load step. The result is a load-displacement curve that does not show a

47



Aspects related to the solution algorithm

Box 3.1: Loosely and strongly coupled staggering schemes for the ductile fracture system
of equations. In case the convergence conditions are not satisfied, the iterations are
repeated. For the brittle fracture case, the iteration of the phase-field equation is replaced
by the linear solution of the same equation.

Loosely coupled
staggering scheme

Strongly coupled
staggering scheme

Load step i
Staggered iterations:

Iterative solution of momentum eq.:
Iteration of momentum eq.

↓
Check convergence of momentum eq.

⇓
Iterative solution of phase-field eq.:

Iteration of phase-field eq.
↓

Check convergence of phase-field eq.

⇓
Check convergence of stagg. iterations

Load step i
Staggered iterations:

Iteration of momentum eq.

⇓

Iteration of phase-field eq.

⇓

Check convergence of stagg. iterations

Load step i+ 1
...

Load step i+ 1
...

sudden drop, even if a small step size is used. The fact that brittle cracks may

fully develop in a single step is a topic that requires special attention in case an

adaptive local mesh refinement technology is adopted, see Section 3.3.

The momentum equation is nonlinear due to the strain energy split, and it

requires an iterative solver that finds the equilibrium solution through successive

inversion of the structural system. The phase-field equation is linear in the brittle

fracture case, therefore a single inversion of the stiffness matrix is sufficient for

the solution, and nonlinear in the ductile fracture case, thus requiring an itera-

tive solver. A classical approach, which will be called ”loosely coupled” staggering

scheme, requires, for each staggered iteration, first the iterative solution of the mo-

mentum equation for u and then the iterative solution of the phase-field equation

for s (or the simple linear solution for s in case of brittle fracture). For improv-

ing the efficiency of the simulations, the ”strongly coupled” staggering scheme is

adopted, according to which, in each staggered iteration, a single iteration of the
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two governing equation is performed (if the approach is applied to the brittle

fracture case, the iteration of the phase-field equation is replaced by the linear

solution of the equation). Box 3.1 shows a comparison of the two approaches.

The strongly coupled staggered scheme requires a higher number of staggered it-

erations for the solution of the system, but the total number of iterations of the

momentum equation is reduced since only one equilibrium iteration is performed

in each staggered iteration. Therefore, the reduction of the number of the itera-

tions of the momentum equation, which are computationally more expensive than

the linear solution of the phase-field equation, makes the strongly coupled stag-

gering scheme numerically efficient and convenient to adopt. The strong coupling

staggering scheme has been effectively applied both to brittle fracture simulations

(see Paper 3 for results and considerations about the efficiency of the method)

and to ductile fracture simulations (see Paper 4 for results).

3.2 Adaptive time-stepping scheme

As observed by Gerasimov and De Lorenzis [87] for phase-field brittle fracture

analyses, if the staggered iterations are recomputed until convergence in each step

(see Section 3.1), the use of relatively large pseudo-time steps does not affect the

results accuracy and even reduces the computational time, with respect to smaller

steps. The use of quite large increments between the steps improves the efficiency

of the simulation if this is done when the pure elastic regime dominates, typically

in the initial part of the simulations. On the other hand, large steps cannot be

used in elasto-plastic analyses when the plasticity starts evolving in the structure,

otherwise no convergence of the momentum equation, and so of the staggered

iterations, can be achieved. The same applies to the contact formulation, which

cannot handle too large step increments that would lead to penetrations at the

beginning of the steps too large for allowing the convergence of the equilibrium

equation. For these reasons, a simple adaptive step size algorithm is adopted for

the elasto-plastic and ductile fracture simulations, some of them also including

contact (see Paper 4). The initial step size is chosen as relatively large and it is

set as the maximum possible step increment for the analyses. When a load step

does not reach convergence, the step is recomputed with an increment reduced by

a factor of 2, and the process is repeated until convergence is reached. In order

to improve the efficiency of the simulations, increments are obviously intended to
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be as large as possible. So, each time a step converges, the step size is increased

by a factor 1.5 (it was observed that an increase factor equal to the one for step

reduction would often lead to non-convergence). The increment cannot, anyway,

be larger than the maximum one set at the beginning of the analyses. This

approach allows relatively large steps in the initial part of the analyses, while

the increment size is reduced when complex deformations occur or contact and

phase-field ductile fracture effects dominate the simulation.

3.3 Adaptive local refinement

In phase-field fracture analyses, a fine mesh is required at least in the vicinity

of the cracked regions for the correct resolution of the profile of s, see Section 2.2.1.

In order to improve the efficiency of the analyses by reducing the total number

of elements, the LR NURBS technology presented in Section 2.2.1 is applied to

a brittle fracture example in Paper 2. In this case, a pre-refinement of the mesh

is performed, as that the crack path is known in advance. If there is not a priori

knowledge of the crack path, an adaptive local mesh refinement algorithm needs

to be adopted.

The use of adaptive mesh refinement for phase-field brittle fracture simulations

has been explored with various approaches. Burke et al. [111], Artina et al. [86]

and Del Piero et al. [112] showed that local mesh refinement does not affect the

propagation of the crack and has little influence both on the energy curves and on

the fracture field, justifying the use of adaptive mesh refinement algorithms for

saving computational resources when the fracture path is not known in advance.

In the first two works, the refinement was controlled by an a posteriori error

estimate, while the third one used the phase-field value as an indicator for the re-

finement. The same choice was made by Wick [113] and Heister et al. [114], who

focused their attention on a predictor-corrector scheme for the adaptive mesh re-

finement algorithm, allowing for recomputation of load steps after the refinement.

Klinsmann et al. [115] employed an approach for mesh refining or coarsening

whose indicator depends on the value of the tension part of the elastic energy, the

norm of the phase-field gradient, and the element size. Nagaraja et al. [116] used

an adaptive multi-level hp-refinement approach. Adaptive local refinement with

T-splines for phase-field fracture simulations in the IGA context was presented

by Borden et al. [117] in a simplified version that involved successive runs of the
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same analysis with meshes refined according to the result of the previous run, thus

avoiding the issue of solution transfer between the meshes. Paul et al. [82] used

LR NURBS adaptive mesh refinement for simulating dynamic phase-field fracture

in thin shells. Adaptive local refinement using Truncated Hierarchical B-splines

and Bézier extraction was presented by Kästner and Hennig et al. [118–120], in

addition to the possibility of mesh coarsening. These works include detailed dis-

cussions about the transfer of the solution between the meshes, distinguishing

between quantities related to control and integration points. If only refinement is

employed, IGA leads to an error-free projection regarding control point variables,

while for the quantities related to the Gauss points, different strategies can be

used. The strategy adopted in this work for the transfer of the solution from the

coarse to the refined mesh is described in Section 3.3.1.

In the ductile fracture context, additional issues related to the mesh depen-

dency of the adopted elasto-plastic formulation arise and need to be carefully

evaluated before applying an adaptive mesh refinement approach. The J2 plas-

ticity model (see Section 2.1.1) consists in a local plasticity formulation, meaning

that the plastic constitutive equation of the material is evaluated at the integration

points of the structure, without including any information about the size of the

zone where plastic strains localize, because no length scale parameter is present

in the model. As a consequence, the results of the simulations may be sensitive to

the elements size in the plastic region, which can localize differently and change

dimension in case the mesh is refined [121]. The problem is investigated in details

in Paper 4, where it is found that the mesh sensitivity of the ductile failure simu-

lations is reduced thanks to the fact that, in the adopted phase-field formulation

(see Section 2.2.3), the localization of the plastic strains ceases at the occurrence of

fracture. Moreover, the use of fine meshes allows capturing characteristic features

of ductile fracture, such as cracking along shear-bands or cup-and-cone fracture.

Adaptive local refinement of the mesh can be safely and effectively employed as

long as it is performed before the localization of the plastic strains and the onset

of fracture start.

A strategy featuring a multistep predictor-corrector algorithm in order to re-

fine the mesh only where needed, i.e. around the crack area, without a priori

knowledge of the evolution of the crack is presented. According to the algorithm,

which is summarized in Figure 3.1, at the end of each nth step it is evaluated
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Solve step i

(Further)
Perform mesh refinement

Transfer of solution of step i− 1

Step i + 1

NO

YES

onto the refined mesh

Step i− 1

mesh refinement
needed?

Figure 3.1: Adaptive local refinement algorithm for n = 1, meaning that only the current
step i is recomputed, if needed.

whether the mesh needs to be refined. If this is the case, the mesh refinement is

performed and the current load steps or n load steps, including the current one,

need to be recomputed with the refined mesh. For doing so, the solution of the

load step preceding the first one to be recomputed needs to be projected onto

the refined mesh. If, at the end of the steps recomputation, the crack has grown

outside of the region just refined, the mesh is further refined and the procedure

is repeated until ”convergence of the refinement” is achieved (i.e. there is no need

for further refinement). This is the case especially of brittle fracture simulations,

which often involve fast-growing cracks that (fully) develop in a single load step

(typical examples of unstable crack growth can be found in Section 4.2 and in

Paper 3). In ductile fracture simulations, cracks often grow during several steps,

meaning that the evolution of the fracture during a single step is relatively limited

(even when the convergence of the staggered iterations is achieved). Nevertheless,

a refinement step may need to be computed more than once.

For brittle fracture simulations, the value of the phase-field s is used as the indi-

cator for the refinement, similarly to Borden et al. [117]. In this work, it was shown

that using the quadratic degradation function (2.65) (as the one adopted), crack

nucleation starts at s = 0.75, and, therefore, st = 0.75 was also used as thresh-

old value for refinement. A slightly higher threshold value, namely st = 0.80, is

therefore conservatively adopted for the brittle fracture simulations. In general,
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3.3. Adaptive local refinement

one can state that the higher st leads to a slightly larger area of refinement, but,

on the other hand, it leads to fewer recomputation steps due to crack growth out

of the refined zone. In order to check whether an element needs to be refined, the

value of the phase-field s measured at the center of the element is compared with

st. In phase-field ductile fracture analyses, the need for refinement is evaluated

according to the fact that cracking is preceded by a concentration of the plastic

strains, measured by the hardening variable α. For this reason, the equivalent

plastic strain α is chosen as the indicator for the refinement and, at the end of

each load step (including recomputed ones), all the elements in which the value

of the hardening parameter is higher than a threshold value, i.e. α > αt at least

in one integration point, are marked for refinement. In order to capture the lo-

calization of plasticity, that can potentially lead to cracks following shear bands,

a conservative approach is adopted so that the mesh is refined before the onset of

fracture. Therefore, the value αt = 0.25αcrit is chosen.

Regarding the refinement typology, the ”structured mesh” refinement strategy

(section 2.1.2) is employed, according to which all the knot spans of the support

of certain NURBS basis functions are split. These basis functions are selected

among all the NURBS having support on each element marked for refinement

as the ones which do not include, in their support, any element having already

the minimum mesh dimension (see section 3.3.1) for the refinement round. This

approach guarantees a regular mesh and a smooth transition between zones with

different refinement levels.

The optimal number of steps to be recomputed each time the mesh is refined

(n) depends on the type of the problem and the type of solver. When convergence

of the staggered iterations is achieved in every step (see Section 3.1), relatively

large load steps can be used since their size does not affect the accuracy of the

results, but only the frequency in capturing the response of the system. Moreover,

the smaller the steps, the higher becomes the computational cost of the analyses,

as observed also by Gerasimov and De Lorenzis [87] for brittle fracture analyses.

For this reason, ”large” load increments are adopted and n = 1 is set, both brittle

and ductile fracture simulations.

The space-adaptivity algorithm presented in this section is applied to brittle frac-

ture simulations in Paper 3 (where it is investigated how the algorithm improves

the efficiency of the analyses) and to ductile fracture problems in Paper 4.
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Aspects related to the solution algorithm

3.3.1 Transfer of variables and fields from coarse to refined mesh

(a) M0 (b) M1 (c) M3

Figure 3.2: Examples of different levels of mesh refinement using the structured mesh
strategy.

A critical point of adaptive mesh refinement algorithm consists in the transfer

of the solution from the coarse to the refined mesh. This section presents the

approach adopted in this work.

Considering an initial non-refined mesh M0 and m levels of refinement

performed, there will be m intermediate refinement rounds producing meshes

M1,M2, ...,Mm−1,Mm, which can be discarded, except for the last one, at the

end of the refinement process (see for example Figure 3.2). During each refine-

ment round, the basis functions can be refined only once, i.e. the selected elements

can be split only one time per parametric direction. In order to avoid excessive

mesh refinement caused by the split of elements that have already been refined

during the previous steps of the analysis, a minimum element dimension for the

mth refinement round, equal to h0/2
m, is set (h0 is the characteristic element di-

mension in the initial non-refined meshM0). The evaluation of the element size is

performed in the parametric space, so that the mesh distortion does not influence

the refinement strategy.

For each refinement round, all the state variables defined over the coarse mesh

Mm need to be transferred to the refined mesh Mm+1. For the variables de-

fined at the control points (displacement u and phase-field s, that are also the

unknowns of the coupled problem), the projection occurs according to the same

algorithm used for determining the coordinates of the control points in the refined

mesh [70]. Regarding the variables stored at the integration points, the transfer
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3.3. Adaptive local refinement

is based on the interpolation of the quantities between coarse and refined meshes

in a fashion similar to the approached used by Caseiro et al. [6] for transferring

strain quantities from integration points to an alternative set of points, see Figure

3.3. For this approach, a distinction needs to be operated between the brittle

and the ductile fracture implementation. In the brittle case, the only quantity to

consider is the history field H, stored at each quadrature point of the elements of

the surface. In ductile fracture case, instead, the history field He, the hardening

variable α, the thickness stretch λ3, and the plastic right Cauchy-Green defor-

mation tensors Cp = FpTFp are defined and stored at each thickness integration

point. The transfer of these quantities, from the integration points of the coarse

element to the ones of the refined elements having the same position across the

thickness, is performed in the same way as done for H in the brittle fracture con-

text, as outlined in the following part of the section. For the right Cauchy-Green

deformation tensor, the transfer is operated separately for each component.

For each element to be refined, a set of bivariate Bernstein polynomials Bm

corresponding to the basis functions of a Bézier element with the same polynomial

order of the adopted NURBS parametrization is defined. The value of the history

field in a (ξ, η) point of the coarse mesh element can be consequently computed

as:

H(ξ, η) = Bm(ξ, η)Ĥm, (3.1)

where Ĥm indicates the (unknown) set of the values of the history field at the

control points of the Bézier element. If (ξ̄m, η̄m) indicates the set of the local

coordinates of all the quadrature points of the Bézier element, the previous ex-

pression can be rewritten as:

H(ξ̄m, η̄m) = Bm(ξ̄m, η̄m)Ĥm. (3.2)

In the latter equation, Bm collects the values of the Bernstein polynomials in

all the integration points. For each of the sub-elements in which the element

is split, the coordinates of the integration points in the parametric space of the

coarse element are denoted by (ξ̄m+1, η̄m+1). Analogously to equation (3.2), the

projected value of the history field onto the integration points of the refined mesh
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Aspects related to the solution algorithm

elements can be found as:

H(ξ̄m+1, η̄m+1) = Bm(ξ̄m+1, η̄m+1)Ĥm. (3.3)

This expression can be rewritten as:

H(ξ̄m+1, η̄m+1) = Bm(ξ̄m+1, η̄m+1)B−1
m (ξ̄m, η̄m)H(ξ̄m, η̄m), (3.4)

by employing the inversion of the relation in (3.2). Since the refinement occurs by

splitting in half each element along both the parametric directions, the coordinates

of the integration points are the same in the Bézier parametric space of each

element to be split, and so the term Bm(ξ̄m+1, η̄m+1)B−1
m (ξ̄m, η̄m) of equation

(3.3) is identical for all elements, at each refinement level and at each step of

the simulation. Therefore, the projection matrix for the quantities defined at

the integration points and can be precomputed at the beginning of the analysis,

making the mapping approach computationally inexpensive.

ξ

η

Figure 3.3: Transfer operator for the quantities stored at the integration points for a
biquadratic mesh with 3 × 3 Gauss points per element. Black lines indicate the element
to be split and black crosses the location of its integration points (ξ̄m, η̄m), referred to its
parametric space. Green circles correspond to the control points of the Bézier element.
After the refinement, four elements are generated from the inserted red lines. For one
of the newly generated fine elements, the location of the Gauss points (ξ̄m+1, η̄m+1) is
shown.
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4 Additional numerical examples

The papers attached in Appendix A contain all the relevant numerical simu-

lations and results obtained in relation to the formulation presented in Section

2. This section includes significant examples that were not published but whose

results are worth being mentioned. The first one is a convergence study on the

quadrature scheme for the through-thickness integration in the context of the brit-

tle fracture phase-field model for thin plates and shells. The second study includes

the comparison of numerical and experimental results for the brittle fracture of

notches specimens, while the third consists in a challenging benchmark for the

elasto-plastic shell formulation in connection with the adopted model for contact.

4.1 Study on the through-thickness integration scheme for

brittle fracture in thin shells

10

2
0.01

Figure 4.1: Setup of the simulation of the simply supported beam problem (dimensions
in mm). Dashed lines indicate supported edges.

In order to investigate the effect of different integration schemes or different

numbers of integration points for the through-thickness numerical integration of

the positive and negative part of the strain energy density ψe (equation (2.84))

for the phase-field brittle fracture approach for thin plates and shells, a model

constituted by a simply supported beam subjected to bending due to a uniform

pressure in the out-of-plane direction is considered. The geometry and dimen-

sions of the specimen are outlined in Figure 4.1, while the material parameters

are Young’s modulus E = 10×109 N/mm2, Poisson’s ratio ν = 0, fracture tough-
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Additional numerical examples

Figure 4.2: Simply supported beam problem, result of the simulation on the deformed
structure. The colormap indicates the value of the phase-field variable s.
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Figure 4.3: Load-displacement curves for the simply supported beam example using
Gauss-Legendre (G-Le) through-thickness integration scheme.

ness Gc = 3 N/mm and length scale ` = 0.04 mm. Adaptive local refinement

(Section 3.3) with 2 levels of refinement from the initial uniform mesh is adopted,

so that the minimum element size is equal to h = `/2. Quadratic LR NURBS with

3× 3 Gauss-Legendre integration points per element are employed. A phase-field

formulation for brittle fracture considering second-order theory (according to the

AT2 model), spectral split, and quadratic degradation function is chosen for this

numerical test.

58



4.1. Study on the through-thickness integration scheme for brittle fracture in thin shells
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Figure 4.4: Load-displacement curves for the simply supported beam example us-
ing Gauss-Lobatto (G-Lo) through-thickness integration scheme, compared with Gauss-
Legendre (G-Le) scheme.

Figure 4.2 shows the result of the simulation for the case of traditional Gauss-

Legendre through-thickness integration scheme with 3 quadrature points. As ex-

pected, the crack nucleates and develops until complete fracture in the middle of

the beam (very similar results are obtained also with a different integration scheme

or a different number of integration points). The load-displacement curves in Fig-

ure 4.3 describe this behavior through a deviation of the curves from the linear

elastic branch, as typical for the AT2 formulation due to the widespread dissipa-

tion in correspondence with crack nucleation, followed by an abrupt pressure drop

corresponding to the full development of the crack, which happens in a single step

due to the convergence of the staggered iterations. The different curves in Figure

4.3 correspond to different numbers of thickness integration points according to a

traditional Gauss-Legendre scheme, with a predominance of odd numbers, which

allow placing an integration point at the shell midsurface. As the results with 7 or

9 points can be considered converged, since the curves are practically overlapping,

the result with 3 points can be considered accurate, as it is reasonably close to the
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converged curves, also in terms of critical load and critical displacement. For the

results in Figure 4.4, a through-thickness integration scheme using Gauss-Lobatto

quadrature points is adopted. Unlike the Gauss-Legendre rule, this scheme locates

integration points at the extremes of the domain to integrate, corresponding, in

this case, to the top and bottom surfaces of the plates (or shells). The load-

displacement curves show how the Gauss-Lobatto quadrature rule provides less

accurate results, when a low number of integration points is considered, with

respect to the Gauss-Legendre scheme. Nevertheless, the result with 7 integra-

tion points can be considered converged and corresponding to the one using the

same number of Gauss-Legendre points. Even if the Gauss-Lobatto integration

scheme allows placing quadrature points in correspondence to the location of the

maximum and minimum strains and strain energies (typically, top and bottom

surfaces), the results of the through-thickness integration are less accurate than

the Gauss-Legendre scheme. This might be related to the fact that, for polynomial

functions, considering n integration points, it is proven that the Gauss-Legendre

rule can integrate exactly functions up to the degree 2n− 1, while this maximum

degree is reduced to 2n − 3 for the Gauss-Lobatto scheme. The strain energy

density to integrate through the thickness is not necessarily described by a poly-

nomial, but this gives an idea of the higher precision of the first rule with respect to

the second one. For these reasons, the Gauss-Legendre quadrature rule is adopted

and, according to Figure 4.3, the use of 3 thickness integration points represents

the optimal trade-off between accuracy and efficiency of the simulations.

4.2 Simulation of the brittle fracture of V-notched specimens

The brittle fracture of V-notched specimens under mixed-mode I+II loading

conditions is simulated according to the experimental setup from Gomez et al.

[122]. Different geometries having the notch at the middle of the specimen are

considered (see Figure 4.5) The vertical notch specimens with notch angle α =

30◦, 60◦, 90◦ are called V30, V60 and V90, respectively. The tilted geometries

with notch at 45◦ and notch angle α = 30◦, 60◦, 90◦ are referred as T30, T60

and T90, respectively. The specimens are subjected to three point bending tests

with imposed displacement of the upper support, so that also the analyses are

performed in imposed displacement mode. The loading condition for the notches,

corresponding to mixed mode I (tensile opening mode) and mode II (in-plane shear
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4.2. Simulation of the brittle fracture of V-notched specimens
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(a) Vertical notch, α = 30◦, 60◦, 90◦
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(c) Tilted notch, α = 90◦

Figure 4.5: Setup of the simulations of the fracture of the V-notched specimens (dimen-
sions in mm). Dashed red lines indicate the division in patches.
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(a) V60 b9 specimen

(b) T30 specimen

(c) T90 specimen

Figure 4.6: Results of the simulations of the fracture of three V-notched specimens. The
colormap indicates the value of the phase-field variable s.

mode), are obtained by placing the supports not symmetrically with respect to

the notch. For the vertical notch specimen, two different positions of the upper

support are considered (b = 1 mm or b = 9 mm), in order to simulate different

fracture conditions. The penalty-based patch coupling formulation presented in

Section 2.4 is used for modeling the geometries without excessive mesh distortion

and for imposing the supports in the corrected points of the specimens (see again

Figure 4.5 for the patch decomposition of the geometries). The material of the

tested specimens was polymethyl-methacrylate (PMMA), an amorphous glassy

polymer that shows non-linear behavior at room temperature and linear elastic

behavior up to fracture at −60◦ C. Therefore, the tests were performed at the

temperature of −60◦ C inside an environmental chamber cooled by liquid nitrogen.

The average material properties at −60◦ C, assumed also for the simulations, are
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4.2. Simulation of the brittle fracture of V-notched specimens

Young’s modulus E = 5.05 × 103 MPa, Poisson’s ratio ν = 0.40, tensile strength

σc = 128.4 MPa, and critical stress intensity factor KIC = 53.76 MPa
√

mm.

Given the two-dimensional geometry and the thickness of the specimens (t = 14

mm), plane strain conditions are assumed. According to Linear Elastic Fracture

Mechanics (LEFM) laws [123], it is possible to determine the fracture toughness

of the material, needed for the phase-field model, from the available parameters:

Gc =
(1− ν2)KIC

2

E
. (4.1)

Given the smooth geometry of the specimens, the fourth-order phase-field model

is employed. When trying to predict the results of experimental tests with the

phase-field method, the choice of the length scale parameter ` is crucial. As stated

in Section 2.2.1, ` is a regularization parameter for the model controlling the width

of the smeared phase-field crack so that the solution tends to the sharp crack one

as the length scale parameter is decreased towards zero (however, Γ convergence

has not been proven yet for the fourth-order phase-field model). This would imply

that, the smaller `, the better the results of the simulations are. On the other

hand, the length scale parameter cannot be freely chosen as close to zero, as `

controls the element size in the crack region since the discretization has to be able

to resolve the phase-field crack profile. Most of the time, in practical contexts, the

minimum element size that can be adopted in the simulations influences the choice

of the length scale parameter. The adaptive mesh refinement technologies (see

Section 3.3) help in making phase-field simulations less computationally expensive,

so that smaller minimum element sizes can be used. From the solution of the

homogeneous unidimensional phase-field equation in the brittle framework, the

following expression is obtained [117,124]:

` =

(
9

16

)2 EGC
6σc2

. (4.2)

This expression allows relating the length scale parameter to the material param-

eters of the analysis. It has to be remarked that the derivation of this formula is

based on the simple assumptions of linear elasticity, quadratic degradation func-

tion, and AT2 formulation of the fracture energy density, and it might be expanded

for more complex formulations. According to (4.2), the value ` = 0.0078 mm is

63



Additional numerical examples

obtained. By employing adaptive local refinement (Section 3.3) and 5 levels of

refinement from the initial mesh, it is possible to have a minimum element size of

h = 0.05 mm. From this value, in order to respect the rule of thumb according to

which h = `/2 (quadratic shape functions are assumed), a length scale parameter

` = 0.100 mm is adopted for the simulations. This value is larger than the one

obtained by the relation (4.2) but still comparable to it.

Figure 4.6 shows the results of three analyses with different notch geometries.

It is possible to notice that, for the T90 case, moderate cracking appears at the

point where the displacement is imposed. This fact can slightly reduce the reli-

ability of the prediction. The results of the simulations for all the specimens, in

terms of fracture load and fracture angle, are summarized in Table 4.1. Three

repetitions of the experimental tests for each specimen were performed. Here, the

average value from the three experiments is reported. The analysis fracture load

is the maximum load from the load-displacement curve of the simulations, that

for all the specimens consists of an almost linearly increasing part followed by an

abrupt drop corresponding to the step in which the crack fully develops. The frac-

ture angle ϕ is referred to the notch bisector direction and it is measured in part of

the crack close to the notch. The predicted results show good agreement with the

experimental data, both in terms of critical load (which is often overestimated in

the simulations) and fracture direction. The achievement is relevant, considering

that only two parameters related to fracture, i.e. the tensile strength σc and the

fracture toughness Gc (or the critical stress intensity factor KIC), are needed in

order to describe the failure of the specimens with the phase-field method.

Despite the good results obtained with these simulations, the topic regarding

the correct choice of ` remains a challenging question, especially when the predic-

tion of experimental results, which ultimately is one of the reasons for developing

the phase-field approach to fracture, is involved. As already recalled, the length

scale parameter can be intended as a regularization parameter for the model but

also as related to material properties (Equation (4.2)). Additionally, ` scales the

fracture toughness Gc in all the expressions of the fracture energy density (see for

example Equation (2.44)). Bilgen et al. [83] and Vignollet et al. [125] note that

the fracture load of phase-field analyses increases as the length scale parameter is

decreased, as this increases the critical stress according to Equation (4.2). This

fact seems to be in contradiction with the concept of the Γ convergence. Sargado
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4.2. Simulation of the brittle fracture of V-notched specimens

Specimen Maximum load P [N] Fracture angle ϕ [◦]

Average
from tests

Simulations
Relative

difference
Average

from tests
Simulations

V30, b = 1 837.7 1017.5 +21.5 % 11.8 9

V60, b = 1 1016.7 1029.6 +1.3 % 14.0 10

V90, b = 1 882.3 1118.2 +26.7 % 5.8 7

V30, b = 9 895.7 1044.7 +16.6 % 24.6 23

V60, b = 9 1038.7 1084.2 +4.4 % 21.3 22

V90, b = 9 959.3 1185.4 +23.6 % 18.4 20

T30 1351.0 1311.8 −2.9 % 57.9 60

T60 1438.7 1511.0 +5.0 % 48.4 56

T90 1589.3 1596.8 +0.5 % 36.7 49

Table 4.1: Summary of the numerical results of the simulations of the fracture of the
V-notched specimens and comparison with the experimental results.

et al. [85] present an example including a crack nucleating from a sharp notch for

which a convergence of the critical load is observed for very small values of `, but

the ”converged” critical load overestimates the resistance of the specimen, with

respect to analytical solutions. According to Linse et al. [126], the discrepancies

between the theoretical proofs of the Γ convergence and the results from numer-

ical simulations are due to the finite size of the specimens (especially when this

is comparable with `) and to the introduction, in the phase-field models, of the

degradation function and of the history field for enforcing fracture irreversibility.

The result of the extensive work in Tanné et al. [55] suggests that ` should be

considered as an internal length for the material and that choosing it according to

(4.2) provides reliable quantitative predictions of the crack nucleation for different

notched geometries. Moreover, the higher accuracy of the AT1 formulation for

the fracture energy density with respect to the AT2 one (employed in this work)

is highlighted.
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4.3 Simulation of the buckling of a square tube
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Figure 4.7: Setup of the simulation of the buckling of a square tube (dimensions in mm).

The effectiveness of the penalty contact formulation (see Section 2.5) is tested

against a challenging benchmark represented by the buckling of a square tube,

subjected to compression in the axial direction. The example is proposed in Ben-

son et al. [12], solved using a Reissner-Mindlin shell formulation implemented

in the commercial code LS-DYNA and employing a single surface contact algo-

rithm [127]. The setup of the problem is shown in Figure 4.7 (the shell thickness

is t = 1.2 mm). The lower end of the tube is clamped, while the top edges are

subjected to an imposed displacement in axial direction (z direction), in com-

pression. The analysis is here performed in the quasi-static regime, while in the

result published in [12], the displacement is imposed at a constant velocity (5646

mm/s). For triggering the buckling of the tube under compression, a geometri-

cal imperfection is inserted in the geometry at the height of 67.5 mm from the

base. The imperfection modifies the initial coordinates of the closest line of con-

trol points on the y − z face by 0.05 mm in the x direction and on the x− y face

by 0.05 mm in the z direction. The elasto-plastic material model implemented for

the isogeometric Kirchhoff-Love shell formulation is adopted (see Section 2.1.1).

The elastic parameters are the Young’s modulus E = 199.4 × 103 MPa and the
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4.3. Simulation of the buckling of a square tube

(a) uz,imp = 28 mm (b) uz,imp = 85 mm

(c) uz,imp = 180 mm (d) uz,imp = 250 mm (e) uz,imp = 180 mm, section view

Figure 4.8: Results of the simulation of the buckling of a square tube at different values
of the imposed displacement uz,imp. The colormap indicates the value of the hardening
variable α.
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Figure 4.9: Load-displacement curve for the simulation of the buckling of a square tube.

Poisson’s ratio ν = 0.30, while a linear hardening law:

R(α) = σy +Hmα, (4.3)

with yielding stress σy = 336.6 MPa and hardening modulus Hm = 1 MPa is

adopted. Due to the symmetry of the geometry and of the boundary conditions,

only one quarter of the tube is simulated employing symmetry. Patch coupling,

symmetry and clamping are enforcing adopting the penalty formulation presented

in Section 2.4. The contact is simulated according to the penalty formulation from

Section 2.5, with the penalty parameter taken as αN = 105. Self-contact between

the patches needs to be taken into account. Element with size h = 8.75 mm and

quadratic shape functions are considered. No phase-field fracture formulation is

included in this analysis, which simulates only the elasto-plastic behavior of the

structure.

Figure 4.8 shows the results of the simulation at different stages of the analysis.

It is possible to evaluate the complexity of the deformation of the analysis and

the multiple contact points present. Figure 4.8e clearly shows how self-contact

of the patches is involved and needs to be simulated. For imposed displacement

higher than uz,imp = 180 mm (so, after the situation depicted in Figure 4.8c) the

deformation of the tube becomes unphysical, as the top edges of the tube have

a position lower than the deformed side. Anyway, the simulation was continued
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4.3. Simulation of the buckling of a square tube

until an imposed displacement uz,imp = 250. This final stage is depicted in Figure

4.8d. Figure 4.9 shows the load-displacement curve resulting from the simulation.

The initial peak is followed by a sudden drop due to the buckling of the tube trig-

gered by the imperfection in the geometry. In the following part of the analysis,

the successive increases and decreases of the load-displacement curve correspond

to successive identification of new contact points between the patches. This chal-

lenging example demonstrates the effectiveness of the penalty contact formulation

and of the pre-search algorithm presented in Section 2.5, which allows for describ-

ing such a complex deformation pattern involving also self-contact. Nevertheless,

the pre-search contact might be further improved, as this analysis fails to converge

if a finer mesh is employed. The reason for the non convergence is indeed the fact

that the point search algorithm identifies a wrong contact point in correspondence

with the corner patch edges.
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5 Conclusions

The work performed during the PhD was focused on the development of the

phase-field model for fracture towards its applicability to real-world structures,

especially constituted by multiple Kirchhoff-Love shell and plate members, in the

IGA discretization framework.

Original contributions include the development of a novel approach for cou-

pling the displacement and rotational behaviors across the interfaces of patches.

The simplicity of the model lies in the fact that all the penalty parameters are con-

trolled by a single dimensionless parameter defined regardless of the problem type

and configuration. Moreover, the approach shows great flexibility as it can han-

dle patches with arbitrary angles at the connection, matching and non-matching

discretizations at the interface (an advantage in case adaptive local refinement

technologies are used), and even non-conforming geometries at the connection.

The approach can additionally be applied in the context of phase-field fracture

simulations and used for guaranteeing C0 and C1 continuity of the phase-field,

depending on the chosen formulation, between the patch interfaces. The same

global dimensionless parameter adopted for the structural coupling controls also

the penalty terms of the phase-field coupling. Within this framework, crack grow-

ing along patch connections or crossing them can be simulated without problems.

A penalty based formulation for the simulation of frictionless contact conditions

is employed and enriched with a pre-search algorithm that allows improving the

point search routines for the contact points. The formulation is positively tested

against challenging numerical and experimental benchmarks. In the context of

phase-field simulations, both the patch coupling and contact penalty formulation

need to have their terms scaled by the phase-field degradation function in order to

maintain the numerical proportion between structural and penalty stiffness and

in order the relax the penalty constraints in the cracked zones. For contact sim-

ulations, this means enabling the penetration in fractured areas. The adequate

choice of the penalty terms is suggested by the stability and convergence of the

numerical analyses performed in this work.

A phase-field formulation for brittle and ductile fracture is combined with an
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isogeometric rotation-free Kirchhoff-Love shell formulation. According to this ap-

proach, the phase-field is defined only at the shell midsurface, while a nonlinear

distribution of the stress tensor varying through the thickness can be described.

In order to improve the efficiency of the time-consuming phase-field simu-

lations, a predictor-corrector adaptive local refinement algorithm based on LR

NURBS is presented and adopted. The algorithm allows the refinement of the

mesh only where required by the phase-field model, i.e. around the fractured re-

gions, without a priori knowledge of the crack path. The approach is capable of

handling different challenges related to brittle and ductile fracture formulations,

respectively. In the first case, the fact that brittle cracks often fully develop in the

geometry in a single load-step. For the ductile case, the mesh sensitivity of the

local plasticity model, that is alleviated thanks to the fact that the plastic strains

stop accumulating when the fracture develops.

The computational cost of the solution of the phase-field fracture numerical

problem is reduced by the adoption of the aforementioned adaptive mesh refine-

ment, of a strongly coupled staggering solution scheme (which is proven to work

both for brittle and ductile fracture simulation) for the system of coupled equations

and of the fourth-order phase-field formulation (if the geometry of the problem

allows this latter choice).

The combination of these numerical formulations and solution techniques al-

lows the application of the phase-field fracture model to complex shell structures

with a reasonable computational effort. An example of this is represented by

the numerical prediction of the experimental outcome of indentation tests per-

formed on stiffened steel plates, with good matching of the results both in terms

of fracture path and load-displacement curves.

5.1 Recommendations for future work

The research work performed for this thesis presents several possible directions

for development. Among all, the following points are considered to be of major

interest:

� The development of the phase-field method towards its application for the

simulation of real-world structures was a clear focus of this thesis work. Nev-

ertheless, still some gaps need to be closed for a possible use of the method
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at industrial level, at least for special applications. While the necessary ma-

terial fracture parameters for the model are usually known (e.g. the fracture

toughness) or can be determined by the comparison with the results of ex-

perimental tests on simple geometries (e.g. the critical hardening value), the

length scale parameter remains the most uncertain input value for phase-

field fracture simulations. For the brittle fracture case, numerical relations

linking the length scale parameter with the toughness, the stiffness and the

material strength exist and have been demonstrated to provide reliable re-

sults for the prediction of fracture [55]. These relations have not yet been

proven working for complex stress states or in the ductile fracture context.

It is still an open question whether the length scale parameter can be reliably

determined a priori using the abovementioned relations (knowing also that

it is not always possible to determine the tensile strength of a material, due

to its dependence on the presence of defects) or it should be determined on

the base of experimental results. A systematic study campaign devoted to

demonstrating if the length scale can be considered or not as a constant ma-

terial parameter independently on the load conditions and of the situation

of crack nucleation or growth, and how to determine it, would contribute to

the applicability of the phase-field method.

� In the view of simulating real-world structures, but also comparing the re-

sults of experiments and simulations (as for example mentioned in the previ-

ous point), the present isogeometric formulation and implementation needs

to be enhanced with the possibility of handling more complex geometries.

The use of multipatch formulations, even if it increases the range of ge-

ometries that can be simulated, cannot solve the problems in modeling ge-

ometrical features as holes, chamfers or notches in the context of IGA. For

this reason, technologies for handling NURBS trimmed patches need to be

adopted, especially if the geometry to analyze is generated in CAD software,

as usually happens at industrial level. Moreover, the combination of IGA

trimming and adaptive local refinement technologies is challenging but it

can potentially provide great flexibility for modeling advanced geometries.

� One of the most important structural failure mechanism is fatigue. The

extension of the phase-field model for embedding fatigue effects and therefore
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simulating the fatigue failure of shell structures represents an interesting and

promising research field, given the contributions already presented in the

literature. Multiple points need to be addressed, ranging from the difference

between low- and high-cycle fatigue to the experimental validation of the

proposed approaches, including the efficiency of the methodology, which

should not require the simulation of all the load cycles.

Other possible developments related to the thesis work, here briefly mentioned,

include:

� In view of increasing the applicability and use of the phase-field model, ex-

tension of the presented approach to the dynamic framework for the simula-

tion of dynamic fracture and, therefore, of a wider range of failure scenarios.

� Adoption of different plasticity models, for example non-local ones, in order

to avoid the mesh sensitivity effect also in elasto-plastic simulations that do

not employ the phase-field model.

� Simulation of the fracture of thick shell structures by considering different

shell formulations, as for example Reissner-Mindlin shell models.
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Isogeometric analysis (IGA) has been a particularly impactful development in the realm of
Kirchhoff–Love thin-shell analysis because the high-order basis functions employed naturally sat-
isfy the requirement of C1 continuity. Still, engineering models of appreciable complexity, such
as wind turbine blades, are typically modeled using multiple surface patches and, often, neither
rotational continuity nor conforming discretization can be practically obtained at patch interfaces.
A penalty approach for coupling adjacent patches is therefore presented. The proposed method
imposes both displacement and rotational continuity and is applicable to either smooth or non-
smooth interfaces and either matching or non-matching discretization. The penalty formulations
require only a single, dimensionless penalty coefficient for both displacement and rotation cou-
pling terms, alleviating the problem-dependent nature of the penalty parameters. Using this cou-
pling methodology, numerous benchmark problems encapsulating a variety of analysis types, ge-
ometrical and material properties, and matching and non-matching interfaces are addressed. The
coupling methodology produces consistently accurate results throughout all tests. Furthermore,
the suggested penalty coefficient of α = 103 is shown to be effective for the wide range of problem
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inition, is subjected to buckling, vibration, and nonlinear deformation analysis using the proposed
approach.
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1. Introduction

Modern engineering industries often commit significant resources to performing numerical
analyses based on the finite element method. Yet, significant portions of the design-and-analysis
workflow are consumed by time-consuming and labor-intensive activities such as model cleanup
and finite element mesh generation [1]. Hughes et al. [2] sought to improve this outlook with
the introduction of isogeometric analysis (IGA), an analysis approach in which the functions em-
ployed by computer-aided design (CAD) software are directly employed as finite element bases
during analysis. Isogeometric analysis has been particularly impactful in the realm of thin-shell
analysis [3–7]. Kirchhoff–Love theory is typically applied to thin-shell structures—indicated by
R/t ≥ 20, where R is the shell’s radius of curvature and t is its thickness [8]—and assumes that

2

Appendix A: Attached papers

92



transverse shear strains are negligible, a reasonable assumption for many shell structures of in-
terest. Importantly, second-order derivatives appear in the governing variational equations of the
Kirchhoff–Love theory; this implies the necessity of C1-continuous approximation functions. This
condition has always been a major obstacle for the development of efficient finite element thin-shell
formulations. However, in isogeometric Kirchhoff–Love shell analysis that uses, for example, non-
uniform rational B-splines (NURBS), the most widely used spline-based mathematical functions in
CAD and IGA, the C1-smoothness requirement can be naturally satisfied in the interior of NURBS
patches.

Models of complex, real-world objects, such as wind turbine blades, tend to be composed of
multiple patches due to practical or technical limitations in geometry modeling or to capture design
features such as material discontinuities. Despite the many potential advantages offered by isogeo-
metric Kirchhoff–Love shells, they cannot be readily applied to such complex, multi-patch designs;
additional action must be taken to enforce continuity at patch interfaces. Firstly, the patches must
be connected, i.e., C0 continuity must be imposed. For conforming meshes, where the control
points of the two patches are co-located at their interface, this can be easily done by directly cou-
pling the degrees of freedom of the boundary control points on both patches. This is not possible,
however, in the case of non-conforming patches (patches which do share a common boundary in
the physical space but have different discretizations along that boundary), or when patches only
approximately share a common boundary in the physical space, a possible result of CAD model-
ing operations. The term non-matching is used to refer to both of these situations. In traditional
finite element analysis, such geometric mismatches are typically corrected during mesh genera-
tion, ensuring that the resultant mesh is analysis-suitable. Because IGA circumvents mesh gener-
ation procedures, however, the analysis method itself must be capable of coupling non-matching
patches. Additionally, for Kirchhoff–Love shell analysis, C1 continuity must also be imposed on
patch boundaries. Strictly speaking, C1 continuity applies only to smooth patch interfaces, while
complex shell structures typically also include non-smooth patch interfaces, i.e., patches joined
with an angle other than 180 degrees. In such cases, it is the angle between the patches that must
be maintained during deformation analysis. Therefore, the term rotational continuity, rather than
C1 continuity, is used when referring to patch interfaces of arbitrary angle (including smooth inter-
faces). Accordingly, C0 continuity is referred to as displacement continuity.

A significant amount of research effort has been devoted to imposing rotational continuity
within isogeometric Kirchhoff–Love shell analysis of multi-patch structures. In Kiendl et al. [3],
it was shown that, for smooth and conforming patches, the constraint can be fulfilled by direct
coupling of degrees of freedom of the first two rows of control points along the joint boundary,
provided that the control points across this common edge are collinear. As a more general alter-
native, the bending strip method was introduced by Kiendl et al. [9]. It is a penalty-like approach,
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which can couple both smooth and non-smooth patch interfaces. Goyal and Simeon [10] extended
the bending strip approach by proposing alternate formulations that improve problem condition-
ing. In all cases, however, the bending strip method is still restricted to conforming discretizations.
Lei et al. [11], instead, presented a penalty formulation that can handle non-conforming meshes.
However, the method is restricted to smooth patch interfaces. Breitenberger et al. [12] have used
penalty formulations for both displacement and rotational continuity and applied them to com-
plex B-rep CAD models with non-matching interfaces. However, their formulation for rotational
continuity was restricted to rotational deformation less than 90◦, which is a significant limitation
in large deformation analysis and for rotating structures. Duong et al. [13] proposed a different
penalty formulation for rotational continuity, which has no restrictions on the rotational deforma-
tion. However, it was limited to conforming patch interfaces and the penalty parameters must be
selected in a problem-dependent fashion.

Mortar methods have also been used for patch coupling in the context of IGA [14, 15]. How-
ever, the mortar method requires solving a saddle point problem for the Lagrange multiplier which
can sometimes be challenging. Guo et al. [16, 17] and Nguyen-Thanh et al. [18] have developed
formulations for Kirchhoff–Love shell patch coupling based on Nitsche’s method. The advantage
of such formulations is that they are less dependent on stabilization or penalty parameters than
penalty methods. However, the formulations depend on the variational formulation employed and,
as a result, are relatively difficult to implement for general-purpose analysis codes. Citing the com-
plexity of Nitsche’s method, Coox et al. [19] alternatively proposed a Virtual Uncommon-Knot-
Inserted Master–Slave (VUKIMS) coupling technique based on master–slave interface constraints
derived from the interface knot vectors.

The general advantage of penalty methods lies in their simplicity and flexibility. However, an
inherent issue in these methods is the choice of penalty parameters. If the value of the penalty
parameter is too low, the constraint is not satisfied accurately enough. If the penalty parameter
value is too high, the matrices may become ill-conditioned and the solution of the linear system
is prone to large numerical errors. Ideally, penalty formulations should scale with geometric and
material properties in a way that makes the choice of the penalty parameters problem-independent.
Otherwise, these parameters have to be chosen ad-hoc for each problem. They also should scale
with the element size in order to make sure that the penalty error decreases with mesh refinement.
When different constraints, like displacement and rotational continuity, are to be imposed simulta-
neously with penalty formulations, one also has to ensure the correct balance between the different
penalty parameters. This can be very challenging when these parameters are chosen ad-hoc.

In this paper, we present novel penalty formulations for imposing both displacement and rota-
tional continuity in multi-patch Kirchhoff–Love shell analysis. The proposed formulations work
for smooth and non-smooth, matching and non-matching (or conforming and non-conforming)
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patch interfaces. Both displacement and rotational continuity are controlled by a single, dimen-
sionless penalty coefficient and proper scaling of the different penalty terms with the geometric
and material parameters of the problem allows for a problem-independent choice of the penalty
coefficient value. The presented approach shares similarities with those in Breitenberger et al. [12]
and Duong et al. [13]. However, it is shown that the choice of the penalty parameter values is
heavily problem-dependent in those formulations. The presented formulation is tested on a large
series of benchmark problems, from linear to nonlinear analysis and from isotropic to composite
materials. The examples demonstrate the accuracy and robustness of the proposed method. As
a result of these studies, a universal recommendation for the choice of the penalty coefficient is
obtained.

This paper is outlined as follows. In Section 2, the isogeometric Kirchhoff–Love shell formula-
tion and the penalty formulation for patch coupling are presented. An effective selection of penalty
parameters is also proposed. In Section 3, the formulations are evaluated using several linear and
nonlinear benchmark problems, and the effective range of the relatively problem-agnostic penalty
coefficient is demonstrated. In Section 4, the proposed method is applied to the structural analysis
of a realistic composite wind turbine blade; the effectiveness of the method is demonstrated using
linear buckling, vibration, and nonlinear deflection analyses. In Section 5, conclusions are drawn.

2. Shell formulations

2.1. Composite isogeometric Kirchhoff–Love shells

The proposed penalty formulation is dependent on the Kirchhoff–Love shell formulation itself.
Thus, a brief review of the shell formulation is provided. An isogeometric Kirchhoff–Love thin-
shell formulation was first proposed by Kiendl et al. [3] and was reformulated for composite shells
in Bazilevs et al. [20]. The shell formulation is extended to handle general hyperelastic materials
in Kiendl et al. [6]. The details relevant to the penalty formulation for patch coupling are given
here. The variational formulation is based on the principle of virtual work:

δW = δW int − δWext = 0 , (1)

where W is the total work, W int is the internal work, Wext is the external work, and δ denotes a
variation with respect to the virtual displacement variables δu:

δW =
∂W
∂u

δu . (2)
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The internal virtual work is given by

δW int =

∫
Ω

(S : δE) dΩ , (3)

where Ω is the shell volume in the undeformed configuration, S is the second Piola–Kirchhoff

stress tensor, and E is the Green–Lagrange strain tensor.
For the Kirchhoff–Love shell theory, both normal and transverse shear strains are neglected;

only the in-plane strain components are considered. The Green–Lagrange strain is assumed to
vary linearly through the shell thickness and can be expressed as a combination of membrane and
bending strains of the midsurface. Let Greek indices α = 1, 2 and β = 1, 2 denote the in-plane
components. The covariant components of E can be obtained as

Eαβ = εαβ + ξ3καβ , (4)

where εαβ and καβ are the covariant components of the membrane strain tensor, εεε, and curvature
change (due to bending) tensor, κκκ, of the midsurface, respectively, ξ3 ∈ [−0.5t, 0.5t] is the through-
thickness coordinate, and t is the thickness of the shell. Let x

(
ξ1, ξ2

)
be the spatial coordinate of

the midsurface in the deformed configuration with ξ1 and ξ2 being the parametric coordinates used
in defining the midsurface, and aα be the covariant surface basis vectors in the deformed config-
urations, obtained as aα = x,α, where (·),α = ∂(·)/∂ξα indicates the partial derivatives with respect
to ξα. Let geometric variables indicated by ˚(·) refer to the undeformed configuration. Membrane
strain and curvature change coefficients are defined as

εαβ =
1
2

(
aα · aβ − åα · åβ

)
, (5)

καβ = åα,β · å3 − aα,β · a3 , (6)

where a3 is the unit vector normal to the shell midsurface in the deformed configuration, given by

a3 =
a1 × a2

‖a1 × a2‖
. (7)

In this work, linear elastic material behavior is assumed, corresponding to a St. Venant–
Kirchhoff material model. The stress–strain relationship is expressed by

S = �E , (8)

where � is a constitutive material tensor. Introducing Eq. (8) into Eq. (3), separating out the
through-thickness integration, and utilizing the definition of the strain tensor E given in Eq. (4),
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Midplane of 
the laminate

Ply centerline

zk

tk

Figure 1: Composite layup with non-uniform and non-symmetric ply distribution.

one obtains

δW int =

∫
S

δεεε ·


∫ t/2

−t/2
� dξ3

εεε +

∫ t/2

−t/2
ξ3� dξ3

κκκ
 dS

+

∫
S

δκκκ ·


∫ t/2

−t/2
ξ3� dξ3

εεε +

∫ t/2

−t/2
ξ2

3� dξ3

κκκ
 dS , (9)

where S is the shell surface domain. In the case of composite materials, the structure is assumed
to be composed of a number of orthotropic plies. Let k be the index of each ply and �k be the
material tensor of each ply obtained by transforming its orthotropic material tensor from the ply
material coordinates to the shell coordinates. According to the classical laminate theory [21], the
homogenized extensional (membrane) stiffness,�, coupling stiffness,�, and bending stiffness,�,
are given by

� =

∫ t/2

−t/2
� dξ3 =

n∑
k=1

�ktk , (10)

� =

∫ t/2

−t/2
ξ3� dξ3 =

n∑
k=1

�ktkzk , (11)

� =

∫ t/2

−t/2
ξ2

3� dξ3 =

n∑
k=1

�k

tkz2
k +

t3
k

12

 . (12)

In the above, n is the total number of piles, tk is the thickness of the kth ply, and zk is the distance
from the centroid of the kth ply to the mid-plane of the laminate, as illustrated in Figure 1. The
internal virtual work for a composite shell can therefore be defined:

δW int =

∫
S

δεεε · (�εεε +�κκκ) dS +

∫
S

δκκκ · (�εεε +�κκκ) dS . (13)

More details about this formulation can be found in Kiendl [22].
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aA3

aAn

aAt

A

Figure 2: The unit normal vector, aA
3 ; unit tangent vector, aA

t ; and in-plane unit normal vector, aA
n ,

at an edge of patch SA.

2.2. A penalty formulation for non-matching patch coupling

A penalty approach for coupling adjacent patches having either matching or non-matching
discretization and either smooth or non-smooth interfaces is presented here. In the following,
it is assumed that there are two patches, SA and SB, which, in the undeformed configuration,
are approximately co-located along an interface curve, L. For enforcing displacement continuity
between the two patches, the following penalty virtual work is introduced:

δWpd =

∫
L

αd

(
uA − uB

)
·
(
δuA − δuB

)
dL , (14)

where superscripts A and B indicate quantities evaluated on patches SA or SB, respectively, αd is a
penalty parameter of large magnitude, further discussed in the following section, and uA and uB are
the displacements of corresponding locations on SA and SB, respectively, along L. Equation (14)
dictates that, if the distance between points on SA and SB is not the same in the deformed and
undeformed configurations, a large penalty energy is introduced into the system.

The coupling methodology must also maintain the angle formed by patches SA and SB. For
imposing rotational continuity between two patches, the following penalty virtual work is intro-
duced:

δWpr =

∫
L

αr

((
aA

3 · a
B
3 − åA

3 · å
B
3

) (
δaA

3 · δa
B
3 − δå

A
3 · δå

B
3

)
+

(
aA

n · a
B
3 − åA

n · å
B
3

) (
δaA

n · δa
B
3 − δå

A
n · δå

B
3

))
dL , (15)

where αr is a penalty parameter that will be discussed in detail in the following section. In Eq. (15),
we introduce the in-plane unit normal vector, aA

n , which lies in the plane of patch SA and is orthog-
onal to the penalty curve, L. Given the natural tangent vector of the penalty curve on patch SA,
ãA

t , its unit vector, aA
t , can be obtained as aA

t = ãA
t /||ãA

t ||. aA
n can then be computed as aA

n = aA
t × aA

3

(see Figure 2). Note that aA
t and aA

3 are orthogonal unit vectors.
The first term in the right hand side of Eq. (15) penalizes variations in the scalar product of the
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Figure 3: Patch interfaces having an interface angle of (a) 90 degrees and (b) 180 degrees.

normal vectors of the two patches. As will be shown in more detail later, the variation of the scalar
product of two parallel unit vectors vanishes; thus, the formulation is enhanced by the second term
which penalizes variations in the scalar product of the in-plane normal vector of patch SA and the
normal vector of patch SB. Regardless of the patch angle, both terms are calculated and added
together. With this combination, the patches are allowed to form arbitrary angles at their interface.
For patch interfaces forming an angle of 90◦, see Figure 3a, only the first term is active. For patches
having an angle of 180◦ at their interface, see Figure 3b, only the second term is active. For all
other interface angles, both terms are active with complementary strengths.

Finally, the virtual work formulation, Eq. (1), is augmented by the contributions of Eqs. (14)
and (15), and is restated as

δW = δW int + δWpd + δWpr − δWext = 0 . (16)

The above equation states the equilibrium condition of virtual work that must be fulfilled for any
arbitrary variation of the displacement variables δur. Equation (16) is a nonlinear equation system
which can be linearized for the purposes of solving the shell problem using the Newton–Raphson
method:

∂2W
∂ur∂us

∆us = −
∂W
∂ur

. (17)
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The first derivative of the virtual work terms is the residual force vector, whereas the second deriva-
tive yields the stiffness matrix. The contributions from the internal and external virtual work are
detailed in Kiendl et al. [6]. Here, the first and second derivatives of the penalty virtual work are
presented. The derivatives of the displacement penalty virtual work, Eq. (14), are given as follows:

∂Wpd

∂ur
=

∫
L

αd

(
uA − uB

)
·
(
uA
,r − uB

,r

)
dL , (18)

∂Wpd

∂ur∂us
=

∫
L

αd

(
uA
,s − uB

,s

)
·
(
uA
,r − uB

,r

)
dL . (19)

Similarly, the first and second derivatives of the rotation penalty virtual work, Eq. (15), are

∂Wpr

∂ur
=

∫
L

αr

((
aA

3 · a
B
3 − åA

3 · å
B
3

) (
aA

3,r · a
B
3 + aA

3 · a
B
3,r

)
+

(
aA

n · a
B
3 − åA

n · å
B
3

) (
aA

n,r · a
B
3 + aA

n · a
B
3,r

))
dL , (20)

∂Wpr

∂ur∂us
=

∫
L

αr

((
aA

3 · a
B
3 − åA

3 · å
B
3

) (
aA

3,rs · a
B
3 + aA

3,r · a
B
3,s + aA

3,s · a
B
3,r + aA

3 · a
B
3,rs

)
+

(
aA

3,s · a
B
3 + aA

3 · a
B
3,s

) (
aA

3,r · a
B
3 + aA

3 · a
B
3,r

)
+

(
aA

n · a
B
3 − åA

n · å
B
3

) (
aA

n,rs · a
B
3 + aA

n,r · a
B
3,s + aA

n,s · a
B
3,r + aA

n · a
B
3,rs

)
+

(
aA

n,s · a
B
3 + aA

n · a
B
3,s

) (
aA

n,r · a
B
3 + aA

n · a
B
3,r

))
dL . (21)

Equations (20) and (21) require the first and second derivatives of an, which are defined below:

at,r =
1
||ãt||

(
ãt,r −

(
at · ãt,r

)
at

)
, (22)

an,r = at,r × a3 + at × a3,r , (23)

and

at,rs =
1
||ãt||

(
at,s · ãt,r

)
at +

1
||ãt||

2

(
2
(
at · ãt,r

) (
at · ãt,s

)
at −

(
at · ãt,s

)
ãt,r −

(
at · ãt,r

)
ãt,s

)
, (24)

an,rs = at,rs × a3 + at,r × a3,s + at,s × a3,r + at × a3,rs . (25)

Additional details regarding the discretization of the variables used in these expressions can be
found in Kiendl et al. [6]. Note that, for the case of patch coupling at patch edges, ãt is simply
a1 or a2, depending on the edge (a1 and a2 are generally not unit vectors). Thus, the first and
second derivatives of ãt often correspond to the derivatives of a1 or a2. If the penalty formulation is
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integrated over a trimming curve, it is possible to use the tangent of the trimming curve’s projection
on the patch as ãt. Trimming is outside the scope of the present work and will be investigated in
the future.

Remark 1. Close investigation of Eq. (21) reveals the importance of having complementary terms
in Eq. (15). Consider patches forming an angle of 180◦ wherein the vectors aA

3 and aB
3 are parallel.

In this situation, the vector derivative aA
3,s is orthogonal to aB

3 and, similarly, aB
3,s is orthogonal to

aA
3 ; thus, the entire term

(
aA

3,s · a
B
3 + aA

3 · a
B
3,s

)
in Eq. (21) would be equal to zero. Furthermore, in

geometrically linear analysis and in the first step of geometrically nonlinear analysis, the deformed
and undeformed configurations are equivalent and, correspondingly, the term

(
aA

3 · a
B
3 − åA

3 · å
B
3

)
is equal to zero. Thus, in this particular configuration, there is zero penalty stiffness contribution
from the first two lines of Eq. (21); however, there would still be penalty stiffness contribution from
the last two lines of Eq. (21). Conversely, it can be shown that, for configurations wherein patches
form an angle of 90◦, the opposite is true: the last two lines of Eq. (21) have zero penalty stiffness
contribution while the first two lines of Eq. (21) have non-zero penalty stiffness contribution. The
formulations are therefore complementary throughout a range of possible patch angles.

Remark 2. Equations (18)–(21) can also be used to weakly impose boundary and symmetry con-
ditions on a patch. For restraining the displacement on a boundary of patch SA in the case of
simply supported or clamped boundary conditions, one can use Eqs. (18) and (19) and set uB and
its derivatives to zero. For restraining the displacement in the case of a symmetry condition, only
the component of uA normal to the symmetry plane is considered in the equations. For restraining
the rotation in the case of a clamped boundary condition, one can use Eqs. (20) and (21), exclud-
ing the second line of (20) and the last two lines of (21), and replacing aB

3 and åB
3 by åA

n . (Note
that the terms associated with the derivatives of aB

3 become zero.) For restraining the rotation in
the case of a symmetry condition, aB

3 and åB
3 are replaced by the normal vector of the symmetry

plane. Finally, in the case of restraining the displacement and rotation of a symmetry condition,
the resulting terms from Eqs. (18)–(21) are multiplied by two to correctly represent contributions
from both sides of the symmetry plane.

2.3. Implementation

For cases in which the discretization of patches SA and SB is non-matching along L, there are
various possibilities regarding the discretization of L. The discretization of L can theoretically
be entirely independent of the discretizations of both SA and SB. However, for cases which em-
ploy patch coupling along patch edges, one might naturally employ the discretization of SA, SB,
or some combination of the two to construct the penalty terms. For the sake of straightforward
implementation, this work employs the discretization of the patch edge which, across the penalty
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domain L, has the largest number of elements. For cases in which the discretization of both edges
is relatively uniform, this is a conservative choice in that it ensures that the entirety of both edges
is penalized. In contrast, if the coarser discretization is selected, it is possible that some of the
smaller elements would go unconstrained. Of course, the choice of discretization for L could im-
pact the results; this represents a future research opportunity. As the examples in later sections
demonstrate, however, the simple approach described here is often sufficient.

In other configurations, the interface of patches SA and SB may not be a patch edge. Instead,
L may be an intersection of two NURBS surfaces. In general, it may not be feasible to determine
the mathematically exact intersection of the two surfaces; CAD systems are typically tasked with
finding approximate, NURBS-curve representations of such intersections according to system- or
user-defined tolerances. In this case, the integration domain L may be defined by the approximate
intersection curve and the discretizations of L, SA, and SB may not correlate. The proposed
methodology is still applicable in such circumstances.

When evaluating Eqs. (18)–(21), one must integrate over L whilst incorporating variables de-
fined on bothSA andSB. In the numerical setting, Gaussian quadrature points are defined alongL.2

At each quadrature point on L, variables with superscripts “A” or “B” in the penalty formulations
are evaluated at the points on patches SA and SB which are physically nearest to the quadrature
point on L. Note that these nearest points on SA and SB may not be a quadrature point of the
respective patches. For many simple configurations, the corresponding points on L and the two
patches are exactly co-located. For more complex situations (such as the case of non-watertight
geometries), the nearest points can be determined using the approach proposed in Bazilevs et al.
[23, Section 3.4].

It is also important to properly assemble the contributions of Eqs. (18)–(21) to the global system
matrices. This is especially relevant for cases in which the discretization of L does not match the
discretization of one or both of the shell surfaces. In the traditional approach of element-wise
assembly, one would first form the element matrices with respect to the elements of L. However, a
single element ofLmay not correlate with an element in the shells SA or SB, making the assembly
impossible. This problem is resolved by simply assembling the contributions of Eqs. (18)–(21)
directly at each quadrature point to the global matrices. As described above, each quadrature point
on L is associated with the nearest points on SA and SB. For each quadrature point on L, the basis
function information at each of the nearest points on SA and SB can be employed to directly apply
the penalty contributions to the degrees of freedom of the shell problem.

2In this work, the full Gauss quadrature rule is used to integrate L. The effect of different quadrature rules and the
potential for overconstraining and locking are interesting topics that represent avenues for future research.
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2.4. Selection of penalty parameters

A key drawback of penalty methods is that the penalty parameters must be high enough to
ensure constraint satisfaction without creating excessive ill-conditioning. The selection of penalty
parameters, usually performed empirically by the analyst, has a strong influence on the solution
quality. A straightforward strategy is to directly employ a single value for both displacement and
rotation penalties:

αd = αr = α , (26)

where α is an adjustable penalty parameter. As will be shown, this strategy does not ensure that
a given value of α is appropriate for a variety of problem configurations and, in practice, requires
user selection of α based on trial and error.

In this work, it is shown that, rather than requiring user selection of the penalty parameters,
the parameters can be formulated according to the problem configuration, that is, according to
geometry and material properties. A single value of α, scaled by problem-specific parameters,
can then be reliably used for various problems. In this work, the displacement and rotation penalty
parameters are formulated with respect to the shell membrane and bending stiffnesses, respectively,
in order to make the penalty terms dimensionally consistent with the rest of the problem and in
order to scale the terms according to kinematically-relevant stiffness properties:

αd = α
maxi, j

(
Ai j

)
h

, (27)

αr = α
maxi, j

(
Di j

)
h

, (28)

where α is a penalty coefficient, Ai j and Di j are the membrane and bending stiffnesses given in
Eqs. (10) and (12), respectively, h =

(
hA + hB

)
/2, hA and hB are the lengths of the local elements

in the direction most parallel to the penalty curve, i = 1, 2, and j = 1, 2. For uniform isotropic
configurations, the expressions reduce to

αd = α
E t

h (1 − ν2)
, (29)

αr = α
E t3

12 h (1 − ν2)
, (30)

where E is Young’s modulus, t is the shell thickness, and ν is Poisson’s ratio.
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Figure 4: Scordelis-Lo roof problem description and deformation (scaled by a factor of 10 for
visualization).

3. Benchmark examples

A variety of geometrically linear and nonlinear benchmark examples are employed to explore
the behavior of the coupling methodology and the formulations for the penalty parameters pro-
posed in Eqs. (27) and (28). Examples featuring different geometries, material properties, and
analysis types are selected, and a combination of matching and non-matching discretization strate-
gies are used throughout, all to demonstrate the effectiveness and flexibility of the method. The
appropriate range for the dimensionless penalty coefficient, α, is also explored. The geometrically
linear analyses are done by performing only one iteration step of the nonlinear analysis. Lin-
ear systems are solved using direct solvers, eigenvalue problems are solved using a SLEPc-based
Krylov–Schur solver [24, 25], and the highly nonlinear examples in Sections 3.6 and 3.7 employ
the modified Riks (arc length) method [26].

3.1. Scordelis-Lo roof

The Scordelis-Lo roof is a geometrically linear problem from the well-known shell obstacle
course proposed by Belytschko et al. [27] to test accuracy and robustness in complex strain states.
The problem configuration and dimensions of the geometry are shown in Figure 4. The ends of
the geometry are supported by rigid diaphragms while the remaining edges are left unconstrained.
A uniform gravitational load of 90.0 per unit area is applied to the roof, and the resulting linear
deformation is quantified by evaluating the vertical displacement of the midpoint of the free edge.
For the benchmark problem, the thickness and Young’s modulus of the roof are t = 0.25 and
E = 4.32 × 108, respectively. Figure 4 also shows the deformation of the roof.

The geometry of the Scordelis-Lo roof is modeled using multiple NURBS patches of degree 3
with both matching and non-matching discretizations as shown in Figures 5a and 5b, respectively.
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(a) Matching (b) Non-matching

Figure 5: Meshes for the matching and non-matching configurations of the Scordelis-Lo roof.
Thick black lines indicate patch boundaries.

For the purpose of exploring the effective range of α, the deformation of both the matching and
non-matching cases is calculated using the proposed penalty parameter formulations, Eqs. (27) and
(28), and the α-only formulation, Eq. (26), over a range of values of α. This same study is repeated
for cases wherein the shell thickness, t, and Young’s modulus, E, have been modified. Throughout
these studies, analyses are performed using the meshes shown in Figures 5a and 5b with two levels
of h-refinement; the meshes in Figure 5 will be used for the convergence study presented later.

The results of the analyses performed using the benchmark material parameters are shown for
the proposed penalty formulations in Figure 6a and for the α-only penalty formulations in Fig-
ure 6b. The displacements are normalized by a converged reference value, uz = −3.005925× 10−1,
obtained using a single-patch model discretized with 128×128 bicubic elements. As expected, the
results in both cases indicate a range of values of α for which the penalty coupling methodology
is effective and produces the correct result. Also note that accurate results are obtained for both
the matching and non-matching cases. These results clearly show that, if the value of the penalty
parameter is too low, the patch coupling constraint is not enforced. If the penalty parameter value
is too high, the matrices may become ill-conditioned and the solution of the linear system is prone
to large numerical errors. Both scenarios lead to solutions deviating from the reference results. For
this reason, we recommend using a penalty value that is sufficiently high to produce an accurate
result but no higher than necessary.

The results in Figures 6a and 6b alone do not indicate the importance of the proposed penalty
formulations. The value can be understood, however, upon performing the same analysis with dif-
ferent sets of material parameters. The results obtained using a thickness of t = 0.025 instead of
t = 0.25 are shown for the proposed and α-only formulations in Figures 6c and 6d, respectively.
The displacements are normalized by a converged reference value of uz = −32.01045, obtained us-
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(a) E = 4.32 × 108, t = 0.25

α-only formulation
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(b) E = 4.32 × 108, t = 0.25
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(c) E = 4.32 × 108, t = 0.025
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(d) E = 4.32 × 108, t = 0.025
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(e) E = 4.32 × 1012, t = 0.25
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(f) E = 4.32 × 1012, t = 0.25

Figure 6: Vertical displacement at midpoint of the free edge of the Scordelis-Lo roof, normalized
with respect to the converged reference value, with varying penalty value α using the proposed
penalty approach and the α-only approach for both matching and non-matching discretizations
and different combinations of setup variables.
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Figure 7: Vertical displacement at midpoint of the free edge of the Scordelis-Lo roof under h-
refinement for the proposed penalty approach with α = 103.

ing the same single-patch mesh as before. Similarly, the results obtained using a Young’s modulus
of E = 4.32×1012 instead of E = 4.32×108 are shown for the proposed and α-only formulations in
Figures 6e and 6f, respectively. The displacements are normalized by a converged reference value
of uz = −3.005925 × 10−5, obtained from a single-patch simulation.

For the cases employing the α-only penalty formulation, shown in Figures 6b, 6d, and 6f, the
range of values of α that produce accurate results shifts significantly, by as much as five orders of
magnitude, when the problem parameters are changed. This illustrates one of the key drawbacks
of penalty methods: because the effective range of α is problem-dependent, an analyst would be
forced to select the penalty parameter based on experience. In contrast, for the cases employing the
proposed penalty formulations, shown in Figures 6a, 6c, and 6e, the effective range of α remains
consistent for all problem configurations. Specifically, an accurate range of approximately α = 102

to α = 108 is observed. Thus, a value of α = 103 is recommended; this value is high enough to
reliably produce correct results, but is no higher than necessary.

Solution convergence under mesh refinement can also be demonstrated using the proposed
penalty approach. Results are compared to the converged displacement from the single-patch sim-
ulations. The coarsest geometries for the matching and non-matching multi-patch configurations
are shown in Figures 5a and 5b, and refinement is performed via global h-refinement. All analyses
use α = 103. The results in Figure 7 indicate satisfactory convergence for both the matching and
non-matching cases.

3.2. Simply supported plate under sinusoidal load

A simply supported plate problem is employed to study the convergence and conditioning
behavior of the proposed penalty approach. The setup for this problem is shown in Figure 8. The
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Figure 8: Simply supported plate problem description and deformation (scaled by a factor of 200
for visualization).

(a) Matching (b) Non-matching (c) Quarter

Figure 9: Meshes for the matching and non-matching full geometry configurations and the quarter
geometry configuration of the simply supported plate.

square plate is subjected to a sinusoidal pressure load of p(x, y) = p0 sin(πx/L) sin(πy/L). The
example and results included here utilize a plate with L = 12.0, thickness t = 0.375, Young’s
modulus E = 4.8 × 105, Poisson’s ratio ν = 0.38, and load amplitude p0 = 1.0. The plate
deformation is evaluated at the center of the plate, the location of maximum displacement, and is
compared to the analytical solution [28],

umax =
p0L4

4π4D
, where D =

Et3

12(1 − ν2)
. (31)

The deformation of the plate is also shown in Figure 8.
To evaluate the performance of the penalty approach for patch coupling and for imposing sym-

metry conditions, a variety of configurations of this problem are considered. A full plate geometry
with four NURBS patches of degree 3 is used to assess patch coupling, while a quarter plate ge-
ometry with a single patch of degree 3 is used to assess the enforcement of symmetry conditions.
In the full plate geometry, both matching and non-matching mesh configurations are investigated,
as shown in Figures 9a and 9b, respectively. Figure 9c shows the mesh configuration of the quarter
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Figure 10: Normalized displacement at the plate center and condition number of the stiffness

matrix with varying α.
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Figure 11: Relative error of the displacement at the plate center and condition number of the plate

stiffness matrix under h-refinement with α = 103. The number of elements for the quarter patch

results is scaled by four for comparison.

plate geometry.

For each analysis, the displacement at the center of the plate and the condition number of the

stiffness matrix are calculated. Results for both displacement and condition number with varying

α are shown in Figure 10. These results use the meshes shown in Figure 9 with three levels of

h-refinement. The displacement values indicate the same effective range of α demonstrated in

Section 3.1 for each configuration, while the condition number increases with α as expected. The

convergence of the displacement and condition number are also studied for the plate under h-

refinement, as shown in Figure 11. All convergence results are computed with α = 103, and the

number of elements in the quarter plate configurations is scaled by four for comparison with the

full plate geometry. The refinement study highlights the fact that the condition number increases

19

A.1. Paper 1

109



w

h

L

pinned ends

Fx

y
z

L = 20.0
w = 2.0
h = 2.0
F  = 10.0

Figure 12: T-beam problem description and deformation (scaled by a factor of 10 for visualization).

with refinement. While this feature helps with overall solution convergence under refinement, it
also dictates that, for some cases with excessive refinement, the results may deteriorate.

3.3. T-beam

Complex shell structures typically also include non-smooth patch interfaces, i.e., patches joined
with a certain angle; the angle between the patches must be maintained during deformation analy-
sis. An example of this is a T-beam, as depicted in Figure 12. The T-beam is modeled using two
planar geometries which are orthogonal at their interface. As shown in Figure 12, one end of the
beam is pinned and a force of F = 10.0 is applied to one corner of the opposite end in the −z

direction. Figure 12 also indicates the dimensions of the geometry. The patches have a Young’s
modulus of E = 1.0 × 107, a thickness of t = 0.1, and a Poisson’s ratio of ν = 0.0. The deformed
geometry is shown in Figure 12.

The T-beam is modeled using two NURBS patches of degree 3. Again, both matching and non-
matching mesh configurations are constructed as shown in Figures 13 and 14. For the analyses
considered here, two h-refinements are performed on each of the meshes shown in Figures 13
and 14. The geometrically linear analysis is performed, and the angle between the patches at the
end of the beam is calculated. If the patches have been properly coupled, an angle of 90◦ should
be maintained. The left side of Figure 15 shows the resultant angle between the two patches
for both the matching and non-matching cases for a range of α values. Note that, for relatively
low values of α, the structure is effectively unconstrained at its interface, resulting in an angle
of approximately 93.5◦ between the patches. However, in the range of approximately α = 10−2

to α = 102 the constraint begins to take effect, resulting in the desired angle of 90◦ between the
patches for α > 102. Again, a wide range of acceptable values of α is observed; the range is
similar to those observed in the previous examples. Thus, the suggested value of α = 103 remains
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Figure 13: Meshes for the matching (left) and non-matching (right) configurations of the T-beam
problem.

(a) Matching

(b) Non-matching

Figure 14: Top view of meshes for the matching and non-matching configurations of the T-beam
problem. Circular markers indicate discretization of perpendicular patch.
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Figure 15: Angle between patches of the T-beam (left) and total twist at the end of the vertical
patch (right) with varying penalty value α for both matching and non-matching configurations.

appropriate in this case.
The right side of Figure 15 shows the total twist at the free end of the T-beam measured using

the vertical patch. When the penalty value is too low, the patches are effectively uncoupled and the
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Figure 16: Plate buckling problem description and the deformation for the first buckling mode
(color contour indicates relative displacement magnitude).

strain energy is not transferred to the vertical patch, resulting in a twist angle of zero degrees. As
the penalty value increases, a consistently reasonable twist angle is observed. Similar results are
obtained for both the matching and non-matching configurations.

3.4. Plate buckling

Another important type of analysis that is commonly performed in the design of shell struc-
tures, such as wind turbine blades, is linear buckling analysis. Thus, the performance of the pro-
posed penalty formulation is also explored in the context of linear buckling. Linear buckling
analysis, or eigenvalue buckling analysis, entails solving the equation(

Klin + λiKg

)
vi = 0 , (32)

where Klin is the linear stiffness matrix of the structure, Kg is the geometric stiffness matrix based
on the applied load, and λi is the ith eigenvalue associated with mode vector vi. In this context, an
eigenvalue λi is a scalar multiplier of the applied loads that will, in theory, cause buckling of the
structure; vi is the corresponding buckling mode shape.

A plate is employed in a simple buckling configuration, as shown in Figure 16, with one end
clamped and the other supported in the vertical direction. The problem is modeled using both
matching and non-matching multi-patch configurations. All of the patches are bicubic NURBS
surfaces. The discretization of the patches is shown in Figure 17. The patch sizes are intentionally
selected such that the patch boundaries do not occur on axes of symmetry. This makes the problem
more difficult because, if the penalty does not function properly, it may produce a non-symmetric
result. For this problem, Young’s modulus is E = 1.0 × 103, Poisson’s ratio is ν = 0.0, thickness is
t = 0.1, and the applied distributed force is P = 1.0 in terms of force per unit length.
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(a) Matching

(b) Non-matching

Figure 17: Meshes for the matching and non-matching configurations of the plate buckling prob-
lem.
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Figure 18: Buckling load factor with varying α for both matching and non-matching configurations
of the plate buckling problem.

The plot in Figure 18 indicates that, for a similar range of α parameters observed in the previous
problems, the multi-patch configurations produce buckling load factors of sufficient accuracy when
compared to a converged result obtained using a single-patch configuration. This illustrates the
accuracy of the proposed formulation in the context of linear buckling analysis. Also note that the
suggested value of α = 103 is appropriate here.

3.5. Nonlinear slit annular plate

All of the examples considered thus far have employed linear analysis. However, the presented
methodology is also applicable in the geometrically nonlinear setting. Sze et al. [29] identified
and reproduced a number of common benchmark problems for nonlinear analysis, one of which is
a slit annular plate subjected to a lifting line force. The slit annular plate problem is reproduced
using multi-patch models to verify the proposed coupling methodology in the nonlinear setting.

The slit annular plate setup and deformation are illustrated in Figure 19. One side of the slit is
clamped, while the other is allowed to freely deform under the applied distributed force, P. The
deformation is quantified by tracking the vertical displacement of points A and B, identified in
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Figure 19: Nonlinear slit annular plate problem description and deformation.

(a) Matching (b) Non-matching

Figure 20: Meshes for the matching and non-matching cases of the nonlinear slit annular plate.
Thick black lines indicate patch boundaries.

Figure 19, at incremental loads up to P = 0.8. Young’s modulus is E = 21.0 × 106, thickness is
t = 0.03, and Poisson’s ratio is ν = 0.0.

Refinement studies are not typically performed for the slit annular plate problem in the litera-
ture. However, because cases with different discretizations are considered in this work, a refine-
ment study is performed for both matching and non-matching configurations to ensure that the
results are comparable. For all of the cases, cubic NURBS patches are employed. The coarsest
meshes used in the refinement study are shown in Figure 20, and the displacement of point B due
to the the maximum load of P = 0.8 under h-refinement is shown in Figure 21. For this analysis,
the recommended value of α = 103 is employed. Convergence is achieved with approximately two
h-refinements for both the matching and non-matching cases. Thus, these levels of refinement are
used for the following verification of α.
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Figure 21: Vertical displacement at point B of the slit annular plate under h-refinement for both
matching and non-matching configurations.
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Figure 22: Vertical displacement at points A and B of the slit annular plate due to the maximum
applied P for varying values of α.

Figure 22 shows the displacements at A and B for the maximum load of P = 0.8 and a range of
α values. The accuracy of the method is clearly demonstrated for α = 102 through α = 106, with
identical results obtained in both the matching and non-matching cases. In nonlinear analysis, a
badly conditioned problem is more likely to exhibit divergent behavior, as is the case for α ≥ 107

for this problem. Still, the problem is tractable for a wide range of values of α, and the acceptable
range is similar to the range observed in the previous examples. The suggestion of α = 103 remains
appropriate.

Figure 23 shows the displacements of point A and point B under varying applied forces both
for the presented methodology and as reported by Sze et al. [29] using a 6 × 30 mesh of four-node
S4R elements in ABAQUS [30]. A penalty coefficient of α = 103 is used for this comparison, and
good agreement with the reference results is observed over the entirety of the load spectrum.
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Figure 23: Vertical displacement of points A and B versus applied distributed load for the nonlinear
slit annular plate with α = 103.

3.6. Nonlinear pinched semi-cylindrical shell

The proposed methodology, and in particular the penalty parameter formulations (27) and (28),
were also designed to accommodate composite materials. Here, the performance of the proposed
method is investigated using a nonlinear pinched semi-cylinder example, shown in Sze et al. [29],
featuring isotropic and laminated materials. Figure 24 illustrates the setup and the deformation
of the problem. The semi-cylindrical shell is subject to a point load at the middle of the free
end of the cylinder. The other end is fully clamped. Along its longitudinal edges, the vertical
displacement and the rotation about the y-axis are constrained. For the isotropic configuration,
material parameters are E = 2.0685 × 107 and ν = 0.3, while for the laminated configuration
EL = 2.0685 × 107, ET = 0.517125 × 107, GLT = 0.7956 × 107, and νLT = νTT = 0.3. Ply
configurations of [0/90/0] and [90/0/90] are used, with each ply having a thickness of t = 0.01.
The total shell thickness is t = 0.03 for all cases. The applied load of F = 2000 is scaled by the
load factor λ, where 0 < λ ≤ 1.

Due to symmetry, the problem is solved by modeling only one half of the structure. The
boundary and symmetry conditions are imposed using the proposed penalty approach. A single-
patch configuration as well as a non-matching multi-patch configuration are considered to highlight
the formulations’ performance in the context of nonlinear analysis of composite shells. In both
cases, quadratic NURBS patches are used. The two configurations are shown in Figure 25. Note
that the multi-patch model includes penalties for clamping, symmetry, and non-matching patch
coupling.

Displacements at the location of the applied load under the full load of F = 2000 are shown
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Figure 24: Nonlinear semi-cylinder problem description and deformation at the maximum applied
load for the isotropic material case.

(a) Single patch (b) Non-matching multi-patch

Figure 25: Meshes for the single-patch and non-matching multi-patch cases of the half geometry
of the semi-cylinder. Thick black lines indicate patch boundaries.

for the multi-patch model over a range of penalty parameter values in Figure 26. The results are
consistent between α = 102 and α = 105, demonstrating the stability of the proposed methodology
and confirming the choice of the penalty coefficient of α = 103. The displacements at the loca-
tion of the applied load for varying load levels and using α = 103 are shown in Figure 27. Good
agreement with the reference results [29] is observed for all discretizations and material configura-
tions considered, indicating the effectiveness of the proposed method even for nonlinear composite
applications.
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Figure 26: Vertical displacements at the point where the load is applied for the nonlinear semi-
cylinder at the maximum load for varying α. The study is performed for the non-matching multi-
patch model. The simulations did not converge at α = 106 for the isotropic and [0/90/0] cases, and
at α = 100 for the [90/0/90] case.
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Figure 27: Load factor versus vertical displacement for the nonlinear semi-cylinder problem with
α = 103.

3.7. Hinged cylindrical shallow roof

To further demonstrate the effectiveness of the proposed penalty formulation for challenging,
nonlinear problems, the approach is applied to the hinged cylindrical shallow roof [29], a struc-
ture involving challenging snap-through and snap-back behaviors in both isotropic and laminated
configurations. The problem description and the dimensions of the shallow roof are shown in Fig-
ure 28. The shell structure has hinged supports along two edges and is subjected to a concentrated
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Figure 28: Shallow roof problem description and deformation at the maximum applied load for the
isotropic material case.

(a) Single patch (b) Non-matching multi-patch

Figure 29: Meshes for the single patch and non-matching multi-patch cases of the quarter geometry
of the shallow roof. Thick black lines indicate patch boundaries.

load up to F = 3000. Both isotropic material (E = 3102.75, ν = 0.3) and laminated material
(EL = 3300, ET = 1100, GLT = 660, νLT = νTT = 0.25) are considered; in the case of laminated
material, two different ply configurations, [0/90/0] and [90/0/90], are considered. All plies are
equal in thickness, having a total shell thickness of t = 6.35.

Due to symmetry, only a quarter of the structure is modeled and symmetry conditions are
applied with the proposed penalty formulation. As in the previous example, both single-patch
and non-matching multi-patch configurations are considered for the quarter geometry (Figure 29),
employing bivariate NURBS of degree 2. The load F is scaled by the load factor λ (0 < λ ≤ 1)
and applied incrementally up to the maximum value of 3000.

Figure 30 shows the displacement of the central point under the maximum load for different α
values. This study is performed for the non-matching multi-patch model featuring one quarter of
the structure with patch coupling and symmetry conditions applied using the penalty method. The
trend of the results is similar to those of the previous analyses; non-convergence is observed for
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Figure 30: Vertical displacement of the central point of the shallow roof under the maximum load
for various values of the penalty parameter α. The study is performed for the non-matching multi-
patch model featuring one quarter of the structure.

high values of the penalty parameter, due to poor conditioning, while stable results are obtained
for 102 ≤ α ≤ 106.

The results of the nonlinear simulations for the isotropic and laminated cases throughout the
load range and for both discretization strategies are shown in Figure 31. The results show good
agreement with the reference solutions [29]. Furthermore, the results confirm the validity of the
proposed formulation and α = 103 for highly nonlinear problems, including complex snap-through
and snap-back situations, for both isotropic and laminated materials.

4. Application to wind turbine blade analysis

Wind turbine blade design and analysis is an example of a field in which the use of isogeo-
metric Kirchhoff–Love shell analysis could be especially advantageous. Due to the complexity of
wind turbine blade structures and the wide range of conditions they must withstand, thorough blade
design is a highly iterative process that is governed, in part, by workflow automation and analy-
sis efficiency, both of which may be improved through the application of IGA. The isogeometric
Kirchhoff–Love shell formulation has been shown to accurately capture the dynamic kinematic
behavior of wind turbine blades [31, 32]. This formulation has also been employed for numerous
fluid–structure interaction (FSI)-based analyses of full-scale wind turbines [20, 23, 33–35] and for
IGA-based parametric design and optimization of a simplified blade design [36, 37]. The blades in
the aforementioned work were modeled using a single-patch NURBS or T-spline surface, or mul-
tiple matching NURBS patches coupled using the bending strip method. In this work, a complex
5 MW blade design with shear webs and discontinuous composite definitions is modeled using
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(b) Laminated [0/90/0]
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(c) Laminated [90/0/90]

Figure 31: Vertical displacement of the central point versus applied distributed load for the nonlin-
ear shallow roof with α = 103.

multiple non-matching NURBS patches that are coupled using the proposed penalty approach.

4.1. Blade definition

Resor [38] developed a detailed, composite wind turbine blade design based on the basic 5 MW
blade design proposed by Jonkman et al. [39]. Resor [38] discusses geometry and material design
details as well as comprehensive design analysis procedures. Due to its realistic material distribu-
tion, this NREL/SNL 5 MW blade design is a good candidate for demonstrating the effectiveness
of the presented coupling methodology for complex composite structures.

Figure 32 shows the NREL/SNL 5 MW wind turbine blade geometry modeled using NURBS
surfaces of degree 3. Note that the thick black lines indicate the edges of the 27 NURBS patches.
The blade shell is modeled with multiple patches to accurately capture sharp discontinuities in ma-
terial definition at the patch edges. The shear webs must also be modeled as independent NURBS
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Material Zone Stack Usage

Leading Edge (LE) 1,2,3,2
LE Panel 1,2,3,7,2
Spar Cap 1,2,3,4,2
Trailing Edge (TE) 1,2,3,2
TE Reinforcement 1,2,3,5,6,2
TE Panel 1,2,3,6,2
Shear Web 8,9,8

Figure 32: NREL/SNL 5 MW wind turbine blade geometry, discretization, and stack usage for
each material zone. Element edges indicated by grey lines, patch edges indicated by thick black
lines.

!A

!B

L

Figure 33: Non-matching discretization between the patches used to model the spar cap (red) and
shear web (blue) of a wind turbine blade. Control point locations indicated by spheres.

surfaces. Even in this relatively straightforward geometrical configuration, it is somewhat difficult
to ensure matching spanwise discretization for all patches, as shown in Figure 33, highlighting the
value of a methodology for coupling non-matching patches.

Each of the colored regions in Figure 32 indicates a unique composite material stacking se-
quence. Furthermore, each material stack in each of these zones has a unique thickness profile
along the blade’s span. The stacking sequence in each material zone, in terms of stack ID, is
shown in Figure 32. The name, material, and spanwise thickness distribution of each stack is given
in Figure 34. Material properties and other details can be seen in Resor [38]. Note that Resor [38]
assumes that material thicknesses are constant in between a predefined set of spanwise stations.
In the present work, material thicknesses are defined as piecewise linear functions of blade span
which are evaluated at every quadrature point when determining homogenized material properties.
This smoother material distribution is expected to influence results only slightly.
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Stack ID Stack Name Material

1 Gelcoat Gelcoat

2 Triax Skins SNL Triax

3 Triax Root SNL Triax

4 UD Carbon UD Carbon

5 TE UD Glass E-LT-5500

6 TE Foam Foam

7 LE Foam Foam

8 DB Saertex Saertex

9 SW Foam Foam

Figure 34: Thickness distribution as a function of blade span for all material stacks as well as stack
IDs, names, and materials.

4.2. Linear buckling analysis

All examples considered thus far have been either isotropic configurations, for which the
penalty formulations are given by Eqs. (29) and (30), or composite configurations featuring a
uniform composite definition, for which the penalty formulations are given by Eqs. (27) and (28).
Some composite structures, however, especially wind turbine blades, may have composite defini-
tions that are not uniform. Specifically, sharp material discontinuities can even occur in between,
for example, a blade’s spar cap—which has a thick, stiff material definition—and the leading and
trailing edge panels, which are comparatively weak. Because the penalty parameter formulations
should be based on local material properties, it is necessary to identify formulations capable of
addressing such discontinuities.

A number of possible formulations which resolve discontinuities in material description are
explored here. Linear buckling analysis, as described in Eq. (32), is employed for this study be-
cause it is among the most important types of analyses performed for wind turbine blade structural
design and is one of the primary uses for three-dimensional shell models. Aerodynamic loads
are generated using NREL’s FAST [40], an aeroelastic wind turbine modeling software that uses
engineering models such as blade element momentum theory to simulate the dynamic structural
and aerodynamic performance of wind turbines. The NREL/SNL 5 MW wind turbine is simulated
under a 50-year extreme wind condition having 70 m/s winds, a fixed rotor, blades feathered to
90◦, and 15◦ of yaw misalignment as specified by design load case (DLC) 6.1 in the IEC 61400
design standard [41]. This is commonly a design-governing load case in wind turbine blade de-
sign. The aerodynamic loads at the time instance featuring the largest blade root bending moment
in the flapwise direction are collected and applied to the IGA-based buckling analysis through
chordwise-constant but spanwise-variable distributed loads.
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The various approaches considered for the penalty parameter formulations are described below.
In the following, i and j are restricted to i = 1, 2 and j = 1, 2.

• Minimum: The minimum local stiffness between patches A and B is selected. The intent
of this method is to yield a penalty value that is sufficiently high locally without producing
penalty values that are excessively high with respect to less stiff portions of the model.

αd = α
min

(
maxi, j

(
AA

i j

)
,maxi, j

(
AB

i j

))
h

, (33)

αr = α
min

(
maxi, j

(
DA

i j

)
,maxi, j

(
DB

i j

))
h

. (34)

• Maximum: In this method, the maximum local stiffness between patches A and B is se-
lected. This method prioritizes maximizing the influence of the penalty locally.

αd = α
max

(
maxi, j

(
AA

i j

)
,maxi, j

(
AB

i j

))
h

, (35)

αr = α
max

(
maxi, j

(
DA

i j

)
,maxi, j

(
DB

i j

))
h

. (36)

• Average: This method dictates that, between patches A and B, the average local stiffness
should be used in the penalty formulation. This approach seeks to allow the material prop-
erties of both patches to influence the penalty parameter.

αd = α
maxi, j

(
AA

i j

)
+ maxi, j

(
AB

i j

)
2h

, (37)

αr = α
maxi, j

(
DA

i j

)
+ maxi, j

(
DB

i j

)
2h

. (38)

• Minimum Transverse: In this approach, the material matrices are rotated such that the e̊1

direction of the rotated matrices, �̃ and �̃, is consistent with the local tangential direction
of the penalty curve. Then, the stiffness transverse to the penalty curve, or Ã22 and D̃22, can
be directly used in the formulation. Between the two patches, the minimum Ã22 or D̃22 is
selected, citing the same logic employed in the “Minimum” approach.

αd = α
min

(
ÃA

22, Ã
B
22

)
h

, (39)
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Figure 35: Lowest buckling load factor as a function of α for the various possible methods of
formulating the penalty parameter for composite configurations featuring material discontinuities.

αr = α
min

(
D̃A

22, D̃
B
22

)
h

. (40)

Each of these methods is used with a range of α values in buckling analysis of the NREL/SNL
5 MW blade, as shown in Figure 35. Due to the technical challenges presented in this problem, such
as the large number of penalty coupling curves (51) and highly non-uniform material definition
across the blade structure, one should not expect a level of α parameter flexibility comparable to
that seen in previous benchmark examples. Still, all methods feature a plateau at around α = 102

to α = 104, reinforcing the validity of using α = 103 in general.
Both the “Maximum” and “Average” methods are shown to decrease in accuracy more quickly

than the “Minimum” and “Minimum Transverse” methods with increasing α. Because the “Min-
imum” and “Minimum Transverse” methods utilize similar logic and exhibit comparable perfor-
mance, we recommend using the “Minimum” method for the sake of implementation simplicity.
The first three buckling modes obtained using this approach and α = 103 are shown in Figure 36,
and the “Minimum” method is used for the remainder of the analyses.

4.3. Vibration analysis

A blade’s vibration characteristics are another potential design-driver. It is critical that a blade’s
natural frequencies of vibration do not align with certain turbine operational frequencies, such as
the rotor’s rotational speed or the fundamental tower frequency, in order to avoid resonance. Linear
vibration analysis is performed by considering the eigenvalue problem(

Klin − λiM
)

vi = 0 , (41)
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Figure 36: First (top), second (middle), and third (bottom) buckling modes of the NREL/SNL
5 MW blade using α = 103. Color contour indicates relative magnitude of deflection in buckling.

,
10-2 100 102 104 106 108

Fr
eq

ue
nc

y 
(H

z)

0

2

4

6

8

1st flapwise
1st edgewise
2nd flapwise
2nd edgewise
3rd flapwise
1st torsion

Figure 37: NREL/SNL 5 MW blade frequencies of vibration using the proposed methodology and
a range of values of α.

where Klin is the linear stiffness matrix of the structure, M is the mass matrix, and λi is the ith

eigenvalue associated with mode vector vi. The relation of the ith frequency of vibration, ωi, to the
eigenvalue is given by the equation ω2

i = λi.
Vibration analysis results using a range of α values are shown in Figure 37. Again, consistent

behavior is seen over a range of values of αwith α = 103 remaining appropriate. Because vibration
analysis is not load-dependent, the results can also be reasonably compared to the results found in
Resor [38]. Although the model developed by Resor [38] does not evaluate the material thickness
distributions the same way as the IGA-based framework—that is, material thicknesses aren’t eval-
uated at every quadrature point, leading to a less smooth distribution overall—the comparison in
Table 1 demonstrates good agreement overall.
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Mode Ref. Frequency IGA Frequency Difference
(Hz) (Hz) (%)

1st flapwise 0.87 0.919 5.63
1st edgewise 1.06 1.054 0.57
2nd flapwise 2.68 2.809 4.81
2nd edgewise 3.91 3.886 0.61
3rd flapwise 5.57 5.666 1.72
1st torsion 6.45 6.698 3.84

Table 1: Comparison of vibration analysis results between the reference [38] and the proposed
IGA-based method with α = 103.
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Figure 38: Maximum flapwise tip deflection due to nonlinear analysis for a range of values for α.

4.4. Nonlinear deflection analysis

Maximum blade tip deflection is yet another important consideration in wind turbine blade
design, especially as longer and more flexible blades are developed. Care must be taken to ensure
that there is appropriate clearance between the rotor and the tower. The same loads that are used
in Section 4.2 are applied and nonlinear deformation analysis is performed for a range of α values,
as shown in Figure 38.

Because a large number of penalty curves and a variable composite material definition are
used, nonlinear convergence is more difficult to achieve for excessively large values of α. Still,
a consistent value for tip deflection can be seen from approximately α = 102 to α = 104. From
α = 102 to α = 103, a change in tip deflection of only 0.037% is observed. Similarly, from α = 103

to α = 104, a change in tip deflection of 0.029% is observed. This reinforces the validity of using
α = 103 in general and indicates that the proposed method is appropriate for nonlinear analysis
of structures featuring material stiffness discontinuities at patch-coupling interfaces. Finally, the
nonlinear deformation of the NREL/SNL 5 MW blade using α = 103 is shown in Figure 39.
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Figure 39: Deformation of the NREL/SNL 5 MW blade due to nonlinear analysis using α = 103.

5. Conclusion

A new approach for penalty coupling of NURBS patches with non-matching interfaces is pro-
posed. The proposed penalty parameters are dimensionally consistent and the choice of the penalty
coefficient is problem-independent. The formulations are based on local stiffness properties and
are stated for isotropic and composite configurations, as well as for the unique case of composite
configurations with stiffness discontinuities at the coupling interface.

The proposed patch coupling approach is demonstrated on a number of benchmark problems
from the literature. For all problems, accurate kinematic performance is observed for a relatively
consistent range of penalty coefficient values. As a result, it is suggested that a dimensionless value
of α = 103 be used regardless of problem type or configuration. Through the benchmark problems,
the method is shown to be useful for linear, nonlinear, and buckling analyses, for both matching and
non-matching discretizations, and for problems involving both isotropic and composite materials.

In order to demonstrate the utility of the proposed approach for complex, large-scale industrial
problems, the penalty coupling methodology is applied to the NREL/SNL 5 MW wind turbine
blade, a realistic blade model with spanwise- and chordwise-variant composite material defini-
tions. Patch boundaries are used to capture sharp material discontinuities; the blade is therefore
modeled using 27 NURBS patches and 51 penalty coupling curves. Because it has a compos-
ite definition with a number of material stiffness discontinuities, this example is used to confirm
the good performance of the proposed penalty parameter formulations relative to some alterna-
tive formulations. Buckling, vibration, and deformation analyses are performed. Using α = 103,
analysis results that are reasonably consistent with the reference results are obtained. Thus, the
proposed patch coupling approach has great potential for addressing a wide variety of multi-patch
shell analysis problems.

As previously mentioned, one potentially fruitful future use of this methodology would be to
use the it in the context of trimmed NURBS geometries. For complex geometries, patch inter-
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sections are commonly used to trim NURBS patches. In the analysis setting, these interfaces are
often considered to be rigidly coupled. Hence, the proposed penalty methodology could be applied
to such trimming curves, which are defined in the parametric space of the NURBS surfaces. Of
course, some other approach, such as adaptive refinement, would have to be employed to accom-
modate proper treatment of the trimmed portions of the NURBS surfaces.

Finally, although only linear elastic material behavior is considered in this work, we believe
the proposed penalty formulations can be readily extended to nonlinear materials. This will also
be investigated in the future.
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Micro Abstract
We present a phase-field approach to model brittle fracture in plates and shells. For structural analysis,
the discretization of the geometry is performed using an isogeometric Kirchhoff-Love shell formulation,
extended to local refinement with LR B-splines in order to properly resolve the mesh in the cracked
regions, improving the accuracy and efficiency of the analysis.
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Introduction

The simulation of fracture of structural members plays an important role in many engineering
applications, both at the design step and during inspections of in-service structures. In this
contribution we focus on thin parts like plates and shells.
The structural model employs Isogeometric Analysis (IGA), a very promising technique introduced
by Huges et al. [3]. This method uses Non Rational B-Splines (NURBS) for the description of
the geometry, as CAD commercial programs do, making the approach very favourable because
meshing of the model for the structural analysis is not required. The smoothness of the basis
functions and the continuity across the element boundaries make the implementation of a
rotation-free isogeometric Kirchhoff-Love formulation for shell elements highly favourable [7].
In the last years, the phase-field approach for the description of brittle fracture has been
developed. With this method, it is possible to approximate sharp cracks with a continuous field
in which the discontinuity is represented by a smeared transition of the parameter between the
values referred to broken and unbroken material.
The phase field approach to brittle fracture was recently coupled with the isogeometric rotation-
free formulation for plates and shells by Kiendl et al. [6]. In order to properly resolve the phase
field in the cracked regions, fine meshes are required. Due to the tensor product properties of
NURBS, local refinement of the mesh is not possible in traditional Isogeometric Analysis. In
order to improve the efficiency of the analyses in terms of computational costs, we employed local
refinement (LR) of the mesh using B-splines as basis functions, as described by Johannessen et
al. [5].

1 Modelling and implementation aspects

The model used for the analyses employs a discretization of the geometry using an isogeometric
Kirchhoff-Love shell formulation [7] with LR B-splines [5]. For the characterization of brittle
fracture, we follow a variational formulation with the phase field discretized by the same basis
functions as the geometry, assuming geometrical linearity (small strains and small deformations).
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1.1 Phase field formulation of fracture for shells

The evolution of the crack is controlled by the minimization of the functional of the free energy
over the body, as defined by Francfort and Marigo [4]:

E(ε,Γ) =

∫

Ω
ψe(ε)dΩ +

∫

Ω
ψs(s,∇s)dΩ (1)

where the first integral expresses the elastic strain energy. The second one computes the fracture
energy by approximating and replacing the traditional integration computed over the set of
crack surfaces [2]. In the adopted formulation, the fracture energy density ψs(s,∇s) depends on
the phase field parameter s:

ψs(s,∇s) = Gc

(
1

4`0
(1− s)2 + `0|∇s|2

)
(2)

in which Gc is the fracture toughness of the material. The approximation of the crack topology
by the continuous field s is governed by the length scale parameter `0 that defines the amount
of smearing of the phase field around the fracture surface. For `0 → 0, the solution converges
to sharp crack topology and Griffith’s linear elastic fracture mechanics solution [8]. Other
than being a regularization parameter for the model, `0 depends also on the properties of the
considered material, in particular the fracture stress/strain and the fracture toughness [1]. Thus,
the choice of the length scale parameter is crucial for the simulation. The mesh of the model has
to be sufficiently fine in the crack region in order to resolve `0, so a reduced size of the elements
is often required in this area.
The strain tensor ε can be split into its tensile and compressive contribution. This is required for
a correct characterization of the fracture process, preventing cracking to occur in compression.

ε = ε+ + ε−. (3)

Consequently, also the strain energy density and the stress tensor can be split in the same
components. Characterization of the fracture occurs by degradating the tensile terms according
to a degradation function:

g(s) = (1− η) s2 + η, (4)

where 0 < η � 1 for numerical stability of the model in fully cracked situation.
The strong form of the problem is so obtained as momentum and phase field equations:

div σ = 0, (5)
(

4 `0(1− η)ψ+
e

Gc
+ 1

)
s− 4 `20∆s = 1. (6)

Irreversibly of the cracking process is guaranteed by replacing ψ+
e whit the so-called history field

H, which expresses the maximum of the positive strain energy density over time [8].
In the rotation-free shell formulation a curvilinear coordinate system is used, with θ1, θ2 referring
to the midsurface, and θ3 to the thickness direction. At any point of the shell continuum, the
two-dimensional strain tensor can be retrieved by:

ε(θ3) = εm + θ3κ. (7)

For determining this quantity, membrane strains εm and curvature changes κ are required,
which depend only on the midsurface displacement field. The stress tensor (σ(ε)) and strain
energy density (ψe(ε)) can be obtained from the strain tensor applying linear elasticity, under
the assumption of plane stress.
In the adopted shell formulation, the split of the strain energy surface density (strain energy per
unit area of the midsurface) is performed by integrating along the thickness:

Ψ±e =

∫ h/2

−h/2
ψ±e (θ3)dθ3. (8)
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The integral is computed numerically and, at every thickness integration point, the strain tensor
is decomposed into compressive and tensile components, in order to degradate the positive
component according to g(s) [6]. The energy functional from Equation 1 is so computed,
integrating over the shell midsurface:

E`0(εm,κ, s) =

∫

A

(
g(s) Ψ+

e (εm,κ) + Ψ−e (εm,κ) + Ψs(s,∇s)
)
dA. (9)

1.2 Local Refinement of B-splines

By the traditional NURBS (Non Uniform Rational B-Splines) discretization, surfaces can be
modelled using two parameters (ξ, η), two sets of knot vectors (Ξ = {ξ1, ξ2, ..., ξn+p+1} and
H = {η1, η2, ..., ηm+q+1}) and a net of control points Pi,j , as a tensor product of unidimensional
B-splines base functions (Ni,p and Mj,q) of degree p, q:

S(ξ, η) =

n∑

i=1

m∑

j=1

Ni,pMj,qPi,j . (10)

The global knot vector net of lines defines the so-called mesh of the geometry. The tensor product
property of traditional B-Splines surfaces allows only a global refinement of the geometry by
knot insertion. This means that, if a finer mesh is required only in one part of the patch, the
refinement will affect all the geometry and the number of elements will increase considerably,
causing an high usage of computational resources (Figure 1b).

(a) Initial mesh (b) Tensor product refinement (c) Truly local refinement

Figure 1. Lack of local refinement of tensor B-splines [5]

Employing the approach of Johannessen et al. [5], we switch to a formulation in which ”weighted”
B-splines are taken as base functions. The ith weighted B-Spline for surface geometries is defined
as the product of two univariate B-splines Bp,Ξi(ξ), Bq,Hi(η) of degree p, q :

Bγ
Ξi = γiBp,Ξi(ξ)Bq,Hi(η). (11)

The univariate local knot vectors Ξi,Hi define the local knot vector Ξi on which the B-spline
has support. The scalar weight γ simply multiplies the B-splines and it is used for maintaining
the partition of unity property during the splitting procedure.
After defining the weighted B-splines, that can be considered as the base functions of the
geometry, a LR surface object (referring to the midsurface of the analysed shell) can be expressed
as the linear combination of weighted B-Splines and control points:

S(ξ, η) =

n∑

i=1

Bγ
ΞiPi, (12)

in which n is the number of control points, corresponding with the number of B-Splines. It is
important to note that, with this definition, there is only one global index i running over the
base functions, excluding the global product properties (that are instead maintained only at
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level of the single B-spline). This is extremely useful for allowing the local refinement of the
mesh.
Without entering into the details of the algorithm, a weighted B-spline can be split into two
new base functions, generating each a new couple of control points and weights (in order to
maintain partition of unity) that will replace the precedent structure. The splitting procedure is
performed inserting a line that completely traverses the local knot vector of the original B-spline,
dividing in two halves the crossed elements, in order to generate new local knot vectors. The
application of this procedure allows the local refinement of the mesh (as for example in Figure
1c).

2 Numerical example: simply supported plate

Some potentialities of the LR B-splines and the phase field approach for shells are shown in the
numerical example below. A square plate (size=2×2 mm, thickness=0.02 mm), simply supported
at all the four sides, is subjected to an uniform transversal pressure. Material parameters are:
E = 190× 103 N/mm2, ν = 0.29, Gc = 0.295 N/mm and `0 = 0.02mm. The crack is expected to
initiate in the plate centre and than to branch and propagate towards the corners, so the local
refinement of the mesh was performed in these regions. Full span strategy for local refinement
was used (meaning that, once an element is selected for being split, all the base functions
supported by the element are split), in order to obtain a larger footprint of the refinement and a
more regular grid.
The simulation was run with arc-length control method until failure. For solving the coupled
problem, we employ a staggered approach in which, for every time step, the weak forms of the
phase field and the momentum equation are solved.

(a) (b) (c)

Figure 2. Plate model: locally refined mesh and phase field evolution

Figure 2 shows the LR B-splines mesh and the crack evolution by the phase field, where s = 1
indicates undamaged and null value refers to fully cracked material. For the complete model,
8640 elements are used and the minimum size in the refined region is 0.0139 mm. The same
numerical test was previously run with a uniformly refined NURBS grid that consisted of 7225
elements, for modelling one quarter of the plate, and a constant element size of 0.0117 mm [6].
The load-displacement curve obtained using the LR B-splines mesh is shown in Figure 3. The
pressure required for the failure of the plate is in agreement with the results reported in [6].

Conclusions

A phase-field approach for modelling brittle fracture in plates and shells, discretized by using an
isogeometric Kirchhoff-Love element formulation, was presented. The implementation of LR
B-splines is a tool that allows the refinement of the mesh in the cracked regions, improving the
accuracy and efficiency of the analysis by reducing the total number of elements needed. Good
agreement was found with results already obtained using NURBS on equivalent experiment.
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Further work will include an extension of the model towards adaptive local refinement of the
mesh, in order to be able to describe crack patterns not known in advance.

0.00 0.05 0.10 0.15
0.0

0.1

0.2

0.3

0.4

Displacement norm Unorm [mm]

P
re

ss
u
re

[M
P

a]

Figure 3. Plate model: load-displacement curve
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Abstract

We present a computational framework for applying the phase-field approach to brittle fracture efficiently to complex shell
structures. The momentum and phase-field equations are solved in a staggered scheme using isogeometric Kirchhoff–Love shell
analysis for the structural part and isogeometric second- and fourth-order phase-field formulations for the brittle fracture part.
For the application to complex multipatch structures, we propose penalty formulations for imposing all the required interface
constraints, i.e., displacement (C0) and rotational (C1) continuity for the structure as well as C0 and C1 continuity for the
phase field, where the latter is required only in the case of the fourth-order phase-field model. All involved penalty terms
are scaled with the corresponding problem parameters to ensure a consistent scaling of the penalty contributions to the global
system of equations. As a consequence, all coupling terms are controlled by one global penalty parameter, which can be set
to 103 independent of the problem parameters. Furthermore, we present a multistep predictor–corrector algorithm for adaptive
local refinement with LR NURBS, which can accurately predict and refine the region around the crack even in cases where
fracture fully develops in a single load step, such that rather coarse initial meshes can be used, which is essential especially
for the application to large structures. Finally, we investigate and compare the numerical efficiency of loosely vs. strongly
staggered solution schemes and of the second- vs. fourth-order phase-field models.
c⃝ 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

Keywords: Phase-field model; Brittle fracture; Adaptive refinement; Isogeometric; Shell; Multipatch

1. Introduction

The modeling and simulation of crack initiation and propagation for structural members is a challenging research
topic of high industrial relevance, as it has applications both during the design process and for the inspection
and maintenance of in-service structures. The phase-field approach has emerged, in the last two decades, as a
promising approach for the modeling and computation of fracture. The approach consists in the approximation of
sharp cracks by a continuous field called phase-field, which allows for the description of arbitrarily complex crack

∗ Corresponding author.
E-mail address: davide.proserpio@ntnu.no (D. Proserpio).

https://doi.org/10.1016/j.cma.2020.113363
0045-7825/ c⃝ 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.
org/licenses/by/4.0/).
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patterns. Initially proposed for brittle fracture, the method is based on the variational formulation by Francfort and
Marigo [1] of Griffith’s theory [2], later regularized by Bourdin et al. [3]. Phase-field fracture models may also be
categorized as gradient damage models [4,5], which can recover Griffith’s solution through Γ -convergence [6]. A
variety of contributions to the original phase-field fracture formulation have been proposed. A fundamental aspect
is here the split of the elastic strain energy into “active” and “inactive” (often called “positive” and “negative” or
“tension” and “compression”) parts to avoid fracture developing under compression, for which different approaches
have been proposed. Miehe et al. [7] proposed a split based on the spectral decomposition of the strain tensor,
Amor et al. [8] a split based on volumetric and deviatoric parts of the strain tensor. An alternative split based
on the symmetric and antisymmetric parts of the strain tensor was proposed by Freddi et al. [9], while Steinke
and Kaliske [10] introduced a decomposition of the stress tensor with respect to the crack orientation. Besides the
mostly used quadratic degradation function, Borden [11] and Kuhn et al. [12] studied the effects of cubic and higher-
order degradation functions. Another fundamental aspect is fracture irreversibility, which was introduced by Miehe
et al. [7] through a history field, which corresponds to the maximum of the positive part of the strain energy density,
while Gerasimov and De Lorenzis [13] ensure irreversibility through a penalty method. The phase-field approach
has been successfully applied to the description of brittle fracture [7,8,14,15], ductile fracture [16–19], dynamic
fracture [20–22], fracture in anisotropic media [23,24], and to the description of fatigue failure [25–28] among
many others. Various works have been devoted to the validation of the numerical simulations through experiments
[29–33]. Phase-field formulations for fracture have been discretized with standard finite elements as well as
isogeometric analysis (IGA). Borden et al. [34] were the first to exploit the continuity properties of isogeometric
discretizations in this context and proposed a higher-order phase-field formulation for fracture. Furthermore,
phase-field formulations have also been successfully implemented in the commercial finite element software
Abaqus [35–38].

For modeling fracture in thin-walled structures, various approaches have been presented for coupling phase-
field models with plate and shell formulations. Solid-shell elements were adopted by Ambati et al. [39], who
used through-thickness isogeometric discretization of phase-field and displacement field, and Reinoso et al. [40],
who used, for the phase-field variable, a linear interpolation between the top and bottom surfaces. When adopting
reduced-order models in which the kinematics is based on midsurface variables, special attention is required for
the varying stress distribution through the shell thickness related to bending. Areias et al. [41] used two different
phase-fields for describing fracture at the top and bottom of shell surfaces. Amiri et al. [42] and Ulmer et al. [43]
used a single phase-field variable defined over the shell midsurface for describing the fracture behavior. However,
in the first contribution, the tension–compression split of the elastic strain energy was not considered, while in the
second one the split was applied only to the membrane part of the strain tensor. In the work of Kiendl at al. [44]
the tension–compression split, based on the spectral decomposition of the strain tensor, was performed at various
points through the thickness and numerical integration of the positive and negative strain energy contributions was
performed. Paul et al. [45] used a volumetric/deviatoric strain decomposition and employed thickness integration
only for the bending part of the strain energy.

In order to correctly resolve the high gradient transition of the phase field around the cracked area, phase-field
models require fine meshes at least in the fracture zone. The use of adaptive mesh refinement has been explored
with different approaches. Burke et al. [46], Artina et al. [47] and Del Piero et al. [48] showed that local mesh
refinement does not influence the propagation of the crack and has little influence both on the energy curves and
on the fracture field, justifying the use of adaptive mesh refinement algorithms for saving computational resources
when the fracture path is not known in advance. In the first two works, the refinement was defined by an a posteriori
error estimate, while the third one used the phase-field value as an indicator for the refinement. The same choice
was made by Wick [49] and Heister et al. [50], who focused their attention on a predictor–corrector scheme for
the adaptive mesh refinement algorithm, allowing for recomputation of load steps after the refinement. Klinsmann
et al. [51] employed an approach for refinement or coarsening of the mesh whose indicator depends on the value of
the tension part of the elastic energy, the norm of the phase-field gradient and the element size. Nagaraja et al. [52]
used an adaptive multi-level hp-refinement approach.

In the context of IGA, due to the tensor-product structure of NURBS (Non-Uniform Rational B-splines), local
refinement is not possible for standard NURBS-based discretizations. Different techniques have been introduced
for solving the problem of local refinement, including Hierarchical B-splines [53,54] later developed into Truncated
Hierarchical B-splines [55], T-Splines [56,57] and Hierarchical T-splines [58]. Dokken et al. [59] introduced Locally
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Refined (LR) B-splines, which have been used in the IGA context by Johannessen et al. [60]. LR B-splines have also
been shown to produce better matrices, in terms of sparsity and condition number, with respect to other technologies
developed for the local refinement of splines [61]. LR B-splines have been extended to LR NURBS by Zimmerman
et al. [62]. Adaptive local refinement with T-splines for phase-field fracture analysis was presented by Borden
et al. [21] in a simplified version that involved successive runs of the same analysis with meshes refined according
to the result of the previous run, thus avoiding the issue of solution transfer between the meshes. Recently, Paul
et al. [45] used LR NURBS adaptive mesh refinement for simulating dynamic phase-field fracture in thin shells.
Adaptive refinement using Truncated Hierarchical B-splines and Bézier extraction was presented by Kästner and
Hennig et al. [63–65], in addition to the possibility of mesh coarsening. These works include detailed discussions
about the transfer of the solution between the meshes, distinguishing between quantities related to control and
integration points. If only refinement is employed, IGA leads to an error-free projection regarding control point
variables, while for the quantities related to the Gauss points, different strategies can be used.

The aforementioned contributions focused their attention on rather simple geometries that can be simulated using
single patch isogeometric models. However, most of real-world industrial structures present such a complexity that
multipatch models with non-matching discretizations at patch interfaces are needed. If higher-order formulations
are employed, like Kirchhoff–Love shells [44] for the structural part or the fourth-order phase-field formulation [34]
for the fracture part, continuity over patch boundaries needs to be ensured for the primal unknowns and their first
derivatives, which poses additional challenges.

In this paper, we present an isogeometric approach for the efficient simulation of brittle fracture in complex mul-
tipatch shell structures, using Kirchhoff–Love shells coupled with second- and fourth-order phase-field formulations.
In particular, we present an algorithm for adaptive local refinement, which is crucial for efficient phase-field fracture
simulations, especially when applied to large structures. We propose a multistep predictor–corrector algorithm for
adaptive refinement with LR NURBS, which can accurately predict and refine the region around the crack even in
cases where fracture fully develops in a single load step. Furthermore, we present patch coupling formulations for
multipatch structures with non-matching meshes. We propose a penalty approach for both structural and phase-
field coupling, considering both C0 and C1 continuity. The different penalty contributions involved are scaled
with the corresponding problem parameters, such that all coupling terms can be controlled by one global penalty
parameter, which can be chosen in a problem-independent fashion. This leads to a robust and accurate framework
for fracture simulations on complex multipatch structures. Finally, for optimizing the efficiency of the simulations,
we investigate and compare the computational cost of loosely vs. strongly coupled staggering strategies and of
second- vs. fourth-order phase-field formulations.

The paper is structured as follows. Section 2 reviews the phase-field formulation for brittle fracture and how it
is coupled with an isogeometric rotation-free Kirchhoff–Love shell formulation, including the discretization with
LR NURBS and the penalty coupling for the extension to multipatch structures. Section 3 contains the details
regarding the solution algorithm, with a focus on the adaptive mesh refinement procedure and on the used staggering
scheme. The applicability and efficiency of the proposed approach are tested through several numerical experiments
in Section 4, ranging from standard fracture benchmarks to complex multipatch problems. Finally, conclusions are
drawn in Section 5.

2. Formulation

2.1. Phase-field model of brittle fracture for shell structures

This section briefly presents the main features of the phase-field approach for modeling brittle fracture and how
this formulation can be coupled with plate and shell models, with a focus on Kirchhoff–Love shells which are
considered in this contribution.

According to Griffith’s theory [2], the equilibrium of a crack is controlled by a potential energy term and a term
related to the work required for creating new surfaces. The same two terms are present in the variational formulation
of brittle fracture by Franfort and Marigo [1], in which the entire cracking process is described by the minimization
of the energy functional

E(ε,Γ ) =

∫
Ω\Γ

ψe(ε)dΩ + Gc

∫
Γ

dΓ . (1)
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The elastic strain energy is computed by integrating its density ψe, which directly depends on the strain tensor
ε, over the domain Ω \ Γ , while the crack energy surface term includes the material fracture toughness Gc. The
drawbacks of this formulation, specifically the fact that the discrete crack domain Γ ⊂ Ω is unknown and evolves
during the analysis, are overcome by the regularized formulation by Bourdin et al. [3]. In this approach, the crack
surface energy term is approximated as

Gc

∫
Γ

dΓ ≈

∫
Ω

ψs(s,∇s)dΩ (2)

by introducing a fracture energy density ψs , defined over the whole domain Ω , which depends on the phase-field
variable s. The continuous variation of s, ranging from 1, corresponding to intact material, to 0, corresponding
to fully cracked material, approximates the crack topology in the domain. The expression of the fracture energy
density originally proposed in [3]

ψs,2nd (s,∇s) = Gc

[
(1 − s)2

4ℓ
+ ℓ|∇s|2

]
(3)

leads to a strong form of the phase-field evolution equation in which second-order derivatives of s are present, so
that the formulation with this choice is termed “second-order phase-field theory”. Alternatively, Borden et al. [34]
developed a different expression of the fracture energy density

ψs,4th (s,∇s,∆s) = Gc

[
(1 − s)2

4ℓ
+
ℓ

2
|∇s|2 +

ℓ3

4
(∆s)2

]
, (4)

which leads to a “higher-order phase-field model” (also known as “fourth-order” formulation, again referring to the
order of the derivatives present in the strong form of the phase-field evolution equation). The higher derivatives
present in the latter formulation require at least C1 continuity between elements. The scalar term ℓ in Eqs. (3)
and (4) is a length scale parameter which controls the width of the smeared crack in the phase-field approximated
model. For ℓ → 0, the approximation converges to the sharp crack solution by Franfort and Marigo (in turn related
to Griffith’s solution) in the sense of Γ convergence [6].

In order to reproduce the physical asymmetry of the material behavior in tension and compression, the strain
tensor ε is additively decomposed into its positive (tensile) and negative (compressive) components:

ε = ε+
+ ε−. (5)

Among the possible approaches proposed in the literature, we adopt a tension–compression split based on the
spectral decomposition of the strain tensor as proposed by Miehe et al. [7]

ε =

3∑
i=1

εi ni ⊗ ni , (6)

in which εi and ni represent the eigenvalues and eigenvectors of the strain tensor, respectively. ε+ and ε− are then
obtained from the positive and negative principal strains as

ε±
=

3∑
i=1

⟨εi ⟩
±ni ⊗ ni , (7)

having ⟨x⟩
±

= (x ±|x |)/2. According to the split of the strain tensor, the strain energy density and the stress tensor
are decomposed into tensile and compressive parts as follows,

ψ±

e =
1
2
λ

(
⟨tr(ε)⟩±

)2
+ µ tr

((
ε±

)2
)
, (8)

σ±
= λ⟨tr(ε)⟩± I + 2µ ε±, (9)

with λ and µ as the Lamé constants and I as the identity tensor. The positive terms ψ+
e and σ+ are then degraded

by a degradation function g(s):

ψe(ε, s) = g(s)ψ+

e (ε) + ψ−

e (ε), (10)

σ (ε, s) = g(s)σ+(ε) + σ−(ε). (11)
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Fig. 1. Combination of the contributions of membrane and bending strain and total strain over the thickness t . Through-thickness stress
distribution after degradation of the positive (tensile) component.

The standard quadratic degradation function, including a positive small factor η ≈ 0 to avoid zero stiffness of the
material in a fully cracked state, is adopted:

g(s) = (1 − η)s2
+ η. (12)

According to the approach exposed above, the energy functional from Eq. (1) can be rewritten in its regularized
version as:

Eℓ(ε, s) =

∫
Ω

[
g(s)ψ+

e (ε) + ψ−

e (ε) + ψs(s,∇s)
]

dΩ . (13)

Fracture irreversibility, meaning that the crack does not heal if external loads are removed, is enforced according
to Miehe at al. [7] by replacing ψ+

e with the so-called history variable H, defined as the maximum of the positive
part of the strain energy density over the pseudo-time of the analysis:

H(t) := max
τ∈[0,T ]

ψ+

e (τ ). (14)

A critical feature of the phase-field model in combination with plate and shell formulations is the tension–
compression split introduced in Eq. (5). At each point of the continuum, the strain tensor is defined as the sum of
the membrane and bending parts as follows,

ε(θ3) = εm
+ θ3κ, (15)

the latter term depending on the curvature κ and linearly varying along with the thickness coordinate θ3. The spectral
split requires additional attention because, due to bending, the strains can vary between tension and compression
through the shell thickness t , as depicted in Fig. 1. We adopt the approach from Kiendl et al. [44] where, as usually
done for Kirchhoff–Love shells, the model is reduced to the behavior of the midsurface variables. So, we define
the strain energy surface density Ψe, which expresses the strain energy per unit area of the midsurface. Including
the tension–compression split of the strain energy density, the positive and negative parts of Ψe are computed as:

Ψ±

e =

∫ t/2

−t/2
ψ±

e (θ3)dθ3. (16)

The dependency of the strain tensor on the thickness coordinate θ3, as shown in Eq. (15), leads to a nonlinear
distribution of the in-plane stress σ , whose tensile component is degraded according to Eq. (11). For this reason,
the integral in Eq. (16) needs to be computed by adopting numerical integration. In each thickness integration point,
the total strain is computed as the sum of membrane and bending parts, as in Eq. (15), and the spectral split is then
performed. According to this approach, which can be adopted independently of the specific shell formulation, it is
possible to describe a nonlinear degradation of stresses and strain energy through the shell thickness (see Fig. 1),
assuming only one value of the phase-field variable s and of the degradation function g(s) at the midsurface.

The final expression of the energy functional for brittle fracture problems in thin shells, including degradation
only of the positive part of the strain energy surface density, becomes

Eℓ(εm, κ, s) =

∫
A

[
g(s)Ψ+

e (εm, κ) + Ψ−

e (εm, κ) + Ψs(s,∇s)
]

d A, (17)
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where Ψs is defined similarly to Ψ±
e by through-thickness integration of the fracture energy density ψs . The

stationarity condition of (17) with respect to s leads to the phase-field evolution equation for shells. The weak
form of the equation, which will be used for the solution of the system, read, for the second- and fourth-order
phase-field formulation respectively,∫

A

[
4 ℓ(1 − η)H

tGc
+ 1

]
s δs d A + 4 ℓ2

∫
A
∇s · ∇δsd A =

∫
A
δs d A, (18)∫

A

[
4 ℓ(1 − η)H

tGc
+ 1

]
s δs d A + 2 ℓ2

∫
A
∇s · ∇δsd A + ℓ4

∫
A
∆s · ∆δsd A =

∫
A
δs d A, (19)

with δs representing a test function for s.

2.2. Isogeometric formulation for Kirchhoff–Love shell

The focus of this paper is on thin shell structures and an isogeometric rotation-free Kirchhoff–Love shell
formulation, as described by Kiendl et al. [66], is adopted and extended to local refinement through LR NURBS.

2.2.1. Shell kinematics
In Kirchhoff–Love shell theory, which includes thin plates as a special case, segments initially perpendicular to

the shell midsurface remain straight and perpendicular after deformation. Therefore, transverse shear strains can be
neglected and the kinematics of the shell can be fully described by the displacement field of the midsurface.

For describing the shell kinematics, a curvilinear coordinate system is considered, with θ1 and θ2 as the parametric
coordinates used for defining the midsurface, and θ3 ∈ [−t/2,+t/2] as the through-thickness coordinate. Greek
indices α = 1, 2 and β = 1, 2 are adopted for denoting the in-plane components and (·),α = ∂(·)/∂θα indicates the
partial derivatives with respect to θα . Considering a point r(θ1, θ2) on the shell midsurface, a covariant coordinate
system can be defined by the tangent base vectors aα = r,α . The dual contravariant vectors are defined by
aα · aβ = δαβ , being δαβ the Kronecker delta. The total strain at each point of the shell, see Eq. (15), depends
on the membrane strain εm

= εm
αβ aα ⊗ aβ and curvature κ = καβ aα ⊗ aβ , whose covariant components can be

expressed as follows,

εm
αβ =

1
2

(aβ · u,α + aα · u,β ), (20)

καβ = − a3 · u,αβ +
1

∥a1 × a2∥
·

·
[
(r,αβ ×a2) · u,1 +(a1 × r,αβ ) · u,2 +r,αβ ·a3 ((a2 × a3) · u,1 +(a3 × a1) · u,2 )

]
,

(21)

where a3 represents the unit vector normal to the surface:

a3 =
a1 × a2

∥a1 × a2∥
. (22)

The expressions εm and κ are the linearized version of the more general and nonlinear strain measures defined for
the considered shell formulation, about which details can be found in [66]. This is appropriate in the context of
brittle fracture, where usually failure occurs without the development of large displacements. Isogeometric analysis
is a favorable choice for the discretization of such a model because it provides the continuity required by the
presence of second-order derivatives in the curvature expression (C1 continuity).

For implementation and solution of the system of coupled equations, the variational formulation based on the
virtual work principle, corresponding to the weak form of the momentum equation, is chosen

δW = δW int
− δW ext

= 0, (23)

in which the internal virtual work is defined as follows,

δW int
=

∫
A
(δε : n + δκ : m) d A, (24)

with δε and δκ computed according to Eqs. (20) and (21) from δu, which can be interpreted as virtual displacement
field. n and m represent the effective stress resultants, for tension and bending respectively, computed by numerical
integration of the stresses through the thickness.
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2.2.2. Discretization of the geometry using LR NURBS
In traditional NURBS-based isogeometric analysis, surfaces can be parametrized using two parametric coordi-

nates (ξ, η), two sets of knot vectors (Ξ =
{
ξ1, ξ2, . . . , ξn+p+1

}
and Z =

{
η1, η2, . . . , ηm+q+1

}
), a net of n × m

control points P i, j , and a tensor product of univariate B-spline basis functions (Ni,p and M j,q ) of degree p, q as
follows,

S(ξ, η) =

∑n
i=1

∑m
j=1 Ni,p(ξ )M j,q (η)wi, j∑n

k=1
∑m

l=1 Nk,p(ξ )Ml,q (η)wk,l
P i, j =

n∑
i=1

m∑
j=1

Ri, j (ξ, η)P i, j , (25)

where wi, j represent the weights associated with each control point. The univariate B-spline basis functions are
defined recursively, with respect to the degree p, by the Cox–de Boor formula, starting from piecewise constants
(p = 0):

p = 0 Ni,0(ξ ) =

{
1 ξi ≤ ξ < ξi+1

0 elsewhere,
(26)

p ≥ 1 Ni,p(ξ ) =
ξ − ξi

ξi+p − ξi
Ni,p−1(ξ ) +

ξi+p+1 − ξ

ξi+p+1 − ξi+1
Ni+1,p−1(ξ ). (27)

The global knot vector net of lines defines the so-called Bézier mesh of the geometry.
In phase-field fracture analyses, a discretization employing a fine mesh around the crack region is needed to

correctly resolve the smeared crack profile, which is often very steep and whose width is controlled by the length
scale parameter ℓ (see Fig. 19). The tensor product property of standard NURBS surfaces allows only a global
refinement of the geometry, thus resulting in a high number of elements needed and therefore in computationally
expensive analyses. For this reason, a local refinement technology needs to be adopted to be able to use small
elements only in the crack area. We choose to use LR NURBS [62], an extension of LR B-splines [60]. The idea
behind LR splines is the fact that each univariate B-Spline basis function has support in the parametric space only
over a limited number of knot spans, i.e. [ξi , ξi+p+1], whose knots constitute a “local knot vector” Ξi . Bivariate LR
B-splines are defined as the product of univariate B-splines over local knot spans as follows,

BΞk (ξ, η) = NΞ i ,p(ξ )MZ j ,q (η), (28)

and have support over a portion of the domain corresponding to a bivariate local knot vector Ξk in parametric space.
The LR NURBS shape functions are defined as

Rγ
Ξk (ξ, η) = γk

BΞk (ξ, η)wk∑nC P
l=1 BΞl (ξ, η)wl

, (29)

and a surface is parametrized as

S(ξ, η) =

nC P∑
k=1

Rγ
Ξk (ξ, η)Pk, (30)

in which nC P is the number of control points. The tensor product properties are maintained only at the level of
the single function, allowing for an unstructured configuration of the control points. The term γk in Eq. (29) is
introduced in order to maintain the partition of unity property after splitting of the shape functions. Without entering
into the details of the algorithm for the local refinement of the mesh (which can be found in [60]), a LR B-spline
or LR NURBS can be split into two new basis functions by inserting a mesh line over a local knot vector, which
generates a new couple of control points and weights (in order to maintain the partition of unity) that will replace
the preceding structure. The application and the repetition of this procedure in the two parametric directions of the
surface allow the local refinement of the mesh. Different refinement strategies have been proposed in [60]. “Full
span” (Fig. 2a) and “minimum span” (Fig. 2b) approaches are based on the choice of an element to be refined. In
the first case, all the basis functions having support on the element are split by inserting a couple of mesh lines,
one for each parametric direction, that span from the minimum to the maximum knot of the support of all the
functions supported by the element to be split. A smaller footprint of the refinement is obtained by adopting the
second strategy, in which a couple of as short as possible mesh lines, just long enough to split at least one basis
function, are inserted through the marked element center. The “structured mesh” strategy (Fig. 2c) consists in the
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Fig. 2. Comparison between the considered refinement strategies for biquadratic NURBS mesh. Red lines indicate inserted mesh lines. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

split of all the knot spans of the support of a chosen basis function. Among the three methods, the last one is the
one used in this work since it provides a more regular mesh when multiple refinement steps are performed and,
moreover, keeps the aspect ratio of the elements in the parametric space constant.

2.3. Penalty formulations for patch coupling

In order to model the fracture of complex multipatch shell structures, a penalty-based methodology for coupling
NURBS patches is hereby presented. The approach couples both the structural and the phase-field behavior across
the patch interfaces and uses a single dimensionless penalty parameter α = 103 which is scaled with the structural
and phase-field problem parameters.

2.3.1. Structural coupling
According to the approach proposed by Herrema et al. [67], we impose displacement and rotational continuity

by augmenting the virtual work formulation, see Eq. (23), with new contributions:

δW = δW int
+ δW pd

+ δW pr
− δW ext

= 0. (31)

The term δW pd corresponds to the virtual work from the penalization of the relative displacement between the two
patches A and B

(
uA

− uB
)

along the interface curve L:

δW pd
=

∫
L
αd

(
uA

− uB)
·
(
δuA

− δuB)
dL. (32)

The second added term δW pr, instead, is devoted to preserving rotational continuity by penalizing the relative
rotations between the coupled edges of the patches

δW pr
=

∫
L
αr

((
aA

3 · aB
3 − åA

3 · åB
3

) (
δaA

3 · δaB
3 − δåA

3 · δåB
3

)
+

+
(
aA

n · aB
3 − åA

n · åB
3

) (
δaA

n · δaB
3 − δåA

n · δåB
3

))
dL, (33)

where an is the unit vector lying in the plane of the patch and orthogonal to L and a3 is the unit vector perpendicular
to the surface. The notation ˚(·) indicates the undeformed configuration of these geometric variables. For more details
regarding the methodology, see Herrema et al. [67]. The formulation works for smooth and non-smooth patch
connections as well as for matching and non-matching meshes at the interface. This is an important feature when
we employ adaptive local refinement, which might cause different mesh densities at the two sides of a coupling
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interface even if the meshes were initially matching. Moreover, the penalty formulations can be used for weakly
imposing clamping or symmetry boundary conditions at patch edges by considering only the components relative
to the first patch in the penalty virtual work contributions.

According to [67], the penalty parameters αd and αr are computed from a global penalty parameter α = 103

by scaling it with the membrane and bending shell stiffness values, respectively. For the extension to phase-field
fracture analysis, we further multiply the penalty parameters αd and αr with the degradation function g(s) to ensure
a consistent scaling of structural stiffness and penalty stiffness in the fractured zones. For uniform isotropic material
configurations, the proposed scaling is as follows

αd = g(s)α
E t

h (1 − ν2)
, (34)

αr = g(s)α
E t3

12 h (1 − ν2)
, (35)

where E is Young’s modulus, ν is Poisson’s ratio and t is the shell thickness, while h is the average element length
along the coupled edge having the finer discretization.

2.3.2. Phase-field coupling between patches
In order to enforce C0 continuity of the phase-field between the patch interfaces, we add the following term to

the left-hand side of the weak form of the phase-field equation (18) and (19). In analogy with the approach adopted
for the structural coupling, the term penalizes the difference of s at the two sides of L:∫

L
αC0

P F (s A
− s B)(δs A

− δs B)dL. (36)

If the higher-order phase-field formulation is employed, we propose an approach for imposing the required C1

continuity of the phase-field across smooth patch interfaces, in addition to the aforementioned C0 continuity, by
penalizing the relative changes in the directional derivative of the phase-field along an between the two patches:∫

L
αC1

P F (∇s A
· aA

n − ∇s B
· aB

n )(∇δs A
· aA

n − ∇δs B
· aB

n )dL. (37)

This term needs to be added to the left-hand side of Eq. (19). In (37), we assume that the normal vectors aA
n and

aB
n point in the same direction. The approach is applicable to smooth patch interfaces, while it cannot be extended

straightforwardly to patch connections forming a kink. In the latter case, the fact that the vectors aA
n and aB

n belong
to two different planes makes the choice of the directional derivative of s to be penalized ambiguous. In such
situations, where the C1 continuity of the phase-field cannot be imposed, we adopt the second-order phase-field
formulation, which requires only C0 continuity of s, see the example in Section 4.6. The term in (37), considering
only the components relative to s A, can be used also for weakly imposing symmetry conditions along one edge.

The penalty parameters are chosen in the same fashion as done for the structural coupling (Section 2.3.1). The
global penalty coefficient α = 103 is scaled by terms that maintain dimensional consistency with the phase-field
equation and ensure that αC0

P F and αC1

P F are large enough to guarantee the satisfaction of the imposed continuity
constraint without creating ill-conditioning in the phase-field stiffness matrix. The weak forms of the phase-field
equations (18) and (19) suggest also the importance of including the term related to the history field H, which is
the driving force of the phase-field equation and which becomes numerically predominant when fracture develops.
So, for the imposition of phase-field C0 continuity, the penalty scaling term is defined as follows,

αC0

P F = α

[
4ℓ(1 − η)Hmax

tGc
+ 1

]
h, (38)

while for C1 continuity we define

αC1

P F = α

[
4ℓ(1 − η)Hmax

tGc
+ 1

]
ℓ2h, (39)

where Hmax corresponds to the current maximum value of the history field over all the integration points of the
structure.
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Fig. 3. Adaptive local refinement algorithm for n = 1, meaning that only the current step i is recomputed, if needed.

3. Adaptive local refinement and staggering schemes

For performing phase-field fracture simulations on complex structures with a reasonable numerical effort, the
use of an adaptive local refinement scheme is crucial. In the following, we present a strategy featuring a multistep
predictor–corrector algorithm in order to refine the mesh only where needed, i.e. around the crack area, without a
priori knowledge of the evolution of the crack. Brittle fracture simulations often involve fast-growing cracks that
(fully) develop in a single load step. In this situation, the crack may grow even outside of the mesh region just
refined. If this happens, the current load steps or n load steps, including the current one, need to be recomputed
with a new further refined mesh, until “convergence of the refinement” is achieved (a typical example of unstable
crack growth can be found in Section 4.1).

3.1. Adaptive mesh refinement algorithm employing LR NURBS

As indicator for the refinement, we use the value of the phase field s, similarly to Borden et al. [21]. In this
work, it was shown that using the quadratic degradation function (12), crack nucleation starts at s = 0.75, and,
therefore, st = 0.75 was also used as threshold value for refinement. In this paper, we use a slightly higher threshold
value, namely st = 0.80. In order to check whether each element needs to be refined, the value of the phase-field
s measured at the center of the element is compared with st . In general, one can state that the higher st leads to a
slightly larger area of refinement, but, on the other hand, it leads to fewer recomputation steps due to crack growth
out of the refined zone.

Regarding the refinement typology, we choose to employ the “structured mesh” refinement strategy (Sec-
tion 2.2.2), for which all the knot spans of the support of certain NURBS basis functions are split. These basis
functions are selected among all the NURBS having support on each element marked for refinement as the ones
which do not include, in their support, any element having already the minimum mesh dimension (see Section 3.2)
for the refinement round. This approach guarantees a regular mesh and a smooth transition between zones with
different refinement levels.

The optimal number of steps to be recomputed each time the mesh is refined (n) depends on the type of
the problem and the type of solver. When convergence of the staggered iterations is achieved in each step (see
Section 3.3), relatively large load steps can be used since their size does not affect the accuracy of the results, but
only the frequency in capturing the response of the system. Moreover, the smaller the steps, the higher becomes
the computational cost of the analyses, as observed also by Gerasimov et al. [13]. For this reason, we choose to
use “large” load increments and to set n = 1. If smaller steps are used, we suggest values of n between 3 and 5 as
good alternatives. In case n is chosen larger than 1, the check on the need for mesh refinement is performed every
n steps.

The adaptive mesh refinement algorithm is summarized in Fig. 3 in the form used in this work, i.e. with n = 1.
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Fig. 4. Examples of different levels of mesh refinement, using the structured mesh strategy.

Fig. 5. Transfer operator for the history quantities saved at the integration points for a biquadratic mesh with 3 × 3 Gauss points per element.
Black lines indicate the element to be split and black crosses the location of its integration points (ξ̄m , η̄m ), referred to its parametric space.
Green circles correspond to the control points of the Bézier element. After the refinement, four elements are generated from the inserted
red lines. For one of the newly generated fine elements, the location of the Gauss points (ξ̄m+1, η̄m+1) is shown. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

3.2. Transfer of field and history variables from coarse to refined mesh

Considering an initial non-refined mesh M0 and m levels of refinement required, there will be m intermediate
refinement rounds producing meshes M1, M2, . . . ,Mm−1, Mm , which can be discarded, except for the last one,
at the end of the refinement process (see for example Fig. 4). During each refinement round, some basis functions
will be refined, i.e. some elements will be split. In order to avoid excessive mesh refinement by splitting elements
that have already been refined during the previous steps of the analysis, we set a minimum element dimension for
the m th refinement round equal to h0/2m , where h0 is the characteristic element dimension in the initial non-refined
mesh M0. The evaluation of the element size is done in the parametric space so that the mesh distortion does not
influence the refinement strategy.

For each refinement round, all the state variables defined over the coarse mesh Mm need to be transferred to
the refined mesh Mm+1. For field quantities defined at the control points (displacement u and phase-field s), the
projection occurs according to the same algorithm used for determining the coordinates of the control points in the
refined mesh, as outlined in [60]. Regarding the variables stored at the integration points, nominally the history field
H, the transfer is based on interpolation of the variable between coarse and refined meshes in a fashion similar to
the approached used by Caseiro et al. [68] for transferring strain quantities from integration points to an alternative
set of points, see Fig. 5. For each element to be refined, we define locally a set of bivariate Bernstein polynomials
Bm constituting the basis functions for a Bézier element with the same polynomial order of the adopted NURBS
parametrization. So, the value of the history field in a (ξ, η) point of the coarse mesh element can be computed as

H(ξ, η) = Bm(ξ, η)Ĥm, (40)
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where Ĥm indicates the (unknown) values of the history field at the control points of the Bézier element. If (ξ̄m, η̄m)
indicates the set of the local coordinates of all the integration points within the Bézier element, the previous
expression can be rewritten as:

H(ξ̄m, η̄m) = Bm(ξ̄m, η̄m)Ĥm . (41)

In the latter equation, Bm collects the value of the Bernstein polynomials in all the integration points. For each of
the sub-elements in which the elements is split, the coordinates of the integration points in the parametric space of
the fine element are denoted by (ξ̄m+1, η̄m+1). Analogously to Eq. (41), the projected value of the history field onto
the integration points of the refined mesh elements can be found as:

H(ξ̄m+1, η̄m+1) = Bm(ξ̄m+1, η̄m+1)Ĥm = Bm(ξ̄m+1, η̄m+1)B−1
m (ξ̄m, η̄m)H(ξ̄m, η̄m). (42)

Since the refinement occurs by splitting in half each element along both the parametric directions, the coordinates
of the integration points are the same in the Bézier parametric space of each element to be split, and so the
term Bm(ξ̄m+1, η̄m+1)B−1

m (ξ̄m, η̄m) of Eq. (42) is the same for all elements (at each refinement level) and can be
precomputed at the beginning of the analysis.

3.3. Staggered solution of the coupled problem

Box 1: Loosely and strongly coupled staggering schemes. In case convergence conditions are not satisfied, iterations
are repeated.

Loosely coupled staggering scheme Strongly coupled staggering scheme

Load step i
Staggered iterations:

Iterative solution of momentum eq:
Iteration of momentum eq.

↓

Check convergence of momentum eq.

⇓

Solve phase-field eq. (linear)

⇓

Check convergence of stagg. iterations

Load step i
Staggered iterations:

Iteration of momentum eq.

⇓

Solve phase-field eq. (linear)

⇓

Check convergence of stagg. iterations

Load step i + 1
...

Load step i + 1
...

For the solution of the non-linear system of coupled equations, the staggered solution idea presented by Bourdin
et al. [3] and Miehe et al. [7] consists in solving, for every pseudo-time step of the analysis, first the weak form
of the momentum equation (23) for the displacement field u, and then the weak form of the phase-field equation
((18) or (19)) for s. During each solution, the field which is not solved for is kept frozen. We follow the same
idea and, after each staggered iteration, we check the convergence of the solution so that the two equations are
recomputed, if necessary, until convergence of the staggered iterations is reached. This guarantees that the structure
is in equilibrium at the end of each load step. As the momentum equation is nonlinear due to the strain energy
split, an iterative solver which finds the equilibrium solution through successive inversion of the structural system
is required. In the previously described staggering, which will be called “loosely coupled” scheme, each staggered
iteration involves multiple iterations of the momentum equation, followed by a solution of the linear phase-field
equation. We adopt instead a “strongly coupled” staggering scheme, in which, during each staggered iteration,
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Fig. 6. Setup for the square plate example (dimensions in mm). Black dashed lines indicate pinned edges.

only a single iteration of the equilibrium equation is performed. Then, the solution of the phase-field equation is
computed, before checking the convergence of the staggered iteration process with an adequately low tolerance for
the residual (see Box 1). By reducing the number of iterations of the momentum equation, which are computationally
more expensive than the linear solution of the phase-field equation, the strongly coupled staggered approach is able
to decrease the computational effort of the simulations, while obviously providing the same result of the loosely
coupled staggering scheme, as shown in Section 4.2.

4. Numerical examples and benchmark tests

The features of the formulation presented in the previous sections will be tested on selected numerical examples.
Subsections will be dedicated to the adaptive local refinement algorithm using LR NURBS (Section 4.1), to the loose
and strong coupling staggering schemes (Section 4.2), to the standard and higher-order phase-field formulations
(Section 4.3) and to the penalty approach for patch coupling (Section 4.4). In these studies, a focus is set on
comparing the computational cost of the different approaches. Classical in-plane and plate bending benchmarks will
be investigated. The final Sections 4.5 and 4.6 are dedicated to two examples regarding complex shell structures.

For all the simulations, we use quadratic LR NURBS with 3 through-thickness Gauss points for each of the
3 × 3 Gauss points per element. The minimum element size adopted is always equal to h = ℓ/2.

4.1. Adaptive local refinement examples

In this section, it will be shown how the adoption of the adaptive local refinement algorithm (Section 3.1)
dramatically reduces the computational cost of the analyses and guarantees flexibility in the description of the crack
path. Two different examples will be investigated: a plate bending case, in which the phase-field crack nucleates in
an unnotched geometry and then fully develops in a single load step, and a 2D plane stress case where the crack
evolves and grows gradually during the analysis.

We consider a square plate with geometry outlined in Fig. 6 and material parameters E = 190 × 103 N/mm2,
ν = 0.29, Gc = 0.295 N/mm and ℓ = 0.02 mm as in [44]. The plate is simply supported at all the four sides and it
is subjected to constant pressure in the out-of-plane direction, resulting in a state of biaxial bending. We compare
the results obtained using a uniformly pre-refined NURBS mesh (Fig. 7c) with the ones achieved by employing
adaptive local refinement starting from a coarser mesh and prescribing two levels of refinement, in order to obtain
the same minimum element size as in the first case. The simulations provide the same result in terms of crack path,
as it can be noted by comparing Figs. 7a and 7b, and in terms of load–displacement curve, see Fig. 8. Due to the
prescribed convergence of the staggered iterations during the solver, the crack develops in a single load step after
the nucleation, as typically happens in the context of brittle fracture. This behavior can be noted from the shape
of the load–displacement curves, where a deviation from the linear elastic behavior, corresponding to nucleation,
is followed by an abrupt pressure drop, corresponding to instantaneous crack growth. The obtained results are in
agreement with previous investigations (see for example [44,69,70]), which show the nucleation of the crack at the
center of the plate and its growth towards the corners of the plate. In Fig. 7d the final mesh resulting from the
adaptive local refinement algorithm is depicted, with the mesh refined only where needed, i.e. in the crack area.
The considerably lower number of elements (Fig. 9a) leads to a significant reduction of computational cost, even
if the algorithm requires the step in which the crack develops to be recomputed multiple times (Fig. 9b).
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Fig. 7. Square plate example, comparison of results with and without adaptive local mesh refinement. The colormap indicates the value of
the phase field.

Fig. 8. Load–displacement curves for the square plate example with and without adaptive mesh refinement.

The second example is represented by a square plate containing a notch at one of its sides, where an imposed
displacement at the upper edge induces a global tensile or shear state in the specimen. This case, which is a classical
benchmark for fracture, has already been investigated in multiple publications (see for example [3,7,13,15,21,36–
39,64]). We start by considering the shear situation, since in this case the crack grows gradually, while the tensile
case will be investigated in the following parts of the paper. Geometry and boundary conditions are shown in
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Fig. 9. Square plate example, comparison of the efficiency of the analyses with and without adaptive local mesh refinement.

Fig. 10. Setup of the single-edge notched test (dimensions in mm).

Fig. 10b (the thickness is t = 0.1 mm), while material parameters are E = 1×109 N/mm2, ν = 0.3, Gc = 2 N/mm
and ℓ = 0.05 mm (as in [44]). Because of the NURBS discretization, which does not allow for discontinuities in
the patches, the initial notch needs to modeled through the phase field, as in [21]. For this reason, it is necessary to
pre-refine the zone around the initial crack. Three levels of refinements are applied to reach an adequate minimum
element size. We want to compare the results of a simulation performed using adaptive local refinement with the
ones from a pre-refined mesh. In order to limit the computational time of the analysis with a pre-refined mesh, we
use fine elements only in the region where the crack is expected to grow, i.e. the lower-right part of the specimen,
making sure to do it in an area large enough not to influence the fracture path (Fig. 11b). The simulations provide
the same results in terms of crack path, which is depicted in Fig. 11a. Fig. 11c shows the adaptively refined mesh,
having elements of small dimension only around the crack and a smooth transition between fine and coarse mesh.
The results of the simulations are the same also in terms of load–displacement curve, see Fig. 12. Regarding the
efficiency of the analyses, Fig. 13b and 13c show how the use of the adaptive mesh refinement dramatically reduces
the computational time. The relative gain in CPU time for the analysis with adaptive mesh refinement is higher
during the first load steps, which do not show any crack development and so do not need to be recalculated, but
remains remarkable also in the final steps. The computational cost reduction is obviously related to the lower number
of elements required (Fig. 13a) and would be even more evident if all the geometry was to be uniformly pre-refined.
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Fig. 11. Single-edge notched specimen shear test, results of the simulations.

Fig. 12. Load–displacement curves for the single-edge notched specimen in shear with and without adaptive mesh refinement.

Fig. 13. Single-edge notched specimen in shear, comparison of the efficiency of the analyses with pre-refined and adaptively refined mesh.

4.2. Comparison of loosely and strongly coupled staggering schemes

In the following section, the results and efficiency of the “loose” and “strong” coupling staggering schemes
outlined in Section 3.3 are compared. For the sake of brevity, we consider only the square plate example (having
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Fig. 14. Load–displacement curves for the square plate example. Comparison of the results with the staggering strategies.

Fig. 15. Square plate problem, comparison of efficiency of the analyses with loosely and strongly staggered coupling.

the same input parameters as in 4.1), but the same results have been observed in all the cases where the two
approaches have been compared. In order to study only the effect of the staggering strategy, we adopt a uniformly
pre-refined mesh as in Fig. 7c and, for both the staggering schemes, the final crack path is the same as the one
depicted in the same figure. The load–displacement curves in Fig. 14 confirm that both coupling strategies provide
identical results, given that at each load step iterations are performed until convergence. Concerning the efficiency of
the simulations, the strong coupling strategy requires more solutions of the phase-field equation but fewer solutions
of the equilibrium equation (Fig. 15a). Even if this approach needs more staggered iterations, in each of them only
one solving of the structural equation is required. Recalling that the solution of the momentum equation is more
computationally expensive than the one of the phase-field equation, it becomes clear why the strong staggering
approach reduces the computational time of the analysis, as shown in Fig. 15b. The time saving becomes more
evident in the final steps of the simulations, where more staggered iterations are required for convergence. For the
sake of efficiency, the strongly coupled staggered scheme is adopted in all the following simulations.
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Fig. 16. Single-edge notched specimen in tension with fourth-order phase-field formulation.

Fig. 17. Load–displacement curves for the single-edge notched specimen in tension. Comparison of the results employing standard and
higher-order phase-field formulations.

4.3. Comparison of second- and fourth-order phase-field formulations

We present a comparison between the results of simulations employing second- and fourth-order phase-field
formulations, see Eqs. (3) and (4). The choice of a higher-order formulation is natural in the context of isogeometric
analysis, but we want to investigate and compare the efficiency of the two models, especially in the context of
adaptive local refinement.

We consider the single-edge notched specimen presented in Section 4.1, this time under tension load, and we
repeat the simulation for the two phase-field formulations. The geometry of the specimen and the setup of the
analysis are shown in Fig. 10a. The example is solved employing adaptive local refinement of the mesh, which was
pre-refined only around the initial crack (Fig. 16a). For both the formulations, the final result of the simulations
consists in the abrupt fracture of the specimen due to the straight growth of the crack from the initial notch, as
shown in Fig. 16b. The difference in the load–displacement curves, showing a higher critical load for the second-
order phase-field formulation (Fig. 17), is in agreement with what reported by Borden et al. [34] and by Weinberg
et al. [71], the first one highlighting that the residual “cohesive tractions” are more accurately described, i.e. they
are smaller, in the fourth-order phase-field model.

In the analysis performed adopting the second-order phase-field model, the crack fully develops in two steps,
while, in the case of fourth-order formulation, the crack needs only one step for completely propagating. Fig. 18b
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Fig. 18. Single-edge notched specimen in tension, comparison of the efficiency of the simulations with second- and fourth-order phase-field
formulation.

shows the number of recomputations of the analysis steps corresponding to crack growth (all the steps that are not
shown do not need to be recomputed by the algorithm). It is possible to notice that, with the second-order phase-
field model, the crack propagation requires a total number of step recomputations, 27, divided into two load steps,
much higher than the number of step recomputations required for the higher-order formulation, 16. The reason
for this can be found in the higher accuracy in the description of the crack residual stresses of the fourth-order
phase-field model, which allows the crack to grow longer for a fixed increase of the imposed displacement. The
faster convergence of the higher-order model is confirmed by the lower number of staggered iterations required in
each load step, especially in the ones correspondent to the abrupt development of the crack and which therefore
need a higher number of iterations (Fig. 18c).

The unidimensional phase-field profiles extracted from the final state of the previous analyses are shown in
Fig. 19 and compared with the theoretical ones, which are obtained by analytically solving the unloaded phase-
field equations in one dimension after imposing the initial condition s(x = 0) = 0. A closed form exponential
solution of these profiles exists for both the phase-field formulations [34]. For the second-order model we
have:

s2nd (x) = 1 − e−
|x |

2ℓ , (43)
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Fig. 19. Comparison of theoretical phase-field profiles with the ones extracted from the single-edge notched specimen in tension simulations,
for both second- and fourth-order formulations.

Fig. 20. Square plate problem, setup employing penalty patch coupling (dimensions in mm). Black dashed lines indicate pinned edges, red
lines correspond to patch boundaries and green dash dotted lines refer to edges subjected to symmetry conditions. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

while for fourth-order theory:

s4th (x) = 1 − e−
|x |

ℓ

(
1 +

|x |

ℓ

)
(44)

It can be noted that the higher-order formulation shows a slightly narrower profile, meaning that the area that needs
to be refined can be reduced. Therefore, the number of elements used for the solution of the fourth-order analysis
is decreased, as can be seen in Fig. 18a. The combination of these factors results in a lower total computational
time for the higher-order formulation (Fig. 18d), especially in the context of adaptive refinement.

4.4. Examples involving penalty patch coupling and its use for modeling pre-cracks

We focus our attention on the penalty patch coupling formulation described in 2.3 and we apply it to the examples
presented in the previous section. Adaptive local refinement and both second- and fourth-order phase-field models
are employed. For the fourth-order phase-field simulations, also, C1 continuity of the phase-field across patch
boundaries is imposed, according to (37).

We start by considering again the square plate example described in 4.1, but this time the geometry is divided
into four patches, as shown in Fig. 20a, which are coupled in their structure and the phase-field by the penalty
approach presented. We also consider a setup including only 1 patch, corresponding to one-fourth of the plate,
involving two symmetric boundary conditions again imposed by penalty (see Fig. 20b).

The results shown in Fig. 21a for the setup with four patches and considering the second-order phase-field model
correspond to those of Fig. 7, which were obtained with a single patch arrangement. The results are identical for
the three different setups (one patch corresponding to the full model, four patches, one patch with double symmetry
corresponding to one quarter of the model), as it can be observed from the load–displacement curves in Fig. 22,
which also confirm that the critical load computed using the higher-order phase-field model is slightly lower than
the one predicted by the second-order formulation.
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Fig. 21. Square plate problem, final crack state and mesh for the four-patches setup.

Fig. 22. Load–displacement curves for the square plate example. Comparison of the results using multiple patches and symmetry, employing
the penalty coupling approach. Simulations repeated for second- and fourth-order phase-field models.

We show that the patch coupling approach and the adaptive local refinement algorithm are also able to replicate
the results obtained in single-patch structures not only when the crack nucleates, as in the square plate example,
but also in cases where a crack represented by the phase field develops. For this purpose, the single-edge notched
example under tensile load described in Section 4.3 is considered. The geometry is subdivided into three patches as
shown in Fig. 23a, so that the crack is expected to grow and propagate across the boundary connecting two patches.
The outcome of the simulation is displayed in Fig. 23b, which corresponds to the results of the single-patch model
(Fig. 16b). Good agreement of the load–displacement curves for the two cases is also shown in Fig. 24.

The penalty-based patch coupling can be used also for modeling pre-existing cracks as discontinuities in the
structures. This idea will be shown by considering the example of the single-edge notched specimen, both in
tension and shear, introduced in Section 4.1, whose behavior is determined by the presence of an initial crack.
Since we want to compare our results with the ones obtained with classical finite element theory and due to the
lower continuity of the Lagrange polynomials, only the second-order phase-field formulation can be considered. The
division of the geometry in patches in order to allow the discrete modeling of the pre-crack (along which no patch
coupling occurs) is shown in Fig. 25. The mesh is pre-refined at the discrete crack tip, in order to better describe
the phase-field crack which is expected to grow from this location. Fig. 26 shows the final stages of the analyses
with the pre-crack modeled by using patch discontinuity. The load–displacement curves in Fig. 27 highlight how
the different treatment of the pre-crack affects the prediction of the critical fracture load. Regarding the tensile
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Fig. 23. Single-edge notched specimen in tension with a pre-crack and three-patch geometry with the fourth-order phase-field formulation.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 24. Load–displacement curve for the single-edge notched specimen in tension with a pre-crack and the fourth-order phase-field
formulation. Comparison of the results with different patch arrangements.

case, it appears that a discrete pre-crack is able to better model the brittle behavior of the structure, with the crack
developing and growing in only one step. A difference in the critical load is present also for the shear case, possibly
due to residual stresses in the phase-field pre-crack. For comparison, we computed both cases also with C0 finite
elements, in whose framework pre-cracks are usually modeled as discontinuities in the mesh that can be easily
handled without the use of any patch coupling technology. Linear shape functions were employed with minimum
element dimension h = ℓ/4. The results show that the IGA discrete crack approach featuring penalty coupling of
patches can reproduce the load–displacement curves of the classical finite element framework. Another advantage
of the discrete crack modeling is the fact that it does not need pre-refinement of the area in which the initial crack
is defined (see for example Fig. 16a for comparison with phase-field induced pre-crack), requiring fewer elements
and so allowing for faster analyses. However, the modeling of pre-cracks with patch discontinuities needs to be
treated carefully since it might involve contact between the uncoupled patches edge, i.e. the crack surfaces. The
current approach does not prevent penetration and a contact formulation should be added to the model for avoiding
the problem and correctly simulate critical loads. For the examples presented in this work no penetration of crack
surfaces happens, but this should be checked when the methodology is applied. In case the pre-crack is modeled
using phase-field, the strain energy split and the degradation only of the “tensile” component avoid the penetration
problem.
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Fig. 25. Setup of the single-edge notched specimens test with discrete pre-crack (dimensions in mm). Lines indicate patch boundaries. Red
lines indicate the ones coupled by penalty, blue lines indicate the ones which were not coupled and which constitute the pre-crack. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 26. Single-edge notch specimen, final stage of the analyses with discrete pre-crack. Deformed structure scaled by a factor of 100 for
visualization.

Fig. 27. Single-edge notched specimen in tension, comparison of the load–displacements curves with different treatment of the pre-crack.
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Fig. 28. Fractured pressurized cylinder, setup of the problem (dimensions in mm).

Fig. 29. Fractured pressurized cylinder, half model used for the simulation, thanks to symmetry. Lines indicate the division of the geometry
in patches.

4.5. Multipatch example with smooth patch interfaces: pressurized cylinder with hemispherical caps

We apply the presented formulation and solution algorithm to a shell example featuring a pressurized cylinder
with hemispherical end caps and an initial crack. The example resembles the one considered by Borden et al. [21],
who simulated the dynamic brittle fracture of the structure using solid elements. In our case, the shell formulation
previously introduced is employed, since it can be favorably used for the discretization of the geometry, as shown in
Fig. 28. Two alternative geometries are considered, one with uniform shell thickness equal to 10 mm and one with
thicker hemispherical caps having t = 18 mm. We take advantage of the symmetry of the problem for modeling only
half of the structure (the symmetry condition is imposed by penalty). We use the multipatch approach for modeling
the structure and the initial notch with a discrete pre-crack represented by a discontinuity between the patches (see
Fig. 29). The material parameters adopted for the analysis are E = 190 × 103 N/mm2, ν = 0.3, Gc = 22.13
N/mm and ℓ = 2.5 mm. Since all the patch interfaces are smooth, the fourth-order phase-field formulation, with C0

and C1 continuity of s imposed by penalty between patch boundaries, is adopted. Figs. 30 and 31 show the final
crack state for the two situations. In the uniform thickness case, the crack grows straight towards the center of the
hemispherical caps, while in the setup with thicker caps the crack branches and grows in circumferential direction
along the juncture of cylinder and end-caps. Fig. 32 displays the load–displacement curves for the two cases.

4.6. Multipatch example with non-smooth patches interfaces: two-field beam with I-profile

As a final example, we consider a beam having I-shaped cross section, with three supports and subjected to two
point loads, each of them acting at the middle of the two beam sections. Geometry and setup of the problem are
shown in Fig. 33, while material parameters are E = 190 × 103 N/mm2, ν = 0.30, Gc = 0.295 N/mm and ℓ = 7.5
mm. Each section of the beam is modeled using three patches, one for the web and two for the flanges. In this
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Fig. 30. Fractured pressurized cylinder problem, final crack state over the deformed structures.

Fig. 31. Fractured pressurized cylinder problem, details of the crack and the adaptively refined mesh in the region of the hemispherical
caps.

Fig. 32. Load–displacement curves for the fractured pressurized cylinder problem.

situation, the imposition of C1 continuity for the phase-field at the interface between web and flange patches is not
possible using the proposed approach and the term in (37), because the direction of the an vector cannot be chosen
univocally for the patches corresponding to the flanges. Accordingly, we adopt for this example the second-order
phase-field formulation, which requires only C0 continuity of s. The simulation is run in arc-length control. Fig. 34
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Fig. 33. Setup of the I-beam problem (dimensions in mm).

Fig. 34. I-beam problem, crack state over the deformed structure at different stages of the analysis.

shows how the fracture develops at different stages of the analysis. The first crack develops in the longer beam span,
from the lower flange in tension towards the web across the patch interface. This failure of the structure corresponds
to the first drop in the load–displacement curve presented in Fig. 35. After this point, the beam is still able to carry
some load until a second crack develops above the middle support, this time nucleating at the top flange, which
is in tension at this location. Fig. 36 shows a close-up view of the adaptively refined mesh around the first crack,
which emphasizes the importance of adaptive refinement when applying the phase-field approach to larger structures,
where the fractured area may cover only a very small portion of the total domain. In this simulation, the initial mesh
includes 5112 elements and the final one after local refinement around the cracks counts 2.92 × 104 elements. For
comparison, a uniformly pre-refined mesh with the same minimum element size would instead require 1.31 × 106

elements.

5. Conclusion

We presented an efficient simulation framework to apply the phase-field approach to brittle fracture to complex
shell structures. Our framework is based on isogeometric analysis, using a rotation-free Kirchhoff–Love shell
formulation for structural analysis and both second- and fourth-order phase-field formulations for fracture.

For the application to multipatch structures, we proposed penalty formulations which can handle arbitrary patch
connections with matching or non-matching interfaces. The various penalty terms involved are scaled with the
corresponding problem parameters such that they all can be controlled by one global penalty parameter, which
is set to α = 103 independently of the problem parameters. Moreover, the structural penalty terms are degraded
with the phase-field degradation function in order to ensure a consistent scaling of structural stiffness and penalty
stiffness in the fractured zones.

Furthermore, we presented a multistep predictor–corrector algorithm for adaptive refinement based on LR
NURBS, using the phase-field value as refinement indicator. We proposed a local Bézier projection for mapping
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Fig. 35. Load–displacement curve for the I-beam problem.

Fig. 36. I-beam problem, detail of the crack and the adaptively refined mesh between the lower flange and the web.

the history field, which is defined at integration points, from coarser to finer meshes. The corresponding projection
matrix depends only on the polynomial degree and is identical for all elements of a mesh throughout all load steps,
hence it can be precomputed at the beginning of the analysis, making this mapping approach computationally
inexpensive. We also demonstrated that the proposed approach can accurately predict and refine the crack path
even in cases where fracture fully develops in a single load step, yielding identical results to simulations with static
pre-refined meshes. This is crucial for the application to large structures without a priori knowledge of the crack
path, since uniform refinement with an element size resolving the internal length scale would be prohibitive due to
the excessively high number of elements required.

Furthermore, we investigated and compared the computational efficiency of loosely vs. strongly coupled
staggering strategies and of second- vs. fourth-order phase-field formulations within our framework. From our
simulations, we found that a strongly staggered scheme is generally more efficient since it requires in total fewer
solutions of the computationally more expensive momentum equations (the structural problem is intrinsically
nonlinear due to the tension–compression split of the strain tensor). Moreover, we found that the fourth-order phase-
field model is in general more efficient than the second-order model, although the formulation is more involved,
due to different reasons. Firstly, the faster convergence of the method leads to fewer staggered iterations of the
coupled problem, i.e., fewer solutions of the momentum equations. Secondly, it has a narrower crack profile which
decreases the necessary number of elements to resolve the crack. Finally, the more accurate crack prediction within
the proposed predictor–corrector scheme for adaptive refinement leads to fewer recomputation steps compared to
the second-order formulation. Therefore, we chose to use the fourth-order model whenever possible, i.e., when the
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domain is smooth. For non-smooth multipatch structures, however, we resort to the second-order formulation, since
the orientation of the directional derivatives at the patch interfaces is not always unique in such cases.

For future research, we plan to extend the presented approach to ductile fracture, envisaging the application to
steel structures, as well as the extension to dynamic fracture and fatigue.
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Abstract

In this paper, a computational framework for simulating ductile fracture in multipatch shell

structures is presented. A ductile fracture phase-field model at finite strains is combined with

an isogeometric Kirchhoff-Love shell formulation. For the application to complex structures,

we employ a penalty approach for imposing, at patch interfaces, displacement and rotational

continuity and C0 and C1 continuity of the phase-field, the latter required if a higher-order

phase-field formulation is adopted. We study the mesh dependency of the numerical model

and we show that mesh refinement allows for capturing important features of ductile frac-

ture such as cracking along shear bands. Therefore, we investigate the effectiveness of a

predictor-corrector algorithm for adaptive mesh refinement based on LR NURBS. Thanks

to the adoption of time- and space-adaptivity strategies, it is possible to simulate the failure

of complex structures with a reasonable computational effort. Finally, we compare the pre-

dictions of the numerical model with experimental results from indentation tests performed

on stiffened steel panels.

Keywords: Phase-field model; Ductile fracture; Isogeometric; Shell; Multipatch; Adaptive

refinement

1. Introduction

The numerical prediction of the fracture and post-failure behavior of shell structures con-

stituted by ductile materials like metals requires sophisticated simulation tools. Adequate

formulations for the description of ductility and fracture, in combination with structural

models, are needed. The phase-field approach for the simulation of fracture has been the
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object of several studies in the last years. The formulation, stemming directly from Griffith’s

theory [1], is based on the description of brittle fracture in a variational framework by Franc-

fort and Marigo [2], later regularized by Bourdin et al. [3]. The competition between the

strain and the fracture surface energy controls the nucleation and growth of cracks, which

are described by the smooth variation, between the intact and broken material states, of a

continuous scalar parameter, the so-called phase-field. The formulation is now well estab-

lished for the brittle fracture case thanks to various advances from the original formulation.

Among others, we recall the different approaches for introducing a split in the strain energy

in order to take into account the physical asymmetry of the fracture behavior in tension

and compression [4–7], for employing alternative degradation functions for the tensile part

of the elastic strain energy instead of the standard quadratic one [8, 9], for enforcing the

irreversibility of fracture [5, 10], and for adopting a higher-order phase-field formulation [11],

or a dissipation function capable of reproducing the initial linear elastic behavior of the

material before fracture [12].

The phase-field simulation of fracture in ductile materials requires a more complex for-

mulation that includes, in addition to the elastic and fracture energy contributions already

present in the brittle fracture approach, an energy dissipation term related to plastic de-

formation. The main challenge of these models is represented by the interaction between

the dissipative term related to plasticity and the fracture term, and how these contributions

are coupled, taking into account the fact that usually, in ductile materials, the plastic flow

precedes the crack growth. Miehe et al. [13] consider a classical formulation of the fracture

energy contributions (i.e. the same used for brittle fracture) applied to thermo-elastic-plastic

materials and investigate the experimentally observed transition between brittle and ductile

fracture due to dynamic loading conditions. The work by Alessi et al. [14] reviews several

phase-field approaches for ductile fracture. The formulation proposed by Duda et al. [15]

can be considered as a ”brittle fracture in elasto-plastic solids” since no coupling is assumed

between the phase-field and the plasticity. In the model by Ambati et al., at first proposed

for the small strains framework [16] and then extended to finite strains [17], the coupling

between the two terms is included in the degradation function of the tensile part of the

elastic strain energy, since this function depends on the accumulated plastic strain. In the

formulations by Alessi et al. [18, 19], Borden et al. [9], Kuhn et al. [20], Huang et al. [21],

Rodriguez et al. [22] and Miehe et al. [23], the damage-plastic coupling is based on the fact

that a degradation function depending on the phase-field parameter is defined not only for

the bulk elastic strain energy, but also for the hardening energy contribution and the plastic

dissipated work. The latter two references include also a non-local gradient formulation for

plasticity. Dittman and co-workers [24] adopt the higher-order phase-field formulation and
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couple the plasticity and fracture behaviors by degrading the critical fracture energy by a

function depending on the equivalent plastic strain.

The phase-field method has been coupled with plate and shell models for simulating

brittle fracture in thin-walled structures adopting different approaches [25–28]. The for-

mulations by Kiendl et al. [29] and Paul et al. [30], based on the idea of performing the

tension-compression split at various integration points through the shell thickness and then

numerically integrating the strain energy contributions along these points, have been also

extended to the case of multipatch structures with isogeometric analysis [31, 32]. A similar

approach has been recently adopted by Kikis et al. [33] for modeling phase-field brittle

fracture in Reissner-Mindlin shells and plates. Pillai et al. [34] also presented a formulation

for phase-field brittle fracture in a MITC4+ Reissner-Mindlin degenerated shell element.

Formulations for ductile fracture have only been applied to a solid shell model in the small

strains setting [35].

Several works are focused on the validation of the phase-field fracture approach through

the comparison of the results of numerical simulations with experimental tests, such as [36–

40] for the brittle case. For ductile fracture, we recall the works by Wick et al. [41] and

Borden et al. [9] which report qualitative results for the fracture of screws and of a bolted

plate, respectively. A quantitative comparison, showing good agreement of the results of

ductile fracture phase-field simulations and experiments, is reported by Ambati et al. [17].

The aim of this work is to present an isogeometric phase-field approach for simulating

the ductile fracture of thin plates and shells and to test and validate the model through the

comparison of numerical analyses with experimental benchmarks. In addition, we study how

the mesh refinement influences the results of the model in terms of fracture path and load-

displacement curves. The computational efficiency of the simulations is therefore improved

by employing a predictor-corrector algorithm for the adaptive local refinement of the mesh

only in the region where it is needed, i.e. in the vicinity of the cracked area. In view of

simulating the behavior of real-world structures, we adopt a penalty formulation for patch

coupling that allows the description of geometrically complex multipatch structures.

The paper is outlined as follows. Section 2 provides the details of the proposed approach.

Firstly, the elasto-plasticity formulation and its combination with a rotation-free isogeomet-

ric Kirchhoff-Love shell model are reviewed. A phase-field approach for ductile fracture at

finite strains, including its higher-order formulation, is then presented and a detailed expla-

nation is provided about its coupling to the elasto-plastic shell model. In the same section,

we introduce the penalty formulation for coupling the structural and phase-field behaviors of

adjacent shells in multipatch structures and we briefly present the penalty contact formula-

tion used for the simulation of the experimental tests. We also focus on the employed solution
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algorithm, especially on the staggering and on the adaptive step size schemes. Section 3 is

devoted to the study of the effects of mesh refinement on the ductile fracture phase-field

simulations through numerical experiments, and to the presentation and application of an

adaptive local refinement procedure. In Section 4, the proposed approach is validated by the

simulation and the comparison with the results of indentation tests on stiffened steel plates.

The paper is closed by the conclusions in Section 5.

2. Formulation

This section presents the main features of the adopted phase-field ductile fracture ap-

proach and how this formulation is coupled with a model for shells and plates. Firstly, the

main aspects of a Kirchhoff-Love shell formulation for elasto-plasticity are introduced, then

a phase-field ductile fracture model valid in the finite strains regime is presented and com-

bined with the structural model. Lastly, a penalty patch coupling and a penalty contact

formulation, adopted for the numerical simulations of section 4, are briefly recalled.

2.1. Elasto-plasticity formulation for Kirchhoff-Love shells

We adopt a rotation-free Kirchhoff-Love shell formulation developed by Kiendl et al. [42]

in the framework of isogeometric analysis (IGA). The main assumption for thin shell theories

is that segments which are perpendicular to the midsurface in the undeformed configuration

remain straight and normal to the midsurface during deformation, so that the transverse

shear deformation can be neglected. Therefore, the description of the shell kinematics is

reduced to the description of its middle surface.

In the shell governing equations, we use the curvilinear coordinates θ1 and θ2 for the

midsurface and the coordinate θ3 ∈ [−t/2,+t/2] for the thickness direction, with t indicating

the shell thickness. Considering a point r(θ1, θ2) on the middle surface of the shell, the

tangent base vectors aα, constituting a covariant coordinate system, are defined as:

aα =
∂r

∂θα
. (1)

According to the adopted index notation, Greek indices α and β assume the values {1, 2}
for indicating the in-plane components, while Latin indices i and j take the values {1, 2, 3}.
Partial derivatives with respect to θα are indicated as (·),α = ∂(·)/∂θα, so that equation

(1) can be written also as aα = r,α. The dual contravariant base vectors are defined by

aα · aβ = δαβ , with δαβ being the Kronecker delta, and they can be used for defining a

contravariant coordinate system on the shell midsurface. The unit normal vector in thickness
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direction is defined as:

a3 =
a1 × a2

‖a1 × a2‖
. (2)

Considering a point in the shell continuum and x being its position vector in the deformed

configuration, the position of the vector can be described, due to the Kirchhoff assumption,

by the corresponding point on the midsurface r and the fiber director a3:

x = r + θ3a3. (3)

Accordingly, the base vectors, defined at any point x in the shell continuum, are denoted as

gi = x,i and take the form:

gα = aα + θ3a3,α, g3 = a3. (4)

The dual contravariant base vectors can be retrieved by the expression gi · gj = δij. As

follows, the notation (̊·) indicates the undeformed configuration of the geometric variables.

With these terms in hand, the covariant components of the deformation gradient F = dx/dx̊,

in the curvilinear reference system constituted by the contravariant bases in the undeformed

configuration g̊i ⊗ g̊j, can be computed as:

Fij = g̊i · gj. (5)

Accordingly, the right Cauchy-Green deformation tensor C = FTF covariant components

can be defined as:

Cij = gi · gj. (6)

The adopted approach for plasticity, based on the work from Simo [43], consists in a

standard three-dimensional isochoric von-Mises J2 rate-independent plasticity theory at fi-

nite strains, which employs a multiplicative decomposition of the deformation gradient into

its elastic and plastic parts:

F = FeFp. (7)

From the elastic deformation gradient, the elastic left Cauchy-Green deformation tensor be

is computed as:

be = FeFeT . (8)

The determinant of the elastic deformation gradient tensor, which is a measure of the elastic

change of volume, is designated as Je = det[Fe]. We adopt a neo-Hookean constitutive

law of decoupled type for describing the elastic behavior of the material. According to
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this approach, the strain energy density ψe can be additively decomposed into a volumetric

(shape preserving) and a deviatoric (volume preserving) part:

ψe = ψvole + ψdeve . (9)

The two terms are computed as follows:

ψvole =
κ0

2

(
Je2 − 1

2
− ln Je

)
, (10)

ψdeve =
µ

2

(
Īeb − 3

)
, (11)

with κ0 and µ as the bulk and shear modulus of the material, respectively. In equation (11),

Īeb = tr[b̄e], with b̄e = Je−
2
3 be. Further details regarding the plasticity model, including the

formulation of the yield function, the associative flow rule, and the time-integration scheme

required for the solution of the elasto-plastic constitutive equations can be found in Ambati

et al. [44].

For the implementation of the elasto-plasticity model in the shell formulation, we adopt a

stress-based approach consisting in defining integration points in the shell thickness direction

where the validity of the three-dimensional material model is enforced. Consequently, the

stress resultants are computed by the integration of the stress components through the

thickness. In the finite strain context, it is important to point out that the considered

shell formulation defines only the midsurface deformation, while the thickness deformation

is neglected. In order to take into account the out-of-plane deformation, we follow the same

approach as in Kiendl et al. [45] and Ambati et al. [44], and we correct the definition of the

base vector in thickness direction:

g3 = λ3a3, (12)

where λ3 is the thickness stretch. Accordingly, the change of g3 modifies the definition of

the components of the deformation gradient:

Fiβ = g̊i · gβ, Fi3 = λ3 g̊i · a3, (13)

and also of the Cauchy-Green deformation tensor:

Cαβ = gαβ, Cα3 = 0, C33 = λ3
2. (14)

However, the information about the thickness deformation cannot be retrieved directly from

the shell kinematics, which is based only on the displacement field of the midsurface. For this

6

Appendix A: Attached papers

180



purpose, we employ the plane stress condition as an additional constraint. This condition

is expressed by the contravariant component S33 = 0 of the second Piola-Kirchhoff stress

tensor S = Sijg̊i ⊗ g̊j. According to the considered approach, the plane stress condition

is enforced locally, in an iterative manner, at each thickness integration point. Without

entering into the details, which can be found in [44], the process starts by choosing the value

of λ3 from the last converged load step (λ3 = 1 for the first step), then the deformation

gradient tensor is corrected as in equation (13) and the updated Cauchy-Green deformation

tensor is computed as C = FTF. From the corrected F, the stress tensor S and the elasto-

plastic material tangent tensor C are computed according to J2 plasticity theory [43]. With

these quantities in hand, the linearization of the plane stress conditions allows us to compute

an updated value of C33 from the just obtained S33 and C3333. According to equation (14),

the updated value of the thickness stretch is easily found as:

λ3 =
√
C33. (15)

This value is used for obtaining again the corrected deformation gradient and Cauchy-Green

deformation tensors, as in equations (13) and (14). From this point, the iterative process

starts again and it is repeated until the plane stress condition is satisfied within a specific

tolerance. With this procedure, the stress resultants and the material tensor can be computed

at any point of the continuum, specifically in the considered thickness integration point. The

strain tensor ε, according to the Kirchhoff-Love formulation, can be defined at any location

of the shell, based on the midsurface kinematics, as the sum of the membrane and bending

parts as follows:

ε(θ3) = εm + θ3κ, (16)

where εm = εmαβ aα ⊗ aβ is the membrane strain tensor, whose covariant components can be

expressed as:

εmαβ =
1

2

(
aα · aβ − åα · åβ

)
. (17)

The second term in equation (16) is related to bending and varies linearly with the thickness

coordinate θ3. The covariant components of the curvature change tensor κ = καβ aα ⊗ aβ

are computed as:

καβ = åα,β · å3 − aα,β · a3. (18)

The presence of the second-order derivatives in the curvature expression in equation (18)

requires at least C1 continuity of the shape functions of the discretized model, making IGA

a favorable choice for the discretization of the thin shell formulation.

The variational formulation used for the discretized model is based on the virtual work
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principle and corresponds to the weak form of the momentum equation:

δW = δW int − δW ext = 0. (19)

In the definition of the internal virtual work:

δW int =

∫

A

(δεm : n+ δκ : m) dA, (20)

δεm and δκ are computed according to equations (17), (18) and related ones, considering a

virtual displacement field δu. The effective stress resultants n and m, for axial force and

bending respectively, are computed employing numerical integration of the stresses through

the thickness.

2.2. Higher order phase-field model for ductile fracture

In the phase-field fracture model, the nucleation and/or evolution of cracks are solely

described through the minimization of an energy functional, as first proposed, for the case

of brittle fracture, by Bourdin et al. [3]. For the ductile fracture case, we assume a regular-

ized energy functional that includes elastic, plastic and fracture energy contributions, as in

Ambati et al. [16, 17]:

E`(b̄
e, Je, α, s) =

∫

Ω

[
ψe(b̄

e, Je, p, s) + ψp(α) + ψs(s)
]
dV. (21)

The term ψp(α) represents the plastic strain energy density function, under the assump-

tion of isotropic hardening, and α is the relative internal hardening variable corresponding

to the equivalent accumulated plastic strain.

The fracture energy density function ψs, introduced by Bourdin et al. [3] in the regu-

larized formulation of brittle fracture, can be expressed in its original form (”second-order

phase-field model”):

ψs,2(s,∇s) = Gc

[
(1− s)2

4`
+ `|∇s|2

]
, (22)

or in the so-called ”fourth-order phase-field model” form, as proposed by Borden et al. [11]:

ψs,4(s,∇s,∆s) = Gc

[
(1− s)2

4`
+
`

2
|∇s|2 +

`3

4
(∆s)2

]
. (23)

Choosing an expression of the fracture energy density as in equation (23) would lead to a

higher-order formulation of the phase-field ductile fracture model, that has shown superior
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convergence rate with respect to the standard formulation [11, 31] and therefore will be

adopted, whenever possible, in the numerical simulations present in this paper. As for

the Kirchhoff-Love shell formulation, a discretization employing isogeometric analysis can

provide the continuity required by the higher order derivatives present in the fourth-order

model (C1 continuity). For both formulations, ψs depends on the phase-field scalar variable

s, whose smooth transition from 1, corresponding to intact material, to 0, corresponding to

fully broken material, approximates the crack topology in the considered domain Ω. The

scalar term ` is a length scale parameter that controls the width of the transition zone of the

phase-field and Gc represents the fracture toughness of the material. Equations (22) and (23)

employ a quadratic dissipation function in the form (1 − s)2, following the so-called ”AT2

model” originally proposed by Ambrosio and Tortorelli [46] and later adopted by Bourdin

et al. [3]. This formulation leads to a material model that does not show a perfectly linear

elastic behavior, since the damage starts to accumulate from the beginning of the analysis.

An alternative is represented by the ”AT1 model”, proposed by Pham et al. [12], which

employs a linear dissipation function (1− s) and according to which a linear elastic behavior

of the material is obtained.

Intending to distinguish the different fracture behaviors of the material in tension and

compression, we adopt an additive decomposition of the elastic strain energy ψe in its pos-

itive (tensile and shear, ψ+
e ) and negative (compressive, ψ−e ) parts. Following the model

adopted for the description of the J2 plasticity, the decomposition involves the volumetric

and deviatoric contributions of the strain energy (see equations (10) and (11)), as in Borden

et al. [9] (whose approach is based on the split, introduced in the small strains framework,

by Amor et al. [4]), so that:

Je < 1




ψ+
e = ψdeve (b̄e)

ψ−e = ψvole (Je)

Je ≥ 1




ψ+
e = ψdeve (b̄e) + ψvole (Je)

ψ−e = 0

(24)

Accordingly, only the positive part of the elastic strain energy is degraded by the degradation

function g(s, p):

ψe(b̄
e, Je, p, s) = g(s, p) ψ+

e (b̄e, Je) + ψ−e (Je). (25)

The degradation function, which accounts for the deterioration of the material due to the

nucleation and growth of microcracks, includes a positive small factor η ≈ 0 for avoiding
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zero stiffness of the material in the fully cracked state, and takes the form:

g(s, p) = (1− η)s2pm + η, (26)

with

p =
α

αcrit
. (27)

In equation (26), the presence of p, which describes the localization and accumulation of

the plastic strains, couples the plastic behavior of the material with the fracture process.

The phase-field is dependent on the accumulation of the ductile damage, as the fracture

can develop only in regions with significant (i.e. comparable with the critical value of the

hardening variable αcrit) plastic strains. For elasto-plastic materials, this is in agreement with

the observation that fracture occurs in areas that undergo high plastic strain. Additionally,

the present formulation implies that, once the fracture starts evolving in a certain region, the

plastic strain ceases to accumulate, so that the occurring deformations are totally elastic in

that area. It is important to point out that, for α = αcrit, the standard quadratic degradation

function is retrieved. The parameters αcrit and m can be considered as material parameters

that need to be calibrated through the comparison with experimental results. The second

one can assume the values m = {1, 2, 3, ...} and controls the speed of the ductile fracture

process. A higher value of m allows for a slower accumulation of the damage when p < 1,

i.e. α < αcrit, and for a faster accumulation when the hardening values exceeds the critical

threshold [16].

The stationarity condition of the energy functional in equation (21) with respect to s

leads to the strong form of the phase-field evolution equation for ductile fracture which

reads, for the second- and fourth-order formulations respectively,

2 `

Gc

g,sψ
+
e + s− 4 `2∆s = 1, (28)

2 `

Gc

g,sψ
+
e + s− 2 `2∆s+ `4∆(∆s) = 1, (29)

where:

g,s =
∂g(s, p)

∂s
= (1− η)2pms(2pm−1). (30)

Unlike for the brittle fracture model, in this case, the phase-field evolution equation is non-

linear.

The irreversibility of the fracture, meaning that cracks will not heal if the external loads

are removed, is enforced by introducing in the phase-field model the following local history

variable He, defined as the maximum of the positive part of the elastic strain energy density
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up to the current pseudo-time T :

He(T ) := max
τ∈[0,T ]

ψ+
e (b̄e, Je, τ). (31)

The history variable replaces ψ+
e in the phase-field evolution equation.

2.3. Phase-field ductile fracture modeling for thin shells and plates

The combination of the ductile fracture phase-field approach with the considered

Kirchhoff-Love shell model is based on the methodology adopted by Kiendl et al. [29] for

the brittle fracture case, which can be employed regardless of the specific shell formulation.

Accordingly, the model is reduced to the behavior of the midsurface variables and we intro-

duce the strain energy surface density Ψe, which expresses the elastic strain energy per unit

area of the midsurface:

Ψe =

∫ +t/2

−t/2
ψe(θ

3) dθ3. (32)

Analogously, we can define the fracture energy surface density Ψs(s), from the through-

thickness integration of ψs, and the plastic energy surface density Ψp(α), based on the

integration of ψp(α) along the thickness. Consequently, for the case of plates or shells, the

energy functional in equation (21) can be rewritten in the following form:

E`(b̄
e, Je, α, s) =

∫

A

[
Ψe(b̄

e, Je, s, p) + Ψp(α) + Ψs(s)
]
dA. (33)

Figure 1 shows how, due to the bending component related to the shell curvature change,

the strain tensor linearly varies from tension to compression through the thickness (see also

equation (16)). Moreover, as a consequence of the assumed plastic behavior of the material

and of the degradation of the tensile part of the stress tensor due to the phase-field fracture

formulation, the stress tensor itself can have a nonlinear distribution along the shell thickness.

For this reason, numerical integration is employed for computing the integral in equation

(32) and special attention is required for the tension-compression split, which is operated

according to equation (24) at each thickness integration point. Since the correct strain

tensor depends both on the membrane and on the bending components, the split needs to be

computed on the total strain energy without separating the membrane and bending parts.

Unlike the formulation for brittle fracture, the adopted degradation function (see equation

(26)) depends not only on the phase-field variable s, but also on the plasticity-related scalar

parameter p that, according to the definition in equation (27), depends on the hardening

parameter α. Since α can vary through the shell thickness, also the degradation function

varies through the thickness. So, in this approach, we assume the phase-field parameter,
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Figure 1: Combination of the contributions of membrane and bending strain and total strain ε over
the thickness t for a shell subjected to bending and tension. Possible distributions of the hardening
variable α and of the degradation function g(s, p) along t. As a result, the through-thickness stress
σ distribution after degradation of the positive (tensile) component is depicted.

which is defined only on the midsurface, to be constant through the thickness, but we obtain

a non-constant degradation function and nonlinear distributions of the stresses (see again

Figure 1). This means that, when the integral in equation (32) is computed taking into

account the tension-compression split,

Ψe =

∫ +t/2

−t/2

[
g(s, p)ψ+

e (b̄e, Je) + ψ−e (Je)
]
dθ3, (34)

the degradation function term g(s, p) needs to be included in the through-thickness numerical

integration. As a consequence, the strong form of the phase-field ductile fracture evolution

equation for shells, based on the stationarity condition of the energy functional (33) with

respect to s, is:

2 `

tGc

∫

t

g,sψ
+
e dθ

3 + s− 4 `2∆s = 1, (35)

2 `

tGc

∫

t

g,sψ
+
e dθ

3 + s− 2 `2∆s+ `4∆(∆s) = 1, (36)

with equation (35) valid for the second-order formulation and (36) for the higher-order model.

The weak form of the two previous equations, including δs as a test function and considering

the usual boundary conditions of the phase-field problem, read:

∫

A

(
2 `

tGc

∫

t

g,sHedθ3 + s− 1

)
δs dA+ 4 `2

∫

A

∇s · ∇δs dA = 0, (37)

∫

A

(
2 `

tGc

∫

t

g,sHedθ3 + s− 1

)
δs dA+ 2 `2

∫

A

∇s · ∇δs dA+ `4

∫

A

∆s ·∆δs dA = 0. (38)
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The previous equations employ the history field He for enforcing the irreversibility of the

fracture and need to be solved by an iterative solver due to their nonlinearity. In the

discretized framework, the variation of the expressions (37) and (38) with respect to the

discrete value of the phase-field at the control points sr leads to the expression of the residual

phase-field vector RPF , whose linearization yields the tangent stiffness matrix KPF . So, the

linearized version of the phase-field evolution equation, which is solved for an increment of

the vector of the discrete phase-field values at control points ∆s, simply becomes:

KPF ∆s = RPF . (39)

2.4. Penalty-based coupling of adjacent shell patches

In view of simulating the fracture behavior of complex multipatch shell structures, as done

in Section 4, a penalty-based approach for coupling adjacent isogeometric patches is adopted.

Both the structural and the phase-field behaviors across the patch interfaces are coupled and

a single dimensionless penalty term αglob = 103, scaled by the problem parameters, is needed

for all the coupling terms.

Considering two patches A and B that share an interface curve L, the structural coupling

consists in imposing displacement and rotational continuity across the patch connection by

augmenting the virtual work formulation in equation (19) by adding the terms δW pd and

δW pr. The first term imposes the displacement continuity:

δW pd =

∫

L
αd

(
uA − uB

)
·
(
δuA − δuB

)
dL, (40)

while the second one preserves the rotational continuity:

δW pr =

∫

L
αr

((
aA3 · aB3 − åA3 · åB3

)(
δaA3 · δaB3 − δåA3 · δåB3

)
+

+
(
aAn · aB3 − åAn · åB3

)(
δaAn · δaB3 − δåAn · δåB3

))
dL, (41)

where aAn is the unit vector lying in the plane of patch A and perpendicular to L. For further

details regarding the formulation, the reader is referred to the work by Herrema et al. [47],

according to which the penalty terms αd and αr are computed by scaling the global penalty

parameter αglob = 103 with the membrane and bending elastic stiffness values of the coupled

shells. In our case, uniform isotropic materials are considered, so:

αd = g(s, p) αglob
E t

h (1− ν2)
, (42)
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αr = g(s, p) αglob
E t3

12h (1− ν2)
, (43)

with E as the Young’s modulus, ν as the Poisson’s ratio, and t as the shell thickness, while

h is the average element length along the coupled edge having the finer discretization. The

meaning of h needs to be specified, since the formulation can handle non-conforming meshes

at the two sides of the coupled edge, thus it can be used in combination with adaptive mesh

refinement technologies. The phase-field degradation function g(s, p) ensures a consistent

scaling between the structural and penalty stiffness in fractured patch interfaces.

In analogy with the methodology used for the structural coupling, the penalty approach

is used also for enforcing continuity of the phase-field between the patch interfaces, as shown

in Proserpio et al. [31]. Accordingly, the term

∫

L
αC

0

PF (sA − sB)(δsA − δsB) dL, (44)

which penalizes the difference of the phase-field at the two sides of L, is added to the left-

hand side of equations (37) and (38) for guaranteeing C0 continuity of s. If the higher-order

phase-field formulation is employed, also C1 continuity of s needs to be imposed between

smooth patch interfaces. This can be achieved by summing to the left-hand side of equation

(38), in addition to the aforementioned term for C0 continuity, the following expression:

∫

L
αC

1

PF (∇sA · aAn −∇sB · aBn )(∇δsA · aAn −∇δsB · aBn ) dL, (45)

which penalizes the relative change in the directional derivative of s along an between the

two patches. The penalty imposition of C1 continuity of s can only be applied to smooth

patch interfaces. For this reason, the higher-order phase-field formulation cannot be used

for structures including patch connections forming a kink, and the second-order model needs

to be adopted. Because of the nonlinearity of the phase-field evolution equation, the first

variation of equation (44), and of equation (45) if applicable, with respect to the discrete

value of the phase-field at the control points sr, need to be added to the residual phase-field

vector RPF :

∫

L
αC

0

PF (sA − sB)(sA,r − sB,r) dL, (46)
∫

L
αC

1

PF (∇sA · aAn −∇sB · aBn )(∇sA,r · aAn −∇sB,r · aBn ) dL. (47)
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Analogously, the second variation expressions:

∫

L
αC

0

PF (sA,s − sB,s)(sA,r − sB,r) dL, (48)
∫

L
αC

1

PF (∇sA,s · aAn −∇sB,s · aBn )(∇sA,r · aAn −∇sB,r · aBn ) dL, (49)

need to be added to the phase-field tangent stiffness matrix KPF . As for the structural

case, the penalty terms for imposing phase-field continuity between patches (αC
0

PF and αC
1

PF )

are chosen by scaling the global penalty parameter αglob = 103 with terms that maintain

dimensional consistency with the related equation. At the same time, the penalty parameters

need to be large enough in order to guarantee the imposition of the required continuity of

s, without creating ill-conditioning in KPF . The history field He is the driving force of the

phase-field equation and the term in which it is included becomes numerically predominant

in the regions where fracture develops. Additionally, in cracked areas, the plastic strains

usually increase up to a level comparable to αcrit, thus implying that p = 1. Considering

that, for p = 1, the quadratic degradation function considered for brittle fracture is retrieved,

we adopt the same penalty terms as for the brittle fracture case:

αC
0

PF = αglob

[
4`(1− η)He

max

tGc

+ 1

]
h, (50)

αC
1

PF = αglob

[
4`(1− η)He

max

tGc

+ 1

]
`2h. (51)

The term He
max corresponds to the current maximum value of the history field in the struc-

ture.

As a final remark, we highlight that the penalty methodology presented in this section

can be used also for weakly imposing clamping and symmetry boundary conditions.

2.5. Penalty-based frictionless contact formulation

In Section 4, we study a series of tests where different steel structures are penetrated by

an indenter, simulating the consequences of ship grounding. For this reason, a frictionless

penalty contact formulation suitable for large deformation problems is employed. We follow

the approach outlined in Dimitri et al. [48], but instead of T-splines, LR NURBS (Locally

Refined Non-Uniform Rational B-splines, see Section 2.6) are adopted for the discretization

[49].

Two bodies, in this case two patches representing the shell midsurfaces, are assumed to

be in contact. One of them is referred to as the slave surface and the other as the master

surface. We assume that each point xs on the slave surface can have only one partner contact
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xm

xs

nm
gN

master
surface

slave
surface

Figure 2: Contact formulation, definition of the normal gap.

point xm on the master surface, whose position is computed by a closest point projection

[50] of xs over the master surface. The normal gap between the two surfaces is computed as:

gN = (xs − xm) · nm, (52)

where nm is defined as the normal unit vector at xm, with direction pointing towards the slave

surface when no contact occurs, see Figure 2. The direction of xm remains constant during

the analysis, even in case if the surfaces come into contact. According to the definition

in equation (52), the normal gap is positive if the contact is open, while gN < 0 in case

of penetration. For thin shells and plates, instead of defining the contact between the

midsurfaces, it is possible to describe the contact between the shell faces by taking into

account the slave and master thicknesses, ts and tm respectively. In this case, xs and xm and

the relative quantities continue to be defined at the midsurfaces, but contact starts occurring

when gN < (ts + tm)/2. Denoting with T the Piola traction vector, its normal component is

the normal contact traction TN :

T = Tm = −Ts = TNnm, TN = T · nm. (53)

The Kuhn-Tucker conditions for impenetrability are defined as follows:

gN ≥ 0, TN ≤ 0, gNTN = 0. (54)

These contact constraints can be regularized by adopting the penalty formulation, and thus

assume the form:

TN = αN〈gN〉−, 〈gN〉− =




gN if gN < 0

0 otherwise
(55)

with αN as the penalty parameter related to contact. Accordingly, the contribution of the
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frictionless contact formulation to the virtual work of the structure is defined as:

δWN =

∫

As

TNδgN dA = αN

∫

As

gNδgN dA, (56)

with the integral evaluated on the slave surface in the reference configuration and δgN rep-

resenting the variation of the normal gap. For details regarding the variation and the lin-

earization of the gap function and of the contact virtual work, and their discretization, the

reader is referred to De Lorenzis et al. [51].

This contact formulation is denoted as ”Gauss-point-to-surface”, since the contribution

to the virtual work δWN is computed at each integration point of the slave surface. Contact

between patches having non conforming meshes can be managed without any problem, as

the master contact point xm does not need to be a quadrature point. We adopt a pre-

search algorithm that allows excluding, from the computation of the integral (56), slave

elements which are sufficiently far from the master patch so that they are not affected by

penetration, i.e. they do not contribute to δWN. For each element on the slave surface, we

identify the closest element on the master patch, whose center will be the starting point of

the search algorithm for finding the contact point xm of each integration point belonging to

the considered slave element. This pre-computation makes the point search algorithm more

efficient and prevents it from diverging, i.e. not finding the correct contact point. At this

stage, we also compute the normal unit vector at xm and we make sure that it is oriented in

the correct way by inverting its direction if necessary, so that it can correctly represent nm.

Once the direction of nm is determined as the one pointing towards the slave surface (before

contact occurs at xm), it is kept constant for the rest of the analysis.

In order to guarantee a scaling between the structural and the contact penalty stiffness

when the penalty contact formulation is combined with the phase-field fracture approach, the

effect of the phase-field degradation function is added into equation (56) by the term gs,m,

which takes the minimum value of the degradation function between the master and the slave

contact points. The elements in the cracked zones have degraded material properties but

still contribute to the contact penalty terms and, therefore, they provide resistance against

penetration. In order to avoid this numerical problem and to remove fully broken elements

from the contact computations, zero contact stiffness is guaranteed by imposing gs,m = 0 if

s < 0.05 at xs or xm. So, the virtual work formulation in equation (19) is augmented by

adding the following term:

δWN = αN

∫

As

gs,mgNδgN dA. (57)

17

A.4. Paper 4

191



2.6. Discretization of the geometry with LR NURBS

Thanks to the smoothness of the basis functions, IGA represents a favorable choice for

the discretization of the geometry, because it allows for an efficient implementation of the

rotation-free Kirchhoff-Love shell model and of the fourth-order phase-field formulation. In

the context of the numerical simulation of contact, IGA allows for considering the exact ge-

ometry of the surfaces. Additionally, the higher continuity of the basis functions contributes

to improving the performance of the contact algorithms, with respect to the traditional fi-

nite element implementations, thanks to the well-posedness of the closest-point projection

problems [51].

In phase-field fracture analyses, the steep gradient of the smeared crack profile, whose

width depends on the (often small) length scale parameter `, requires a mesh having fine

elements at least in the vicinity of the crack region. Due to their tensor product properties,

the NURBS basis functions used in standard isogeometric analysis allow only a global refine-

ment of the geometry. For this reason, we adopt a local refinement technology by employing

LR NURBS [52], an extension of LR B-splines [53], for the discretization of the geometry. In

this work, a ductile fracture formulation that employs a local plasticity theory is presented.

Since mesh refinement is well known to be critical for local plasticity formulations [54], its

influence is studied in Section 3.

2.7. Aspects related to the solution algorithm

From the stationarity condition of the energy functional (see equation (33)) with respect

to the displacement field u and the phase-field s, the two governing equations of the coupled

problem, i.e. the momentum and the phase-field evolution equations, are obtained. Ac-

cording to the staggered approach proposed by Bourdin et al. [3] and Miehe et al. [5], the

two equations are solved separately at each pseudo-time step of the analysis, keeping frozen

the field which the equation is not solved for. In order to guarantee that the structure is in

equilibrium at end of each load step, we check the convergence of the solution after each stag-

gered iteration and we repeat the process until the convergence is reached. It is important to

point out that both the momentum and the phase-field equilibrium equations are nonlinear,

so that they require an iterative solver. A classical approach, which will be called “loosely

coupled” staggering scheme, would require, for each staggered iteration, first the iterative

solution of the equilibrium equation for u and then the iterative solution of the phase-field

equation for s. In order to improve the efficiency of the numerical simulation, we adopt the

”strongly coupled” scheme, used in [31] for brittle fracture problems (where the phase-field

equation is linear), according to which, in each staggered iteration, a single iteration of each

of the two governing equation is performed, until convergence of the staggering process is
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reached (both for the momentum and the phase-field equation) with an adequately low tol-

erance for the residual. Box 1 outlines a comparison of the two approaches. The strong

staggered coupling scheme is employed for all the numerical simulations of this paper.

Box 1: Loosely and strongly coupled staggering schemes. In case the convergence conditions are
not satisfied, the iterations are repeated.

Loosely coupled staggering scheme Strongly coupled staggering scheme

Load step i
Staggered iterations:

Iterative solution of momentum eq.:
Iteration of momentum eq.

↓
Check convergence of momentum eq.

⇓
Iterative solution of phase-field eq.:

Iteration of phase-field eq.
↓

Check convergence of phase-field eq.

⇓
Check convergence of stagg. iterations

Load step i
Staggered iterations:

Iteration of momentum eq.

⇓

Iteration of phase-field eq.

⇓

Check convergence of stagg. iterations

Load step i+ 1
...

Load step i+ 1
...

As observed by Gerasimov et al. [10] for phase-field brittle fracture analyses, when the

staggering process is repeated until convergence in each step, the use of relatively large

pseudo-time steps does not affect the results accuracy and even reduces the computational

time, with respect to smaller steps. In order to improve the efficiency of the simulations,

the use of quite large increments between the steps is possible in the initial part of the sim-

ulations or when the pure elastic regime dominates. On the other hand, large steps cannot

be used when the plasticity starts evolving in the structure, otherwise no convergence of the

momentum equation, and so of the staggered iterations, can be achieved. The same applies

to the contact formulation, which cannot handle too large step increments that would lead

to penetration at the beginning of the steps too large for allowing the convergence of the

equilibrium equation. For these reasons, we adopt a simple adaptive step size procedure that

will be briefly exposed. The initial step size is chosen as relatively large and represents the

maximum possible step increment for the analyses. When a load step does not reach conver-
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gence, the step is recomputed with an increment reduced by a factor of 2, until convergence

is reached. In order to improve the efficiency of the simulations, we strive to have increments

as large as possible. So, each time a step converges, we increase the step size by a factor 1.5

(we observed that an increase factor equal to the one for step reduction would often lead to

non-convergence). The increment cannot, anyway, be larger than the maximum one set at

the beginning of the analyses. This approach allows relatively large steps in the initial part

of the analyses, while the increment size is reduced when complex deformations occur (for

example the buckling of stiffeners in Section 4) or contact and phase-field ductile fracture

effects dominate the simulation.

3. Adaptive local refinement for ductile fracture simulations

The J2 plasticity formulation (see Section 2.1) employed in this work is a local plasticity

model, meaning that the plastic constitutive equation of the material is evaluated at the

integration points of the structure, without including any information about the size of the

zone where plastic strains localize, because no length scale parameter is present in the model.

As a consequence, the results of the simulations may be sensitive to the mesh size in the

plastic region, which can localize differently and change dimension in case the mesh is refined

[54].

3.1. Influence of the mesh size on the phase-field modeling of ductile fracture

In order to evaluate the effect of the mesh size on the considered local plasticity model

combined with the phase-field fracture approach, we consider two numerical examples, a

rectangular flat specimen and a hollow cylinder, under tensile loading caused by the imposed

displacement of the top edge. Geometry and boundary conditions are shown in Figure 3 (the

thickness is t = 1 mm for both specimens). For the cylinder example, only one quarter of the

model is simulated due to symmetry, employing symmetric boundary conditions imposed by

penalty, according to the formulation in Section 2.4. The same J2 plasticity model as in [44]

with the following material parameters is considered in this work, i.e. E = 189×103 N/mm2

and ν = 0.29 for elasticity. A nonlinear hardening law in the following form is assumed [17]:

R(α) = σy +Hmα +
(
σ∞ − σy

) (
1− e−δα

)
, (58)

with yielding stress σy = 343 MPa, ultimate tensile strength σ∞ = 680 MPa, hardening

modulus Hm = 300 MPa, and saturation coefficient δ = 16.93. The parameters required for

the phase-field ductile fracture model are chosen as follows: fracture toughness Gc = 1000

N/mm, critical value of the hardening variable αcrit = 0.50, m = 1, and ` = 0.50 mm. The
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(a) Rectangular flat specimen

200

100

(b) Hollow cylinder specimen

Figure 3: Setup of the tensile problems (dimensions in mm).

simulations are performed firstly only considering the elasto-plastic material model, then also

including the phase-field ductile fracture formulation. Different mesh sizes are considered

by employing local mesh refinement in the central region of the specimen, where necking,

plastic strain concentration and fracture are expected to take place. For the rectangular

flat specimen, we consider h = {0.500, 0.250, 0.125} mm, where h indicates the minimum

characteristic element size in the mesh. For the cylindrical geometry, h = {2.00, 1.00, 0.50}
mm is taken. In both cases, these minimum element sizes correspond to one, two or three

levels of pre-refinement, respectively. For these and all the simulations in this paper, we use

quadratic LR NURBS having 3 through-thickness integration points for each of the 3 × 3

Gauss points per element.

Figures 4 and 5 show the results of the simulations involving phase-field fracture for the

two specimens and the different meshes used. From the plots of the equivalent plastic strain

α it is possible to notice that the plasticity accumulates in different ways as the mesh is

refined. By using smaller elements, the concentration of the plasticity in shear bands can

be captured. Since, according to the adopted phase-field formulation, the fracture starts

evolving only in zones that undergo plastic strains, also the cracks will change shape and

will start following the orientation of the shear bands as the mesh is refined. Figures 6 and

7 show the load-displacement curves for the two specimens, both with only elasto-plasticity
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(a) h = 0.500 (b) h = 0.250 (c) h = 0.125

Figure 4: Results of the phase-field ductile fracture simulations for the rectangular flat specimen
with pre-refined mesh. The colormaps indicate the values of the hardening variable α and of the
phase-field s. For visualization purposes, in the equivalent plastic strain plots, elements considered
broken (s < 0.05) are removed.

and with ductile fracture, for the considered element sizes. The results of the elasto-plastic

simulations with and without phase-field fracture are the same until the points when the

cracks start initiating and the curves of the phase-field simulations show a drop. Considering

the simulations involving only J2 plasticity, it is clear that the mesh refinement does not

lead to convergence in the results. Even if all the curves are coincident in the first part of the

analysis, after the occurrence of necking, finer meshes cause larger localization of the plastic

strains in the necking region (following shear bands), leading to a softening behavior and

to load-displacement curves showing less load-carrying capacity. The simulations involving

phase-field fracture in addition to elasto-plasticity show instead load-displacement curves

not too sensitive to mesh refinement, and convergence can be observed as the element size is

reduced. It is important to recall that, according to the adopted phase-field ductile fracture

model, plastic strains cease to concentrate when the fracture starts developing (only elastic

deformation can take place in the fractured region). This means that, unlike for the pure

elasto-plastic simulations, the plasticity cannot increasingly localize as the phase-field ductile
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(a) h = 2.00 (b) h = 1.00 (c) h = 0.50

Figure 5: Results of the phase-field ductile fracture simulations for the hollow cylinder specimen
with pre-refined mesh. The colormaps indicate the values of the hardening variable α and of the
phase-field s. For visualization purposes, in the equivalent plastic strain plots, elements considered
broken (s < 0.05) are removed.

fracture simulations proceed, thus alleviating the mesh dependency of the elasto-plastic

model, even without adopting a non-local gradient formulation for plasticity. A possible

interpretation of these results can also be related to the fact that the gradient term present

in the phase-field model reduces the need of adopting a gradient plasticity formulation.

In conclusion, we can assume that a local pre-refinement of the mesh can influence the

direction and the shape of the fracture, but affects the simulated load-displacement curves

of the specimens only up to a limited extent.
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(b) Phase-field ductile fracture

Figure 6: Load-displacement curves of the elasto-plastic simulations with and without phase-field
fracture formulation for the rectangular flat specimen with pre-refined mesh.
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Figure 7: Load-displacement curves of the elasto-plastic simulations with and without phase-field
fracture formulation for the hollow cylinder specimen with pre-refined mesh.

3.2. Adaptive local refinement strategy and validation

Solve step i

(Further)
Perform mesh refinement

Transfer of solution of step i− 1

Step i + 1

NO

YES

onto the refined mesh

Step i− 1

mesh refinement
needed?

Figure 8: Adaptive local refinement algorithm.

The use of an adaptive local mesh refinement scheme is crucial for performing phase-field

fracture simulations on complex structures with a reasonable computational cost. In this

section, we adopt the approach used in Proserpio et al. [31] for brittle fracture, and we

test its validity in the framework of ductile fracture. The method consists in a predictor-

corrector algorithm that allows refining the mesh only where needed, i.e. in the regions where
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the fracture is evolving, without knowing a priori where the cracks are going to nucleate

and/or grow. According to the algorithm, which is summarized in Figure 8, at the end of

each step we evaluate whether the mesh needs to be refined. If this is the case, the mesh

refinement is performed, the solution of the precedent step is transferred to the refined mesh

and the considered step is recomputed with the new mesh. Unlike for the brittle fracture

case, in ductile fracture simulations cracks often grow during several steps, meaning that the

evolution of the fracture during a single step is relatively limited (even when the convergence

of the staggered iterations is achieved). Nevertheless, it may happen that, at the end of a

recomputed step, the crack has grown outside of the region just refined. In this case, the

load step needs to be recomputed again, and the process is repeated until there is no need

for further refinement.

The need for refinement is evaluated according to the fact that ductile fracture is preceded

by a concentration of the plastic strain, which is measured by the hardening variable α. For

this reason, we choose the equivalent plastic strain α as the indicator for the refinement and,

at the end of each load step (including recomputed ones), we mark for refinement all the

elements that are larger than the prescribed minimum element size and in which the value

of the hardening parameter is higher than a threshold value, i.e. α > αt at least in one

integration point. Since we want to be able to capture the localization of plasticity, that can

potentially lead to cracks following shear bands (see Section 3.1), we adopt a conservative

approach so that the mesh is refined before the onset of fracture. Therefore, the value

αt = 0.25αcrit is chosen and used in all the simulations of this paper including adaptive

mesh refinement. The refinement is performed according to the ”structured mesh” strategy

[53], which consists in splitting all the knot spans of the support of a certain basis function.

This approach provides a regular mesh, with a good transition between zones having different

element sizes, and keeps the aspect ratio of the elements in parametric space constant.

For each refinement round, it is necessary to transfer all the state variables from the coarse

to the refined mesh. The field quantities defined at the control points (displacement u and

phase-field s, which are also the unknowns of the coupled problem) are projected according to

the same algorithms used for determining the coordinates of the control points corresponding

to split basis functions [53]. The history field He, the hardening variable α, the thickness

stretch λ3, and the plastic right Cauchy-Green deformation tensors Cp = FpTFp are instead

quantities defined at each thickness integration point. The transfer of these quantities, from

the integration points of the coarse element to the ones of the refined elements having the

same position across the thickness, is performed for each scalar variable according to a local

Bézier-element-based interpolation [31, 55]. For the right Cauchy-Green deformation tensor,

the transfer is operated separately for each component.
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(a) Rectangular flat specimen, h = 0.250
mm

(b) Hollow cylinder specimen, h = 1.00 mm

Figure 9: Results of the phase-field ductile fracture simulations employing adaptive mesh refinement
for the tensile specimens in the terms of hardening variable and phase-field. The colormaps indicate
the values of the hardening variable α and of the phase-field s. For visualization purposes, in the
equivalent plastic strain plots, elements considered broken (s < 0.05) are removed.

We test the effectiveness of the adaptive local refinement procedure on the two numerical

examples previously run for verifying the effect of the mesh pre-refinement (see Section 3.1).

In both cases, two levels of adaptive mesh refinement are employed, for a minimum mesh

size h = 0.250 mm for the rectangular flat specimen and h = 1.00 mm for the hollow cylinder

example. Figure 9 shows the initial mesh and the final results of the simulations for the two

geometries, which can be compared with the ones from the simulations with pre-refinement

of the mesh (Figures 4b and 5b). The mesh refinement is performed early enough in order

to capture the localization of the plastic strains and therefore the cracking develops along

the shear bands. In the rectangular flat specimen, some local refinement occurs also at the

corners due to plasticity localization, but this does not lead to fracture in those locations.

Figure 10 shows a good agreement of the load-displacement curves between the simulations

employing adaptive local refinement and the corresponding ones performed with a pre-refined

mesh. For the examples presented in this section, the reduction of the computational cost

due to the adoption of the adaptive refinement is limited by the fact that a large portion

of the mesh needs to be refined. The examples in Section 4 will show the importance of

adaptive refinement for structures where the cracked area covers only a small part of the
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total domain.
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0 10 20 30 400

50

100

150

200

Imposed displacement [mm]

Fo
rc
e
[k
N
]

Pre-refinement
Adaptive refinement

(b) Hollow cylinder specimen, h = 1.00 mm

Figure 10: Comparison of the load-displacement curves from the phase-field ductile fracture simu-
lations with and without adaptive mesh refinement for the tensile specimens.

4. Application to complex structures with experimental validation

We now validate our method by simulating a series of experimental indentation tests on

steel panels performed by Alsos et al. [56]. The experimental campaign was conducted in

order to evaluate the resistance of stiffened plates from ship hulls in case of events like ship

grounding. Section 4.1 presents the setup of the problem, while in Section 4.2 the results of

the simulations are compared with the experimental ones and then discussed.

4.1. Problem definition and setup of the simulations

The experimental campaign from which we extract the experimental benchmarks consists

in a series of indentation tests performed on rectangular steel panels. The experimental setup

is shown in Figure 11. Different plate configurations are considered: unstiffened panel (US),

panel with one flat bar stiffener (1-FB), and panel with two flat bar stiffeners (2-FB). For both

the 1-FB and 2-FB case, the stiffeners are welded to the plate. In the experimental setup,

the panel and the ends of the stiffeners are welded to a strong frame consisting of massive

steel boxes. We choose to include in the simulations only the plates and the stiffeners, and

we model their connections to the frames employing clamped boundary conditions (imposed

by penalty, see Section 2.4), as it can be assumed that the surrounding girder webs are stiff

enough to represent a rigid support [56]. The dimensions and geometry of the panels and

of the indenter are depicted in Figure 12. The thickness of the plate is 5 mm, while the

thickness of the stiffeners is 6 mm.
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Figure 11: Experimental setup for the indentation test. (a) shows a tested panel with its box beam
frame in the experimental rigging, that includes a hydraulic jack mounted on a crosshead and the
indenter. (b) shows the interaction between the indenter and the plate during the test. [56]§
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Figure 12: Longitudinal view of a stiffened plate with the indenter and transversal view of the three
panel configurations (dimensions in mm).

The material of the plate and of the stiffeners consists in rolled mild steel, namely S235JR

EN10025. Stress-strain curves, resulting from tensile tests performed on samples extracted

from the same batch from which the tested structure was manufactured, are published [56].

The tensile tests have been performed in directions both parallel and perpendicular to the

rolling direction. From the average of the two responses, the experimental curve shown in

Figure 13 is obtained. Apart from the elastic properties, which are taken as the well known

ones for mild steel (E = 210 × 103 N/mm2, ν = 0.30), numerical simulations of the tensile

tests are necessary in order to determine, by comparison with the available experimental

curve, the plasticity and fracture parameters of the material. The elasto-plasticity model
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without phase-field fracture employing a nonlinear hardening law as in equation (58) is

adopted for the quantification of the plasticity properties, which result in yielding stress

σy = 285 MPa, ultimate tensile strength σ∞ = 395 MPa, hardening modulus Hm = 550

MPa, and saturation coefficient δ = 25.00. Once these values are set, ductile fracture

simulations are performed for determining the fracture toughness as Gc = 35 kN/mm, the

critical value of the hardening variable as αcrit = 2.0, and m = 1. Figure 13 shows the stress-

strain curves from the simulations employing these parameters, in comparison with the one

obtained from the experiments on the specimens. The material parameters determined in

this section will be used as input for the numerical modeling and for predictions of the results

of the indentation tests.
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Figure 13: Stress-strain curves for the tensile test and simulations used for evaluating the material
properties, according to the adopted computational model, of the mild steel rolled plates employed
in the indentation test.

The simulations of the indentation tests are performed in displacement control, imposing

the displacement of the indenter in the direction perpendicular to the plate. In the experi-

mental campaign, the displacement rate of the cylinder was set to 10 mm/min in order to

minimize the strain rate effects, which can be considered negligible as they are supposed to

account for an increase in loads of 2− 4 % with respect to the static scenario [56]. For this

reason, the analyses are performed in the quasi-static regime. Despite the better efficiency of

the fourth-order phase-field model, especially in connection with adaptive local refinement

[31], the higher-order formulation can be employed only for the US analysis, where no patch

connections with kinks are present. The second-order phase-field model is used instead for

the 1-FB and 2-FB cases, because of the non-smooth patch connections between the panel

and the stiffener, which prevent the imposition of the C1 continuity of s (see Section 2.4).

29

A.4. Paper 4

203



The length scale parameter for the phase-field model is taken as ` = 6 mm. Adaptive local

mesh refinement according to the strategy explained in Section 3.2 is adopted, with three

levels of refinement leading to a minimum element size h = 3 mm, so that h = `/2. Due to

the symmetry of the setup and considering that the experimental results showed a symmetric

behavior, only half of the geometry is simulated, with the symmetry plane passing at the

transverse center line of the plate. Since the model involves another symmetry plane (cor-

responding to the panel center line, in the longitudinal direction), the perfectly symmetric

setup makes the nucleation of localized cracks difficult, in the simulations. For this reason,

we introduce an imperfection in the model in the form of a small pre-crack located along the

transversal symmetry plane. In addition, the indenter tip is supposed to hit the center of the

panels, but assuming that some offset between the indenter position and the target center is

present in the testing, the indenter position is shifted by 5 mm from the panel center, along

the transversal symmetry plane, in the simulations setup. Patch coupling, symmetry and

clamping boundary conditions are applied by employing the penalty formulation (Section

2.4). In the experimental setup, the indenter is milled out from a solid piece of steel, there-

fore, in the simulations, only its lower surface is modeled and it is considered as a rigid shell.

Contact conditions are simulated according to the frictionless penalty formulation exposed

in Section 2.5. In addition to the plate-indenter and the plate-stiffeners interactions, due to

the possibility of penetration caused by the damage of the panel elements involved in the

contact, the contact between the indenter and the stiffeners has to be taken into account

as well. Shell thickness is considered in the contact computations for the panel and the

stiffeners. The contact penalty parameter is set as αN = 103.

4.2. Simulation results and discussion

(a) US (b) 1-FB (c) 2-FB

Figure 14: Results of the indentation tests on the three panel configurations. [56]§

Figure 15 shows the result of the simulation for the unstiffened plate in the undeformed

and deformed configuration. The fracture starts at approximately 100 mm from the center
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(a) Undeformed configuration (b) Deformed configuration. For visualization pur-
poses, the fully broken elements are removed from
the plate.

Figure 15: Result of the simulation of the indentation test on the US panel.

Figure 16: Result of the simulation of the indentation test on the 1-FB panel from two different
viewpoints. For visualization purposes, the fully broken elements are removed from the plate. The
indenter and the stiffener are represented with different colormaps.

line in the longitudinal direction (referring to the undeformed configuration) and evolves with

a shape similar to the one observed during the benchmark experimental tests (Figure 14a).
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Figure 17: Result of the simulation of the indentation test on the 2-FB panel from two different
viewpoints. For visualization purposes, the fully broken elements are removed from the plate. The
indenter and the stiffeners are represented with different colormaps.

It can be noted that some mesh refinement occurs around the plate center due to the increase

of the plastic strain in that region. Nevertheless, this does not lead to fracture, showing that

the refinement of the mesh does not necessarily imply the onset of cracks. In the 1-FB case

(Figure 16), the stiffener, which is placed in the middle of the panel, is initially subjected

to bending and shear action, until buckling and consequent folding occur. Therefore, the

stiffener does not break, while the fracture happens in the plate, close to the connection

with the stiffener itself, as observed in the tests (Figure 14b). For the 2-FB geometry, the

fracture occurs in the area between the two stiffeners and evolves in a way similar to the

unstiffened case. No stiffeners failure is again observed, nor in the experiments neither in

the simulations, as shown in Figures 14c and 17. The comparison of the load-displacement

curves resulting from the indentation tests and the simulations performed for this paper is

shown in Figures 18 and 19. In the experimental setup, the force and the displacement were

measured on the crosshead of the hydraulic jack that acts on the movement of the indenter.

Since the simulations are conducted in (increasing) displacement control, we removed from

the experimental curves the part referring to the retraction of the indenter. There is good

agreement between the curves in the first part of the analyses, which includes the initial
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elastic deformation, the onset and development of plasticity, and the buckling of the stiffeners

(if present). The simulations predict the failure moment with reasonable precision in the US

and 1-FB cases, and with good estimates of the peak load with respect to the experimental

curves. The two-stiffeners panel simulation, instead, overestimates the maximum load carried

by the structure and predicts a too late fracture.
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Figure 18: Comparison of the load-displacement curves for the indentation test on the US panel.
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(b) 2-FB

Figure 19: Comparison of the load-displacement curves for the indentation tests on the stiffened
panels.

Among the factors that influence the not perfect matching of the curves, we recall that

a frictionless contact formulation is employed, while the presence of static friction should

be assumed between the steel surfaces of the indenter and of the plate. Moreover, the

larger difference between the experimental and the simulation curves of the 1-FB and 2-FB
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cases compared with the unstiffened case can be related to the fact that the simulations

do not include the modeling of the stiffeners weld bead. Fracture was never experimentally

observed in the weld material, but the modeling of the weld bead would make the simulated

structure stiffer. After fracture development, the curves resulting from the simulations show

more post-cracking ductility than the experimental ones. This behavior is more evident

than in the results from the analyses performed on the tensile specimens, see Figure 13,

where it is possible to describe the drop of the load-displacement curve. The adoption

of an enriched model could be useful for replicating this behavior also for the considered

structure. However, considering the complexity of the model, the numerical simulations

provide satisfactory predictions of the behavior of the stiffened plates both in terms of crack

path and load-displacement curves. The result is relevant, especially taking into account the

fact that the material parameters of the model have been determined only from the results of

the tensile tests performed on the specimens of the material considered in the experiments.

Considerations similar to the ones after the experimental campaign can be drawn from the

performed simulations. First of all, the initiation of fracture does not imply a total loss of

the resistance of the structure. Moreover, the presence of one or more stiffeners obviously

increases the initial stiffness of the panels and reduces their flexibility, at the price of earlier

fracture and less maximum carried load.

5. Conclusion

We have presented an approach for the simulation of ductile fracture in shell structures.

An isogeometric rotation-free Kirchhoff-Love shell formulation was combined with an elasto-

plasticity material model and with a phase-field ductile fracture formulation at finite strains,

here extended to the higher-order version. According to this approach, it is possible to

describe, with a single value of the phase-field defined at the midsurface, a nonlinear distri-

bution of the stress tensor and a degradation function varying through the shell thickness.

In order to simulate the failure of geometrically complex multipatch structures, we

adopted a penalty formulation for coupling the structural and the phase-field fracture be-

haviors across the patch interfaces. A penalty formulation has been also employed for the

simulation of frictionless contact conditions. Being used in phase-field fracture simulations,

both the penalty formulations had their terms scaled by the phase-field degradation func-

tion, in order to maintain the numerical proportion between structural and penalty stiffness

during the analyses and in order the relax the penalty constraints in the fractured zones.

Additionally, we found that fractured elements have to be removed from the contact algo-

rithms for enabling penetration. The adequate choice of the penalty terms was suggested by

the stability and convergence of the numerical analyses performed.
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Despite the strong mesh dependency of the local plasticity model, the mesh sensitivity of

the ductile failure simulations is reduced by the fact that the localization of the plastic strains

ceases at the occurrence of fracture. At the same time, the use of fine meshes allows capturing

characteristic features of ductile fracture, such as cracking along shear-bands or cup-and-cone

fracture. In view of improving the numerical efficiency of the analyses, a predictor-corrector

algorithm for adaptive local refinement employing LR NURBS was adopted, so that a fine

mesh can be employed only in the vicinity of the crack, without the need of knowing in

advance the fracture pattern.

The effectiveness of the numerical approach has been tested through the comparison with

results from experimental indentation tests performed on steel stiffened panels for simulating

the consequences of grounding on ship hulls. The material parameters for the simulations

have been determined only according to the available results of tensile tests operated on

specimens from the same plates used in the experiments. The qualitative (crack patterns)

and quantitative (load-displacement curves) agreement of the results of the simulations and

of the tests highlights the potential and the flexibility of the phase-field method also for

ductile fracture, and its possible application to the prediction of the failure of real-world

structures.
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on the Faroe Bank Channel Overflow. Ph.d.thesis, 

IMT 

IMT 

2010-66 

Jia, Huirong Structural Analysis of Intect and Damaged Ships in 

a Collission Risk Analysis Perspective. Ph.d.thesis 

CeSoS. 

IMT 

2010-67 

Jiao, Linlin Wave-Induced Effects on a Pontoon-type Very 

Large Floating Structures (VLFS). Ph.D.-thesis, 

CeSOS. 

IMT 

2010-68 

Abrahamsen, Bjørn Christian Sloshing Induced Tank Roof with Entrapped Air 

Pocket. Ph.d.thesis, CeSOS. 

IMT 

2011-69 

Karimirad, Madjid Stochastic Dynamic Response Analysis of Spar-

Type Wind Turbines with Catenary or Taut 

Mooring Systems. Ph.d.-thesis, CeSOS. 

IMT -

2011-70 

Erlend Meland Condition Monitoring of Safety Critical Valves. 

Ph.d.-thesis, IMT. 

IMT – 

2011-71 

Yang, Limin Stochastic Dynamic System Analysis of Wave 

Energy Converter with Hydraulic Power Take-Off, 

with Particular Reference to Wear Damage 

Analysis, Ph.d. Thesis, CeSOS. 

IMT – 

2011-72 

Visscher, Jan Application of Particla Image Velocimetry on 

Turbulent Marine Flows, Ph.d.Thesis, IMT. 

IMT – 

2011-73 

Su, Biao Numerical Predictions of Global and Local Ice 

Loads on Ships. Ph.d.Thesis, CeSOS. 

IMT – 

2011-74 

Liu, Zhenhui Analytical and Numerical Analysis of Iceberg 

Collision with Ship Structures. Ph.d.Thesis, IMT. 

IMT – 

2011-75 

Aarsæther, Karl Gunnar Modeling and Analysis of Ship Traffic by 

Observation and Numerical Simulation. 

Ph.d.Thesis, IMT. 
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Imt – 

2011-76 

Wu, Jie Hydrodynamic Force Identification from Stochastic 

Vortex Induced Vibration Experiments with 

Slender Beams. Ph.d.Thesis, IMT. 

Imt – 

2011-77 

Amini, Hamid Azimuth Propulsors in Off-design Conditions. 

Ph.d.Thesis, IMT. 

 

 

IMT – 

2011-78 

Nguyen, Tan-Hoi Toward a System of Real-Time Prediction and 

Monitoring of Bottom Damage Conditions During 

Ship Grounding. Ph.d.thesis, IMT. 

IMT- 

2011-79 

Tavakoli, Mohammad T. Assessment of Oil Spill in Ship Collision and 

Grounding, Ph.d.thesis, IMT. 

IMT- 

2011-80 

Guo, Bingjie Numerical and Experimental Investigation of 

Added Resistance in Waves. Ph.d.Thesis, IMT. 

IMT- 

2011-81 

Chen, Qiaofeng Ultimate Strength of Aluminium Panels, 

considering HAZ Effects, IMT 

IMT- 

2012-82 

Kota, Ravikiran S. Wave Loads on Decks of Offshore Structures in 

Random Seas, CeSOS. 

IMT- 

2012-83 

Sten, Ronny Dynamic Simulation of Deep Water Drilling Risers 

with Heave Compensating System, IMT. 

IMT- 

2012-84 

Berle, Øyvind Risk and resilience in global maritime supply 

chains, IMT. 

IMT- 

2012-85 

Fang, Shaoji Fault Tolerant Position Mooring Control Based on 

Structural Reliability, CeSOS. 

IMT- 

2012-86 

You, Jikun Numerical studies on wave forces and moored ship 

motions in intermediate and shallow water, CeSOS. 

IMT- 

2012-87 

Xiang ,Xu Maneuvering of two interacting ships in waves, 

CeSOS 

IMT- 

2012-88 

Dong, Wenbin Time-domain fatigue response and reliability 

analysis of offshore wind turbines with emphasis on 

welded tubular joints and gear components, CeSOS 

IMT- 

2012-89 

Zhu, Suji Investigation of Wave-Induced Nonlinear Load 

Effects in Open Ships considering Hull Girder 

Vibrations in Bending and Torsion, CeSOS 

IMT- 

2012-90 

Zhou, Li Numerical and Experimental Investigation of 

Station-keeping in Level Ice, CeSOS 

IMT- 

2012-91 

Ushakov, Sergey Particulate matter emission characteristics from 

diesel enignes operating on conventional and 

alternative marine fuels, IMT 

IMT- 

2013-1 

Yin, Decao Experimental and Numerical Analysis of Combined 

In-line and Cross-flow Vortex Induced Vibrations, 

CeSOS 

Previous PhD theses published at the Department of Marine Technology

230



 

IMT- 

2013-2 

Kurniawan, Adi Modelling and geometry optimisation of wave 

energy converters, CeSOS 

IMT- 

2013-3 

Al Ryati, Nabil Technical condition indexes doe auxiliary marine 

diesel engines, IMT 

IMT-

2013-4 

Firoozkoohi, Reza Experimental, numerical and analytical 

investigation of the effect of screens on sloshing, 

CeSOS 

IMT- 

2013-5 

Ommani, Babak Potential-Flow Predictions of a Semi-Displacement 

Vessel Including Applications to Calm Water 

Broaching, CeSOS 

IMT- 

2013-6 

Xing, Yihan Modelling and analysis of the gearbox in a floating 

spar-type wind turbine, CeSOS 

IMT-7-

2013 

Balland, Océane Optimization models for reducing air emissions 

from ships, IMT 

IMT-8-

2013 

Yang, Dan Transitional wake flow behind an inclined flat 

plate-----Computation and analysis,  IMT 

IMT-9-

2013 

Abdillah, Suyuthi Prediction of Extreme Loads and Fatigue Damage 

for a Ship Hull due to Ice Action, IMT 

IMT-10-

2013 

Ramìrez, Pedro Agustìn Pèrez Ageing management and life extension of technical 

systems- 

Concepts and methods applied to oil and gas 

facilities, IMT 

IMT-11-

2013 

Chuang, Zhenju Experimental and Numerical Investigation of Speed 

Loss due to Seakeeping and Maneuvering. IMT 

IMT-12-

2013 

Etemaddar, Mahmoud Load and Response Analysis of Wind Turbines 

under Atmospheric Icing and Controller System 

Faults with Emphasis on Spar Type Floating Wind 

Turbines, IMT 

IMT-13-

2013 

Lindstad, Haakon Strategies and measures for reducing maritime CO2 

emissons, IMT 

IMT-14-

2013 

Haris, Sabril Damage interaction analysis of ship collisions, IMT 

IMT-15-

2013 

Shainee, Mohamed Conceptual Design, Numerical and Experimental 

Investigation of a SPM Cage Concept for Offshore 

Mariculture, IMT 

IMT-16-

2013 

Gansel, Lars Flow past porous cylinders and effects of 

biofouling and fish behavior on the flow in and 

around Atlantic salmon net cages, IMT 

IMT-17-

2013 

Gaspar, Henrique Handling Aspects of Complexity in Conceptual 

Ship Design, IMT 

IMT-18-

2013 

Thys, Maxime Theoretical and Experimental Investigation of a 

Free Running Fishing Vessel at Small Frequency of 

Encounter, CeSOS 

IMT-19-

2013 

Aglen, Ida VIV in Free Spanning Pipelines, CeSOS 
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IMT-1-

2014 

Song, An Theoretical and experimental studies of wave 

diffraction and radiation loads on a horizontally 

submerged perforated plate, CeSOS 

IMT-2-

2014 

Rogne, Øyvind Ygre Numerical and Experimental Investigation of a 

Hinged 5-body Wave Energy Converter, CeSOS 

IMT-3-

2014 

Dai, Lijuan  Safe and efficient operation and maintenance of 

offshore wind farms ,IMT 

IMT-4-

2014 

Bachynski, Erin Elizabeth Design and Dynamic Analysis of Tension Leg 

Platform Wind Turbines, CeSOS 

IMT-5-

2014 

Wang, Jingbo Water Entry of Freefall Wedged – Wedge motions 

and Cavity Dynamics, CeSOS 

IMT-6-

2014 

Kim, Ekaterina Experimental and numerical studies related to the 

coupled behavior of ice mass and steel structures 

during accidental collisions, IMT 

IMT-7-

2014 

Tan, Xiang Numerical investigation of ship’s continuous- mode 

icebreaking in leverl ice, CeSOS 

IMT-8-

2014 

Muliawan, Made Jaya Design and Analysis of Combined Floating Wave 

and Wind Power Facilities, with Emphasis on 

Extreme Load Effects of the Mooring System, 

CeSOS 

IMT-9-

2014 

Jiang, Zhiyu Long-term response analysis of wind turbines with 

an emphasis on fault and shutdown conditions, IMT 

IMT-10-

2014 

Dukan, Fredrik ROV Motion Control Systems, IMT 

IMT-11-

2014 

Grimsmo, Nils I. Dynamic simulations of hydraulic cylinder for 

heave compensation of deep water drilling risers, 

IMT 

IMT-12-

2014 

Kvittem, Marit I. Modelling and response analysis for fatigue design 

of a semisubmersible wind turbine, CeSOS 

IMT-13-

2014 

Akhtar, Juned The Effects of Human Fatigue on Risk at Sea, IMT 

IMT-14-

2014 

Syahroni, Nur Fatigue Assessment of Welded Joints Taking into 

Account Effects of Residual Stress, IMT 

IMT-1-

2015 

Bøckmann, Eirik Wave Propulsion of ships, IMT 

IMT-2-

2015 

Wang, Kai Modelling and dynamic analysis of a semi-

submersible floating vertical axis wind turbine, 

CeSOS 

IMT-3-

2015 

Fredriksen, Arnt Gunvald A numerical and experimental study of a two-

dimensional body with moonpool in waves and 

current, CeSOS 

IMT-4-

2015 

Jose Patricio Gallardo Canabes Numerical studies of viscous flow around bluff 

bodies, IMT 
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IMT-5-

2015 

Vegard Longva Formulation and application of finite element 

techniques for slender marine structures subjected 

to contact interactions, IMT 

IMT-6-

2015 

Jacobus De Vaal Aerodynamic modelling of floating wind turbines, 

CeSOS 

IMT-7-

2015 

Fachri Nasution Fatigue Performance of Copper Power Conductors, 

IMT 

IMT-8-

2015 

Oleh I Karpa Development of bivariate extreme value 

distributions for applications in marine 

technology,CeSOS 

IMT-9-

2015 

Daniel de Almeida Fernandes An output feedback motion control system for 

ROVs, AMOS 

IMT-10-

2015 

Bo Zhao Particle Filter for Fault Diagnosis: Application to 

Dynamic Positioning Vessel and Underwater 

Robotics, CeSOS 

IMT-11-

2015 

Wenting Zhu Impact of emission allocation in maritime 

transportation, IMT 

IMT-12-

2015 

Amir Rasekhi Nejad Dynamic Analysis and Design of Gearboxes in 

Offshore Wind Turbines in a Structural Reliability 

Perspective, CeSOS 

IMT-13-

2015 

Arturo Jesùs Ortega Malca Dynamic Response of Flexibles Risers due to 

Unsteady Slug Flow, CeSOS 

IMT-14-

2015 

Dagfinn Husjord Guidance and decision-support system for safe 

navigation of ships operating in close proximity, 

IMT 

IMT-15-

2015 

Anirban Bhattacharyya Ducted Propellers: Behaviour in Waves and Scale 

Effects, IMT 

IMT-16-

2015 

Qin Zhang Image Processing for Ice Parameter Identification 

in Ice Management, IMT 

IMT-1-

2016 

Vincentius Rumawas Human Factors in Ship Design and Operation: An 

Experiential Learning, IMT 

IMT-2-

2016 

Martin Storheim Structural response in ship-platform and ship-ice 

collisions, IMT 

IMT-3-

2016 

Mia Abrahamsen Prsic Numerical Simulations of the Flow around single 

and Tandem Circular Cylinders Close to a Plane 

Wall, IMT 

IMT-4-

2016 

Tufan Arslan Large-eddy simulations of cross-flow around ship 

sections, IMT 
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IMT-5-

2016 

Pierre Yves-Henry Parametrisation of aquatic vegetation in hydraulic 

and coastal research,IMT 

IMT-6-

2016 

Lin Li Dynamic Analysis of the Instalation of Monopiles 

for Offshore Wind Turbines, CeSOS 

IMT-7-

2016 

Øivind Kåre Kjerstad Dynamic Positioning of Marine Vessels in Ice, IMT 

IMT-8-

2016 

Xiaopeng Wu Numerical Analysis of Anchor Handling and Fish 

Trawling Operations in a Safety Perspective, 

CeSOS 

IMT-9-

2016 

Zhengshun Cheng Integrated Dynamic Analysis of Floating Vertical 

Axis Wind Turbines, CeSOS 

IMT-10-

2016 

Ling Wan Experimental and Numerical Study of a Combined 

Offshore Wind and Wave Energy Converter 

Concept 

IMT-11-

2016 

Wei Chai Stochastic dynamic analysis and reliability 

evaluation of the roll motion for ships in random 

seas, CeSOS 

IMT-12-

2016 

Øyvind Selnes Patricksson Decision support for conceptual ship design with 

focus on a changing life cycle and future 

uncertainty, IMT 

IMT-13-

2016 

Mats Jørgen Thorsen Time domain analysis of vortex-induced vibrations, 

IMT 

IMT-14-

2016 

Edgar McGuinness Safety in the Norwegian Fishing Fleet – Analysis 

and measures for improvement, IMT 

IMT-15-

2016 

Sepideh Jafarzadeh Energy effiency and emission abatement in the 

fishing fleet, IMT 

IMT-16-

2016 

Wilson Ivan Guachamin Acero Assessment of marine operations for offshore wind 

turbine installation with emphasis on response-

based operational limits, IMT 

IMT-17-

2016 

Mauro Candeloro Tools and Methods for Autonomous  Operations on 

Seabed and Water Coumn using Underwater 

Vehicles, IMT 

IMT-18-

2016 

Valentin Chabaud Real-Time Hybrid Model Testing of Floating Wind 

Tubines, IMT 

IMT-1-

2017 

Mohammad Saud Afzal Three-dimensional streaming in a sea bed boundary 

layer 

IMT-2-

2017 

Peng Li A Theoretical and Experimental Study of Wave-

induced Hydroelastic Response of a Circular 

Floating Collar 

IMT-3-

2017 

Martin Bergström A simulation-based design method for arctic 

maritime transport systems 
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IMT-4-

2017 

Bhushan Taskar The effect of waves on marine propellers and 

propulsion 

IMT-5-

2017 

Mohsen Bardestani A two-dimensional numerical and experimental 

study of a floater with net and sinker tube in waves 

and current 

IMT-6-

2017 

Fatemeh Hoseini Dadmarzi Direct Numerical Simualtion of turbulent wakes 

behind different plate configurations 

IMT-7-

2017 

Michel R. Miyazaki Modeling and control of hybrid marine power 

plants 

IMT-8-

2017 

Giri Rajasekhar Gunnu Safety and effiency enhancement of anchor 

handling operations with particular emphasis on the 

stability of anchor handling vessels 

IMT-9-

2017 

Kevin Koosup Yum Transient Performance and Emissions of a 

Turbocharged Diesel Engine for Marine Power 

Plants 

IMT-10-

2017 

Zhaolong Yu Hydrodynamic and structural aspects of ship 

collisions 

IMT-11-

2017 

Martin Hassel Risk Analysis and Modelling of Allisions between 

Passing Vessels and Offshore Installations 

IMT-12-

2017 

Astrid H. Brodtkorb Hybrid Control of Marine Vessels – Dynamic 

Positioning in Varying Conditions 

IMT-13-

2017 

Kjersti Bruserud Simultaneous stochastic model of waves and 

current for prediction of structural design loads 

IMT-14-

2017 

Finn-Idar Grøtta Giske Long-Term Extreme Response Analysis of Marine 

Structures Using Inverse Reliability Methods 

IMT-15-

2017 

Stian Skjong Modeling and Simulation of Maritime Systems and 

Operations for Virtual Prototyping using co-

Simulations  

IMT-1-

2018 

Yingguang Chu Virtual Prototyping for Marine Crane Design and 

Operations 

IMT-2-

2018 

Sergey Gavrilin Validation of ship manoeuvring simulation models 

IMT-3-

2018 

Jeevith Hegde Tools and methods to manage risk in autonomous 

subsea inspection,maintenance and repair 

operations 

IMT-4-

2018 

Ida M. Strand Sea Loads on Closed Flexible Fish Cages 

IMT-5-

2018 

Erlend Kvinge Jørgensen Navigation and Control of Underwater Robotic 

Vehicles 
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IMT-6-

2018 

Bård Stovner Aided Intertial Navigation of Underwater Vehicles 

IMT-7-

2018 

Erlend Liavåg Grotle Thermodynamic Response Enhanced by Sloshing 

in Marine LNG Fuel Tanks 

IMT-8-

2018 

Børge Rokseth Safety and Verification of Advanced Maritime 

Vessels 

IMT-9-

2018 

Jan Vidar Ulveseter Advances in Semi-Empirical Time Domain 

Modelling of Vortex-Induced Vibrations 

IMT-10-

2018 

Chenyu Luan Design and analysis for a steel braceless semi-

submersible hull for supporting a 5-MW horizontal 

axis wind turbine 

IMT-11-

2018 

Carl Fredrik Rehn Ship Design under Uncertainty 

IMT-12-

2018 

Øyvind Ødegård Towards Autonomous Operations and Systems in 

Marine Archaeology 

IMT-13- 

2018 

Stein Melvær Nornes Guidance and Control of Marine Robotics for 

Ocean Mapping and Monitoring 

IMT-14-

2018 

Petter Norgren Autonomous Underwater Vehicles in Arctic Marine 

Operations: Arctic marine research and ice 

monitoring 

IMT-15-

2018 

Minjoo Choi Modular Adaptable Ship Design for Handling 

Uncertainty in the Future Operating Context  

MT-16-

2018 

Ole Alexander Eidsvik Dynamics of Remotely Operated Underwater 

Vehicle Systems 

IMT-17-

2018 

Mahdi Ghane Fault Diagnosis of Floating Wind Turbine 

Drivetrain- Methodologies and Applications 

IMT-18-

2018 

Christoph Alexander Thieme Risk Analysis and Modelling of Autonomous 

Marine Systems 

IMT-19-

2018 

Yugao Shen Operational limits for floating-collar fish farms in 

waves and current, without and with well-boat 

presence 

IMT-20-

2018 

Tianjiao Dai Investigations of Shear Interaction and Stresses in 

Flexible Pipes and Umbilicals 

IMT-21-

2018 

Sigurd Solheim Pettersen 

 

Resilience by Latent Capabilities in Marine 

Systems 

 

IMT-22-

2018 

Thomas Sauder 

 

Fidelity of Cyber-physical Empirical Methods. 

Application to the Active Truncation of Slender 

Marine Structures 

 

IMT-23-

2018 

Jan-Tore Horn 

 

Statistical and Modelling Uncertainties in the 

Design of Offshore Wind Turbines 
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IMT-24-

2018 

Anna Swider Data Mining Methods for the Analysis of Power 

Systems of Vessels 

 

IMT-1-

2019 

Zhao He Hydrodynamic study of a moored fish farming cage 

with fish influence 

 

IMT-2-

2019 

Isar Ghamari 

 

Numerical and Experimental Study on the Ship 

Parametric Roll Resonance and the Effect of Anti-

Roll Tank 

 

IMT-3-

2019 

Håkon Strandenes 

 

Turbulent Flow Simulations at Higher Reynolds 

Numbers 

 

IMT-4-

2019 

Siri Mariane Holen 

 

Safety in Norwegian Fish Farming – Concepts and 

Methods for Improvement 

 

IMT-5-

2019 

Ping Fu 

 

Reliability Analysis of Wake-Induced Riser 

Collision 

 

IMT-6-

2019 

Vladimir Krivopolianskii 

 

Experimental Investigation of Injection and 

Combustion Processes in Marine Gas Engines using 

Constant Volume Rig 

 

IMT-7-

2019 

Anna Maria Kozlowska Hydrodynamic Loads on Marine Propellers Subject 

to Ventilation and out of Water Condition. 

IMT-8-

2019 

Hans-Martin Heyn Motion Sensing on Vessels Operating in Sea Ice: A 

Local Ice Monitoring System for Transit and 

Stationkeeping Operations under the Influence of 

Sea Ice 

IMT-9-

2019| 

 

Stefan Vilsen 

 

Method for Real-Time Hybrid Model Testing of 

Ocean Structures – Case on Slender Marine 

Systems 

IMT-10-

2019 

Finn-Christian W. Hanssen Non-Linear Wave-Body Interaction in Severe 

Waves 

IMT-11-

2019 

Trygve Olav Fossum Adaptive Sampling for Marine Robotics 

IMT-12-

2019 

Jørgen Bremnes Nielsen Modeling and Simulation for Design Evaluation 

IMT-13-

2019 

Yuna Zhao Numerical modelling and dyncamic analysis of 

offshore wind turbine blade installation 

IMT-14-

2019 

Daniela Myland Experimental and Theoretical Investigations on the 

Ship Resistance in Level Ice 

IMT-15-

2019 

Zhengru Ren Advanced control algorithms to support automated 

offshore wind turbine installation 

IMT-16-

2019 

Drazen Polic Ice-propeller impact analysis using an inverse 

propulsion machinery simulation approach 

IMT-17-

2019 

Endre Sandvik Sea passage scenario simulation for ship system 

performance evaluation 
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IMT-18-

2019 

Loup Suja-Thauvin Response of Monopile Wind Turbines to Higher 

Order Wave Loads 

IMT-19-

2019 

Emil Smilden Structural control of offshore wind turbines – 

Increasing the role of control design in offshore 

wind farm development 

IMT-20-

2019 

Aleksandar-Sasa Milakovic On equivalent ice thickness and machine learning 

in ship ice transit simulations 

IMT-1-

2020 

Amrit Shankar Verma Modelling, Analysis and Response-based 

Operability Assessment of Offshore Wind Turbine 

Blade Installation with Emphasis on Impact 

Damages 

IMT-2-

2020 

Bent Oddvar Arnesen 

Haugaløkken 

Autonomous Technology for Inspection, 

Maintenance and Repair Operations in the 

Norwegian Aquaculture 

IMT-3-

2020 

Seongpil Cho Model-based fault detection and diagnosis of a 

blade pitch system in floating wind turbines 

IMT-4-

2020 

Jose Jorge Garcia Agis Effectiveness in Decision-Making in Ship Design 

under Uncertainty 

IMT-5-

2020 

Thomas H. Viuff Uncertainty Assessment of Wave-and Current-

induced Global Response of Floating Bridges 

IMT-6-

2020 

Fredrik Mentzoni Hydrodynamic Loads on Complex Structures in the 

Wave Zone 

IMT-7- 

2020 

Senthuran Ravinthrakumar Numerical and Experimental Studies of Resonant 

Flow in Moonpools in Operational Conditions 

IMT-8-

2020 

Stian Skaalvik Sandøy 

 

Acoustic-based Probabilistic Localization and 

Mapping using Unmanned Underwater Vehicles for 

Aquaculture Operations 

 

IMT-9-

2020 

Kun Xu Design and Analysis of Mooring System for Semi-

submersible Floating Wind Turbine in Shallow 

Water 

IMT-10-

2020 

Jianxun Zhu Cavity Flows and Wake Behind an Elliptic 

Cylinder Translating Above the Wall 

IMT-11-

2020 

Sandra Hogenboom Decision-making within Dynamic Positioning 

Operations in the Offshore Industry – A Human 

Factors based Approach 

IMT-12-

2020 

Woongshik Nam Structural Resistance of Ship and Offshore 

Structures Exposed to the Risk of Brittle Failure 

IMT-13-

2020 

Svenn Are Tutturen Værnø Transient Performance in Dynamic Positioning of 

Ships: Investigation of Residual Load Models and 

Control Methods for Effective Compensation 

IMT-14-

2020 

Mohd Atif Siddiqui 

 

Experimental and Numerical Hydrodynamic 

Analysis of a Damaged Ship in Waves 

IMT-15-

2020 

John Marius Hegseth Efficient Modelling and Design Optimization of 

Large Floating Wind Turbines 
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IMT-16-

2020 

Asle Natskår Reliability-based Assessment of Marine Operations 

with Emphasis on Sea Transport on Barges 

IMT-17-

2020 

Shi Deng Experimental and Numerical Study of 

Hydrodynamic Responses of a Twin-Tube 

Submerged Floating Tunnel Considering Vortex-

Induced Vibration 

IMT-18-

2020 

Jone Torsvik Dynamic Analysis in Design and Operation of 

Large Floating Offshore Wind Turbine Drivetrains 

 

IMT-1-

2021 

Ali Ebrahimi Handling Complexity to Improve Ship Design 

Competitiveness 

IMT-2-

2021 

Davide Proserpio Isogeometric Phase-Field Methods for Modeling 

Fracture in Shell Structures 
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