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Unit-Selection Based Facial Video Manipulation Detection

Thomas Nielsen1, Ali Khodabakhsh2, Christoph Busch3

Abstract: Advancements in video synthesis technology have caused major concerns over the authen-
ticity of audio-visual content. A video manipulation method that is often overlooked is inter-frame
forgery, in which segments (or units) of an original video are reordered and rejoined while cut-points
are covered with transition effects. Subjective tests have shown the susceptibility of viewers in mis-
taking such content as authentic. In order to support research on the detection of such manipulations,
we introduce a large-scale dataset of 1000 morph-cut videos that were generated by automation of
the popular video editing software Adobe Premiere Pro. Furthermore, we propose a novel differential
detection pipeline and achieve an outstanding frame-level detection accuracy of 95%.

Keywords: Morph-cut, Video Manipulation, Interframe Forgery, Dataset, Video Manipulation De-
tection, Video Authenticity.

1 Introduction

Following the evolution of artificial intelligence and the rapid increase in the computa-
tional capacity of computers in recent decades, many novel video manipulation techniques
have been introduced and became feasible. Despite the original intention of the developers
of these techniques, many of them have the potential of being misused by malicious actors
to spread disinformation for political and financial aims. Following the significant media
attention to this problem after the introduction of Deepfakes, many research groups attempt
to address the vulnerability [Ve20]. However, among video manipulation techniques, vul-
nerability to unit-selection based methods have been overlooked. Unlike Deepfakes and
similar generation methods for which synthesis still requires a significant amount of ex-
pert knowledge and computational capacity, unit-selection based video manipulation can
be flexibly done by commercial software such as Adobe Premiere Pro through their easy
to use graphical user interface. Furthermore, subjective tests have shown unit-selection
based manipulations to be more difficult to detect for humans than intra-frame manipu-
lations [KRB19]. The use of seamless cut-point transitions is commonplace in media for
shortening and summarizing the highlights of videos and they go unnoticed more often
than not4.

Due to the less computational cost and the higher video-realism of unit-selection based
generation methods, these methods have been explored for synthesis early-on for appli-
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cations like audio-visual synthesis and video dubbing [MV15]. Even though concatena-
tive generation methods require long videos with constrained recording conditions to be
seamless, thanks to searchable public archives of videos, there exists enough footage from
interviews on celebrities and political figures for these methods to be feasible. The first
automatic technique for face-animation was proposed by Bregler et al. in 1997 [BCS97].
They create a database of visemes5 from existing footage and, given an input text, they
retrieve the visemes and concatenate them using morphing to synthesize a new sentence.
More recently, Berthouzoz et al. [BLA12] introduced an editing tool to place visible cuts
and seamless transitions in interview videos based on text transcript, which was further de-
veloped into the morph-cut transition in Adobe Premiere Pro6 as a replacement for B-roll7

and jump-cut transitions8 for video summarization. Mattheyses and Verhelst [MV15] and
Johnston and Elyan [JE19] provide an overview of existing unit-selection based manipu-
lation methods. Among the existing datasets, the biggest that includes inter-frame forgery
is VTD 2016 [ASAS16] which is comprised of 33 videos, 6 of which contain inter-frame
forgery. Johnston and Elyan [JE19] provide a review of existing video tampering datasets.

In the context of facial video manipulation, a substantial amount of research is oriented to-
wards intra-frame facial video manipulation detection [Ve20]. However, there exists a gap
in knowledge with regards to detection of unit-selection based facial video manipulation,
and to the best of our knowledge, there are no dataset and no proposed detection method
that explicitly address this vulnerability. Nonetheless, Among the proposed methods for
the detection of intra-frame manipulations, some utilize inter-frame information for detec-
tion to a limited extent. The authors in [GD18] and [Sa19] exploit the inter-frame depen-
dencies to detect frame-by-frame manipulations via a convolutional long short-term mem-
ory (LSTM) network and a recurrent neural network respectively. Amerini et al. [Am19]
use estimation of the optical flow field as input to a convolutional neural network (CNN)
for the detection of inter-frame inconsistencies.

To reduce the visibility of concatenation points in inter-frame forgery, simple gradual tran-
sitions such as interpolation, warping, and morphing, as well as more advanced methods
such as face-specific warping [Da11] and intermediate frame mining [BLA12] can be used.
Examples of advanced transitions that are already available in video editing software are
Adobe Premiere Pro Morph-cut (Figure 1) and Avid9 Fluid Morph. Despite the core al-
gorithms of these transitions being trade secrets, the name of these transitions implies the
use of morphing in some form. Consequently, single-image face morphing detection algo-
rithms that are developed in the context of biometric presentation attack detection become
relevant for detection. Scherhag et al. [Sc19] provide a recent survey of existing morphing
attack detection methods. Asaad and Jassim [AJ17] used the responses of uniform local bi-
nary pattern (LBP) extractors on the image to build a Vietoris-Rips complex for detection.

5 Visemes denote the shape of the mouth when pronouncing specific phonemes. Visemes and phonemes do not
share a one-to-one correspondence.

6 https://www.adobe.com/products/premiere.html
7 In B-roll transition, a supplemental footage is intercut with the main shot to cover the cuts.
8 In jump-cut transition, the cut is kept as it is, causing an abrupt jump in the resulting footage.
9 https://www.avid.com/
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Wandzik et al. [WKG18] use high-level features of pretrained face recognition networks
as input for a linear SVM classifier.

Reference Frame Target FrameConstructed Frames

Fig. 1: An example of a morph-cut transition.

Another set of relevant detection methods can be adopted from general-purpose inter-
frame forgery detection, namely frame-insertion and frame-deletion detection methods.
Siatara and Mehtre [SM16] provide an overview of the existing inter-frame forgery de-
tection methods. Notably, Chao et al. [CJS12] detect manipulated videos by using the
consistency in the total optical flow values in the X and Y directions. More recently, Bakas
and Naskar [BN18] used 3D convolutional neural networks with a special difference layer
to detect out of place frames in the video sequence.

In this work, we introduce a large-scale dataset of videos containing morph-cut transitions
based on videos collected from the wild.10 To the best of our knowledge, the Morph Cut
dataset is the first of its kind and enables the training of deep learning solutions for the
detection task. Furthermore, we introduce a robust neural detection pipeline, capable of
detecting the morph-cut position at the frame level in a video. The rest of this article is
organized as follows: The dataset and the proposed detector are introduced in Section 2.
The experiment setup is explained in Section 3 and the results are discussed in Section 4.
Finally, the paper is concluded in Section 5.

2 Methodology

Due to the lack of datasets containing a sufficiently large number of unit-selection based
manipulation in the literature, we decided to generate a dataset and provide it publicly to
stimulate further research in inter-frame forgery detection. In this section, we summarize
the construction process of the new Morph Cut dataset along with the description of our
proposed method for detecting the inter-frame forgeries.

2.1 Morph Cut Dataset

The development of deep learning-based detectors requires large-scale datasets. Conse-
quently, as the manual generation of datasets of such scale is impractical, the generation
process needs to be automated. Adobe Premiere Pro is a well-known popular video editing
application that features a seamless morph-cut transition for cut-point concatenation. Fur-
thermore, Adobe Systems provide the scripting language named Extendscript which can

10 The instructions on how to download the Morph Cut dataset are available at http://ali.khodabakhsh.
org/research/morphcut/

http://ali.khodabakhsh.org/research/morphcut/
http://ali.khodabakhsh.org/research/morphcut/
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be used for automation of repetitive tasks in video editing. As such, Adobe Premiere Pro
morph-cut transition is the perfect candidate to be used for the generation of the dataset.
To achieve a seamless transition, the frames before and after transition need to be similar
with regards to the background as well as the general body posture.

To ensure the quality of the generated data, we relied on a much larger video dataset
consisting of interview videos as the basis for video selection. Thereafter, based on the
movements of face bounding-box after face detection in the videos and the structural sim-
ilarity of the frames to one another, the videos were ranked and the most suitable videos
were selected for the application of morph-cut. Subsequently, the transition is applied to
the videos at random points during the interview and the resulting manipulated videos
were manually investigated for videos with visible artifacts to be discarded.

2.2 Morph-cut Detection

The unit-selection based video synthesis requires smooth transitions at the cut-points to
cover the abrupt changes between the frame before and after. As such, it is safe to assume
the existence of frame interpolation during the transition in one form or another. During
frame interpolation, the content of the new frame in-between is generated based on the
information available in the frame before and after. In contrast, pristine frames contain a
natural variability that is not completely explainable based on the information in the frame
before and after. Let us consider the frame in the middle to be consisting of two factors,
p for the redundant information that is inferable from the frame before and after, and u
for the unpredictable natural variability. A good frame interpolation would be able to infer
p accurately, however, inference of u is an ill-defined problem. If during the design and
training of a frame interpolation method, no mechanism is considered for ignoring u, the
objective function would force the interpolation method to generate an average u which
minimizes the penalty, yet never occurs in the pristine data. This phenomenon often results
in synthetic samples described as over-smooth.

Considering any two frame interpolation methods with the aforementioned characteristics,
we hypothesize that the predicted intermediate frames would show more similarity to each
other than to the pristine data. The rationale behind this is that the p factor would exist in
both pristine and synthetic frames, yet the u factor would only properly occur in pristine
data while the frame interpolation methods each would generate an over-smooth average u.
Thus it is reasonable for the difference between the natural u and the average u to be greater
than the difference between two average us generated by the two synthesis methods. To
use this behavior for interpolation detection, for each frame, the interpolated parallel can
be generated from the frame before and after with any other good interpolation method
that fits the aforementioned description. Next, the prediction error can be measured as
the difference between the interpolated frame and the observed one. Consequently, this
difference can be used for distinguishing pristine frames from interpolated ones by using a
distance measure. Alternatively, this prediction error image can be fed to a classifier which
specializes in the detection of interpolated frames for better performance.
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3 Experiment Setup

We provide the large-scale Morph Cut dataset for the task of unit-selection based facial
video manipulation detection training and testing on which we empirically verify the de-
tection hypothesis. Furthermore, in our benchmark we perform the detection task with four
applicable detection methods from the literature. The details of the dataset along with the
experiment setup is explained in the following.

3.1 Morph Cut Dataset Details

The VoxCeleb2 [NCZ17] dataset is used as a basis for video selection, which contains
a collection of interview videos from celebrities hosted on the video-sharing platform
YouTube. The videos are ranked based on the face bounding-box movements, and on the
suitable videos, uniform random sampling is applied to select candidate points for morph-
cut. Next, the candidates with high structural similarity index [WB09] are selected and
two morph-cut transitions are automatically added to each video using Extendscript. The
Morph Cut dataset contains 1,000 videos with an average duration of 2.75 seconds. This
dataset adds up to ∼ 83,000 frames with ∼ 27,500 morphed frames and a ratio of 33%
morphed frames to pristine ones. The videos are split three sets corresponding to training,
validation, and the test data according to numbers in Table 1. The video parameters are
summarized in Table 2. The videos are accompanied by frame-level labels corresponding
to whether each frame is morphed or pristine. All reported results are based on frame-level
classification performance between the morphed frames and the pristine ones.

Set Count
Train 700
Dev 150
Test 150

Tab. 1: The number of videos in each set of
the constructed Morph Cut dataset.

Video parameters
MPEG-4 (Base Media / Version 2)

480p (854×480)
30 FPS (Frames-Per-Second)

AVC (NTSC)

Tab. 2: The parameters used to create each
video in the constructed Morph Cut dataset.

3.2 Proposed Detector

For the detector’s reference frame-interpolation method, the pre-trained CyclicGen [Li19]
convolutional neural network is used. For a given pair of frames, this network produces
a high-quality intermediate interpolated frame. Using this network, for each frame in a
video, a corresponding interpolated frame is synthesized based on the frame before and
after, and the prediction error is calculated in terms of a difference image. The resulting
prediction error images on cropped face regions are then converted to gray-scale and fed
to a simple convolutional neural network for frame-level classification. The input to the
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network is augmented with the context prediction error images of two frames before and
after, resulting in an input shape of 64× 64× 5 . The training and evaluation pipeline is
visualized in Figure 2 and the classifier network architecture is summarized in Table 3.

Frame t-1

Frame t

Frame t+1

Prediction for tPretrained
CyclicGen

Classifier Pristine | MorphedPrediction Error
(Grayscale) Prediction Error Stack

(t-2, t-1, t, t+1, t+2)

Fig. 2: The training and evaluation pipeline in the proposed method.

Layer Output Shape Parameters
Conv2D (62, 62, 128) Kernel=(3,3)

MaxPooling2D (31, 31, 128) Pool=(2,2)
Conv2D (29, 29, 128) Kernel=(3,3)

MaxPooling2D (14, 14, 128) Pool=(2,2)
Conv2D (12, 12, 256) Kernel=(3,3)

MaxPooling2D (6, 6, 256) Pool=(2,2)
Conv2D (4, 4, 512) Kernel=(3,3)

MaxPooling2D (2, 2, 512) Pool=(2,2)
Flatten (2048)
Dense (512)

DropOut (512)
Dense (2)

Tab. 3: The network architecture of the classifier. The network contains 1.6M trainable parameters.

3.3 Baseline Methods

For baseline methods to be used in our benchmark, we relied on recently published and
reproducible detection methods for face-morph detection [AJ17], time-aware Deepfake
detection [GD18], inter-frame forgery detection [BN18], and general purpose image clas-
sification [Ch17]. Among the four methods, [GD18] and [BN18] utilize temporal infor-
mation while [AJ17] and [Ch17] rely only on static face images. All methods provide
frame-level decision.

The first method is based on topological data analysis for image tampering detection de-
scribed in the paper of the same name [AJ17]. This method was originally created to detect
morphing attacks on face images by extracting features from the texture of the image itself,
making the method sensitive to image tampering through the degradation of the image. For
this method, we first extract the cropped faces from each frame in the dataset and construct
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a 1-skeleton of the full rips simplicial complex for each face image, which is then fed into
an SVM classifier to attempt and recognize the morphed faces against the pristine ones.

The second method relies on recurrent neural networks for Deepfake detection [GD18].
The cropped face images are used as input to the network and all parameters are kept
the same as described in the paper except we are training with fewer epochs. The third
method relies on 3D convolutional neural networks for the detection of inter-frame forgery
as described in [BN18]. Finally, due to the outstanding performance of the Xception-Net
[Ch17] for Deepfake detection task, the pre-trained network is fine-tuned on the task of
morph-cut detection on individual images.

4 Results and Discussion

Table 4 summarizes the detection accuracy of the proposed method in comparison to the
baseline methods. The proposed method achieves the highest detection accuracy of 95.1%
on the test set, followed surprisingly by the fine-tuned XceptionNet at 77.0%. The other
three baseline methods show limited success in the detection of morph-cut frames. The
detection-error-tradeoff (DET) curve for the top 3 best-performing methods is shown in
Figure 3. In this figure, APCER stands for attack presentation classification error rate
and BPCER stand for bona fide presentation classification error rate, which correspond to
the missed detection and the false alarm rate of a biometric presentation attack detection
system respectively following the ISO/IEC 30107 standard terminology11. The proposed
method achieves an acceptable detection equal-error-rate (EER) of 4.95%.

Method Test Accuracy
Topological Data Analysis [AJ17] 50.2%
Deepfake Video Detection [GD18] 59.0%
Inter-Frame Forgery C3D [BN18] 67.4%
Fine-tuned XceptionNet [Ch17] 77.0%
Proposed Method 95.1%

Tab. 4: The detection accuracy of the proposed method in comparison to the baseline methods. The
results show the frame-level performance.

Examples of the prediction errors which are used as input to the classifier in the proposed
method are visualized in Figure 4. Natural variations are clearly visible in prediction errors
in pristine frames, while these variations are not observed in the morphed (interpolated)
ones. Figure 5 shows the probability density distribution of average prediction error per
frame over pristine and morphed frames. The morphed frame average prediction error
distribution is shifted towards zero compared to the pristine distribution, confirming the
hypothesis proposed in Section 2.2. The clear distinction between the pristine and morphed
frame prediction errors visualized in Figure 4 and 5 show the effectiveness of prediction
error images in isolating useful features for morphed face detection.

11 https://www.iso.org/obp/ui/#iso:std:iso-iec:30107:-3:ed-1:v1:en

https://www.iso.org/obp/ui/#iso:std:iso-iec:30107:-3:ed-1:v1:en
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Fig. 3: The DET curve for the frame-level detection performance of the proposed method, the fine-
tuned Xception-Net[Ch17], and the inter-frame forgery detection method[BN18]. The equal-error-
rate (EER) value for the aforementioned methods is shown in the figure legend.

Fig. 4: Example of prediction error images of cropped faces in a six-frame sequence of pristine
frames (top) and morph-cut frames (bottom) in a video. The images visualize the absolute gray
value difference per pixel between the interpolation output and the actual frame.

Fig. 5: The probability density distribution of average prediction error per frame for pristine and
morphed frames across the dataset.
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5 Conclusion

In this article, we addressed the problem of unit-selection based facial video manipulation
by providing the first large-scale dataset of videos manipulated by popular video-editing
software. Furthermore, we proposed a detection method that relies on frame-interpolation
prediction-errors as discriminative features for the detection of morphed frames. The pro-
posed method outperforms the baseline methods by a wide margin. The high frame-level
performance of the proposed method shows its capacity in reliably detecting unit-selection
based video manipulation and confirms the detection hypothesis that synthetic frames
demonstrate higher similarity to each other than to pristine ones.
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