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#### Abstract

We study solitons of general topological charge over noncommutative tori from the perspective of time-frequency analysis. These solitons are associated with vector bundles of higher rank, which we express in terms of vector-valued Gabor frames. We apply the duality theory of Gabor analysis to show that Gaussians are such solitons for any value of the topological charge. They also solve self and/or anti-self duality equations resulting from an energy functional for projections over noncommutative tori, and have a reformulation in terms of Gabor frames. As a consequence, the projections generated by Gaussians minimize this energy functional. We also comment on the case of the Moyal plane and the associated continuous vector-valued Gabor frames and show that Gaussians are the only class of solitons.


## 1 Introduction

Solitons over noncommutative tori of topological charge one were treated in [5] via Gabor frames, a well-known object of time-frequency analysis. The equivalence of the construction of projections in noncommutative tori and (tight) Gabor frames [17] indicates a potential relation between solitons over noncommutative tori and Gabor frames.

In this paper we discuss the case of solitons of general topological charge by interpreting the relevant projective modules over noncommutative tori as vector-valued Gabor frames. Furthermore we show that Gaussians are solutions of self-duality equations (or anti-self duality equations) on noncommutative tori, and can be termed (noncommutative) sigma-model solitons. These equations are derived from Euler-Lagrange equations for an energy functional for projections in noncommutative tori that have been introduced in [3, 4] and further studied in $[20,18,15]$.

The energy functional for projections in noncommutative tori with topological charge $q$ becomes a functional for functions generating Gabor frames in $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, were $\mathbb{Z}_{q}$, with $q \in \mathbb{N}$ is the finite cyclic group $\{0,1,2, \ldots, q-1\}$ under addition modulo $q$. The key in our investigation is a novel reformulation of Connes-Rieffel vector bundles over noncommutative tori in terms of vector-valued Gabor frames.

For $\nu=(\lambda, l, \gamma, c) \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$, we define the time-frequency shift operator

$$
\begin{aligned}
& \pi(\nu): L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \\
& \pi(\nu) f(x, j)=\left(E_{\gamma, c} T_{\lambda, l} f\right)(x, j)=e^{2 \pi i(x \cdot \gamma+j c / q)} f(x-\lambda, j-l)
\end{aligned}
$$

In order to define the Gabor systems associated to Connes-Rieffel vector bundles we need to define lattices in the time-frequency plane $\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$. Let $r$ and $s$ be some integers in

[^0]$\{1,2, \ldots, q-1\}$ that are co-prime to $q$ (if $q=1$ take $r=s=0$ ) and let $\alpha$ and $\beta$ be two non-zero real parameters. In the time domain we then define the lattice
$$
\Lambda=\left\{(\lambda, l) \in \mathbb{R} \times \mathbb{Z}_{q}: \lambda=\alpha n, l=r n \bmod q \quad \text { for all } n \in \mathbb{Z}\right\}
$$

Whereas in the frequency domain we consider the lattice

$$
\Gamma=\left\{(\gamma, c) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}: \gamma=\beta m, c=s m \bmod q \quad \text { for all } m \in \mathbb{Z}\right\}
$$

Then the vector-valued Gabor systems we are interested in are of the form $\{\pi(\nu)\}_{\nu \in \Gamma \times \Lambda}$. These have not been studied in time-frequency analysis despite they are natural generalizations of standard Gabor frames and possess an intriguing structure that should be accurately studied.

If $q=1$ then these vector-valued Gabor systems reduce to the lattices $\Lambda=\alpha \mathbb{Z}$ and $\Gamma=\beta \mathbb{Z}$ traditionally used in Gabor analysis on $L^{2}(\mathbb{R})$. For $\alpha=a-r / q$, for some $a \in \mathbb{R}$ such that $\alpha \geq 0, \beta=1$ and $s=1$ the generated Gabor system are Connes-Rieffel' vector bundles over noncommutative tori.

Based on these vector-valued Gabor systems we are in the position to extend some of the results in [5], such as the computation of the topological charge of solitons in terms of the ConnesChern number of projections in noncommutative tori. Our focus in this investigation is the timefrequency aspects of solitons and so we refer the reader interested into the operator algebra and noncommutative geometry aspects to [5, 14]. We hope that this makes our exposition of this intriguing link between Gabor frames and noncommutative geometry also accessible to the timefrequency community.

For now our results are best explained for the topological charge $q=1$ (which is covered in [5]). In this case we consider Gabor frames for $L^{2}(\mathbb{R})$ of the familiar form $\left\{E_{m \beta} T_{n \alpha} g\right\}_{m, n \in \mathbb{Z}}$, where $g$ is a function in the Schwartz class or, more generally, in the Banach space $\mathrm{M}_{s}^{1}(\mathbb{R})$ for some $s \geq 2$, and where $\alpha$ and $\beta$ are parameters in $\mathbb{R} \backslash\{0\}$ such that $|\alpha \beta|<1$. We then show that the energy functional,

$$
E(g)=\frac{\pi}{|\alpha \beta|} \sum_{n, m \in \mathbb{Z}}\left((\alpha n)^{2}+(\beta m)^{2}\right)\left|\left\langle g, E_{m \beta} T_{n \alpha} S_{g}^{-1} g\right\rangle\right|^{2}
$$

is bounded from below by the constant $q=1$ (here $S_{g}^{-1}$ is the inverse of the Gabor frame operator generated by the above Gabor system) and that the (generalized) Gaussian $g(x)=e^{-\pi x^{2}-i \lambda x}$, $\lambda \in \mathbb{C}$ attains this minimum. A similar result holds for $q \neq 1$. We do not know if there are other Gabor frame generators that obtain this minimum.

In the final section we discuss solitons of general topological charge over the Moyal plane and prove that also in the general case, Gaussians are the only minimizers of the energy functional for projections in the Moyal plane algebra and consequently the only solitons (for our sigma-model) on the Moyal plane.

## 2 Subspaces of Feichtinger's algebra

A space which turns out to be very well suited for our purposes is the Banach space of functions known as $M_{s}^{1}(\mathbb{R})$. This is a weighted modulation space introduced by Feichtinger in the ' 80 s . In this section we recall some facts about it (see e.g. [10] and [7]).

In the following we let $\left(T_{x}\right) g(t)=g(t-x), x, t \in \mathbb{R}$ be the translation operator and $\left(E_{\omega}\right) g(t)=$ $e^{2 \pi i t \omega} g(t), \omega, t \in \mathbb{R}$ be the modulation operator.

Definition 2.1. Fix any function $g$ in the Schwartz space $\mathcal{S}(\mathbb{R})$ and let $s$ be a non negative real number. The weighted modulation space of order $s$ is defined to be,

$$
\mathrm{M}_{s}^{1}(\mathbb{R})=\left\{f \in L^{2}(\mathbb{R}): \int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega)<\infty\right\} .
$$

For $s=0$ the space $\mathrm{M}_{0}^{1}(\mathbb{R})$ is the Feichtinger algebra. The norm

$$
\|f\|_{\mathrm{M}_{s}^{1}, g}=\int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega)
$$

turns $\mathrm{M}_{s}^{1}(\mathbb{R})$ into a Banach space. One can show that different choices of $g$ define the same space and moreover yield equivalent norms. Let $\mathcal{F}$ denote the Fourier transform. If $0 \leq s_{1}<s_{2}$, there are dense and continuous inclusions

$$
\mathcal{S}(\mathbb{R})=\bigcap_{s \in \mathbb{N}} \mathrm{M}_{s}^{1}(\mathbb{R}) \subseteq \mathrm{M}_{s_{2}}^{1}(\mathbb{R}) \subsetneq \mathrm{M}_{s_{1}}^{1}(\mathbb{R}) \subsetneq L^{1}(\mathbb{R}) \cap \mathcal{F} L^{1}(\mathbb{R}) \subsetneq C_{0}(\mathbb{R})
$$

Furthermore $\mathrm{M}_{s}^{1}(\mathbb{R}), s \geq 0$, is dense in and continuously embedded into $L^{2}(\mathbb{R})$. The translation and modulation operators $T_{x}$ and $E_{\omega}$ are bounded on $\mathrm{M}_{s}^{1}(\mathbb{R})$, where the operator norm depends on the order $s$ and on $x$ and $\omega$, respectively.

It is well known that the differential operator and multiplication by polynomials map the Schwartz space $\mathcal{S}(\mathbb{R})$ into itself. A similar result holds for the spaces $M_{s}^{1}(\mathbb{R})$.
Proposition 2.2. For any $s \geq 0$, the operators

$$
\begin{array}{ll}
D: \mathrm{M}_{s+1}^{1}(\mathbb{R}) \rightarrow \mathrm{M}_{s}^{1}(\mathbb{R}), & D f(t)=\frac{d}{d t} f(t) \\
M: \mathrm{M}_{s+1}^{1}(\mathbb{R}) \rightarrow \mathrm{M}_{s}^{1}(\mathbb{R}), & M f(t)=t \cdot f(t)
\end{array}
$$

are well-defined, linear and bounded. Moreover,

$$
\mathcal{F} D f=2 \pi i M \mathcal{F} f, \quad \text { for all } f \in \mathrm{M}_{s}^{1}(\mathbb{R}), s \geq 1
$$

Proof. It is straightforward to verify that

$$
\left\langle M f, E_{\omega} T_{x} g\right\rangle=\left\langle f, E_{\omega} T_{x} M g\right\rangle+x\left\langle f, E_{\omega} T_{x} g\right\rangle
$$

and, by use of partial integration,

$$
\left\langle D f, E_{\omega} T_{x} g\right\rangle=2 \pi i \omega\left\langle f, E_{\omega} T_{x} g\right\rangle+\left\langle f, E_{\omega} T_{x} D g\right\rangle
$$

For the operator $D$, for $f \in \mathrm{M}_{s}^{1}(\mathbb{R})$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}\left|\left\langle D f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega) \\
& \leq 2 \pi \int_{\mathbb{R}^{2}}|\omega|\left|\left\langle f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega)+\int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} D g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega) \\
& \leq 2 \pi \int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s+1} \mathrm{~d}(x, \omega)+\int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} D g\right\rangle\right|(1+|x|+|\omega|)^{s+1} \mathrm{~d}(x, \omega)
\end{aligned}
$$

Since the Schwartz functions $g$ and $D g$ induce equivalent norms on $M_{s+1}^{1}(\mathbb{R})$, we conclude that there is a constant $C>0$ such that

$$
\|D f\|_{\mathrm{M}_{s}^{1}}=\int_{\mathbb{R}^{2}}\left|\left\langle D f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega) \leq C\|f\|_{\mathrm{M}_{s+1}^{1}}
$$

Similarly, for the operator $M$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}\left|\left\langle M f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega) \\
& \quad \leq \int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} M g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega)+\int_{\mathbb{R}^{2}}|x|\left|\left\langle f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega) \\
& \quad \leq \int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} M g\right\rangle\right|(1+|x|+|\omega|)^{s+1} \mathrm{~d}(x, \omega)+\int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s+1} \mathrm{~d}(x, \omega) .
\end{aligned}
$$

As before, the Schwartz functions $M g$ and $g$ induce equivalent norms on $\mathrm{M}_{s+1}^{1}(\mathbb{R})$ and so, for some $C>0$, we have that

$$
\|f\|_{\mathrm{M}_{s}^{1}}=\int_{\mathbb{R}^{2}}\left|\left\langle M f, E_{\omega} T_{x} g\right\rangle\right|(1+|x|+|\omega|)^{s} \mathrm{~d}(x, \omega) \leq C\|f\|_{\mathrm{M}_{s+1}^{1}}
$$

Lastly, by use of partial integration, we establish that

$$
\begin{aligned}
\mathcal{F} D f(\omega) & =\int_{\mathbb{R}}\left(\frac{d}{d t} f(t)\right) e^{-2 \pi i t \omega} \mathrm{~d} t=\left.f(t) e^{-2 \pi i t \omega}\right|_{t=+\infty} ^{-\infty}-\int_{\mathbb{R}} f(t)(-2 \pi i \omega) e^{-2 \pi i t \omega} \mathrm{~d} t \\
& =2 \pi i \omega \int_{\mathbb{R}} f(t) e^{-2 \pi i t \omega} \mathrm{~d} t=2 \pi i M \mathcal{F} f(\omega) \text { for all } f \in \mathrm{M}_{s}^{1}(\mathbb{R}), s \geq 1
\end{aligned}
$$

This concludes the proof.

## 3 Gabor frames and non-commutative tori

We need to review some theory on Gabor analysis and non-commutative tori.
Consider the space $\mathbb{R} \times \mathbb{Z}_{q}$, where $\mathbb{Z}_{q}$ is the finite abelian cyclic group of order $q$. We first define the translation and modulation operators on function on $\mathbb{R} \times \mathbb{Z}_{q}$.
For every $(\lambda, l) \in \mathbb{R} \times \mathbb{Z}_{q}$ we define the translation operator (time shift) as

$$
T_{\lambda, l}: L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right),\left(T_{\lambda, l} f\right)(x, j)=f(x-\lambda, j-l)
$$

For every $(\gamma, c) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$ (the ${ }^{\wedge}$ above the $\mathbb{R}$ and $\mathbb{Z}_{q}$ indicate that $\gamma \in \mathbb{R}$ and $c \in \mathbb{Z}_{q}$ are variables in the frequency domain) we define the modulation operator (frequency shift)

$$
E_{\gamma, c}: L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right),\left(E_{\gamma, c} f\right)(x, j)=e^{2 \pi i(x \cdot \gamma+j c / q)} f(x, j)
$$

For $\nu=(\lambda, l, \gamma, c) \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$, we then have the time-frequency shift operator

$$
\begin{aligned}
& \pi(\nu): L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), \\
& \pi(\nu) f(x, j)=\left(E_{\gamma, c} T_{\lambda, l} f\right)(x, j)=e^{2 \pi i(x \cdot \gamma+j c / q)} f(x-\lambda, j-l)
\end{aligned}
$$

Observe that the time and frequency shift operators commute up to a phase factor, $E_{\gamma, c} T_{\lambda, l}=$ $e^{-2 \pi i(\lambda \cdot \gamma+l c / q)} T_{\lambda, l} E_{\gamma, c}$. This phase factor is irrelevant in the theory of Gabor frames. However, for the theory of the non-commutative torus this phase factor is paramount. Because of this, we also introduce the frequency-time shift operator

$$
\begin{aligned}
& \pi^{\circ}(\nu): L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \\
& \pi^{\circ}(\nu) f(x, j)=T_{\lambda, l} E_{\gamma, c} f(x, j)=e^{2 \pi i((x-\lambda) \cdot \gamma+(j-l) c / q)} f(x-\lambda, j-l)
\end{aligned}
$$

For $\nu_{1}=\left(\lambda_{1}, l_{1}, \gamma_{1}, c_{1}\right)$ and $\nu_{2}=\left(\lambda_{2}, l_{2}, \gamma_{2}, c_{2}\right)$ it is useful to define the 2-cocycle

$$
\varphi\left(\nu_{1}, \nu_{2}\right)=e^{-2 \pi i\left(\lambda_{1} \gamma_{2}+l_{1} c_{2} / q\right)}
$$

Note that $\varphi\left(-\nu_{1}, \nu_{2}\right)=\varphi\left(\nu_{1},-\nu_{2}\right)=\overline{\varphi\left(\nu_{1}, \nu_{2}\right)}$ (this 2-cocycle is co-homologous to the antisymmetrised one $\left.\varphi^{\prime}\left(\nu_{1}, \nu_{2}\right)=e^{-\pi i\left(\left(\lambda_{1} \gamma_{2}-\lambda_{2} \gamma_{1}\right)+\left(l_{1} c_{2}-l_{2} c_{1}\right) / q\right)}\right)$. Furthermore, some little algebra shows that

$$
\begin{aligned}
& \pi(\nu)=\overline{\varphi(\nu, \nu)} \pi^{\circ}(\nu) \\
& \pi\left(\nu_{1}\right) \pi\left(\nu_{2}\right)=\varphi\left(\nu_{1}, \nu_{2}\right) \pi\left(\nu_{1}+\nu_{2}\right) \quad \text { and } \quad \pi(\nu)^{*}=\pi^{\circ}(-\nu)=\varphi(\nu, \nu) \pi(-\nu) \\
& \pi^{\circ}\left(\nu_{1}\right) \pi^{\circ}\left(\nu_{2}\right)=\overline{\varphi\left(\nu_{2}, \nu_{1}\right)} \pi^{\circ}\left(\nu_{1}+\nu_{2}\right) \quad \text { and } \quad\left(\pi^{\circ}(\nu)\right)^{*}=\pi(-\nu)=\overline{\varphi(\nu, \nu)} \pi^{\circ}(-\nu) .
\end{aligned}
$$

The space $\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$ is the time-frequency plane or phase space. The real line $\mathbb{R}$ and its frequency domain $\widehat{\mathbb{R}}$ are equipped with the usual Lebesgue measure. The group $\mathbb{Z}_{q}$ is equipped with the counting measure, whereas $\widehat{\mathbb{Z}}_{q}$ is equipped with the counting measure times $q^{-1}$.

In parallel with the weighted modulation space of order $s \geq 0$ introduced in the previous section, the space $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is defined as follows:

$$
\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)=\left\{f \in L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right): f(\cdot, k) \in \mathrm{M}_{s}^{1}(\mathbb{R}) \text { for all } k \in \mathbb{Z}_{q}\right\}
$$

endowed with a norm $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ given by

$$
\|f\|_{\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)}=\sum_{k \in \mathbb{Z}_{q}}\|f(\cdot, k)\|_{\mathrm{M}_{s}^{1}(\mathbb{R})}
$$

Notice that there is no weight in the finite component in $\mathbb{Z}_{q}$. We also need the space $\mathrm{M}_{s}^{1}\left(\mathbb{R}^{2}\right)$ which consists of all functions $F \in L^{2}\left(\mathbb{R}^{2}\right)$ that satisfy

$$
\int_{\mathbb{R}^{4}}\left|\left\langle F, E_{\omega_{1}, \omega_{2}} T_{x_{1}, x_{2}} G\right\rangle\right|\left(1+\left|x_{1}\right|+\left|x_{2}\right|+\left|\omega_{1}\right|+\left|\omega_{2}\right|\right)^{s} d\left(x_{1}, x_{2}, \omega_{1}, \omega_{2}\right)<\infty
$$

for some fixed non-zero function $G \in \mathcal{S}\left(\mathbb{R}^{2}\right)$. And the space

$$
\begin{aligned}
\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times\right. & \left.\widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right) \\
& =\left\{F \in L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right): F(\cdot, k, \cdot, l) \in \mathrm{M}_{s}^{1}\left(\mathbb{R}^{2}\right) \text { for all }(k, l) \in \mathbb{Z}_{q} \times \widehat{\mathbb{Z}}_{q}\right\}
\end{aligned}
$$

Definition 3.1. Given two functions $f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ we define the short-time Fourier transform of $f$ with respect to $g$ to be the function

$$
\mathcal{V}_{g} f: \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q} \rightarrow \mathbb{C}, \quad \mathcal{V}_{g} f(\lambda, l, \gamma, c)=\left\langle f, E_{\gamma, c} T_{\lambda, l} g\right\rangle
$$

Then, if $f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, one can show that $\mathcal{V}_{g} f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$.
In order to define the Gabor systems that we will be working with, and equivalently the noncommutative tori that we will be considering, we need to define lattices in the time-frequency plane $\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$. Let $r$ and $s$ be some integers in $\{1,2, \ldots, q-1\}$ that are co-prime to $q$ (if $q=1$ take $r=s=0$ ) and let $\alpha$ and $\beta$ be two non-zero real parameters. In the time domain we then define the lattice

$$
\Lambda=\left\{(\lambda, l) \in \mathbb{R} \times \mathbb{Z}_{q}: \lambda=\alpha n, l=r n \bmod q \quad \text { for all } n \in \mathbb{Z}\right\}
$$

Whereas in the frequency domain we consider the lattice

$$
\Gamma=\left\{(\gamma, c) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}: \gamma=\beta m, c=s m \bmod q \quad \text { for all } m \in \mathbb{Z}\right\}
$$

With the normalizations of the measures as described above we find that the measure of a fundamental domain of $\Lambda$ is $\mu(\Lambda)=q|\alpha|$, whereas $\mu(\Gamma)=|\beta|$. Note that $\mu(\Lambda)$ does not depend on $r$, nor does $\mu(\Gamma)$ depend on $s$. If $q=1$ then we recover the usual lattices $\Lambda=\alpha \mathbb{Z}$ and $\Gamma=\beta \mathbb{Z}$ used in Gabor analysis on $L^{2}(\mathbb{R})$.
Remark 3.2. The lattices $\Lambda$ and $\Gamma$ considered here are inspired by [1]. There, for some $a \in \mathbb{R}$, one takes

$$
\alpha=a-r / q, \beta=1 \text { and } s=1
$$

such that $\alpha \neq 0$.
In the following paragraphs we detail how these lattices $\Lambda$ and $\Gamma$ are used to construct the non-commutative tori and the Gabor systems that we are interested in.

Let us consider the space of weighted $\ell^{1}$-sequences indexed by the lattice $\Lambda \times \Gamma$ of the timefrequency plane. That is we define

$$
\ell_{s}^{1}(\Lambda \times \Gamma)=\left\{a \in \ell^{1}(\Lambda \times \Gamma): \sum_{(\lambda, l, \gamma, c) \in \Lambda \times \Gamma}|a(\lambda, l, \gamma, c)|(1+|\lambda|+|\gamma|)^{s}<\infty\right\}
$$

This vector space becomes an involutive Banach algebra under the norm

$$
\|a\|_{\ell_{s}^{1}}=\sum_{(\lambda, l, \gamma, c) \in \Lambda \times \Gamma}|a(\lambda, l, \gamma, c)|(1+|\lambda|+|\gamma|)^{s} \quad \text { for all } a \in \ell_{s}^{1}(\Lambda \times \Gamma),
$$

the twisted involution

$$
{ }^{*}: \ell_{s}^{1}(\Lambda \times \Gamma) \rightarrow \ell_{s}^{1}(\Lambda \times \Gamma), \quad\left(a^{*}\right)(\nu)=\varphi(\nu, \nu) \overline{a(-\nu)} \quad \text { for all } \nu \in \Lambda \times \Gamma
$$

and with respect to the twisted convolution

$$
\begin{align*}
& \natural: \ell_{s}^{1}(\Lambda \times \Gamma) \times \ell_{s}^{1}(\Lambda \times \Gamma) \rightarrow \ell_{s}^{1}(\Lambda \times \Gamma), \\
&\left(a_{1} \sharp a_{2}\right)(\nu)=\sum_{\nu^{\prime} \in \Lambda \times \Gamma} a_{1}\left(\nu^{\prime}\right) a_{2}\left(\nu-\nu^{\prime}\right) \varphi\left(\nu^{\prime}, \nu-\nu^{\prime}\right) . \tag{1}
\end{align*}
$$

One can show that the map

$$
I: a \mapsto \sum_{\nu \in \Lambda \times \Gamma} a(\nu) \pi(\nu), \quad a \in \ell_{s}^{1}(\Lambda \times \Gamma)
$$

is an isometric isomorphism from $\ell_{s}^{1}(\Lambda \times \Gamma)$ onto the involutive Banach algebra

$$
\mathcal{A}_{s}=\left\{T: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right): T=\sum_{\nu \in \Lambda \times \Gamma} a(\nu) \pi(\nu), a \in \ell_{s}^{1}(\Lambda \times \Gamma)\right\}
$$

It is clear that all elements in $\mathcal{A}_{s}$ are linear and bounded operators on $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. Indeed, $\mathcal{A}_{s}$ is an involutive Banach algebra under the norm $\|T\|_{A_{s}}=\|a\|_{\ell_{s}^{1}}$, the composition of operators, and the involution of $T \in \mathcal{A}_{s}$ being its $L^{2}$-Hilbert space adjoint $T^{*}$.

The enveloping $C^{*}$-algebra $A_{\theta}$ of $\ell_{s}^{1}(\Lambda \times \Gamma)$ is the non-commutative torus generated, by the two unitaries $U=E_{\beta, s}$, and $V=T_{\alpha, r}$ satisfying then

$$
U V=e^{2 \pi i \theta} V U, \quad \theta=\alpha \beta+r s / q
$$

Remark 3.3. If the parameters $\alpha, \beta, r$ and $s$ are chosen as in Remark 3.2, then $\theta=a$.
By a celebrated result of Gröchenig and Leinert in [9] it follows that $\mathcal{A}_{s}$ is inverse closed in $A_{\theta}$. More concretely, if $T \in \mathcal{A}_{s}$ and $T^{-1} \in A_{\theta}$, then $T^{-1} \in \mathcal{A}_{s}$.

Since a sequence $a \in \ell_{s}^{1}(\Lambda \times \Gamma)$ corresponds to the operator $I(a) \in \mathcal{A}_{s}$, it is natural to define the (left) action of $a$ on a function $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ as

$$
\begin{equation*}
a \cdot f=I(a) f=\sum_{\nu \in \Lambda \times \Gamma} a(\nu) \pi(\nu) f \tag{2}
\end{equation*}
$$

We next construct an $\ell^{1}(\Lambda \times \Gamma)$-valued inner-product on $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ in the following way.
Lemma 3.4. For any $s \geq 0$ the operator

$$
\bullet\langle\cdot, \cdot\rangle: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \times \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \ell_{s}^{1}(\Lambda \times \Gamma), \quad .\langle f, g\rangle=\left.\mathcal{V}_{g} f\right|_{\Lambda \times \Gamma}
$$

is well-defined. Moreover, there exists a constant $C>0$ such that

$$
\|.\langle f, g\rangle\|_{\ell_{s}^{1}} \leq C\|f\|_{\mathrm{M}_{s}^{1}}\|g\|_{\mathrm{M}_{s}^{1}} .
$$

Proof. As mentioned earlier, if $f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, then $\mathcal{V}_{g} f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$. In fact, for some $C>0$, one has $\left\|\mathcal{V}_{g} f\right\|_{\mathrm{M}_{s}^{1}} \leq C\|f\|_{\mathrm{M}_{s}^{1}}\|g\|_{\mathrm{M}_{s}^{1}}$. Furthermore, if $\Lambda \times \Gamma$ is a discrete subgroup of $\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$, then the restriction operator

$$
R_{\Lambda \times \Gamma}: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right) \rightarrow \ell_{s}^{1}(\Lambda \times \Gamma), \quad R_{\Lambda \times \Gamma} F(\nu)=F(\nu), \quad \nu \in \Lambda \times \Gamma
$$

is linear and bounded. Hence $\left.\mathcal{V}_{g} f\right|_{\Lambda \times \Gamma}$ is a sequence in $\ell_{s}^{1}(\Lambda \times \Gamma)$ and the norm estimates follow.
One can show that the inner-product is compatible with the action defined in (2) and the twisted convolution and involution on $\ell_{s}^{1}(\Lambda \times \Gamma)$ given above. That is, for all $f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ and $a \in \ell_{s}^{1}(\Lambda \times \Gamma)$,

$$
\begin{align*}
& a \text { Ł. }\langle f, g\rangle=.\langle a \cdot f, g\rangle, \quad \bullet\langle f, g\rangle\left\llcorner a^{*}=\bullet\langle f, a \cdot g\rangle, \quad(\bullet\langle f, g\rangle)^{*}=.\langle g, f\rangle,\right. \\
& \bullet\langle f, f\rangle \geq 0 \text { and } \quad\langle f, f\rangle=0 \Leftrightarrow f=0 . \tag{3}
\end{align*}
$$

Now, a function $g \in L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is said to generate a Gabor frame for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ if there exists constants $A, B>0$ such that

$$
\begin{equation*}
A\|f\|_{2}^{2} \leq \sum_{\nu \in \Lambda \times \Gamma}|\langle f, \pi(\nu) g\rangle|^{2} \leq B\|f\|_{2}^{2} \text { for all } f \in L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \tag{4}
\end{equation*}
$$

With such a $g$, the collection of functions $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ is the Gabor system generated by $g$ and the lattice $\Lambda \times \Gamma$. From now on we will always assume $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ for some $s \geq 0$. In this case the Gabor frame operator

$$
S_{g}: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), \quad S_{g} f=\sum_{\nu \in \Lambda \times \Gamma}\langle f, \pi(\nu) g\rangle \pi(\nu) g=.\langle f, g\rangle \cdot g
$$

is well-defined, linear and bounded; it is also positive. The lower inequality in (4) implies that the frame operator $S_{g}$ is invertible on $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. The aforementioned result by Gröchenig and Leinert on the invertibility implies that $S_{g}$ is also invertible on $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ if $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. In particular, this invertibility allows for series representations of any function $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ (in fact, for all functions in $\left.L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)\right)$ of the form

$$
\begin{equation*}
f=\sum_{\nu \in \Lambda \times \Gamma}\langle f, \pi(\nu) g\rangle \pi(\nu) S_{g}^{-1} g=.\langle f, g\rangle \cdot S_{g}^{-1} g \quad \text { for all } f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \tag{5}
\end{equation*}
$$

There may be other functions $h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), h \neq S_{g}^{-1} g$ such that

$$
\begin{equation*}
f=\sum_{\nu \in \Lambda \times \Gamma}\langle f, \pi(\nu) g\rangle \pi(\nu) h=.\langle f, g\rangle \cdot h \quad \text { for all } f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \tag{6}
\end{equation*}
$$

In general, if a pair of functions $g$ and $h$ in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ allow for series representations as in (5) and (6) we call them a dual pair and the pair $g$ and $S_{g}^{-1} g$ is the canonical dual pair. Note that in (6) the role of $g$ and $h$ can be interchanged.

In order to go further with the theory of Gabor frames we need to describe the annihilators $\Lambda^{\perp}$ and $\Gamma^{\perp}$ of the lattices $\Lambda$ and $\Gamma$. The annihilators $\Lambda^{\perp}$ and $\Gamma^{\perp}$ are lattices of the frequency and time domain, respectively,

$$
\begin{aligned}
& \Lambda^{\perp}=\left\{(\xi, \tau) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}: e^{2 \pi i(\lambda \xi+l \tau / q)}=1 \text { for all }(\lambda, l) \in \Lambda\right\}, \\
& \Gamma^{\perp}=\left\{(\xi, \tau) \in \mathbb{R} \times \mathbb{Z}_{q}: e^{2 \pi i(\gamma \xi+c \tau / q)}=1 \text { for all }(\gamma, c) \in \Gamma\right\} .
\end{aligned}
$$

To conveniently describe these lattices we use the following notation. If $r$ is co-prime to $q$ and $r=\{1,2, \ldots, q-1\}$, we define $r^{\circ}$ to be the unique element in $\{1,2, \ldots, q-1\}$ such that $r r^{\circ}+l q=1$ for some $l \in \mathbb{Z}$ (that this is possible follows from the Chinese remainder theorem). If $q=1$, we take $r=r^{\circ}=0$. If $r=1$, then $r^{\circ}=1$. If $r=q-1$, then $r^{\circ}=q-1$. Furthermore, $\left(r^{\circ}\right)^{\circ}=r$. Similarly we define $s^{\circ}$ for the parameter $s$.

Lemma 3.5. If $\Lambda$ and $\Gamma$ are as above, then

$$
\begin{array}{ll}
\Lambda^{\perp}=\left\{(\xi, \tau) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}: \xi=\frac{n}{\alpha q}, \tau=-r^{\circ} n \bmod q\right. & \text { for all } n \in \mathbb{Z}\} \\
\Gamma^{\perp}=\left\{(\xi, \tau) \in \mathbb{R} \times \mathbb{Z}_{q}: \xi=\frac{n}{\beta q}, \tau=-s^{\circ} n \bmod q \quad \text { for all } n \in \mathbb{Z}\right\}
\end{array}
$$

and the measure of a fundamental domain of $\Lambda^{\perp}$ is $\mu\left(\Lambda^{\perp}\right)=(q|\alpha|)^{-1}$, whereas that of a fundamental domain of $\Gamma^{\perp}$ is $\mu\left(\Gamma^{\perp}\right)=|\beta|^{-1}$.

Proof. For $(\xi, \tau) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$ to be in $\Lambda^{\perp}$ we need, by definition, that

$$
e^{2 \pi i(\alpha m \xi+r m \tau / q)}=1 \quad \text { for all } m \in \mathbb{Z}
$$

that is $\alpha m \xi+r m \tau / q \in \mathbb{Z}$ for all $m \in \mathbb{Z}$, If $l \in \mathbb{Z}$ is such that $r r^{\circ}+l q=1$, then

$$
\frac{1}{q}=\frac{r r^{\circ}}{q}+l .
$$

Indeed, using this relation it is straightforward to show that for $(\xi, \tau)$ as in the lemma,

$$
\frac{\alpha n m}{\alpha q}-\frac{r r^{\circ} n m}{q}=n m\left(\frac{r r^{\circ}}{q}+l\right)-\frac{r r^{\circ} n m}{q}=n m l \in \mathbb{Z}
$$

Hence

$$
\left\{(\xi, \tau) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}: \xi=\frac{n}{\alpha q}, \tau=-r^{\circ} n \bmod q \quad \text { for all } n \in \mathbb{Z}\right\} \subseteq \Lambda^{\perp}
$$

In order to show equality we argue as follows: It is a general fact that for a lattice $\Lambda$ and its adjoint $\Lambda^{\perp}$ it holds that $\mu(\Lambda) \mu\left(\Lambda^{\perp}\right)=1$. As remarked earlier, $\mu(\Lambda)=q|\alpha|$. It is not hard to see that the lattice

$$
\left\{(\xi, \tau) \in \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}: \xi=\frac{n}{\alpha q}, \tau=-a_{\Lambda} n \bmod q \text { for all } n \in \mathbb{Z}\right\} \subseteq \Lambda^{\perp}
$$

has size $(q|\alpha|)^{-1}$. If it was a lattice strictly contained in $\Lambda^{\perp}$, then its size would be strictly larger than $(q|\alpha|)^{-1}$. Since this is not the case we conclude that it must be $\Lambda^{\perp}$. The calculation for $\Gamma^{\perp} \subseteq \mathbb{R} \times \mathbb{Z}_{q}$ is similar. Note that in order to compute the lattice size, that is, the measure of a fundamental domain of the lattices, it is important to check whether the adjoint lies in the time or in the frequency domain as we have different measures on $\mathbb{R} \times \mathbb{Z}_{q}$ and $\widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$ (as described earlier in this section).

With the lattice $\Gamma^{\perp} \times \Lambda^{\perp}$ of the time-frequency plane we proceed in the same way as before and consider, for $s \geq 0$, the space of all weighted $\ell^{1}$-sequences,

$$
\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)=\left\{b \in \ell^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right): \sum_{(\lambda, l, \gamma, c) \in \Gamma^{\perp} \times \Lambda^{\perp}}|b(\lambda, l, \gamma, c)|(1+|\lambda|+|\gamma|)^{s}<\infty\right\}
$$

and the algebra of operators

$$
\mathcal{A}_{s}^{\circ}=\left\{T: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right): T=\sum_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}} b\left(\nu^{\circ}\right) \pi^{\circ}\left(\nu^{\circ}\right), b \in \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)\right\}
$$

Naturally $\mathcal{A}_{s}^{\circ}$ becomes an involutive Banach algebra just as before with $\mathcal{A}_{s}$. The twisted convolution and twisted involution on $\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$ are defined in such a way that $\mathcal{A}_{s}^{\circ}$ and $\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$ become isometric isomorphic involutive Banach algebras under the identification

$$
I^{\circ}: \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right) \rightarrow \mathcal{A}_{s}^{\circ}, \quad I^{\circ}(b)=\sum_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}} b\left(\nu^{\circ}\right) \pi^{\circ}\left(\nu^{\circ}\right) .
$$

Note that the algebra $\mathcal{A}_{s}^{\circ}$ is generated by frequency-time shifts $\pi^{\circ}$ rather than time-frequency shifts $\pi$ (as was the case with $\mathcal{A}_{s}$ ). In particular, $\mathcal{A}_{s}^{\circ}$ is generated by the two unitary operators $U^{\circ}=T_{1 / \beta q,-s^{\circ}}$ and $V^{\circ}=E_{1 / \alpha q,-r^{\circ}}$. These generators satisfy

$$
U^{\circ} V^{\circ}=e^{2 \pi i \theta^{\circ}} V^{\circ} U^{\circ}, \quad \theta^{\circ}=r^{\circ} s^{\circ} / q-\left(\alpha \beta q^{2}\right)^{-1}
$$

Remark 3.6. If the parameters $\alpha, \beta, r$ and $s$ are chosen as in Remark 3.2, one has $\theta^{\circ}=(l+$ $\left.a r^{\circ}\right) /(r-a q)$, where $l \in \mathbb{Z}$ is such that $r r^{\circ}+l q=1$.

Similarly to what we did for the lattice $\Lambda \times \Gamma$, we define the right action of an element $b \in$ $\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$ on a function $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ as

$$
\begin{equation*}
f \cdot b=I(b) f=\sum_{\nu^{\circ} \in \Gamma^{+} \times \Lambda^{\perp}} b\left(\nu^{\circ}\right) \pi^{\circ}\left(\nu^{\circ}\right) f . \tag{7}
\end{equation*}
$$

For a function $f$ let $f^{\dagger}$ be the involution $t \mapsto \overline{f(-t)}$. We then define the $\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$-valued inner-product $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$

$$
\langle\cdot, \cdot\rangle_{\bullet}: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \times \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right), \quad\langle f, g\rangle_{\bullet}=\left.(q|\alpha \beta|)^{-1}\left(\mathcal{V}_{g} f\right)^{\dagger}\right|_{\Gamma^{\perp} \times \Lambda^{\perp}}
$$

Note that this inner-product is linear in the second entry and $\left(\mathcal{V}_{g} f\right)^{\dagger}\left(\nu^{\circ}\right)=\left\langle g, \pi^{\circ}\left(\nu^{\circ}\right) f\right\rangle$. Its properties are as in Lemma 3.4, that is, there exists a constant $C>0$ such that

$$
\left\|\langle f, g\rangle_{\bullet}\right\|_{\ell_{s}^{1}} \leq C\|f\|_{\mathrm{M}_{s}^{1}}\|g\|_{\mathrm{M}_{s}^{1}} .
$$

Furthermore, for all $f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ and $b \in \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$ the inner-product $\langle\cdot, \cdot\rangle$ • satisfies

$$
\begin{aligned}
\langle f, g\rangle_{\bullet} \downharpoonright b & =\langle f, g \cdot b\rangle_{\bullet}, \quad b^{*} দ\langle f, g\rangle_{\bullet}=\langle f \cdot b, g\rangle_{\bullet}, \quad\left(\langle f, g\rangle_{\bullet}\right)^{*}=\langle g, f\rangle_{\bullet}, \\
\langle f, f\rangle_{\bullet} & \geq 0 \text { and }\langle f, f\rangle_{\bullet}=0 \quad \Leftrightarrow \quad f=0 .
\end{aligned}
$$

The now established notation allows us to formulate well-known results in Gabor analysis in the following way.

The fundamental identity of Gabor analysis.
This states that for all $f, g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ one has that

$$
\begin{equation*}
\bullet\langle f, g\rangle \cdot h=f \cdot\langle g, h\rangle_{\bullet}, \tag{8}
\end{equation*}
$$

that is

$$
\sum_{\nu \in \Lambda \times \Gamma}\langle f, \pi(\nu) g\rangle \pi(\nu) h=\frac{1}{q|\alpha \beta|} \sum_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}}\left\langle h, \pi^{\circ}\left(\nu^{\circ}\right) g\right\rangle \pi^{\circ}\left(\nu^{\circ}\right) f .
$$

If the involved functions are "nice" enough, then (8) follows by an application of the Poisson summation formula. This is the case for functions in the Schwartz space [19], or functions in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ [8]. The equality does in general not hold for arbitrary functions $f, g, h \in L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ (see [10] and [13]).

These statements have as consequence the Morita equivalence of $\mathcal{A}_{s}$ and $\mathcal{A}_{s}^{\circ}$, which extends the result of Luef from $q=1$ in [16] to general $q$.

Proposition 3.7. The algebras $\mathcal{A}_{s}$ and $\mathcal{A}_{s}^{\circ}$ are Morita equivalent and $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is an equivalence bimodule. Consequently, $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is a projective finitely generated $\mathcal{A}_{s}$-module, i.e. there exist finitely many $g_{1}, \ldots, g_{n}$ in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ such that any $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ may be written as

$$
f=.\left\langle f, g_{1}\right\rangle g_{1}+\cdots+.\left\langle f, g_{n}\right\rangle g_{n}
$$

In noncommutative geometry one says that $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is a vector bundle over $\mathcal{A}_{s}$.
The Wexler-Raz biorthogonality relations.
These characterise when two functions $g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ generate dual Gabor frames, that is, (6) holds. This is the case if and only if

$$
\langle g, h\rangle_{\bullet}=1, \text { i.e., }\left\langle h, \pi^{\circ}\left(\nu^{\circ}\right) g\right\rangle=\left\{\begin{array}{ll}
q|\alpha \beta| & \nu^{\circ}=0 \\
0 & \nu^{\circ} \neq 0
\end{array}, \quad \text { for all } \nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}\right.
$$

As remarked earlier, if a function $g \in M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ generates a Gabor frame $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, there exists functions $h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ such that $\langle g, h\rangle_{\bullet}=1$ and therefore

$$
f=.\langle f, g\rangle \cdot h \quad \text { for all } f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)
$$

In particular, one can take the canonical dual generator $h=S_{g}^{-1} g=g \cdot\left(\langle g, g\rangle_{\bullet}\right)^{-1}$.

## The duality principle for Gabor frames.

This states that $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ is a frame for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ if, and only if, the Gabor system $\left\{\pi^{\circ}\left(\nu^{\circ}\right) g\right\}_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}}$ is a Riesz sequence for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. That is, there exist positive constants $c_{1}, c_{2}$ such that

$$
c_{1} \sum_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}}\left|a_{\nu^{\circ}}\right|^{2} \leq\left\|\sum_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}} a_{\nu^{\circ}} \pi^{\circ}\left(\nu^{\circ}\right) g\right\|^{2} \leq c_{2} \sum_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}}\left|a_{\nu^{\circ}}\right|^{2}
$$

for all sequences $a \in \ell^{2}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$. For our purposes the importance of the duality principle is that the Riesz sequence property implies that

$$
\begin{equation*}
f=g \cdot\langle h, f\rangle_{\bullet} \quad \text { for all } f \in W \tag{9}
\end{equation*}
$$

where $W$ is the closure of $\operatorname{span}\left\{\pi^{\circ}\left(\nu^{\circ}\right) g\right\}$ in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ (in fact it holds for functions in the closure of $\operatorname{span}\left\{\pi^{\circ}\left(\nu^{\circ}\right) g\right\}$ in $\left.L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)\right)$. Note that $W$ cannot contain all of $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ for any $s \geq 0$ nor can $W$ contain the entire Schwartz space. One therefore has to be careful when using the equality in (9). The duality principle for Gabor frames was proven independently in [6], [11] and [21] for Gabor systems in $L^{2}(\mathbb{R})$. The duality principle for Gabor systems in $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ follows from the general duality principle for Gabor systems on locally compact abelian groups in [13].

The following result shows that generators of Gabor frames for $L^{2}(\mathbb{R})$ can sometimes be used to generate Gabor frames for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$.
Lemma 3.8. Assume that the parameters $\alpha, \beta, r, s$ and $q$ are such that

$$
\left(\alpha \beta q^{2}\right)^{-1}+r^{\circ} s^{\circ} / q \in \mathbb{Z}
$$

If $\tilde{g} \in \mathrm{M}_{s}^{1}(\mathbb{R})$ generates a Gabor frame for $L^{2}(\mathbb{R})$ w.r.t. the lattice $\alpha \mathbb{Z} \times q \beta \mathbb{Z}$, then the function $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ given by $g(\cdot, k)=\tilde{g}$, for $k \in \mathbb{Z}_{q}$ generates a Gabor frame for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ with respect to the lattice $\Lambda$ and $\Gamma$.
Proof. By the duality principle of Gabor frames we know that $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ is a Gabor frame for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ if and only $\left\{\pi^{\circ}\left(\nu^{\circ}\right) g\right\}_{\nu^{\circ} \in \Gamma^{\perp} \times \Lambda^{\perp}}$ is a Riesz sequence for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. This is the case if and only if the bi-infinite matrix

$$
\left(\left\langle T_{\tilde{n} / \beta q,-s^{\circ} \tilde{n}} E_{\tilde{m} / \alpha q,-r^{\circ} \tilde{m}} g, T_{n / \beta q,-s^{\circ} n} E_{m / \alpha q,-r^{\circ} m} g\right\rangle_{L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)}\right)_{m, \tilde{m}, n, \tilde{n} \in \mathbb{Z}}
$$

is invertible as an operator on $\ell^{2}\left(\mathbb{Z}^{2}\right)$. Now

$$
\begin{aligned}
\left\langle T_{\tilde{n} / \beta q,-s^{\circ} \tilde{n}} E_{\tilde{m} / \alpha q,-r^{\circ} \tilde{m}} g, T_{n / \beta q,-s^{\circ} n}\right. & \left.E_{m / \alpha q,-r^{\circ} m} g\right\rangle_{L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)} \\
& =\left\langle g, T_{(n-\tilde{n}) / \beta q,-s^{\circ}(n-\tilde{n})} E_{(m-\tilde{m}) / \alpha q,-r^{\circ}(m-\tilde{m})} g\right\rangle_{L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)},
\end{aligned}
$$

since the phase factor coming from commuting the translation and modulation operators disappears due to the condition on the parameters that $\left(\alpha \beta q^{2}\right)^{-1}+r^{\circ} s^{\circ} / q \in \mathbb{Z}$. This shows that the bi-infinite matrix has Laurent structure. As can be found in, e.g. [12], the invertibility of such matrices is equivalent to the fact that the function

$$
F\left(t_{1}, t_{2}\right)=\sum_{m, n \in \mathbb{Z}}\left\langle g, T_{n / \beta q,-s^{\circ} n} E_{m / \alpha q,-r^{\circ} m} g\right\rangle_{L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)} e^{2 \pi i\left(m t_{1}+n t_{2}\right)}, \quad\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2},
$$

is bounded away from zero (and finite, which is automatic for functions in $M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ ). Note that

$$
\left\langle g, T_{n / \beta q,-s^{\circ} n} E_{m / \alpha q,-r^{\circ} m} g\right\rangle_{L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)}=\left\langle\tilde{g}, E_{m / \alpha q} T_{n / \beta q} \tilde{g}\right\rangle_{L^{2}(\mathbb{R})} \begin{cases}q & m \in q \mathbb{Z}, \\ 0 & \text { otherwise } .\end{cases}
$$

This implies that

$$
F\left(t_{1}, t_{2}\right)=q \sum_{m, n \in \mathbb{Z}}\left\langle\tilde{g}, E_{m / \alpha} T_{n / \beta q} \tilde{g}\right\rangle_{L^{2}(\mathbb{R})} e^{2 \pi i\left(q m t_{1}, n t_{2}\right)} .
$$

Again by [12] this function is bounded away from zero if and only if $\left\{E_{m \beta q} T_{n \alpha} \tilde{g}\right\}_{m, n \in \mathbb{Z}}$ is a Gabor frame for $L^{2}(\mathbb{R})$, which is true by assumption. The result follows.

For the following sections it is important to observe that functions that generate dual Gabor frames allow us to construct special elements in the algebra $\ell_{s}^{1}(\Lambda \times \Gamma)$.
Lemma 3.9. Let $g$ and $h$ be functions in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, $s \geq 0$, such that the Gabor systems $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ and $\{\pi(\nu) h\}_{\nu \in \Lambda \times \Gamma}$ are dual Gabor frames for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, that is (6) is satisfied. Then the following holds.
(i) The sequence $a=.\langle g, h\rangle \in \ell_{s}^{1}(\Lambda \times \Gamma)$ is idempotent, that is, $a^{2}=a \sharp a=a$.
(ii) If $h$ is the canonical dual generator, $h=S_{g}^{-1} g$, then $a=.\left\langle g, S_{g}^{-1} g\right\rangle$ is a projection, that is, $a^{2}=a \curvearrowleft a=a$ and $a^{*}=a$.

Proof. (i). Since $g$ and $h$ are dual generators they satisfy the Wexler-Raz relations, $\langle g, h\rangle$ • $=1$ and, equivalently, $\langle h, g\rangle_{\bullet}=1$. We thus find

$$
a^{2}=.\langle g, h\rangle দ \cdot\langle g, h\rangle \stackrel{(3)}{=} \cdot\langle\bullet\langle g, h\rangle \cdot g, h\rangle \stackrel{(8)}{=} \cdot\langle g \cdot\langle h, g\rangle \bullet, h\rangle=.\langle g, h\rangle=a .
$$

(ii). Since $a^{2}=a$ from (i), we only need to show that $a=a^{*}$. Recall that the inverse frame operator $S_{g}^{-1}$ is self-adjoint and commutes with time-frequency shifts $\{\pi(\nu)\}_{\nu \in \Lambda \times \Gamma}$. Thus,

$$
a^{*}=\left(.\left\langle g, S_{g}^{-1} g\right\rangle\right)^{*} \stackrel{(3)}{=} .\left\langle S_{g}^{-1} g, g\right\rangle=\left\{\left\langle S_{g}^{-1} g, \pi(\nu) g\right\rangle\right\}_{\nu \in \Lambda \times \Gamma}=\left\{\left\langle g, \pi(\nu) S_{g}^{-1} g\right\rangle\right\}_{\nu \in \Lambda \times \Gamma}=a .
$$

This concludes the proof.
Finally, consider the group $\operatorname{GL}\left(\mathcal{A}_{s}^{\circ}\right)$, of all invertible elements in $\mathcal{A}_{s}^{\circ} \cong \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$. Its elements are called gauge transformations of $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. Example of gauge transformations are the Gabor frame operator $S_{g}$ of a function $g \in M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ with time-frequency shifts along the lattice $\Lambda \times \Gamma$, its square root $S_{g}^{1 / 2}$ and also their inverses, $S_{g}^{-1}$ and $S_{g}^{-1 / 2}$.
Lemma 3.10. Let $T$ be a gauge transformation.
(i) If $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ generates a Gabor frame $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, then

$$
\bullet\left\langle f_{1}, S_{g}^{-1} f_{2}\right\rangle=.\left\langle T f_{1}, S_{T g}^{-1} T f_{2}\right\rangle \quad \text { for all } \quad f_{1}, f_{2} \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)
$$

(ii) Furthermore,

$$
\text { . }\left\langle f_{1}, f_{2}\right\rangle=.\left\langle T f_{1},\left(T^{-1}\right)^{*} f_{2}\right\rangle \quad \text { for all } f_{1}, f_{2} \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)
$$

Proof. Since $\mathcal{A}_{s}^{\circ} \cong \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$, we may write $T f=f \cdot b$ for some unique $b \in \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$. Using properties of the inner product $\langle\cdot, \cdot\rangle$ • we find

$$
\begin{aligned}
S_{T g}^{-1} T f_{2} & =f_{2} \cdot\left(b \text { দ }(\langle g \cdot b, g \cdot b\rangle \bullet)^{-1}\right) \\
& =f_{2} \cdot\left(b \text { দ }\left(b^{*} \natural\langle g, g\rangle \bullet \natural b\right)^{-1}\right) \\
& =f_{2} \cdot\left(b \text { দ } b^{-1} দ(\langle g, g\rangle \bullet)^{-1} দ\left(b^{*}\right)^{-1}\right) \\
& =f_{2} \cdot\left((\langle g, g\rangle \bullet)^{-1} \natural\left(b^{*}\right)^{-1}\right) .
\end{aligned}
$$

Using this and the fact that $\bullet\left\langle f_{1} \cdot b, f_{2}\right\rangle=.\left\langle f_{1}, f_{2} \sharp b^{*}\right\rangle$ yields the desired equality:

$$
\bullet\left\langle T f_{1}, S_{T g}^{-1} T f_{2}\right\rangle=\bullet\left\langle f_{1} \cdot b, f_{2} \cdot\left(\left(\langle g, g\rangle_{\bullet}\right)^{-1} দ\left(b^{*}\right)^{-1}\right)\right\rangle=.\left\langle f_{1}, f_{2} \cdot\left(\langle g, g\rangle_{\bullet}\right)^{-1}\right\rangle=.\left\langle f_{1}, S_{g}^{-1} f_{2}\right\rangle .
$$

This proves (i). The statement in (ii) follows from the fact that $T$ (and thus also $T^{*}$ ) commutes with time-frequency shifts from the lattice $\Lambda \times \Gamma$ :

$$
\text { - }\left\langle T f_{1},\left(T^{-1}\right)^{*} f_{2}\right\rangle=\left\{\left\langle T f_{1}, \pi(\nu)\left(T^{*}\right)^{-1} f_{2}\right\rangle\right\}_{\nu \in \Lambda \times \Gamma}=\left\{\left\langle f_{1}, \pi(\nu) f_{2}\right\rangle\right\}_{\nu \in \Lambda \times \Gamma}=\text {. }\left\langle f_{1}, f_{2}\right\rangle \text {. }
$$

This concludes the proof
Lemma 3.10 implies that the canonical dual pair $g$ and $S_{g}^{-1} g$ generate the same projection as the canonical tight dual window $S_{g}^{-1 / 2} g$, that is,

$$
\text { - }\left\langle g, S^{-1} g\right\rangle=.\left\langle S^{-1 / 2} g, S^{-1 / 2} g\right\rangle
$$

## 4 Derivations, connections and curvature

In this section we shall detail a few concepts of non-commutative geometry related to noncommutative tori. On $\ell_{s}^{1}(\Lambda \times \Gamma)$ we define derivations $\partial_{1}$ and $\partial_{2}$ as follows. For $s \geq 0$, define

$$
\partial_{j}: \ell_{s+1}^{1}(\Lambda \times \Gamma) \rightarrow \ell_{s}^{1}(\Lambda \times \Gamma), \quad j=1,2
$$

with, for $(\lambda, l, \gamma, c) \in \Lambda \times \Gamma$,

$$
\left(\partial_{1} a\right)(\lambda, l, \gamma, c)=2 \pi i \lambda a(\lambda, l, \gamma, c), \quad\left(\partial_{2} a\right)(\lambda, l, \gamma, c)=2 \pi i \gamma a(\lambda, l, \gamma, c)
$$

Similarly, on $\ell_{s+1}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$ we define

$$
\partial_{j}^{\circ}: \ell_{s+1}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right) \rightarrow \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right), \quad j=1,2
$$

with, for $(\lambda, l, \gamma, c) \in \Gamma^{\perp} \times \Lambda^{\perp}$,

$$
\left(\partial_{1}^{\circ} a\right)(\lambda, l, \gamma, c)=2 \pi i \lambda a(\lambda, l, \gamma, c), \quad\left(\partial_{2}^{\circ} a\right)(\lambda, l, \gamma, c)=2 \pi i \gamma a(\lambda, l, \gamma, c)
$$

Using the isomorphism between $\ell_{s}^{1}(\Lambda \times \Gamma)$ and $\mathcal{A}_{s}$ and between $\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$ and $\mathcal{A}_{s}^{\circ}$ the derivations can naturally be defined on $\mathcal{A}_{s}$ and $\mathcal{A}_{s}^{\circ}$, such that

$$
\partial_{j}: \mathcal{A}_{s+1} \rightarrow \mathcal{A}_{s} \quad \text { and } \quad \partial_{j}^{\circ}: \mathcal{A}_{s+1}^{\circ} \rightarrow \mathcal{A}_{s}^{\circ} \quad \text { for } \quad j=1,2 .
$$

Remark 4.1. Note that the derivations depend on the lattices $\Lambda$ and $\Gamma$. In other literature, see e.g. $[1,2,5,14]$, the sequence spaces $\ell_{s}^{1}$ are not indexed by the lattice $\Lambda \times \Gamma$ but rather by $\mathbb{Z}^{2}$. One therefore defines, e.g., for $j=1,2$,

$$
\partial_{j}: \ell_{s+1}^{1}\left(\mathbb{Z}^{2}\right) \rightarrow \ell_{s}^{1}\left(\mathbb{Z}^{2}\right), \quad\left(\partial_{j} a\right)\left(n_{1}, n_{2}\right)=2 \pi i n_{j} a\left(n_{1}, n_{2}\right), \quad\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2}
$$

Hence, in this case, the derivations are independent on $\Lambda$ and $\Gamma$. This discrepancy has no implication on the theory, it is just a matter of normalization.

The derivations are well-defined, linear and bounded operators. Concerning boundedness one easily verifies that

$$
\left\|\partial_{1} a\right\|_{\ell_{s}^{1}}=\sum_{(\lambda, l, \gamma, c) \in \Lambda \times \Gamma}|2 \pi i \lambda a(\lambda, l, \gamma, c)|(1+|\lambda|+|\gamma|)^{s} \leq 2 \pi\|a\|_{\ell_{s+1}^{1}}
$$

And similar estimates can be established for $\partial_{2}, \partial_{1}^{\circ}$ and $\partial_{2}^{\circ}$.
In analogy to Riemannian geometry we consider the following covariant derivatives on the bundle $\mathrm{M}_{s+1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), s \geq 0$ :

$$
\begin{array}{ll}
\nabla_{1}: \mathrm{M}_{s+1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), & \nabla_{1} f(\cdot, k)=2 \pi i M f(\cdot, k), \quad k \in \mathbb{Z}_{q}, \\
\nabla_{2}: \mathrm{M}_{s+1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), & \nabla_{2} f(\cdot, k)=D f(\cdot, k), \quad k \in \mathbb{Z}_{q} .
\end{array}
$$

Note that Proposition 2.2 implies that these operators are well-defined, linear and bounded. Observe also that $\nabla_{1}$ and $\nabla_{2}$ do not have any action in the discrete variable $k$ and that they do not depend on the parameters $\alpha, \beta, r, s$ nor $q$.

It is straightforward to verify that, for all $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ with $s \geq 1$,

$$
\begin{array}{rlrl}
\nabla_{1}\left(E_{\gamma, c} f\right) & =E_{\gamma, c} \nabla_{1} f, & \nabla_{1}\left(T_{\lambda, l} f\right)=2 \pi i \lambda\left(T_{\lambda, l} f\right)+T_{\lambda, l} \nabla_{1} f \\
\nabla_{2}\left(T_{\lambda, l} f\right)=T_{\lambda, l} \nabla_{2} f, & \nabla_{2} E_{\gamma, c} f=2 \pi i \gamma\left(E_{\gamma, c} f\right)+E_{\gamma, c} \nabla_{2} f \tag{11}
\end{array}
$$

From the definition of the operators $\nabla_{j}$ and $\partial_{j}, j=1,2$ and equations (10) and (11) one establishes that the Leibniz rule holds, that is

$$
\begin{equation*}
\nabla_{j}(a \cdot f)=\left(\partial_{j} a\right) \cdot f+a \cdot \nabla_{j} f \quad \text { for all } f \in \mathrm{M}_{1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), a \in \ell_{1}^{1}(\Lambda \times \Gamma) \tag{12}
\end{equation*}
$$

and that the derivations are compatible with the $\ell_{s}^{1}$-sequence valued inner-product,

$$
\begin{equation*}
\text { - }\left\langle\nabla_{j} f, g\right\rangle+.\left\langle f, \nabla_{j} g\right\rangle=\partial_{j}\left(\bullet\left\langle f, \nabla_{j} g\right\rangle\right) \quad \text { for all } f, g \in \mathrm{M}_{1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \tag{13}
\end{equation*}
$$

Combining these two equations, we find that, for all $f, g, h \in \mathrm{M}_{1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ that

$$
\nabla_{j}(\bullet\langle f, g\rangle h)=.\left\langle\left\langle\nabla_{j} f, g\right\rangle h+.\left\langle f, \nabla_{j} g\right\rangle h+.\langle f, g\rangle \nabla_{j} h \quad j=1,2 .\right.
$$

Similar statements hold with $\partial_{j}^{\circ}$ and $\langle\cdot, \cdot\rangle \bullet$ instead of $\partial_{j}$ and $\bullet\langle\cdot, \cdot\rangle$.
As in Riemannian geometry, the curvature of the covariant derivatives is given by

$$
F_{12}=\nabla_{1} \nabla_{2}-\nabla_{2} \nabla_{1}
$$

since $\partial_{1}$ and $\partial_{2}$ are two commuting derivations. It turns out that the curvature is constant.
Lemma 4.2. For any $s \geq 0$ the curvature of the covariant derivatives is given up to a numerical constant by the identity operator

$$
F_{12}: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), \quad F_{12}=-2 \pi i \text { Id }
$$

Proof. For any $s \geq 0$, from the definition of $\nabla_{j}, j=1,2$ it is clear that $F_{12}$ is a linear and bounded operator from $\mathrm{M}_{s+2}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ into $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. It is straightforward to show that $F_{12} f=-2 \pi i f$. Since $M_{s+2}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is dense in $M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ one can extend this operator to all of $M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ and the result follows.

## 5 Traces and the Connes-Chern number

In this section we introduce the Connes-Chern (classes and) numbers. In order to do this, we first need to talk about traces. A trace on $\ell_{s}^{1}(\Lambda \times \Gamma)$ is a linear and bounded functional $\operatorname{tr}: \ell^{1}(\Lambda \times \Gamma) \rightarrow \mathbb{C}$ such that

$$
\begin{gathered}
\operatorname{tr}\left(a_{1} \natural a_{2}\right)=\operatorname{tr}\left(a_{2} \natural a_{1}\right) \quad \text { for all } a_{1}, a_{2} \in \ell^{1}(\Lambda \times \Gamma), \\
\operatorname{tr}\left(a^{*} \natural a\right) \geq 0, \quad \text { and } \operatorname{tr}\left(a^{*}\right)=\overline{\operatorname{tr}(a)}
\end{gathered}
$$

If $\operatorname{tr}\left(a^{*} দ a\right)=0$ if and only if $a=0$, then the trace $\operatorname{tr}$ is called faithful. The functional

$$
\operatorname{tr}: \ell_{s}^{1}(\Lambda \times \Gamma) \rightarrow \mathbb{C}, \operatorname{tr}(a)=a(0)
$$

is a faithful trace on $\ell^{1}(\Lambda \times \Gamma)$. Naturally, this trace extends to $\mathcal{A}_{s}$ by the isomorphism $I$. Similarly,

$$
\operatorname{tr}^{\circ}: \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right) \rightarrow \mathbb{C}, \operatorname{tr}^{\circ}(b)=q|\alpha \beta| b(0)
$$

defines a faithful trace on $\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$. Note the normalization of $\mathrm{tr}^{\circ}$.
Lemma 5.1. The following equalities hold:

$$
\text { (i) } \operatorname{tr}(\bullet\langle f, g\rangle)=\operatorname{tr}^{\circ}\left(\langle g, f\rangle_{\bullet}\right), \quad \text { for all } f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \text {, }
$$

(ii) $\operatorname{tr}\left(\partial_{j} a\right)=0, j=1,2, \quad$ for all $a \in \ell_{s}^{1}(\Lambda \times \Gamma)$
(iii) $\operatorname{tr}^{\circ}\left(\partial_{j}^{\circ} b\right)=0, j=1,2, \quad$ for all $b \in \ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$,

Proof. It is straightforward to establish that

$$
\operatorname{tr}(\bullet\langle f, g\rangle)=\mathcal{V}_{g} f(0)=\langle f, g\rangle
$$

and

$$
\left.\operatorname{tr}^{\circ}\left(\langle g, f\rangle_{\bullet}\right)\right)=q|\alpha \beta|(q|\alpha \beta|)^{-1} \overline{\mathcal{V}_{f} g(0)}=\langle f, g\rangle
$$

which is (i). The statements (ii) and (iii) are easily verified.
For any projection $p \in \ell_{s}^{1}(\Lambda \times \Gamma), s \geq 1$, its Connes-Chern number $c_{1}(p)$ is given by

$$
c_{1}(p)=\frac{1}{2 \pi i|\alpha \beta|} \operatorname{tr}\left(p\left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right)
$$

By general facts [1] this is an integer number, being the index of a Fredholm operator, that depends only on the class of $p$. If $p=.\langle g, h\rangle, g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), s \geq 1$, then

$$
c_{1}(p)=\frac{2 \pi}{i|\alpha \beta|} \sum_{\nu, \nu^{\prime} \in \Lambda \times \Gamma}\left(\lambda^{\prime} \gamma-\lambda \gamma^{\prime}\right) \mathcal{V}_{h} g(\nu) \mathcal{V}_{h} g\left(\nu^{\prime}\right) \mathcal{V}_{h} g\left(-\nu-\nu^{\prime}\right) \overline{\varphi\left(\nu^{\prime}, \nu^{\prime}+\nu\right)} \overline{\varphi(\nu, \nu)},
$$

where $\nu=(\lambda, \gamma) \in \Lambda \times \Gamma \subset \mathbb{R} \times \widehat{\mathbb{R}}$ and similarly for $\nu^{\prime}=\lambda^{\prime}$, $\gamma^{\prime}$.
We will next show that if $p=.\langle g, h\rangle$ and $g$ and $h$ in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), s \geq 1$, are any pair of functions that generate dual Gabor frames for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ with respect to time-frequency shifts in $\Lambda \times \Gamma$, then $c_{1}(p)=q$. In order to prove this, we need the following lemma.

Lemma 5.2. Let $g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right.$ ), s $\geq 1$ be a dual (not necessarily the canonical dual) pair of Gabor frame generators with respect to $\Lambda$ and $\Gamma$. Then

$$
\text { - }\left\langle f_{1}, \nabla_{j} g\right\rangle \bullet\left\langle h, f_{2}\right\rangle+\bullet\left\langle f_{1}, g\right\rangle \bullet\left\langle\nabla_{j} h, f_{2}\right\rangle=0 \quad \text { for all } f_{1}, f_{2} \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)
$$

Proof. By the Wexler-Raz relations for dual generators, we know that $\langle g, h\rangle$ • $=1$. Therefore $\partial_{j}^{\circ}\langle g, h\rangle_{\bullet}=0$. It follows that for all $f_{1}, f_{2} \in \mathrm{M}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$

$$
\begin{aligned}
\left.\bullet\left\langle f_{1}, \nabla_{j} g\right\rangle \bullet\left\langle h, f_{2}\right\rangle+\bullet \bullet f_{1}, g\right\rangle & \bullet\left\langle\nabla_{j} h, f_{2}\right\rangle \\
& \left.\left.=\bullet \bullet f_{1} \cdot\left(\left\langle\nabla_{j} g, h\right\rangle \bullet+\left\langle g, \nabla_{j} h\right\rangle_{\bullet}\right), f_{2}\right\rangle=\bullet \bullet f_{1} \cdot\left(\partial_{j}^{\circ}\langle g, h\rangle \bullet\right), f_{2}\right\rangle=0,
\end{aligned}
$$

as stated.
These results allow us to extend the computation of the Connes-Chern character of projections for higher-rank vector bundles over noncommutative tori, extending the ones in [5].

Proposition 5.3. If $g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, $s \geq 1$ generate dual frames $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ and $\{\pi(\nu) h\}_{\nu \in \Lambda \times \Gamma}$ for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, then, for $p=.\langle g, h\rangle$,

$$
c_{1}(p)=\frac{1}{2 \pi i|\alpha \beta|} \operatorname{tr}\left(p\left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right)=q .
$$

Proof. By the Wexler-Raz relations $\langle h, g\rangle_{\bullet}=1$. Hence, for all $f_{1}, f_{2} \in \mathrm{M}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$,

$$
\begin{equation*}
\bullet\left\langle f_{1}, h\right\rangle \bullet\left\langle g, f_{2}\right\rangle=\bullet\left\langle\bullet\left\langle f_{1}, h\right\rangle g, f_{2}\right\rangle=\bullet\left\langle f_{1}\langle h, g\rangle_{\bullet}, f_{2}\right\rangle=\bullet\left\langle f_{1}, f_{2}\right\rangle . \tag{14}
\end{equation*}
$$

In addition, using the linearity of the trace, the cyclic property $\operatorname{tr}(a \cdot b)=\operatorname{tr}(b \cdot a)$ for all $a, b \in \mathcal{A}_{s}$ and the result (12) one has the equalities:

$$
\begin{align*}
& \operatorname{tr}\left(p\left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right) \\
& =\operatorname{tr}\left(\bullet\langle g, h\rangle\left[\left(\partial_{1} \bullet\langle g, h\rangle\right)\left(\partial_{2} \bullet\langle g, h\rangle\right)-\left(\partial_{2} \bullet\langle g, h\rangle\right)\left(\partial_{1} \bullet\langle g, h\rangle\right)\right]\right) \\
& =\operatorname{tr}\left(.\langle g, h\rangle\left[\left(\left\langle\nabla_{1} g, h\right\rangle+.\left\langle g, \nabla_{1} h\right\rangle\right)\left(.\left\langle\nabla_{2} g, h\right\rangle+.\left\langle g, \nabla_{2} h\right\rangle\right)\right]\right) \\
& -\operatorname{tr}\left(\bullet\langle g, h\rangle\left[\left(.\left\langle\nabla_{2} g, h\right\rangle+.\left\langle g, \nabla_{2} h\right\rangle\right)\left(.\left\langle\nabla_{1} g, h\right\rangle+.\left\langle g, \nabla_{1} h\right\rangle\right)\right]\right) \\
& =\operatorname{tr}\left(.\langle g, h\rangle\left[\bullet\left\langle\nabla_{1} g, h\right\rangle \bullet\left\langle\nabla_{2} g, h\right\rangle+{ }_{\bullet}\left\langle\nabla_{1} g, h\right\rangle \bullet\left\langle g, \nabla_{2} h\right\rangle\right]\right) \\
& +\operatorname{tr}\left(.\langle g, h\rangle\left[\bullet\left\langle g, \nabla_{1} h\right\rangle \bullet\left\langle\nabla_{2} g, h\right\rangle+.\left\langle g, \nabla_{1} h\right\rangle .\left\langle g, \nabla_{2} h\right\rangle\right]\right) \\
& -\operatorname{tr}\left(.\langle g, h\rangle\left[_{\bullet}\left\langle\nabla_{2} g, h\right\rangle .\left\langle\nabla_{1} g, h\right\rangle+.\left\langle\nabla_{2} g, h\right\rangle .\left\langle g, \nabla_{1} h\right\rangle\right.\right. \\
& +\operatorname{tr}\left(.\langle g, h\rangle\left[\bullet\left\langle g, \nabla_{2} h\right\rangle .\left\langle\nabla_{1} g, h\right\rangle+.\left\langle g, \nabla_{2} h\right\rangle .\left\langle g, \nabla_{1} h\right\rangle\right]\right) \\
& =\operatorname{tr}\left(.\left\langle\nabla_{1} g, h\right\rangle .\left\langle\nabla_{2} g, h\right\rangle+.\langle g, h\rangle .\left\langle\nabla_{1} g, \nabla_{2} h\right\rangle+.\left\langle\nabla_{2} g, \nabla_{1} h\right\rangle+.\left\langle g, \nabla_{1} h\right\rangle \bullet\left\langle g, \nabla_{2} h\right\rangle\right) \\
& -\operatorname{tr}\left(.\left\langle\nabla_{2} g, h\right\rangle .\left\langle\nabla_{1} g, h\right\rangle+.\langle g, h\rangle .\left\langle\nabla_{2} g, \nabla_{1} h\right\rangle+.\left\langle\nabla_{1} g, \nabla_{2} h\right\rangle+.\left\langle g, \nabla_{2} h\right\rangle .\left\langle g, \nabla_{1} h\right\rangle\right) \\
& =\operatorname{tr}\left(.\langle g, h\rangle .\left\langle\nabla_{1} g, \nabla_{2} h\right\rangle+.\left\langle\nabla_{2} g, \nabla_{1} h\right\rangle\right) \\
& -\operatorname{tr}\left(.\langle g, h\rangle .\left\langle\nabla_{2} g, \nabla_{1} h\right\rangle+.\left\langle\nabla_{1} g, \nabla_{2} h\right\rangle\right) . \tag{15}
\end{align*}
$$

Using Lemma 5.2 we continue,

$$
\begin{aligned}
\operatorname{tr}\left(p \left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\right.\right. & \left.\left.\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right) \\
= & -\operatorname{tr}\left(\bullet\left\langle g, \nabla_{1} h\right\rangle \cdot\left\langle g, \nabla_{2} h\right\rangle\right)+\operatorname{tr}\left(\bullet\left\langle\nabla_{2} g, \nabla_{1} h\right\rangle\right) \\
& +\operatorname{tr}\left(\bullet\left\langle g, \nabla_{2} h\right\rangle \bullet\left\langle g, \nabla_{1} h\right\rangle\right)-\operatorname{tr}\left(\bullet\left\langle\nabla_{1} g, \nabla_{2} h\right\rangle\right) \\
= & \operatorname{tr}\left(.\left\langle\nabla_{2} g, \nabla_{1} h\right\rangle\right)-\operatorname{tr}\left(\cdot\left\langle\nabla_{1} g, \nabla_{2} h\right\rangle\right) \\
= & -\operatorname{tr}\left(\bullet\left\langle\left(\nabla_{1} \nabla_{2}-\nabla_{2} \nabla_{1}\right) g, h\right\rangle\right) \\
= & -\operatorname{tr}\left(\bullet\left\langle F_{12} g, h\right\rangle\right)=-\left\langle F_{12} g, h\right\rangle=2 \pi i\langle g, h\rangle=2 \pi i q|\alpha \beta| .
\end{aligned}
$$

In the last steps we used that $\operatorname{tr}\left(.\left\langle f_{1}, \nabla_{j} f_{2}\right\rangle\right)=-\operatorname{tr}\left(.\left\langle\nabla_{j} f_{1}, f_{2}\right\rangle\right)$ for all $f_{1}, f_{2} \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ and $j=1,2$. The very last equality is due to the Wexler-Raz relations.

## 6 An energy functional for projections

Let now $\mathcal{P}_{s}$ be the set of all projections $p \in \ell_{s}^{1}(\Lambda \times \Gamma)$. For $s \geq 1$ we define the energy-functional

$$
\mathrm{E}: \mathcal{P}_{s} \rightarrow \mathbb{R}_{0}^{+}, \quad \mathrm{E}(p)=\frac{1}{4 \pi|\alpha \beta|} \operatorname{tr}\left(\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right)
$$

The energy-functional takes non-negative values: the self-adjointness of all sequences $p \in \mathcal{P}_{s}$ together with the fact that $\operatorname{tr}\left(p^{*} p\right) \geq 0$, for all $p \in \ell_{s}^{1}(\Lambda \times \Gamma)$ implies that

$$
0 \leq \operatorname{tr}\left(\left(\partial_{1} p\right)^{*}\left(\partial_{1} p\right)+\left(\partial_{2} p\right)^{*}\left(\partial_{2} p\right)\right)=\operatorname{tr}\left(\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right)
$$

The following shows that there is an interesting relationship between the energy-functional $E(p)$ and the Connes-Chern number $c_{1}(p)$ of projections in $\ell^{1}(\Lambda \times \Gamma)$.

Lemma 6.1. The energy-functional is bounded from below by the Connes-Chern-number:

$$
\mathrm{E}(p) \geq\left|c_{1}(p)\right| \quad \text { for all } p \in \mathcal{P}_{s}, s \geq 1
$$

If $p$ satisfies either of the two self-duality or anti-self duality equations,

$$
\begin{array}{ll}
\left(\partial_{1} p+i \partial_{2} p\right) p=0, & \text { or } \quad p\left(\partial_{1} p-i \partial_{2} p\right)=0 \\
\left(\partial_{1} p-i \partial_{2} p\right) p=0, & \text { or } \quad p\left(\partial_{1} p+i \partial_{2} p\right)=0
\end{array}
$$

then $\mathrm{E}(p)=\left|c_{1}(p)\right|$.

Proof. Since $p^{2}=p$ one has $\partial_{j} p=\partial_{j}\left(p^{2}\right)=\left(\partial_{j} p\right) p+p\left(\partial_{j} p\right)$ for $j=1,2$. This implies that

$$
\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}=\left(\partial_{1} p\right)^{2} p+\left(\partial_{1} p\right) p\left(\partial_{1} p\right)+\left(\partial_{2} p\right)^{2} p+\left(\partial_{2} p\right) p\left(\partial_{2} p\right)
$$

Applying the trace and using its cyclic property, we find

$$
\begin{aligned}
\operatorname{tr}\left(\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right) & =\operatorname{tr}\left(\left(\partial_{1} p\right)^{2} p\right)+\operatorname{tr}\left(\left(\partial_{1} p\right) p\left(\partial_{1} p\right)\right)+\operatorname{tr}\left(\left(\partial_{2} p\right)^{2} p\right)+\operatorname{tr}\left(\left(\partial_{2} p\right) p\left(\partial_{2} p\right)\right) \\
& =2 \operatorname{tr}\left(p\left[\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right]\right) .
\end{aligned}
$$

This shows that $2 \pi|\alpha \beta| \mathrm{E}(p)=\operatorname{tr}\left(p\left[\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right]\right)$. Then, the positivity of the trace gives,

$$
\begin{align*}
0 & \leq \operatorname{tr}\left(\left(\left[\partial_{1} p+i \partial_{2} p\right] p\right)^{*}\left(\left[\partial_{1} p+i \partial_{2} p\right] p\right)\right) \\
& =\operatorname{tr}\left(p^{*}\left(\partial_{1} p\right)^{*}\left(\partial_{1} p\right) p+i p^{*}\left(\partial_{1} p\right)^{*}\left(\partial_{2} p\right) p-i p^{*}\left(\partial_{2} p\right)^{*}\left(\partial_{1} p\right) p+p^{*}\left(\partial_{2} p\right)^{*}\left(\partial_{2} p\right) p\right) \\
& \left.=\operatorname{tr}\left(p\left[\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right)\right]\right)+i \operatorname{tr}\left(p\left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right) . \tag{16}
\end{align*}
$$

Similarly, one establishes that

$$
\begin{align*}
0 & \leq \operatorname{tr}\left(\left(\left[\partial_{1} p-i \partial_{2} p\right] p\right)^{*}\left(\left[\partial_{1} p-i \partial_{2} p\right] p\right)\right) \\
& \left.=\operatorname{tr}\left(p\left[\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right)\right]\right)-i \operatorname{tr}\left(p\left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right) . \tag{17}
\end{align*}
$$

Combining (16) and (17) yields the inequality

$$
2 \pi|\alpha \beta| \mathrm{E}(p)=\operatorname{tr}\left(p\left[\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right]\right) \geq\left|\operatorname{tr}\left(p\left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right)\right|=2 \pi\left|\alpha \beta c_{1}(p)\right| .
$$

Since $\operatorname{tr}\left(a^{*} a\right)=0$ if and only if $a=0$ it is clear that equality holds if either of the two equations above are satisfied.

### 6.1 An energy functional for Gabor frame generators

Let $\mathcal{G}(\Lambda \times \Gamma)$ denote the set of all functions $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, $s \geq 1$, that generate a Gabor frame $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$ for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. If we apply the energy functional $E$ from the previous section to the projection $p=.\left\langle g, S_{g}^{-1} g\right\rangle, g \in \mathcal{G}(\Lambda \times \Gamma)$, then one finds that

$$
E(p)=\frac{\pi}{|\alpha \beta|} \sum_{\nu \in \Lambda \times \Gamma}\left(\lambda^{2}+\gamma^{2}\right)\left|\mathcal{V}_{g}\left(S_{g}^{-1} g\right)(\nu)\right|^{2}
$$

One then has an energy functional for Gabor frame generators $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), s \geq 1$,

$$
\begin{equation*}
E: \mathcal{G}(\Lambda \times \Gamma) \rightarrow \mathbb{R}_{0}^{+}, \quad E(g)=\frac{\pi}{|\alpha \beta|} \sum_{\nu \in \Lambda \times \Gamma}\left(\lambda^{2}+\gamma^{2}\right)\left|\left\langle g, \pi(\nu) S_{g}^{-1} g\right\rangle\right|^{2} \tag{18}
\end{equation*}
$$

It follows from Lemma 6.1 that this is bounded from below by $q$. Moreover, we know that the minimum value $E(g)=q$ is obtained for those functions $g$, where $p=.\left\langle g, S_{g}^{-1} g\right\rangle$ satisfies either of the two equations in Lemma 6.1. As it turns out, the duality principle for Gabor frames allows us to find minimisers of this functional.

As we did earlier when we described the duality principle for Gabor frames, we let $W$ be the closure of $\operatorname{span}\left\{\pi^{\circ}\left(\nu^{\circ}\right) g\right\}$ in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$.

Theorem 6.2. If $g \in \mathcal{G}(\Lambda \times \Gamma)$ satisfies either of the following conditions,
(i) $\left(\nabla_{1}+i \nabla_{2}\right) g \in W$,
(ii) $\left(\nabla_{1}-i \nabla_{2}\right) g \in W$,
then $g$ minimizes the energy functional (18), that is,

$$
E(g)=\frac{\pi}{|\alpha \beta|} \sum_{\nu \in \Lambda \times \Gamma}\left(\lambda^{2}+\gamma^{2}\right)\left|\left\langle g, \pi(\nu) S_{g}^{-1} g\right\rangle\right|^{2}=q .
$$

Proof. Let $p=.\left\langle g, S_{g}^{-1} g\right\rangle$. We will show that if (i) is satisfied, then $\left(\partial_{1} p+i \partial_{2} p\right) p=0$ and if (ii) holds then $\left(\partial_{1} p-i \partial_{2} p\right) p=0$. In either case Lemma 6.1 implies that $p$ minimizes the energy functional E. Using the fact that $g$ and $S^{-1} g$ are dual frame generators, it is a straightforward computation with the help of (14) to show that

$$
\begin{equation*}
\left(\partial_{1} p \pm i \partial_{2} p\right) p=.\left\langle\left(\nabla_{1} \pm i \nabla_{2}\right) g, S^{-1} g\right\rangle+.\left\langle g\left\langle\left(\nabla_{1} \mp i \nabla_{2}\right) S^{-1} g, g\right\rangle_{\bullet}, S^{-1} g\right\rangle \tag{19}
\end{equation*}
$$

Since $\left\langle S^{-1} g, g\right\rangle_{\bullet}=1$ it follows that

$$
\left\langle\nabla_{j} S^{-1} g, g\right\rangle_{\bullet}+\left\langle S^{-1} g, \nabla_{j} g\right\rangle_{\bullet}=\partial_{j}\left\langle S^{-1} g, g\right\rangle_{\bullet}=0, \quad j=1,2 .
$$

Therefore

$$
\left\langle\left(\nabla_{1} \mp i \nabla_{2}\right) S^{-1} g, g\right\rangle_{\bullet}=-\left\langle S^{-1} g,\left(\nabla_{1} \pm i \nabla_{2}\right) g\right\rangle_{\bullet} .
$$

With this we continue the calculation in (19) and establish that

$$
\begin{equation*}
\left(\partial_{1} p \pm i \partial_{2} p\right) p=.\left\langle\left(\nabla_{1} \pm i \nabla_{2}\right) g, S^{-1} g\right\rangle-.\left\langle g\left\langle S^{-1} g,\left(\nabla_{1} \pm i \nabla_{2}\right) g\right\rangle \bullet, S^{-1} g\right\rangle \tag{20}
\end{equation*}
$$

The duality principle for Gabor frames yields that any function $f \in W$ can be written as

$$
f=g\left\langle S^{-1} g, f\right\rangle_{\bullet}
$$

The assumption (i) and (ii) ensure that we have such a representation available for the function $\left(\nabla_{1} \pm i \nabla_{2}\right) g$. Therefore

$$
g\left\langle S^{-1} g,\left(\nabla_{1} \pm i \nabla_{2}\right) g\right\rangle_{\bullet}=\left(\nabla_{1} \pm i \nabla_{2}\right) g
$$

Using this in (20) yields that

$$
\left(\partial_{1} p \pm i \partial_{2} p\right) p=.\left\langle\left(\nabla_{1} \pm i \nabla_{2}\right) g, S^{-1} g\right\rangle-.\left\langle\left(\nabla_{1} \pm i \nabla_{2}\right) g, S^{-1} g\right\rangle=0
$$

Thus concluding the proof.
Note that conditions (i) and (ii) in Theorem 6.2 are first order differential equations. The following lemma details a solution to these soliton equations for any topological charge $q$, provided the parameters $\alpha, \beta, r$ and $s$ defining the lattices $\Lambda$ and $\Gamma$ are suitably chosen.

Lemma 6.3. If $\alpha, \beta, r, s$ and $q$ are such that

$$
\left(\alpha \beta q^{2}\right)^{-1}+r^{\circ} s^{\circ} / q \in \mathbb{Z} \quad \text { and } \quad|\alpha \beta| q<1,
$$

then, for any non-zero $c \in \mathbb{C}$ and any $\lambda \in \mathbb{C}$ the Schwartz function

$$
g(x, k)=c e^{-\pi x^{2}-i \lambda x}, x \in \mathbb{R}, k \in \mathbb{Z}_{q}
$$

minimizes the energy functional $E$ for the non-commutative torus with these parameters.
Proof. It is straightforward to show that $\left(\nabla_{1}+i \nabla_{2}\right) g=\lambda g$, which then implies that $\left(\nabla_{1}+i \nabla_{2}\right) g \in$ $W$. The function $g(\cdot, k)$, for $k \in \mathbb{Z}_{q}$, belongs to the Schwartz space, hence, in particular to all the weighted modulation spaces $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ for all $s \geq 0$. Furthermore, the knowledge that the Gabor system $\left\{E_{m \beta q} T_{n \alpha} \tilde{g}\right\}_{m, n \in \mathbb{Z}}$, where $\tilde{g}$ is the generalized Gaussian $g(\cdot, k)$, is a frame for $L^{2}(\mathbb{R})$ if and only if $|\alpha \beta| q<1$ together with Lemma 3.8 shows that $g \in \mathcal{G}(\Lambda \times \Gamma)$. Hence the result follows from Theorem 6.2.

It is unknown whether there are other functions besides the Gaussian that satisfy the assumptions of Theorem 6.2.

## 7 The continuous picture - the Moyal plane

We close with the construction of solitons of general topological charge for the Moyal plane $\mathcal{A}$ which extends the results in [5]. So far we have considered Gabor systems of the form $\{\pi(\nu) g\}_{\nu \in \Lambda \times \Gamma}$, where $\Lambda$ and $\Gamma$ are lattices in the time and frequency domain. The presented theory also works for continuous Gabor systems in $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, where one takes $\Lambda \times \Gamma$ to be the entire time-frequency plane. That is, for some $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ we consider the Gabor system of the form

$$
\left\{E_{\omega, c} T_{x, l} g:(x, l, \omega, c) \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right\}
$$

Such a Gabor system is a frame for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ if there exists constants $A, B>0$ such that

$$
A\|f\|_{2}^{2} \leq \sum_{c, l \in \mathbb{Z}_{q}} \int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega, c} T_{x, l} g\right\rangle\right|^{2} \mathrm{~d}(x, \omega) \leq B\|f\|_{2}^{2} \text { for all } f \in L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)
$$

The theory of continuous Gabor frames is not as intricate as the one of discrete Gabor frames because the Moyal identity states that all functions $g \in M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ (in fact, all functions in $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ ) generate a continuous Gabor frame with bounds $A=B=q\|g\|_{2}^{2}$. Specifically,

$$
\begin{equation*}
\sum_{c, l \in \mathbb{Z}_{q}} \int_{\mathbb{R}^{2}}\left|\left\langle f, E_{\omega, c} T_{x, l} g\right\rangle\right|^{2} \mathrm{~d}(x, \omega)=q\|g\|_{2}^{2}\|f\|_{2}^{2} \quad \text { for all } \quad f \in L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \tag{21}
\end{equation*}
$$

Further, we need the vector space $M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$. It becomes an involutive Banach algebra under the twisted convolution and twisted involution given by

$$
\begin{aligned}
\left(k_{1} \downharpoonright k_{2}\right)(\nu) & =\sum_{\mathbb{Z}_{q} \times \mathbb{Z}_{q}} \int_{\mathbb{R}^{2}} k_{1}\left(\nu^{\prime}\right) k_{2}\left(\nu-\nu^{\prime}\right) \varphi\left(\nu^{\prime}, \nu-\nu^{\prime}\right) \mathrm{d} \nu^{\prime}, \quad \nu \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q} \\
k^{*}(\nu) & =\varphi(\nu, \nu) \overline{k(-\nu)}, \quad \nu \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q} .
\end{aligned}
$$

One can show that the map

$$
I: k \mapsto \sum_{\mathbb{Z}_{q} \times \mathbb{Z}_{q}} \int_{\mathbb{R}^{2}} k(\nu) \pi(\nu) \mathrm{d} \nu
$$

is an isomorphism from $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$ onto the involutive Banach algebra

$$
\mathcal{A}_{s}=\left\{T: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), T=\sum_{\mathbb{Z}_{q} \times \mathbb{Z}_{q}} \int_{\mathbb{R}^{2}} k(\nu) \pi(\nu) \mathrm{d} \nu, k \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)\right\}
$$

Indeed, $\mathcal{A}_{s}$ is an involutive Banach algebra for the norm $\|T\|_{A_{s}}=\|k\|_{L_{s}^{1}}$, composition of operators and the involution of $T \in \mathcal{A}_{s}$ being its $L^{2}$-Hilbert space adjoint $T^{*}$. We define the left action of a function $k \in L_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$ on a function $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ by

$$
k \cdot f=I(k) f=\sum_{\mathbb{Z}_{q} \times \mathbb{Z}_{q}} \int_{\mathbb{R}^{2}} k(\nu) \pi(\nu) f \mathrm{~d} \nu .
$$

The $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$-valued inner-product is defined by

$$
\cdot\langle\cdot, \cdot\rangle: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \times \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right), \quad \bullet\langle f, g\rangle=\mathcal{V}_{g} f
$$

One can verify analogous of properties (3). That is, for all $f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ and for all $k \in$ $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$ one has,

$$
\begin{align*}
k \natural .\langle f, g\rangle & =.\langle k \cdot f, g\rangle, \quad \bullet\langle f, g\rangle \natural k^{*}=.\langle f, k \cdot g\rangle, \quad(.\langle f, g\rangle)^{*}=.\langle g, f\rangle \\
\bullet\langle f, f\rangle & \geq 0 \quad \text { and } \quad \bullet\langle f, f\rangle=0 \quad \Leftrightarrow \quad f=0 . \tag{22}
\end{align*}
$$

The associated enveloping $C^{*}$-algebra is the Moyal plane $\mathcal{A}$ represented by compact operators on $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, see [5] for the scalar case $q=1$.

Since we are really considering the short-time Fourier transform, that is Gabor systems with time-frequency shifts along the entire time-frequency plane, the annihilator is just a single point. We therefore have $\mathcal{A}_{s}^{\circ} \simeq \mathbb{C}$, where $\mathbb{C}$ takes the role of $\ell_{s}^{1}\left(\Gamma^{\perp} \times \Lambda^{\perp}\right)$ from earlier:

$$
\mathcal{A}_{s}^{\circ}=\left\{T: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right): T=b, b \in \mathbb{C}\right\}
$$

The right action of elements $b \in \mathbb{C}$ on a function $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is given by

$$
f \cdot b=I(b) f=b f
$$

And the $\mathbb{C}$-valued inner-product on $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is now

$$
\langle\cdot, \cdot\rangle_{\bullet}: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \times \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathbb{C}, \quad \bullet\langle f, g\rangle=q\langle g, f\rangle
$$

A variation of [5, Prop. 5.1] shows that $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is a singly generated projective module over $\mathcal{A}$, that is $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is a line bundle over the Moyal plane and the Moyal plane algebra $\mathcal{A}_{s}$ is Morita equivalent to $\mathbb{C}$.

Proposition 7.1. The algebra $\mathcal{A}_{s}$ is Morita equivalent to $\mathbb{C}$ and $M_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ is an equivalence bimodule. Any $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ with $\|g\|_{L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)}=1$ generates $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, that is for any $f \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ we have $f=.\langle f, g\rangle g$.

Since the annihilator of the full time-frequency plane only consists of one point the main results of the Gabor frame theory reduce to well known facts:

The fundamental identity of Gabor analysis:
just states that for all $f, g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ one has that

$$
\begin{equation*}
\bullet\langle f, g\rangle \cdot h=f \cdot\langle g, h\rangle \bullet \tag{23}
\end{equation*}
$$

that is, $\sum_{\mathbb{Z}_{q}} \int_{\mathbb{R}^{2}}\langle f, \pi(\nu) g\rangle \pi(\nu) h \mathrm{~d} \nu=q\langle h, g\rangle f$, a version of the Moyal identity (21).
The Wexler-Raz biorthogonality relations:
just characterises when two functions $g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ generate dual continuous Gabor frames. This is the case if and only if

$$
\langle g, h\rangle_{\bullet}=1, \quad \text { that is }\langle h, g\rangle=q^{-1}
$$

and the construction of a pair of generators for dual continuous Gabor frames is trivial.
The duality principle for Gabor frames:
just becomes the simple statement, that for $g$ and $h$ such that $\langle g, h\rangle_{\bullet}=1$, we have

$$
\begin{equation*}
f=g \cdot\langle h, f\rangle_{\bullet} \quad \text { for all } f \in W=\operatorname{span} g \tag{24}
\end{equation*}
$$

As in Section 4, we have covariant derivatives on the line bundle $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ :

$$
\begin{aligned}
& \nabla_{1}: \mathrm{M}_{s+1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), \quad \nabla_{1} f(\cdot, k)=2 \pi i M f(\cdot, k), \quad k \in \mathbb{Z}_{q}, \\
& \nabla_{2}: \mathrm{M}_{s+1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), \quad \nabla_{2} f(\cdot, k)=\operatorname{Df(\cdot ,k),\quad k\in \mathbb {Z}_{q}} .
\end{aligned}
$$

On $L_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$, for $s \geq 0$, we define derivations $\partial_{1}$ and $\partial_{2}$,

$$
\partial_{j}: L_{s+1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right) \rightarrow L_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right), \quad j+1,2
$$

given, for $\left.(x, l, \omega, c) \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$ by,

$$
\left(\partial_{1} k\right)(x, l, \omega, c)=2 \pi i x k(x, l, \omega, c), \quad\left(\partial_{2} k\right)(x, l, \omega, c)=2 \pi i \omega k(x, l, \omega, c)
$$

On $\mathbb{C}$ there are just the trivial derivations:

$$
\partial_{j}^{\circ}: \mathbb{C} \rightarrow \mathbb{C}, \quad \partial_{j}^{\circ} b=0, b \in \mathbb{C}, \quad j=1,2
$$

Clearly, the isomorphisms $I$ and $I^{\circ}$ between $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$ and $\mathcal{A}_{s}$ and between $\mathbb{C}$ and $\mathcal{A}_{s}^{\circ}$, respectively, allow us define the derivations on $\mathcal{A}_{s}$ and $\mathcal{A}_{s}^{\circ}$, such that

$$
\partial_{j}: \mathcal{A}_{s+1} \rightarrow \mathcal{A}_{s} \text { and } \partial_{j}^{\circ}: \mathcal{A}_{s+1}^{\circ} \rightarrow \mathcal{A}_{s}^{\circ} \text { for } j=1,2
$$

In parallel with what happens for the discrete case, from the definition of the operators $\nabla_{j}$ and the derivations $\partial_{j}, j=1,2$ one establishes the Leibniz rule,

$$
\begin{equation*}
\nabla_{j}(a \cdot f)=\left(\partial_{j} a\right) \cdot f+a \cdot \nabla_{j} f \quad \text { for all } f \in \mathrm{M}_{1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), a \in L_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right) \tag{25}
\end{equation*}
$$

and that there is compatibility with the $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$ valued inner-product $\bullet\langle\cdot, \cdot\rangle$,

$$
\begin{equation*}
\partial_{j}(.\langle f, g\rangle)=.\left\langle\nabla_{j} f, g\right\rangle+.\left\langle f, \nabla_{j} g\right\rangle \quad \text { for all } f, g \in \mathrm{M}_{1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \tag{26}
\end{equation*}
$$

Combining these two equations we find that, for all $f, g, h \in \mathrm{M}_{1}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$,

$$
\nabla_{j}(.\langle f, g\rangle h)=.\left\langle\nabla_{j} f, g\right\rangle h+.\left\langle f, \nabla_{j} g\right\rangle h+.\langle f, g\rangle \nabla_{j} h \quad j=1,2 .
$$

Similar statements hold with $\partial_{j}^{\circ}$ and $\langle\cdot, \cdot\rangle_{\bullet}$ instead of $\partial_{j}$ and $\bullet\langle\cdot, \cdot\rangle$.

The curvature of the covariant derivatives is, as earlier, given by

$$
F_{12}=\nabla_{1} \nabla_{2}-\nabla_{2} \nabla_{1}
$$

and is the linear and bounded operator computed to be,

$$
F_{12}: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \rightarrow \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), \quad F_{12} f=-2 \pi i \text { Id }
$$

The functional

$$
\operatorname{tr}: \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right) \rightarrow \mathbb{C}, \quad \operatorname{tr}(k)=k(0)
$$

is a faithful trace on $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$. Naturally, this trace extends to $\mathcal{A}_{s}$ by the isomorphism I. Similarly,

$$
\operatorname{tr}^{\circ}: \mathbb{C} \rightarrow \mathbb{C}, \quad \operatorname{tr}^{\circ}(b)=q^{-1} b, b \in \mathbb{C}
$$

defines a faithful trace on $\mathbb{C}$.
For all $f, g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), k \in L^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right), b \in \mathbb{C}$ and $j=1,2$,

$$
\operatorname{tr}\left(\partial_{j} k\right)=0, \quad \operatorname{tr}^{\circ}\left(\partial_{j}^{\circ} b\right)=0 \quad \text { and } \quad \operatorname{tr}\left(\langle\langle f, g\rangle)=\operatorname{tr}^{\circ}\left(\langle g, f\rangle_{\bullet}\right) .\right.
$$

If $p \in L_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$, $s \geq 1$, is a projection, $p^{2}=p=p^{*}$, its Connes-Chern number is now given by

$$
c_{1}(p)=\frac{q^{2}}{2 \pi i} \operatorname{tr}\left(p\left[\left(\partial_{1} p\right)\left(\partial_{2} p\right)-\left(\partial_{2} p\right)\left(\partial_{1} p\right)\right]\right) .
$$

Note the difference when compared to the one used earlier for discrete Gabor systems. In a way similar to the prove of Proposition 5.3, one shows the following.

Proposition 7.2. If $g, h \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$, $s \geq 1$, generate dual continuous Gabor frames, that is, $\langle h, g\rangle=q^{-1}$, then, for $p=.\langle g, h\rangle$ one finds

$$
c_{1}(p)=q .
$$

Let now $\mathcal{P}_{s}$ be the set of all projections $p \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}\right)$. For $s \geq 1$, we define the energy-functional

$$
\mathrm{E}: \mathcal{P}_{s} \rightarrow \mathbb{R}_{0}^{+}, \quad \mathrm{E}(p)=\frac{q^{2}}{4 \pi} \operatorname{tr}\left(\left(\partial_{1} p\right)^{2}+\left(\partial_{2} p\right)^{2}\right)
$$

Similarly to the discrete case, one shows that energy-functional is bounded from below by the Connes-Chern-number. Specifically,

$$
\begin{equation*}
\mathrm{E}(p) \geq\left|c_{1}(p)\right| \text { for all } p \in \mathcal{P}_{s}, s \geq 1 \tag{27}
\end{equation*}
$$

And, if $p$ satisfies either of the two equations

$$
\begin{aligned}
& \left(\partial_{1} p+i \partial_{2} p\right) p=0, \quad \text { or } \quad p\left(\partial_{1} p-i \partial_{2} p\right)=0, \\
& \left(\partial_{1} p-i \partial_{2} p\right) p=0 \quad \text { or } \quad p\left(\partial_{1} p+i \partial_{2} p\right)=0,
\end{aligned}
$$

then $\mathrm{E}(p)=\left|c_{1}(p)\right|$. Let $\mathcal{G}$ denote the set of all functions $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right), s \geq 1$, which generate a continuous Gabor frame $\{\pi(\nu) g\}_{\nu \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}}$ for $L^{2}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. Note that this set comprises all functions in $\mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$. If we apply the energy functional $E$ to the projection $p=.\left\langle g, S_{g}^{-1} g\right\rangle=$ $\|g\|_{2}^{-2} .\langle g, g\rangle, g \in \mathcal{G}$, we find that

$$
\begin{equation*}
E: \mathcal{G} \rightarrow \mathbb{R}_{0}^{+}, E(g)=\frac{q^{2} \pi}{\|g\|_{2}^{2}} \sum_{\mathbb{Z}_{q} \times \mathbb{Z}_{q}} \int_{\mathbb{R}^{2}}\left(x^{2}+\omega^{2}\right)\left|\mathcal{V}_{g} g(\nu)\right|^{2} \mathrm{~d} \nu \tag{28}
\end{equation*}
$$

where $\nu=(x, l, \omega, c) \in \mathbb{R} \times \mathbb{Z}_{q} \times \widehat{\mathbb{R}} \times \widehat{\mathbb{Z}}_{q}$. This functional is bounded below by $q$.
Next one shows the analogue of Theorem 6.2.
Proposition 7.3. The unique solution among all functions $g \in \mathrm{M}_{s}^{1}\left(\mathbb{R} \times \mathbb{Z}_{q}\right)$ to either of the conditions

$$
\left(\nabla_{1} \pm i \nabla_{2}\right) g \in \operatorname{span} g
$$

is the generalized Gaussian

$$
g(x, k)=c_{k} e^{-\pi x^{2}-i \lambda x}, x \in \mathbb{R}, k \in \mathbb{Z}_{q}, \quad\left\{c_{k}\right\} \in \mathbb{C}^{q}
$$

Hence, for the continuous Gabor transform and its associated soliton equation, the only solution that we can produce is the generalized Gaussian. Note the major difference here compared to the one for the discrete Gabor frames considered before: there one needs $\left(\nabla_{1} \pm i \nabla_{2}\right) g$ to lie in the space spanned by all time-frequency shifts of the adjoint lattice of the generator $g$. It is therefore reasonable to conjecture the existence of more functions besides the Gaussian that solve the soliton equation for discrete Gabor frames as described in the previous sections.

## Acknowledgments

The work of L.D. is part of the project Quantum Dynamics sponsored by EU-grant RISE 691246. The work of M.S.J. was carried out during the tenure of the ERCIM 'Alain Bensoussan' Fellowship Programme at NTNU.

## References

[1] A. Connes. $C^{*}$ algebres et geometrie differentielle. C. R. Acad. Sci. Paris $S^{\prime}$ 'er. A-B, 290(13):A599-A604, 1980.
[2] A. Connes and M. A. Rieffel. Yang-Mills for noncommutative two-tori. In Operator Algebras and Mathematical Physics (Iowa City, Iowa, 1985), volume 62 of Contemp. Math., pages 237-266. Amer. Math. Soc., Providence, RI, 1987.
[3] L. Dąbrowski, T. Krajewski, G. Landi, Some properties of non-linear $\sigma$-models in noncommutative Geometry, Int. J. Mod. Phys. B 14 2367-2382, (2000).
[4] L. Dąbrowski, T. Krajewski, and G. Landi. Non-linear $\sigma$-models in noncommutative geometry: fields with values in finite spaces. Modern Phys. Lett. A, 18(33-35):2371-2379, 2003.
[5] L. Dąbrowski, G. Landi, and F. Luef. Sigma-model solitons on noncommutative spaces. Lett. Math. Phys., 105:1663-1688, 2015.
[6] I. Daubechies, H. J. Landau, and Z. Landau. Gabor time-frequency lattices and the WexlerRaz identity. J. Fourier Anal. Appl., 1(4):437-478, 1995.
[7] H. G. Feichtinger. Modulation Spaces: Looking Back and Ahead. Sampl. Theory Signal Image Process., 5(2):109-140, 2006.
[8] H. G. Feichtinger and F. Luef. Wiener amalgam spaces for the Fundamental Identity of Gabor Analysis. Collect. Math., 57(Extra Volume (2006)):233-253, 2006.
[9] K. Gröchenig and M. Leinert. Wiener's lemma for twisted convolution and Gabor frames. J. Amer. Math. Soc., 17:1-18, 2004.
[10] K. Gröchenig. Foundations of Time-Frequency Analysis. Appl. Numer. Harmon. Anal. Birkhäuser, Boston, MA, 2001.
[11] A. J. E. M. Janssen. Duality and biorthogonality for Weyl-Heisenberg frames. J. Fourier Anal. Appl., 1(4):403-436, 1995.
[12] A. J. E. M. Janssen. Some Weyl-Heisenberg frame bound calculations. Indag. Math. (N.S.), $7(2): 165-183,1996$.
[13] M. S. Jakobsen and J. Lemvig. Density and duality theorems for regular Gabor frames. J. Funct. Anal., 270(1):229-263, 2016.
[14] G. Landi. On harmonic maps in noncommutative geometry. In Noncommutative Geometry and Number Theory, pages 217-234. Springer, 2006.
[15] H. Lee. A note on nonlinear $\sigma$-models in noncommutative geometry. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 19(1):1650006, 15, 2016.
[16] F. Luef. Projective modules over non-commutative tori are multi-window Gabor frames for modulation spaces. J. Funct. Anal., 257(6):1921-1946, 2009.
[17] F. Luef. Projections in noncommutative tori and Gabor frames. Proc. Amer. Math. Soc., 139(2):571-582, 2011.
[18] V. Mathai and J. Rosenberg. A noncommutative sigma-model. J. Noncommut. Geom., $5(2): 265-294,2011$.
[19] M. A. Rieffel. Projective modules over higher-dimensional noncommutative tori. Canad. J. Math., 40(2):257-338, 1988.
[20] J. Rosenberg. Noncommutative variations on Laplace's equation. Anal. PDE, 1(1):95-114, 2008.
[21] A. Ron and Z. Shen. Weyl-Heisenberg frames and Riesz bases in $L_{2}\left(\mathbb{R}^{d}\right)$. Duke Math. J., 89(2):237-282, 1997.


[^0]:    *SISSA (Scuola Internazionale Superiore di Studi Avanzati), via Bonomea 265, 34136 Trieste, Italy, E-mail: dabrow@sissa.it
    ${ }^{\dagger}$ Norwegian University of Science and Technology, Department of Mathematical Sciences, Trondheim, Norway, E-mail: mads.jakobsen@ntnu.no; franz.luef@ntnu.no
    $\ddagger$ Matematica, Universita di Trieste, Via A. Valerio $12 / 1$, I-34127 Trieste, Italy, and INFN, Sezione di Trieste, Trieste, Italy, E-mail: landi@units.it

    Mathematics Subject Classification (2010): Primary 58E20, 42C15, 46L08, 35C08; Secondary 58B34, 42B35, 22D25, 43A20

    Keywords: sigma-model solitons, self-duality equations, noncommutative torus, Moyal plane, projections in C*-algebras, Morita duality, time-frequency analysis, Gabor frames

