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ABSTRACT Pervasive growth and usage of the Internet and mobile applications have expanded cyberspace.
The cyberspace has become more vulnerable to automated and prolonged cyberattacks. Cyber security
techniques provide enhancements in security measures to detect and react against cyberattacks. The pre-
viously used security systems are no longer sufficient because cybercriminals are smart enough to evade
conventional security systems. Conventional security systems lack efficiency in detecting previously unseen
and polymorphic security attacks. Machine learning (ML) techniques are playing a vital role in numerous
applications of cyber security. However, despite the ongoing success, there are significant challenges in
ensuring the trustworthiness of ML systems. There are incentivized malicious adversaries present in the
cyberspace that are willing to game and exploit such ML vulnerabilities. This paper aims to provide a
comprehensive overview of the challenges that ML techniques face in protecting cyberspace against attacks,
by presenting a literature on ML techniques for cyber security including intrusion detection, spam detection,
and malware detection on computer networks and mobile networks in the last decade. It also provides brief
descriptions of eachMLmethod, frequently used security datasets, essentialML tools, and evaluationmetrics
to evaluate a classificationmodel. It finally discusses the challenges of usingML techniques in cyber security.
This paper provides the latest extensive bibliography and the current trends of ML in cyber security.

INDEX TERMS Cyber security, deep learning, intrusion detection, malware, machine learning, spam.

I. INTRODUCTION
The Internet is increasingly becoming a widely utilized
source of both information and (online) services. There is
rapid growth in Internet usage: in 2017, about 48% of the total
world population used the Internet as a source of informa-
tion [1]. This figure increased up to 81% in developed coun-
tries [2]. The primary purpose of the Internet is to transport
data from one node to another over the network. Internet is
a universal collection of millions of distinct interconnected
computers, networks, and associated devices. The innovation
of computer systems, networks, and mobile devices has dra-
matically increased the usage of the Internet. Consequently,
the Internet has become the target of cybercriminals and
enemies [3].

A secure and stable computer system must ensure the
confidentiality, availability, and integrity of information. The
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integrity and security of a computer system are compromised
when an illegal penetration, unauthorized individual or pro-
gram enters a computer or network intending to harm or
disrupt the normal flow of activities [4]. Cyber security is
the set of security measures that can be taken to protect the
cyberspace and user assets against unauthorized access and
attacks. The main objective of a cyber defence system is that
data should be confidential, integral, and available [5].

National defence plays a crucial role in the integrity of
any country. Computer networks are (or should be) designed
to provide controls, which allow only authorised persons
to access data. Bush Administration started the Compre-
hensive National Cyber Security Initiative (CNCSI) in Jan-
uary 2008 [6]. The purposes of the initiative were to highlight
several issues for instance identification of current and evolv-
ing cyber security threats, finding and plugging existing cyber
vulnerabilities, and apprehending actors that were trying to
gain access to secure federal information systems. The next
president of the United States, president Obama continued
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it and declared that the ‘cyber threat is one of the most
serious economic and national security challenges we face
as a nation’ and that ‘America’s economic prosperity in the
21st century will depend on cyber security’ [7].
The cyberattack that should be underscored is the attack

that suffered by Estonia in 2007. Different Estonian financial,
educational, and newspaper websites were hacked for three
weeks [8]. It was considered the first cyberwar, which took
the attention of the NATO Bucharest Summit Declaration.
NATO announced a policy on cyber defence in 2008 [9].

Inherent and internal weakness in the configuration and
implementation of a computer system and network creates
vulnerabilities that render them susceptible to cyberattacks
and threats. Incorrect configuration, lack of adequate pro-
cedures, inexperienced or untrained personnel are examples
of vulnerabilities in building a computer network system.
These vulnerabilities increase the chances of threats and
attacks within a network or from outside a network. A sig-
nificant number of people from different fields are becoming
dependent on cyber networks. Using a particular penetra-
tion technique, an agent that causes harmful and undesirable
effects in activities and behaviour of a computer or network is
called a threat [10]. Cyber security is to protect the integrity
of the data, networks, and programs from cyber threats to
cyberspace [11].

Since the inception of the first computer virus in 1970,
there is a race between cybercriminals and defenders [12].
It is getting more and more challenging to fight against these
cyber security attacks and to keep a match with the speed
of security attacks. Currently, researchers are focusing on
the urgent need of finding new automated security methods
to cope with these security challenges. One of the best and
effective considered practice is to use automated machine
learning techniques to detect new and previously unseen
cyber threats [13].

A. EVOLUTION OF MACHINE LEARNING AND CYBER
SECURITY IN LAST DECADE
The usage of machine learning and artificial intelligence
techniques is getting expanded rapidly in different areas
of life such as finance [14]–[16], education [17], medicine
[18]–[21], manufacturing industry [22], and particularly in
the field of cyber security [23]–[28].

ML techniques are playing a vital role in numerous
applications of the cyber security for early detec-
tion and prediction of different attacks such as spam
classification [29]–[32], fraud detection [33]–[36], malware
detection [37]–[40], phishing [41]–[43], darkweb or deep-
web sites [44], [45], and intrusion detection [46]–[49]. ML
techniques can address the scarcity available of required
personnel with expertise in these niche cybercrime detection
technologies. Moreover, vigorous approaches are needed
to detect and react against the cyberattacks of the new
generation (automated and evolutionary). Machine learning
is one of the possible solutions to act quickly against such
attacks because ML can learn from experiences and respond

to newer attacks on time. There is a lot of literature available
on the Internet that describes the application of ML for
the predication of cyber threats on darkweb or deepweb.
Mohammad et al. [45] applied ML models to predict cyber
threats by evaluating the social networks of hackers on dark-
web. Sarkar et al. [50] used a suite of social network features
and applied ML models to predict whether there would be
an attack on a particular organization on the predicted date
or not. They have performed experiments by gathering the
data from 53 forums on darkweb. The predications of attacks
through the discussion of darkweb are out of scope from
this survey paper. However, recent advancements in this area
can be found in [51]–[54]. Figure 1 depicts the trends of
cyber security and the two areas related to data science (i.e.,
ML and deep learning (DL)) as a whole and separately.
We had got the stats from Scopus on June 23, 2020. Though
deep learning can be considered as a subset of machine
learning, some articles have used the term of deep learning
instead of machine learning in dealing with cyber security.
We have searched and checked the trends of cyber security
and ML and the trends of cyber security and DL separately
to study them in more details. We have shown the trends
in Figure 1 for the last ten years. In the first half of the decade,
the ML models were applied for the detection of attacks on
cloud security, malware, and intrusions. However, the trend
has been increased at a phenomenal rate with the emerging
development in the field of deep learning.

Currently, machine learning and deep learning models are
being applied almost in all areas of cyber security to detect
and respond against cyberattacks [55]. Note that the publica-
tions count of these terms is not intended to be comprehensive
as we have targeted the Scopus database to show the publi-
cation trends and to give an idea of the importance of both
research areas. It can be observed that the popularity of both
areas is emerging with an abrupt growing pace. Besides the
search strategy, we have followed in the following section,
we have also provided the trends with multiple perspectives
in the Appendix.

Currently, many traditional cyber security systems are
being used including SEIM Solutions [56], intrusion pre-
vention system (IPS) [57], unified threat management
(UTM) [58], Firewalls, and antiviruses, to name a few. These
traditional systems have a lack of automation (usage of AI
techniques) and have a dependency upon static control of
devices according to predefined rules for network security.
The AI-based system performs better than traditional threat
detecting techniques in the context of error rate, performance,
and responding to the cyberattack [59]. The error rate both in
terms of detecting and responding to an attack of AI-based
systems is better than traditional systems. The performance
of AI-based systems, including error rate, correct prediction
of an attack, and count of the false positive, is better than
that of traditional systems while detecting and responding
to an attack. AI-based systems also reduce the amount of
time to the investigation of network vulnerabilities, fixing
and patching networks infected by malware [60]. According
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FIGURE 1. Publications Trends of Machine Learning and Cyber Security (source: Scopus).

to a study, more than 60% of the attacks are identified once
they have already caused damages to the cyberspace [61].
Currently, there is a need to have new automated security
methods to cope with these security challenges and threats.
With the rapid growth of smartphones and the availability
of sophisticated functions, smartphones are victims of cyber-
criminals. Machine learning approaches are also playing a
vital role in improving the efficiency of detection and pre-
vention techniques against threats to mobile devices [62].

Machine learning techniques are playing their roles on
both sides, i.e. attacker side and cyber security side. On the
cybercriminal side, cyber attackers and criminals are using
ML techniques to find the vulnerabilities of the system and
sophisticated ways of attack to pass through the defence
wall. On the defence side, ML models are playing a vital
role to provide robust and smarter techniques to improve
the performance and early detection of attacks to decrease
the impact and damage that occurred [63], [64]. Machine
learning techniques are combined to enhance the accuracy of
correct and early classification of cyberattacks [65]. However,
most of the studies are performed with an inadequate dataset.
None of the investigated surveys focused on a comprehensive
and combined overview of cyber threats and attacks on both
mobile devices and computer networks.

B. CONTRIBUTION OF THE PAPER
The purpose of this article is to review the key machine
learning techniques applied in cyber security and point out the
trend of usingmachine learning techniques for cyber security.
We have provided a brief description of machine learning
techniques, and how machine learning techniques have been,
or could be, used to detect and classify cyberattacks such as
intrusion detection,malware detection, and spam detection on
both computer networks andmobiles or smartphones devices.

Any search strategy must allow the completeness of the
search to be assessed. To identify relevant contributions in

cyber security and machine learning, IEEE Xplore, ACM
digital library, Emerald Insight, SpringerLink and ScienceDi-
rect were queried for papers having (‘Machine Learning’
and ‘Cyber Security’), (‘Machine Learning’ and ‘Cyberse-
curity’), (‘Deep Learning’ and ‘Cyber Security’), (‘Deep
Learning’ and ‘Cybersecurity’), (‘Machine Learning’ and
‘Malware’), (‘Machine Learning’ and ‘Intrusion Detection’),
(‘Machine Learning’ and ‘Spam’), (‘Deep Learning’ and
‘Malware’), (‘Deep Learning’ and ‘Intrusion Detection’), and
(‘Deep Learning’ and ‘Spam’) in title, abstract or keywords.
Also, Web of Science, Google Scholar, and Scopus were
queried to double-check the findings and to find other related
papers in less-known libraries. Google Scholar was also
used for forward and backward searches. We have focused
on recent advancements in the last ten years. These online
databases were chosen as they offer the most significant
peer-reviewed full-text journals and conference proceedings,
book chapters, and reports covering the field of machine
learning and cyber security. In total, 7915 documents were
retrieved. The duplicated items were removed. The title
and abstract of 1728 documents were screened to identify
potential articles. The full-text assessment of 770 was made
according to the relevancy of the inclusion criteria. Further,
486 studies were excluded.We have excluded the articles that
were discussing (1) social network forensics, (2) irrelevant
cyber threats, (3) threats to cyber-physical grids, (4) threats to
cloud security, IoT devices, (5) smart grids, and smart cities,
and (6) satellite communication, 5G and wireless communi-
cation. With forward and backward search, 28 more studies
were retrieved. In total, 312 studies were finally selected for
data extraction purpose. Figure 2 illustrates the process of
article inclusion and selection. In addition to these, the pre-
vious survey and review articles were used to provide a com-
prehensive survey of machine learning techniques in cyber
security.
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FIGURE 2. An Illustrative View of the Process for Article Selection.

It is expected that the used search terms will cover most,
if not all, of thework incorporatingmachine learningmethods
for cyber security.

Nevertheless, Google Scholar is further utilized to check
the citation of found papers (forward-searching) to update
our search and to look for other scientific resources to make
sure nothing is neglected. The last update of the searching of
papers was done on May 3rd, 2020. Table 1 depicts the list of
acronyms used in this article for convenient referencing.

We are unaware of any existing survey that provides the
application of ML techniques in cyber security on both com-
puter and mobile networks. Our work also presented com-
monly used ML tools, security datasets, graphical summary
of significant components of cyber security and available ML
techniques to fight against threats and attacks on cyberspace,
and future challenges such as trustworthiness and adversarial
machine learning under one umbrella. Table 2 presents a
comparison of our paper with existing surveys and review
articles. Many current surveys, either present applications in
a particular domain or lack of giving basic knowledge that a
new researcher requires to get in or understand this domain.
Furthermore, most of the survey articles discuss particular
threats and attacks on a network only. We have focused on
significant cyber security such as intrusion detection, mal-
ware detection, and spam classification on both networked
computers and mobile devices.

In particular, machine learning techniques have not only
increased threats on computer networks but also held a lot

of promises for detection and classification of attacks and
threats on mobile devices and networks. Our survey covers
cyber threats on both mobile devices and computer networks.

Comparing to existed survey papers in the area, our survey
is inclusive and unique in providing the following aspects:
providing basic insights of cyber security threats on both
mobile devices and computer networks, giving descriptions
of commonly used security datasets, summarizing the state-
of-the-art ML techniques to handle these threats, indicating
popular ML tools, describing evaluation metrics to evaluate
the performance of ML techniques, and pointing out current
challenges of ML techniques for cyber security. We have
provided a graphical summary of major components of cyber
security and available machine learning techniques to fight
against these attacks on cyberspace. The last updating on the
paper’s citations count (source: Google Scholar) was done on
June 05, 2020, in Table 2.

C. ORGANIZATION OF THE PAPER
Figure 3 depicts the overall organization of this paper.
Section II provides cyber security basics, including the basics
of attacks and threats to cyber security, commonly used secu-
rity datasets, and evaluation metrics. Section III presents an
introduction to the key machine learning models and com-
monly used ML tools for cyber security. Section IV reviews
applications of ML techniques in the detection and classi-
fication of spam, intrusion, and malware on both computer
networks andmobile devices, particularly in the last ten years.
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TABLE 1. List of acronyms.

Section V presents current challenges to machine learning
for cyber security and the trustworthiness of classification
techniques. Finally, Section VI concludes the whole work.

II. CYBER SECURITY BASICS
A. BASICS OF ATTACKS AND THREATS
The possible breaches and security violations on a computer
system or mobile devices include obtaining unauthorized
access, destruction, and alteration of information with an
intention to possibly harm, to name a few. The possible
risk and danger of all mentioned security violations are
called threats, and any attempt to do any violation is called
an attack [92]. Cyber security can be defined in several
ways. Kaspersky’s [93] definition of cyber security includes
having a defensive mechanism against malicious attacks
on computers, servers, and data on a computer network
and mobile device. Kaspersky further divided cyber secu-
rity into network security, information security, and other
categories [93], [94]. Cyber security field overlaps with all
major categories defined by Kaspersky and International
Organization for Standardization (ISO). It is an accepted fact

that attackers are evolving and adapting new techniques at a
faster pace than that of the defenders who detect and defend
those penetrations, intrusions, and attacks [95]. The annual
report released by Cisco in 2018 provided the fact that more
than half percent of attacks caused damage of $500 million
or more [96]. Cyber security aims to protect personal infor-
mation, government data, and business reports from illegal
penetration, misuse, and handling with malintent. Further-
more, cyber security covers a) the protection of software,
tools, and equipment, and b) ensuring and guaranteeing the
privacy and integrity of the information being protected from
several threats and attacks [97].

Phishing and malware are considered as the most critical
attacks [88]. Phishing, also called brand spoofing, is a process
of accessing personal data to disrupt or misuse by showing
itself as a legitimate user. One example of phishing can be
showingweb pages as legitimate web pages and behaving like
tricksters to acquire personal information [98]–[100].

Malware is broadly categorized into three main categories:
worms, Trojan horses, and viruses. A virus is a program that
negatively affects computer operations without the knowl-
edge of the user. A virus can damage the files and operating
system of the computer. Elk Cloner was the first computer
virus spread through a floppy drive in 1981 [101]. A worm
is a program that repeatedly copies itself hence consumes
the resources on the system or network. Trojan horse, unlike
viruses or worms, does not replicate itself but presents itself
as a legitimate program and triggered against a particular
operation or action [102], [103].

Another threat to cyber security is unwanted and unso-
licited spam email messages. These emails not only take
much time and fill the mailbox but also become the source for
the execution of Java applets when an email is read. Spams
on mobile devices and mobile networks can be in the form
of spam calls, text, and video messages [104]–[107]. Spam
messages as text on Twitter and as video on YouTube are
extensive spreading venues for spammers.

Each network security system consists of a protection
mechanism such as firewalls, anti-virus programs, and intru-
sion detection systems. The intrusion detection system (IDS)
helps to discover and identify any illegal penetration or unau-
thorized access with malign intentions.

Network analysis for IDS is categorized into three main
categories: a) signature-based that is mostly used to detect
known attacks by avoiding a large number of false alarm
rate (FAR), b) anomaly-based that is mainly used to iden-
tify anomalous behaviour of network and system, and
c) hybrid-based that is the combination of a) and b) to
decrease the FAR for unknown attacks. Others have cate-
gorized the attacks into four major categories [108]. Denial
of service (DOS) is an attack where a cybercriminal makes
the network system busy or shortage of memory resource
in a way that the access request from the legitimate user is
not entertained. Remote to Local (R2L) attack is an attack
where a remote user tries to gain local access over a network
by exploiting its vulnerabilities. User to Root (U2R) attack
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TABLE 2. Overview and comparison of existing surveys with our paper (legend:
√

means covered; ≈ means partially covered; × means not covered),
(citation’s count source: google scholar, last updated: october 05, 2020).
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FIGURE 3. Outline of this Paper.

happenswhere a legitimate user with limited access to the net-
work tries to gain privileges as a root user. An attack where a
cyber-criminal scan a computer system or network to exploit
the weakness and vulnerabilities for future exploitation is
called probing.

ML-based techniques performed better than the conven-
tional signature-based system because a slight variation in
attack pattern can easily bypass the signature-based IDS.
However, ML-based systems learn from traffic behaviour.
They can easily detect the attack variants. Further, the range
of CPU load is from low to moderate in ML-based system as
they do not analyse all signatures in the database. ML-based
systems also show better performance in terms of accuracy
and speed while capturing and exposing the complex proper-
ties of attack behaviour.

There are other types of attacks and threats such as SQL
injection attack, drive-by attack, password attack, aman in the
middle, authentication attacks, wrapping attacks, watering
hole, and webshell [65], [109]. However, we have just consid-
ered intrusion detection (ID), malware detection, and spam
detection in this review article. We have highlighted how
ML techniques are being applied to improve cyber security
against these attacks both on computer systems and mobile
devices.

The researchers have proposed different taxonomies
and provided different classifications of attacks.
Kotapati et al. [110] divided the attacks into interception,
fabrication, modification, denial of service, and interruption
with respect to the physical access on the 3G network.
Chris et al. [111] classified the attacks based on the nature

of attacks, including attack vector, operational and infor-
mational impact, defense, and attack target. However, the
proposed taxonomy didn’t consider physical and defense
strategies. Narwal et al. [112] characterized cyberattacks
based on the sector of applications such as industrial applica-
tions, web applications, mobile devices and computer operat-
ing systems, etc. Others in [113], [114] classified the attacks
into active attacks and passive attacks. The detailed discus-
sion on different attack taxonomies can be found in [115],
[116]. Nevertheless, intrusion detection, malware, and spam
classification and detection are the main focus of this article.

B. COMMONLY USED SECURITY DATASETS
Malicious activities are performed on the computer and
mobile networks to disrupt, deny, and destroy the data and
services available. These activities involve network attacks,
phishing, spams, and the spreading of malware on vital infor-
mation available on networks. These activities compromise
the integrity, availability, and confidentiality of systems and
have a negative impact on the global economy [117], [118].
A drastic increase in the amount of cybercrimes has initi-
ated the application of machine learning techniques to pro-
vide solutions for early detection and prevention of such
cybercrimes [43]. Machine learning techniques offer better
results in cases that they are trained on diverse, massive, and
real-time datasets. This section will briefly give insights into
different datasets used by machine learning techniques for
security applications. An overview of various frequently used
security datasets is provided in Table 3.
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TABLE 3. Overview of various frequently security datasets.

Defence Advanced Research Project Agency (DARPA)
datasets were collected and made publically available by the
DARPA ID Evaluation Group [130]. DARPA ID Datasets are
composed of three subsets of data, namely, 1998 DARPA
ID Assessment Dataset, 1999 DARPA ID Assessment
Datasets, and 2000 DARPA ID Scenario Specific datasets.
1998 DARPA version of the dataset is considered as a bench-
mark for the ID’s assessment. DARPA Datasets are mostly
used for attack detection. KDD Cup 99 dataset [120] was cre-
ated in 2007 for the European Conference forML andKnowl-
edge Discovery. This dataset is based on the 1998 DARPA
dataset that included 41 different types of features. These fea-
tures are categorized as basic, content and traffic features. Out
of the 41 features, 34 fixed features are of type continuous,
whereas the rest of the seven features are symbolic type. This
dataset is mostly used and observed for intrusion detection.
It contains 22 types of attacks. Attacks are further categorized
as Normal, DoS, R2L, U2R and Probe. NSL-KDD is an
improved version of the KDD Cup 99 dataset, also used for
intrusion detection. It contains four categories of 22 attacks
which are DoS, Probe, R2L and U2R. DARPA and other
benchmark datasets were collected more than ten years ago
and cannot handle host-based anomalies of modern computer
systems.

Czech Technical University (CTU) proposed a dataset
named CTU-13 in 2011 [136]. This dataset is a collection

of 13 different seizures (samples/scenarios) of real botnet
traffic with a combination of normal and background traffic.
This dataset was labelled carefully in a controlled environ-
ment. Australian Defence Force Academy (ADFA) released
a Linux based dataset that coped the limitation of DARPA
in 2013 [125]. ADFA made public two versions of subsets,
i.e.Windows-based and Linux-basedwhich record the system
call’s order. Each system call was provided with a parallel
system call number. This dataset was provided with seven
attacks in 5206 traces for intrusion detection. Information
security and object technology (ISOT) dataset was provided
with 1,675,424 traffic flow [140]. This dataset is considered
as the biggest dataset for Ericson Research Lab located in
Hungary. This dataset is a combination of publically available
botnets and dataset collections from LBNL. This dataset
contains three subcategories of datasets, including the ISOT
Botnet dataset, ISOT Ransomware, and ISOT HTTP Botnet
Datasets. Australian Centre for Cyber Security created the
UNSW-NB 15 dataset with 49 features and nine types of
attack’s categories for ID. Authors in [140] used this dataset
to apply support vector machine, Logistic regression and
decision tree techniques on the cloud security domain. HTTP
CSIC-2010 dataset is a collection of hundreds of thousands
of web requests and is typically used to test for web attacks.
This dataset is a collection of 61,000 HTTP requests. Illegal,
dynamic, and static requests are three major attack categories
in this dataset. This dataset is recommended and widely used
for the detection of attacks on the web [174]. CICIDS2017 is
another dataset collected from 03-07 July 2017 contains var-
ious attack scenarios implemented by this dataset, includ-
ing DoS, Web attack, and Botnet [48]. The bot-IoT dataset
was proposed in 2018 for IoT devices [175]. The bot-IoT
dataset consists of more than 72,000,000 records. This dataset
implements data exfiltration attacks, service scan and keylog-
ging. Node-red tool is used for Bot-IoT dataset for network
behaviour simulations. Bot-IoT dataset uses a lightweight
protocol named as MQTT protocol [176]. The datasets men-
tioned so far are used for intrusion detection.

Spambase is an email dataset comprising of 57 attributes of
integer and real data types. The dataset has 4601 instances and
is mostly used for spam email classification purposes [177].
Enron is another commonly used email dataset. It is used
for spam email classification [178]. This dataset is publically
available, containing personal and official emails. There are
six versions of the Enron dataset. Enron dataset contains
517,413 emails from 151 users. Other commonly used spam
datasets are PU datasets [179] and Ling-Spam [180]. SMS
Spam Collection is another dataset contains 5,574 labelled
SMS [158]. The SMS messages in this dataset are extracted
from various resources, including 425 SMS from Grum-
bletext, 3,375 from NUS SMS Corpus, and 450 SMS ham
(not spam) messages from Caroline Ph.D. Thesis [181],
respectively. Email Spam is another dataset collected from
Spam Assassin and contains 3052 files [160].

VirusShare is a collection of malware that contains
34,506,159 samples. It is mostly infected and commonly
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TABLE 4. Confusion matrix.

used for malware detection and analysis [182]. The uniform
resource locator (URL) dataset [165] contains instances of
Internet traffic. It was mainly proposed to blacklist mali-
cious URLs. CICAndMal2017 is an Android malware dataset
consists of benign and malware applications [183]. CICAnd-
Mal2017 dataset categorises malware into four classes which
include: Scareware, SMSmalware, ransomware, and adware.
This dataset was also proposed to identify and blacklist
malicious Android applications. Kharon malware dataset was
collected in 2016 to gauge the performance of research
experiments [184]. Kharon malware dataset is a collection of
android documented malware attacks [185].

The Android adware and general malware dataset com-
prises of adware applications, general malware applications,
and benign applications [186]. A lightweight detector was
used for this dataset to distinguish between these three cat-
egories of application. There were 1900 applications used
to compose this dataset. UNB ISCX Android validation
dataset [172] is another Android-based dataset that shows the
different relationships between apps, for example, false sib-
lings, siblings, cousins, and step-siblings. Figure 4 depicts a
more brief and compact overview of the evolutionary timeline
of frequently used security datasets.

C. EVALUATION CRITERIA AND METRICS
There are different indicators and measures to evaluate an
ML model. Every learning task has an emphasis on various
measures. A confusionmatrix is regarded as one of the formal
ways to present the details of the learning model. A confusion
matrix, also termed as an error matrix, is a table that describes
the performance of a prediction or classification model [187].
A confusion matrix, as shown in Table 4, presents the results
of binary classification into four different categories. It pro-
vides the result of classifier in the form of true positive
(TP), true negative (TN), false positive (FP), and false neg-
ative (FN) values that further build other measures. Apart
from error rate, other criteria such as time complexity, space
complexity, and adaptability of learning algorithms should
also be focused. However, the priority of the metric varies
from application to application. Suppose, while classifying
a financial transaction into either genuine or fraudulent, it
is essential to consider false negatives. A single value of
FN for a financial transaction can result in a substantial
financial loss. Therefore we cannot specify what metrics are
specifically important for a class of intrusion/attack. Usually,
classification models for cyber security are assessed based on
the following terms:

FIGURE 4. Evolution of Frequently Used Security Datasets.

1) True Positive: the count of normal traffic/non-
malignant/positive samples/applications that are cor-
rectly classified by the model.

2) True Negative: the count of attack/malicious/negative
samples/applications that are correctly classified by the
model.

3) False Positive or False Alarm: the count of attack/
malicious/negative samples/applications that are mis-
classified as normal/positive by the model.

4) False Negative: the count of normal traffic/non-
malignant/positive samples/applications that are mis-
classified as abnormal/negative by the model.
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The aforementioned terms in the confusion matrix are
further used to calculate the following metrics:

1) PRECISION/POSITIVE PREDICTIVE VALUE
It is a ratio of correctly classified benign/positive samples/
applications to all classified benign/positive samples/
applications in the dataset (Eq. 1). A higher value of precision
is desirable and shows better performance of a classifier.

Precision = TP/(TP+ FP) (1)

2) RECALL/ SENSITIVITY/TRUE POSITIVE RATE (TPR)
It is a percentage of benign/positive samples/applications
correctly classified to the total benign/positive samples/
applications in the dataset (Eq. 2). A higher value of recall
is desirable and shows better performance of a classifier.

Recall = TP/TP+ FN (2)

3) SPECIFICITY/TRUE NEGATIVE RATE (TNR)
It is a ratio of correctly classified attack/malicious/negative
samples/applications to the total number of attack/malicious/
negative samples/applications in the dataset (Eq. 3). A higher
value of specificity is desirable and shows better performance
of a classifier.

True Negative Rate = TN/(TN+ FP) (3)

4) ACCURACY
It is a ratio of correctly classified samples/applications to all
samples/applications in a dataset (Eq. 4). The higher value
of accuracy shows the correctness of the classifier. A higher
value of accuracy is desirable.

Accuracy = (TP+ TN)/(TN+ FP+ FN+ TP) (4)

5) ERROR RATE
It is a ratio of incorrectly classified samples/applications to
all samples/applications in the dataset (Eq. 5). A lower value
of the error rate is desirable and shows better performance of
a classifier.

Error Rate = (FP+ FN)/(TN+ FP+ FN+ TP) (5)

6) FALL OUT/FALSE POSITIVE RATE (FPR)
It is a ratio of incorrectly classified malicious/negative
samples/applications to the total actual number of attack/
malicious/negative samples/applications in the dataset
(Eq. 6). A lower value of FPR is desirable and shows better
performance of a classifier.

False Positive Rate = FP/(FP+ TN) (6)

7) MISS RATE/FALSE NEGATIVE RATE (FNR)
It is a ratio of incorrectly classified benign/positive sam-
ples/applications to the total actual number of benign/positive

samples/applications in the dataset (Eq. 7). A lower value of
FNR is desirable and shows better performance of a classifier.

False Negative Rate = FN/(FN+ TP) (7)

8) FALSE DISCOVERY RATE (FDR)
It is a ratio of incorrectly classified malicious/negative
samples/applications to the total number of classified
attack/malicious/negative samples/applications in the dataset
(Eq. 8). A lower value of FDR is desirable and shows better
performance of a classifier.

False Discovery Rate = FP/(FP+ TP) (8)

9) FALSE OMISSION RATE (FOR)
It is a ratio of incorrectly classified benign/positive sam-
ples/applications to the total actual number of classified
benign/positive samples/applications in the dataset (Eq. 9).
A lower value of FOR is desirable and shows better perfor-
mance of a classifier.

False Omission Rate = FN/(FN+ TN) (9)

10) F1-SCORE
It is a measure of calculating the accuracy of the model using
the values of precision and recall (Eq. 10). This measure
will be helpful if the user seeks a balance between recall
and precision, and sample distribution is an uneven class
distribution. A higher value of the F1-score shows the ML
model is performing better than other models.

F1-score = 2.(precision∗recall)/(precision+ recall)

(10)

11) G-MEAN
It is calculated using the true predicted values by the classifier
(Eq. 11). In the case, where the number of negative samples is
more than the positive samples, the accuracy will not project
the correct picture for positive samples. G-Mean will help in
that case.

G-mean =
√
(TP/(TP+ FN )XTN/(TN + FP)) (11)

12) RECEIVED OPERATING CHARACTERISTIC (ROC) CURVE
The commonly used graph that provides a summary of
all threshold’s performance by plotting the values of TPR
(y-axis) against FPR (x-axis).

13) AREA UNDER CURVE (AUC)
The size of the area which comes under ROC is called AUC
that ranges from 0.5 to 1.0 values. A higher value of AUC
shows better performance of a classifier.

14) MEAN SQUARED ERROR (MSE)
This metric can be calculated by taking the average of the
squared difference or error that occurred between the actual
values and predicted values of the classifier. A lower value of
MSE is desirable and shows better performance of a classifier.
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15) MEAN ABSOLUTE ERROR (MAE)
This metric can be calculated by taking the average of the
absolute difference or error that occurred between the actual
values and predicted values of the classifier. A lower value
of MAE is desirable and shows better performance of a
classifier.

16) MEAN ABSOLUTE PREDICTION ERROR (MAPE)
The MAPE is the average value of the absolute difference
between the actual and predicted values of the classifier.
A lower value of MAPE is desirable and shows better per-
formance of a classifier.

17) ROOT MSE (RMSE)
This measure can be calculated by taking the square root of
the mean squared error. A lower value of RMSE is desirable
and shows better performance of a classifier.

III. MACHINE LEARNING TECHNIQUES AND TOOLS
A. BASICS OF MACHINE LEARNING
Artificial Intelligence (AI) is a branch in the field of computer
science that develops techniques, theories, and applications.
Artificial Neural Networks (ANNs) developed from early
attempts to implement a simplified model inspired by the
way, neurons activate other neurones in a biological sys-
tem such as an organic brain. Machine learning (ML) is a
sub-branch of AI. ML algorithms build models based on
training data, which allow the models to make predictions (or
decisions) about new data without being explicitly instructed
on how to do so [188], [189]. ML has applications in different
areas of life [190], [191]. ML techniques are being applied
to improve cyber security and early detection of several
automated and new attacks [81], [192], and phishing website
detection [193], [194].

Machine learning can be classified into three major cate-
gories concerning methodology: supervised machine learn-
ing, unsupervised machine learning, and semi-supervised
machine learning. In supervised machine learning, the tar-
geted labels or classes are already known for the data, and
those labels and classes are used to learn for the compu-
tations, e.g. classification and regression. In unsupervised
machine learning, the targeted value is not already known.
Unsupervised learning mainly focuses on finding out rela-
tionships between samples. It works by finding the patterns
among data such as clustering. Where there is a portion of
data labelled or needing human experts during the acquisi-
tion of data, then the process is called semi-supervised ML.
The human expert during the labelling process will surely
help to solve the problem and improve the accuracy of the
model [73]. Reinforcement learning (RL) is another subdo-
main of machine learning. Sometimes, RL is also termed as
learning with a critic because there is input to the algorithms
against any wrong prediction. However, it has not been told
to the algorithm of how to correct it. Instead, the algorithm
has to figure out and try several possibilities until it learns

the correct answer [195]. This phenomenon works based on
a reward and penalty scheme. A famous example of this tech-
nique is AlphaGo [196], [197]. Deep Reinforcement learning
is used in cyber security in [63], [198], [199].

Deep learning (DL) is a subset of machine learning. Both
machine learning and deep learning have the same techniques
and tasks but having different capabilities. The human brain
inspires DL algorithms for analytical and logical thinking.
There are two main research directions in DL, i.e., convo-
lutional neural networks and deep belief networks. These
areas attracted the research and academic community over
the last decade [200]–[203]. Nowadays, automatic car driv-
ing is an example of DL. There are many studies in the
literature that are applying DL models to improve cyber
security [204]–[206]. We have put more emphasised on the
ML and DL relationship in the following section.

B. SIMILARITIES AND DISSIMILARITIES OF ML AND DL
As we have mentioned in the previous section, deep learning
is considered as the trend and subset of machine learning.
Classical and traditional machine learning models in the
past need human intervention for an optimal outcome. Tra-
ditional ML models performed better on smaller datasets.
However, DL models are data-hungry models that show
excellent performance on larger datasets [207] , [208]. How-
ever, if the data is insufficient (a smaller number of training
samples) or poorly distributed (biased), then ML-models will
be biased or perform better for particular cases. Therefore,
for higher performance, a properly distributed and sufficient
number of training samples are required for better perfor-
mance. Although we may say that deep learning is a child
of machine learning, there are some similarities and dissim-
ilarities between the two fields which we have highlighted
in Table 5.

C. BRIEF DESCRIPTION OF FREQUENTLY USED MACHINE
LEARNING TECHNIQUES
This section describes commonmachine learning techniques.
Table 6 provides a compact overview of ML models includ-
ing the time complexity, pros, and cons, proposed year, and
reference (ref) number.

1) SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) is considered as the mostly
used and successful technique of ML for cyber security tasks,
especially for IDS. SVM classifies and separates the two data
classes based on the notation to the margin on either side of
the hyperplane. Figure 5 gives the pictographic explanation
of SVM. The accuracy in classifying a data point can be
maximized by increasing the margin and distances between
hyperplanes. The data points that lie on the border of the
hyperplane are called support vector points. SVM is classified
into two major categories. It can be linear and non-linear
based on the kernel function. It can also be one-class and
multi-class based on detection type [209], [210]. SVM
requires a lot of memory for processing and time for training.
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TABLE 5. Similarities and dissimilarities between DL and traditional ML (Legend: ≈ means similar; 6= means dissimilar).

SVM needs training at different time intervals for better
results to learn the dynamic user’s behaviour.

Kernel function and parameters also affect the performance
of the classifier.

2) DECISION TREE
Decision Tree (DT) is a supervised ML technique based on
a recursive tree-structure. DT is composed of three things:
a root or intermediate node, path and leaf node, as depicted
in Figure 7. The root/intermediate node of a tree repre-
sents an object/attribute. Each divergence path of the tree
represents the possible values of the parent node (object).
Leaf node corresponds to the predictive category/classified
attribute. The resultant tree is further represented in the form
of if-then rules. During the construction of the tree, entropy
and information gain measures are used to select the best
possible intermediate node further. CART [211], C4.5 [212]
and ID3 [213] are considered important algorithms of deci-
sion tree. ID3 works based on a greedy approach. However,
it cannot handle numeric attributes. C4.5 is an improved ver-
sion of ID3 and overcomes the limitations of ID3 by handling
the problem of overfitting using techniques of tree pruning.

An open-source implementation of C4.5 can be found as
J48 inWaikato Environment for Knowledge Analysis (Weka)
[214]. It can handle the problem of overfitting except when
there is noisy data. CART supports both numerical and cat-
egorical attributes and handles missing values that cannot be
handled by ID3.

3) K-NEAREST NEIGHBOR
K-nearest neighbor (kNN) is an unsupervised learning algo-
rithm. It is based on a distance function that measures
the difference/dissimilarity of two data instances. It takes
less time in training than other classifiers. However, its
computation time is overhead during the process of classi-
fication. Figure 6 depicts the working of kNN. This classifier
works on the assumption that similar data points in the space
will be closer to each other than those that are dissimilar.
There are two broader categories of kNN based on anomaly
scores. The two ways of calculating the anomaly scores are
(1) It is calculated based on the difference between the kth

neighbor and data point. (2) It is calculated based on the
density of each data instance [215]. The value of the kth data
point affects the overall performance of the classifier [216].

VOLUME 8, 2020 222321



K. Shaukat et al.: Survey on Machine Learning Techniques for Cyber Security in the Last Decade

TABLE 6. An overview of frequently used ML techniques.

The classifier is sensitive to the noisy data and the choice of
the distance function to find the distance/difference between
data points. KNN requires ample storage for manipulation
and is computationally expensive. Euclidean distance d(x, y)
is typically used as the distance function to calculate the
distance between data points x and y.

4) RANDOM FOREST
Random Forest (RF) comes under the category of ensem-
ble learning that combines multiple classifiers to produce

a hypothesis of a problem to set up a typical result. It is
also termed as a random decision forest and is used for
classification and regression purposes. RF is considered as
an improved version of CART. RF is typically a collection
of prediction results generated by multiple decision trees.
The random forest has applications in the literature, such
as to measure the volume of spam [217] and in intrusion
detection [218]. It gives better performance on non-linear
problems and takes less computation cost during the training
phase of the model. However, as the random forest combines
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FIGURE 5. Support Vector Machine.

FIGURE 6. K-Nearest Neighbour.

the prediction of multiple decision trees, there is a need to
select the decision trees that should be considered during the
prediction process [219].

5) NAÏVE BAYES
Naïve Bayes (NB) is a class of classifier is based on Bayes’
theorem, (or Bayes’ Rule), which decomposes the conditional
probability of a problem being analysed. However, in cyber
security this condition of independence does not hold in case
of various attack types. Multiple features of a dataset are
highly dependable on each other such as features of KDD’99.
Hidden NB is an improved version to handle such kind of

FIGURE 7. Decision Tree.

issues with an accuracy of 99.6% [220]. NB classifier works
well with discrete type attributes. This classifier is considered
as more straightforward and has a faster detection speed.
Three significant techniques fall under Naïve Bayes such
as multinomial, Bernoulli, and gaussian. Multinomial Naïve
Bayes is used to handle discrete values. Feature vectors in
these values represent the number of occurrences in which
this event occurs [230]. Bernoulli Naive Bayes is used for the
classification of binary feature vectors. Bags of words is an
example of such a technique [231]. Gaussian Naïve Bayes is
a classifier that is used for continuous values of data. These
values are distributed based on Gaussian distribution [232].
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6) ARTIFICIAL NEURAL NETWORK
ANN’s are trained through a sequence of forward pass and
backpropagation cycles. In feedforward, the data are entered
into every node of a hidden layer. The activation value is
calculated for each node of a hidden layer and output layer.
The activation function affects the performance of a classifier.
Error is calculated by taking the difference between the net-
work output and the desired value. In backpropagation, this
difference is sent back to the input layer to adjust the weights
between hidden and output nodes using the Guardian Descent
method. This process is repeated until the desired threshold
is achieved [233]. ANN is easy to use, considered as robust
to noise, a non-linear model but takes much time in training.

Taveras [236] attempted to analyse the importance of pass-
word entering practices of end-users in account security. They
have suggested improvements in the password entering habits
tominimize the risk of account hacking. Their studywas done
by asking the participants to write down any password of their
choice. This study used machine learning algorithms, specif-
ically neural networks, to get the predictions. As an overall
result, the study found that neural networks could be used to
get the predictions quite effectively, but there were still some
limitations. One limitation was that most of the participants
were from an information technology background, so the
user’s behaviour did not follow a logical sequence. Extensive
data collection can improve the accuracy of the model and
identify the vulnerabilities caused by the password entering
habits of end-users.

7) RECURRENT NEURAL NETWORK
A recurrent neural network (RNN) is a branch of neural
networks. RNN contains hidden states [228]. Each state uses
the output of the previous state as its input, as depicted
in Figure 8(a). In this way, information circulates between
the states in RNN. The main purpose of the RNN is to
process time-series data and analysis of data streams. RNN
possessesmemorywhichmeans it keeps the information from
previous experiences and later uses it as an input for the next
states [237].

8) CONVOLUTIONAL NEURAL NETWORKS
Convolutional neural network (CNN) is a multi-layer neural
work that is an extension of feed-forward ANN [238]. It is
comprised of three kinds of layers, including, one or more
convolutional layers, one or more fully connected layers,
and pooling layers, as depicted in Figure 8(b). ZFNet [239],
GoogLeNet [240], and ResNet [241] are commonly used
architectures of CNN. It extracts the features at higher res-
olution and converts them into complex features from higher
to coarser resolution. CNN is widely being used in image
recognition [242], drug discovery [243], and anomaly detec-
tion [244], [245], to name a few. Riaz et al. proposed an
improved version of CNN for intrusion detection with an
accuracy of 99.23% using the KDD99 dataset [246]. CNN
has also been used widely for the classification of malicious

traffic [247]–[249]. A deep neural network (DNN) was used
for passenger profiling in aviation to classify ordinary pas-
sengers and potential attackers [250]. Authors in [251] pro-
posed a wavelet-based neural network model to detect cyber
security problems.

9) DEEP BELIEF NETWORK
A deep belief network (DBN) is a branch of deep neural net-
works that follows an unsupervised greedy approach. DBN
was generated to simulate the human brain to process com-
plex information and to recognize complex patterns [227].
DBN can be referred to as a stack of Restricted Boltzmann
Machine (RBM) with essential generative nature. However,
unlike RBM, in DBN, there is no node to node communica-
tion within the same layer of the network. Each node of the
deep belief network is connected with all the previous and
next layer nodes. DBN takes input in the form of probabilities.
In DBN, every layer of the network needs to learn complete
input to generate output [252]. Each layer keeps generating
optimal choices at each step is repeated over and over until
the training stage is completed to a desired level, as illustrated
in Figure 8(c).

10) AUTOENCODER
Autoencoders are unsupervised neural networks. It reduces
the input size and dimensions of the data by decomposing,
compressing the data, and by eliminating the noise in the
data. Also, the original shape of the input can be regained
by applying the reconstruction process. Autoencoder follows
a principle that targeted output values should be equal to the
original input values. An autoencoder consists of four main
parts. First, an encoder is used to learn how to compress the
data. Secondly, the bottleneck is a layer that is used to hold
the fully compressed data. Moreover, by using the decoder,
the model learns how to perform data reconstruction. Finally,
in the fourth part, reconstruction loss gauges how much the
output is close to the targeted output values [206].

11) REINFORCEMENT LEARNING
Reinforcement learning (RL) is another subdomain of
machine learning. Sometimes, RL is also termed as learning
with a critic because there is input to the algorithms against
any wrong prediction. However, it has not been told to the
algorithm of how to correct it. Instead, the algorithm has
to figure out and try several possibilities until it learns the
correct answer [195]. This phenomenon works based on a
reward and penalty scheme. Deep learning methods and RL
are combined together to solve many complex problems.
An example of this technique is AlphaGo [196], [197]. Deep
Reinforcement learning is used in cyber security such
as intrusion detection on host [253], defending DDoS
attacks [254], detection of phishing emails [255], and cyber-
physical system [256], to name a few. RL is considered
the technique that is closest to the modeling how human
reasoning is understood to occur by exploiting the unknown
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FIGURE 8. A Graphical Representation of Various Neural Architectures (a) Recurrent neural network (RNN) (b) Convolutional Neural Network (CNN)
(c) Deep Belief Network (DBN).

and new environment. The working of RL is composed of
five components, namely, agent, environment, reward, state,
and reward, as depicted in Figure 7. An agent formulates
its own learning experiences through direct interaction with
the environment. The two changes have occurred as a result
of this interaction. Firstly, the state of the environment is
changed into a new state. Secondly, the environment imposed
a penalty or a reward based on the action. Given a state,
the reward function tells the agent how good or bad action
has been performed. The agent learns from the reward and
filters out the bad action.

D. COMMON MACHINE LEARNING AND DEEP LEARNING
TOOLS
Machine learning techniques are being applied in various
fields to solve real-life problems. In this section, we provide
a brief description of the popular tools used for machine
learning and deep learning.

1) Weka [257]: This is a commonly used machine learn-
ing tool that can be used for regression, clustering,

visualization, and other data analytics related tasks.
This is a freely available tool that is provided with
online support and can work on Mac, Linux, and Win-
dows platforms.

2) Caffe [258]: This is considered as one of the early
and significant industry-level tools in the field of deep
learning. This tool is specialized in the area of image
processing. This tool trains models directly without
explicitly writing the code. However, it requires coding
in the case of adding new layers. This is an open source
with faster runtime and mobile-supported.

3) Torch [259]: This tool is implemented in C and Lua
languages. It supports many ML algorithms. Facebook
and Twitter also adopted this framework because this
tool is fast running and provides excellent flexibility.
This tool has included several pre-trained models and
provided easiness in writing code for new layers. It is
well documented and easy to debug. This is also opti-
mized with GPUs. However, it does not provide any
visualization tool.
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4) Keras [260]: This tool offers more extendibility with
fast prototyping. This tool is written in Python, so it
does not need any files for model configuration. This is
compatible and provides support for both convolutional
neural networks and recurrent neural networks.

5) TensorFlow [261]: This is an open-source library pro-
vided by Google. This tool is compatible with clas-
sic machine learning techniques and uses a data flow
graphical structure. This tool supports multiple GPU
and provides faster compilation, portability, and dis-
tributed training. This tool also provides mobile sup-
ported, distributed training, and a visualization tool
(TensorBoard). However, it needs more significant
memory for execution, difficulty in debugging, and
packages are heavier.

6) Theano [262]: This tool was developed in Python.
It supports a recursive network. This tool is portable
and provides much flexibility for other DL packages.
However, the compilation process is slower and has
difficulty in modifying the code for the developer.

7) Shogun [263]: This tool can work well with more
massive datasets and supports various ML tasks such
as regression, classification, and clustering. This was
developed using the C++ programming language and
is freely available for use.

8) Accord.Net [264]: This is a freely available tool that
provides most libraries for audio and image processing.
However, it supports only the work implemented in
.Net. It provides algorithms for statistical work and
graph plotting.

9) MXNET [265]: This tool is written in c++ that is
lightweight and memory efficient. This is highly scal-
able and provides mobile support. However, this tool
provides a less user base and not easy to learn.

There are other tools available that are used to develop
mobile systems, including, RapidMiner, Chainer, Lasagne
[266], Blocks [267], Deeplearning4j [268], and CNTK [269].
However, for a beginner who intends to apply deep learning
models in the networking domain, PyTorch is a recommended
tool. It is easy to build a neural network using PyTorch. Ten-
sorFlow is recommended for the implementation of advanced
operations and large-scale implementation. CoreML [270],
ncnn [271], and DeepSence [272] are recommended DL plat-
forms for mobile devices.

IV. CURRENT STATE OF MACHINE LEARNING FOR CYBER
SECURITY
Cyber security promises to provide a defence against cyber-
attacks and threats to cyberspace. There are various aspects
of cyber security, including detection and classification of
malicious URL, financial fraud, spam classification, IDS,
malicious domain generation, probing, cyber extortion, and
malware, to name a few. Furthermore, with the drastic growth
of mobile devices and networks are the targets of cyber-
criminals besides computer networks. To the best of our
knowledge, there does not exist any survey that targeted any

FIGURE 9. Reinforcement Learning.

aspect of the attack on both computer networks and mobile
devices in one place. Figure 10 presents the major areas
of cyber security, attacks on cyberspace along with the list
of significant ML references targeting that specific class of
attack. Cyber security overlaps with other components of
cyberspace, including Internet security, network security, and
ICT security.

We have targeted three significant challenges (detection
and classification of IDS, spam, and malware) to cyber secu-
rity in which ML techniques are playing an important role.
We have further elaborated on these threats onmobile devices
and computer networks. The intrusion detection system on
a computer network is further sub-divided into signature-
based/misuse-based, anomaly-based, and hybrid-based tech-
niques. Sub-types of intrusion are further categorized into
either applied on a host or a computer network. Spam
detection is further elaborated with respect to the medium,
including image, email, SMS, video, and Twitter. Malware is
also explored regarding static analysis and dynamic analysis.
ML techniques are being implemented in the literature to
handle various types of cyberattacks.

ML is one of the possible solutions to act quickly against
cyberattacks. ML techniques are employed to deal with such
matters because the learning techniques can learn from expe-
riences and respond to newer attacks promptly.We have men-
tioned the references of a few articles that deal with such kind
of cyberattack. The following sub-headings elaborate on each
cyber threat to the computer network and mobile network and
how the state-of-the-art ML techniques are playing their roles
to fight against these cyber threats.

A. SPAM DETECTION ON COMPUTER NETWORK
1) BACKGROUND
Electronic mail, usually termed as ‘Email’ or ‘E-mail’, is a
method of information sharing among individuals using elec-
tronic devices through the Internet. It is commonly used as a
service and becoming popular nowadays. An irrelevant, unso-
licited and unwanted email, massively used for marketing that
annoys the user is called a spam email [29], [273], or called
ham otherwise. Spam email consumes bandwidth, storage,
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FIGURE 10. Graphical summary of threats to cyberspace and reference of ML techniques to fight against these attacks.

and time of Internet users and significantly decreases the effi-
ciency of system and network [274], [275]. Nowadays, more
than 85% of received emails or messages are spam [184].
Emails and web search engines are considered as the early
victims for spam attackers. Email spam is not the only
affected area, spam has proliferated in different media such as
mobile devices, blogs, newsgroups, instant messaging, calls,
video sites. Facebook, Twitter, YouTube, and other social
platforms have given the liberty to contribute and share the
content freely, which has stimulated the spammers to exploit
them for their benefits. It has taken the attention of informa-
tion scientists to provide quick and needful solutions to it. The
process to classify an email as either ham or spam and rule
out unsolicited emails is called spam filtering [276]–[278].
Numerous spam filtering techniques have been proposed in
the literature. However, they are inefficient as spammers are
smart enough to alter the spam words. Anti-spamming or
spam combating techniques are a set of measures that are
taken against an array of spam attacks not to hamper the
productivity of targeted media [279].

2) TRENDS
Machine learning techniques are being postulated to improve
efficiency and counter the spammer’s attack. Several
ML techniques have been proposed in the literature for
spam classification [273]–[277], [279], [280], spam fil-
tering [278], [281] and spam identification [282], [283].
ML techniques have been applied in the different domains
under spam detection, such as Twitter, image-based, email,
and blogs. Every domain has a different best-suited classifier.
However, in most of the studies, the SVM technique has
shown better accuracy than other classifiers. Some authors
applied feature selection methods followed by any classifier
to improve the accuracy of the classifier significantly. More-
over, combining multiple classifiers to improve the classifi-
cation accuracy can be a future area of research. Commonly
used ML techniques are decision tree, J48, Naïve Bayes,

SVM, and Random Forest. Deep learning techniques such
as deep belief network (DBN) and clustering techniques
have also been applied for spam filtering and detection.
Table 7 presents the summary of various machine learning
models, their performance evaluations, and used dataset over
a decade.

3) TECHNIQUES AND METHODS
The signature-based technique is a traditional spam filtering
technique used to identify malicious behaviour by the signa-
ture. Nevertheless, it has a poor detection rate in fighting new
spam attacks [281]. A brief account of techniques applied to
fight against spam on social media can be found in [282].
Though many email programs have embedded with essential
filtration utility, a user can purchase filtration software to have
extra protection and control. Collaborative filtering [284],
machine learning [285], and blacklisting [286] methods are
also used to achieve the same results. In [283], the authors
provided various spam filtering tools and techniques. [287]
further elaborated primary methods used to script injection,
URL shorteners, clickjacking, and malicious browser exten-
sions for spam filtering. Spambase, Enron, PU Datasets, and
Ling-Spam have commonly used datasets for spam classifi-
cation and filtering [288]–[291]. The following sections will
discuss the applications of ML models to detect and classify
spam on Twitter, images, videos, email, and blogs.

a: ML AND SPAM ON EMAILS
Emails are considered as a common entry point for any mali-
cious software. A wrong click on any malicious URL written
on email can place computing devices and networks in dan-
ger. There is a high dimensionality of feature space because
the email and documents contain hundreds to thousands of
words. Finding the optimal subset of the most prominent
features is called feature selection [292]. Feature selection
can significantly improve the accuracy and applicability of
the learning and classification process [293], [294]. Feature
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TABLE 7. A comparision and summary of ML models for spam detection over a decade.

selection techniques obtained better accuracy than different
similar methods [273], [276]. Authors in [252] compared
deep belief networks with SVM on three different datasets
to filter spam emails. DBNs outperformed with slightly bet-
ter accuracy of up to 1% more than SVM for all datasets.
However, there is a lack of benchmark datasets for spam
detection. Authors in [295] provided a comparative study of
various decision tree classifiers such as AD Tree, Decision
Stump, and REP Tree. They claimed that Rep Tree provided
the highest accuracy for email spam classification.

J48, Bayes Net, and SVM were used for the detection
of spam emails in [291], where SVM performed the best
among these approaches. Comparatively, J48 performed bet-
ter in [291], [296], [297] whereas SVM showed the worst per-
formance in [291], [298]–[300] for spam email classification.

b: ML AND SPAM ON BLOG
Authors in [301] used logistic regression to detect blog spam
on a dataset gathered from social media comments.

Instead of detecting individual spams, authors in [331]
detected spam campaigns and clustered them with an accu-
racy of above 80%. Random Forest and Decision Tree
techniques were used to identify the bookmarking sites
having location information. They reported an accuracy
of 89.2% with Decision Tree and 89.76% with Random
Forest [332]. Authors in [333] applied Naïve Bayes (NB),
k-NN, and SVM for spam detection and concluded that
NB and SVM performed better. Others compared ten clas-
sification techniques on a single benchmark dataset and
reported an accuracy of 95.45% using SVMas the best among
all [334].
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c: ML AND SPAM ON TWITTER
The proliferation of Twitter users contributes to the growth
of spam tweets. Spam tweets are unsolicited and unwanted
tweets contain malicious code leading to other security
threats like phishing, scams, drug sales, or malware down-
loads, etc. Authors in [314] evaluated various ML tech-
niques for streaming spam tweets. They have found that
NB performed better with an accuracy of 97.3%. Authors
in [277] applied Decision Tree, Random Forest, and NB tech-
niques and obtained better accuracy with the Random Forest
classifier.

d: ML AND SPAM ON IMAGES
Spam detection methods are categorized into two major
categories, namely textual based and image-based analysis.
Text analysis tools are ineffective in detecting image-based
spam which is a subsequent target of spammers [335]–[337].
Authors in [338] applied various pattern recognition and
computer vision techniques to detect image-based spam. Fur-
ther similar studies can be found in [339]–[343].

e: ML AND SPAM ON VIDEOS
Apart from textual based and image-based venues, authors
also applied ML techniques to detect spam blogs (‘splogs’)
and video spams. SVM is a commonly used ML technique
to detect spam on blogs [344]–[348] and video [349], [350].
Decision Tree was further used in [274], [313], [351]–[355]
for spam classification. Authors in [356] applied Firefly and
Bays classifiers for spam detection. Clustering techniques
were used in [275] for spam detection.

f: ML AND GOOD WORD ATTACKS
Researchers have also investigated the problem of ‘goodword
attacks’. The good word attacks are commonly used to fool
the filtration process to classify between spam and legitimate
email. Jorgensen et al. [357] proposed a counterattack strat-
egy using multiple instance learning. Their approach divided
an email text into a bag of multiple segments. They consid-
ered each segment in a bag as a separate instance and claimed
that their technique of multiple instances is more robust than
a single instance against good word attacks. Good word
attacks have also been investigated in [358]–[360] for spam
filtering.

4) TOOLS
There are several anti-spam tools available in the mar-
ket to protect nuisance and unsolicited emails. Some
available anti-spam tools are SolarWinds MSP Mail
Assure [361], SpamTitan [362], SPAMfighter [363], and
ZEROSPAM [364].

B. SPAM DETECTION ON MOBILE DEVICES
1) BACKGROUND
Mobile devices and services are getting immensely popu-
lar nowadays. Mobile services such as short message ser-

vice (SMS), email apps, images, data, mobile clouds, and
calls are also the victims of spammers. SMS is considered
as a straightforward and inexpensive approach for phishing
attacks. Smartphones are enclosed with personal information
such as debit/credit card details, sign in details such as user
name/passwords, and so on [365]. Free services, advertising,
promotions, packages, and awards are typical examples of
spam SMS [366].

2) TRENDS
ML techniques are playing a vital role to detect and iden-
tify the spams on mobile device such as spams in SMS,
calls, email apps, data on mobile, images, and videos.
Researchers applied SVM, Naïve Bayes, kNN, RNN, and
k-means machine learning techniques for spam detection.
As a prominent association rule algorithm, Apriori was also
used for classifying spams on SMS [367]. Spambase and
Enron have been commonly used datasets for spam clas-
sification. NB and SVM performed better in most of the
experiments to classify spams on emails. Overall, ML tech-
niques improved the accuracy of distinguishing spam or not
spam calls, SMS, and emails.

3) TECHNIQUES AND METHODS
Unwanted and unsolicited SMS can be detected with
techniques involved user participation or content-basedmeth-
ods [237], [368]. Techniques included user participation
are rarely used because they work with user feedback
and experience sharing. In contrast, content-based tech-
niques were based on text and content analysis. The filtra-
tion method for unwanted SMS is similar to that of spam
email. However, SMS contains up to 160 characters com-
prised of languages slags, short text, and Internet abbrevi-
ations [335], [369]. The following sections will discuss the
applications of MLmodels to detect and classify spam spams
in SMS, calls, email apps, data on mobile device, images, and
videos.

a: ML AND SPAM ON SMS
Bayesian learning methods were applied in [370] for spam
SMS filtration. Authors in [367] used NB with the Apriori
algorithm for SMS classification. NB, KNN, and SVM were
used in [371] for the detection of unwanted SMS. Authors
in [372] proposed a filtration approach that used KNN on a
rough set in the first phase and again applied KNN in the sec-
ond phase. A comparison of various ML techniques was
performed in [373]. It concluded that NB outperformed other
ML techniques. Hybrid NB on data from three users with six
different datasets in the Enron Spam dataset was tested. They
applied a local classifier for each user, followed by a global
classifier. They claimed that their hybrid method performed
better than individual NB [374]. Others have applied Twitter-
LDA to filter spam SMS and achieved a better accuracy of
96.49% [375].

Authors in [237] applied a Bayesian-based classifier to
distinguish spam or ham mobile-based messages. Authors
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in [368] used recurrent neural networks (RNN) for the clas-
sification of unwanted and normal messages and obtained
an accuracy of 98%. They have also proposed Spanish and
American based SMS spam datasets. K-Means clustering
algorithm was used in [365] for filtering spam SMS. NB,
SVM, and Decision Tree were used for spam SMS filtering,
where SVM outperformed with 85% accuracy to filter spam
SMS [376].

b: ML AND SPAM ON IMAGES
The sharing of images using various communications appli-
cations such as Instagram, WhatsApp, and Facebook has
grown exponentially. Several studies for image spam filter-
ing and classification can be found in [377]–[381]. Authors
in [382] proposed an ML technique to classify and delete
spam images.

c: ML AND MALICIOUS CALLS
Malicious calls, including scams and spams over the tele-
phone, are challenging issues for the last few years that cost
billions of dollars globally. Authors in [383] used SVM,
Random Forests, and Logistic Regression to detect the spam
call and reduced the malicious call by 90%.

C. INTRUSION DETECTION ON COMPUTER NETWORK
1) BACKGROUND
Cyber analytics for intrusion detection system is broadly
classified into three main categories. They are misuse-
based, anomaly-based, and hybrid-based detections. Misuse-
based detection is used for the detection of known attacks.
Anomaly-based detection monitors the normal behaviour
and differentiates the abnormal behaviour of network and
system. Lastly, the hybrid-based detection approach com-
bines both misuse-based and anomaly-based techniques to
improve the accuracy of detection [73]. Attackers may suc-
cessfully exploit the flaws ubiquitously existed in these tradi-
tional defence approaches, hence protection of the user from
unknown and evolving threats is questionable. Cyberinfras-
tructure has an enormous amount of data. Criminals attempt
to gain unauthorised access to the data. Learning the patterns
and behaviours of intrusion and attacks is very critical. There-
fore, machine learning techniques play a vital role to detect
and predict future intrusion and attacks promptly.

2) TRENDS
ML techniques are widely being used to detect intrusion.
Commonly used approaches are ANN, Fuzzy association,
SVM, decision tree, and statistical models. Case-based rea-
soning and various unsupervised learning techniques are
also applied to improve the accuracy and detection rate
of intrusion. Various classifiers have shown better perfor-
mance than other classifiers in different domains and tasks
in ID. However, early and prompt detection of new and
zero-day attacks is still a challenging area of research. Var-
ious machine learning techniques were applied for misuse-

based detection [127], [384]–[388], anomaly-based detection
[389]–[392] and hybrid-based detection [393]–[397]. Some
papers summarized intrusion detection techniques and ML
techniques in detail [3], [73], [77], [398]–[406]. DARPA,
KDD 99 are commonly used but outdated datasets. Many
researchers have mentioned different metrics to evaluate the
accuracy of any applied classifier. However, there should
be a standard metric and the latest benchmark datasets to
evaluate any classification model. Table 8 and Table 9 present
an overview of the performance evaluation of various ML
techniques to detect intrusion over a decade.

3) TECHNIQUES AND METHODS
Cyber security attacks on cyberspace can be on two lev-
els: network-based and host-based. Cyber defence system
provides a defence mechanism on both levels. Controlling
the network flow is the responsibility of the network-based
defence system. However, a host-based defence system com-
bats against upcoming data in a workstation/computer by
a firewall and other defence mechanisms installed on a
host [407], [408]. As discussed in section II-A, there are four
major categories of attacks for instruction detection purposes,
includingDenial of Service (DoS), Phishing/Scanning/Probe,
Remote to Local (R2L), and User to Root (U2R). The follow-
ing sections summarize the crossover between ML models
and the attacks for intrusion detection.

a: ML AND DOS ATTACKS
Different ML techniques were applied to detect DoS attacks
such as Decision Tree with an accuracy of 97.24% [409],
Neural Networks with an accuracy of 97% [410], Naïve
Bayes with an accuracy of 96.65% [409] and SVM with an
accuracy of 91.6% [411].

b: ML AND PROBE ATTACKS
Naïve Bayes, Fuzzy Association, Decision Tree, Neural Net-
work, and SVM were applied to detect probe attack with an
accuracy of 88.83%, 88.50%, 77.92%, 71.63%, and 36.65%
respectively [409], [410], [412].

c: ML AND R2L ATTACKS
With theKDDdataset, R2L attackswere detectedwithNeural
Net, SVM, and Naïve Bayes where the Neural Net obtained
maximal accuracy of 26.68% [409]–[411].

d: ML AND U2R ATTACKS
ML techniques were also applied to identify User to
Root attacks where Fuzzy association, SVM, DT, and NB
achieved an accuracy of 68.60%, 12%, 13.60%, and 11.84%
respectively.

e: ML AND HOST-BASED ATTACKS
ML techniques were applied to detect attacks on host and
computer networks. Machine learning techniques such as
Rule-based, ANN, Fuzzy association rules, and different
statistical methods were applied to detect the misuse-based
attacks on a host [413]–[417]. Statistical models, association
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TABLE 8. A comparision and summary of ML models for intrusion detection over a decade.
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TABLE 9. (Continued.) A comparision and summary of ML models for intrusion detection over a decade.

rules, ANN, and KNN, were used to detect the anomaly-
based detection techniques on a host [418]–[420]. For the
hybrid-based intrusion, ANN and association rules were
applied over the host [421], [422].

f: ML AND NETWORK-BASED ATTACKS
SVM and Decision Tree were applied to identify the
misuse-based attacks on a network [474]–[479]. Ran-
dom Forest and ANN were applied on the network for

hybrid-based intrusion detection [480], [481]. Teodoro [482]
used machine learning and knowledge-based approaches for
anomaly-based intrusion detection.

Nguyen [483] presented the ML methods that classify the
Internet traffic for any cyber data, and Internet Protocol (IP)
flows. Others used Fuzzy Logic, ANN for their applica-
tion in intrusion detection [484]. Case-based reasoning is an
approach that provides the solution to new problems based on
the solutions saved of previous similar problems. The solution
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of similar past problem cases is then used as a starting
point for solving an existing problem [485]. Mansour [486]
proposed a case-based reasoning approach for intrusion
detection.

Apart from supervised ML techniques, various unsuper-
vised and semi-supervised techniques were implemented to
detect anomalies such as clustering algorithms in [390], SVM
in [487], and neural networks in [488]. Others have applied
deep learning models [489] to detect anomalies in airports
and feature optimization techniques for intrusion detection
system [490].

4) TOOLS
There are various tools available in the market for intrusion
detection. Intrusion detection tools are developed to handle
the intrusion either on the host or network. A network intru-
sion detection system (NIDS) is used to detect the intrusion
on a network. Host intrusion detection system (HIDS) is
used to detect the signature-based or anomaly-based intrusion
on a host. Various ID tools are available for free. How-
ever, others are costly. McAfee NSP [491], Hillstone NIPS
[492], Huawei NIP [493], Palo Alto [494], Dark Trace [495],
and Cisco Firepower NGIPS [496] are popular commercial
tools for ID. Free tools include Snort [497], Suricata [498],
Samhain [499], Security Onion [500] and Sagan [501]. The
usage of tools depends upon the operating system, detection
type (HIDS, NIDS), or detection method (signature-based,
anomaly-based). Trusted Automated eXchange of Intelli-
gence Information (TAXII) is another tool to prevent and
mitigate cyberattacks. TAXII uses Structured Threat Infor-
mation eXpression (STIX), a language developed to describe
the information of cyber threats, to define how the services
and messages exchange become a mean of sharing threat
information [502].

D. INTRUSION SYSTEM ON MOBILE DEVICES
1) BACKGROUND
Mobile devices are capable of performingmany sophisticated
tasks. Smart devices are also facing a growing number of
threats every day [503], [504]. Currently, networks provide
higher transmission rates from 100 Mbps to 10+ Gbps in
wired networks. Due to this high volume of data, IDS could
not effectively work to gather and analyse network traffic.
Snort, a Deep Packet Inspection (DPI) can work properly on
a wired network to handle data up to 1 Gbps and discard after
1.5 Gbps [505]. Replaying, traffic analysis, and spoofing are
general examples of attacks on a mobile network [506].

2) TRENDS
ML techniques such as supervised ANN, Decision tree, MLP,
and SVM are commonly used to detect the intrusion on a
mobile network. Decision tree and deep learning approaches
performed better than other classifiers. Machine learning
techniques evolved to purpose new ways of intrusion detec-
tion due to the increase of bandwidth [73, 204].

3) TECHNIQUES AND METHODS
Attacks on the mobile network are classified into two
major categories, namely, active attacks and passive attacks.
An attack that involves information modification and dis-
rupts the standard functionality of a network to get access
and decrease network performance is called an active attack.
In contrast, passive attacks do not disrupt the normal flow
of the network but scan the network to get any valuable
information [507].

a: ML AND ANOMALOUS BEHAVIOUR
Bayes decision rules were applied in [508] to increase the
security in cellular networks. Authors in [509] used super-
vised ANN to detect malicious behaviour such as service
fraud on mobile communication. ANN and probabilistic
models were applied in [510] to identify the anomalies in
usage with 69% TPR. ANN is further used in [511]–[513]
to detect the anomalies in mobile network communication.
The authors in [513] proposed a malware detection sys-
tem called VirusMeter to identify the anomalous behaviours
and compared their system with ANN and decision tree.
Self-organizing maps and clustering techniques were applied
to detect anomalous behaviour with the conclusion that
both methods were suitable for network monitoring [514].
To observe the accuracy of detecting the misuse-based
behaviour of users on mobile device, a comparison was
made among the BN, KNN, and Random Forest techniques
in [515].

Decision Tree, KNN, MLP, and SVM were applied to
detect intrusion on mobile devices with decision tree outper-
formed with an accuracy of 97.04% [516]. SVM was used
to detect intrusion on a mobile network and achieved similar
performance as of system without intrusion [517]. A deep
learning approach was proposed to detect cyberattacks with
an accuracy of 90.99% [518].

4) TOOLS
There are various applications available in the market to
protect the Android system. Some of them are free of charge
to use, and other quality applications charge an annual fee.
Bitdefender [519], Trend Micro [520], and BullGuard [521]
are commercial apps available to protect the Android system
by taking an annual fee. In contrast, Sophos [522], Trust-
look [523], and PSafe [524] are examples of ID applications
available for free to use but with limited features.

E. MALWARE DETECTION ON COMPUTER NETWORK
1) BACKGROUND
Malicious software, commonly termed as ‘Malware’, is a
piece of code that is covertly inserted into a computer system
or network with the intention to disrupt the user activities.
Malware compromises and challenges the integrity, confiden-
tiality, and availability of the victim’s information on hard-
ware or software. Malware is a combination of ‘mal’ from
‘malicious’ and ‘ware’ from ‘software’. Viruses, Worms,
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Trojan Horses, Spyware, and Adware, are commonly taken
examples of it [525], [526].

The objective of cybercriminals is to exploit the vulner-
abilities of a computer system or network. Cybercriminals
execute malicious code on the victim’s device and propa-
gate it into other devices or networks. The count of known
malware samples crossed 800 million according to McAfee’s
technical report of 2019 [527]. Since the last few years,
malware is increasing rapidly, creating financial loss from
billons to trillion [528], [529]. Not only individuals are the
main target of malware but also are the industries and mili-
tary disrupted through trained hackers and customized mal-
ware [530]. Malware is considered as a top security risk for
companies [531].

2) TRENDS
In the past, signature-based techniques were used to detect
malware. These techniques do not perform well to detect
zero-day or advanced malware attacks. Machine learning
techniques are not only capable of identifying zero-day
attacks but also outperform in detecting new or obfuscated
malware attacks [70], [532]–[536]. SVM is the most studied
ML classification approach used to detect malware with 29%
usage, followed by a decision tree with 17% usage [514].
DBN, in combination with other semi-supervised learn-
ing techniques, also improved the accuracy of detection.
Tables 10 gives the summary of performance evaluation
results of ML models applied to detect malware over a
decade.

3) TECHNIQUES AND METHODS
Malware is classified into two generations. In the first gener-
ation, malware has the same structure. Whereas in the second
generation, it changes its structure and evolves into a new
variant while the actions remain the same [537].

Encrypted, Oligormorphic, Polymorphic, and Metamor-
phic malware are the further classifications of the second
generation based on the evolution of structure. Changes in the
structure of malware are random and unpredictable [581].

a: ML AND FEATURE SELECTION
Feature selection provided better accuracy when using ML
techniques. Authors in [544], [582]–[584] applied feature
selection and claimed better accuracy in the detection of
malware. Kolter [585] evaluated the datasets by applying
a decision tree, TF-IDF, and support vector machine, with
a decision tree outperformed. The decision tree was also
used with a hierarchical feature extraction algorithm in [582].
Authors in [586] used the AdaBoostM1 and decision tree
classification techniques and reported 90% malware detec-
tion accuracy. Authors in [587] claimed that there was no
false alarm using their hyper-grams technique for malware
detection. The semi-supervised method obtained an accuracy
of 86% in [588], whereas others achieved 95.9% accuracy
with SVM [544]. SVM was further used for malware detec-
tion in [589], [590]. Authors in [591] proposed a new method

with an accuracy of 97.95% to detect unknown malware.
Authors in [592] proposed a new dataset called CA and
Mal2017 with 80 features and showed 87% recall for traffic
classification for detection.

b: ML AND ZERO-DAY MALWARE
Pierra et al. proposed a technique to identify zero-day
attacks [593]. Principal Component Analysis (PCA) and
ANN were proposed to detect and classify AI-based cyber-
attacks and successfully obtained an accuracy of 90% [594].
DBN was applied in [595] to detect malware. Other authors
in [596] have combined DBN with semi-supervised tech-
niques to achieve better accuracy.

c: ML AND ADVERSARIAL INPUTS
Adversarial malware samples can easily bypass the ML tech-
niques that were applied to detect malware. Machine learning
techniques were not primarily designed to work with cyber
security so an evasion can easily fool the ML [597]–[599].
Research is going on to provide a solution by having adver-
sarial training [600]–[604].

4) TOOLS
There are various tools available in the market for malware
detection. However, choosing the right tool is critical. Some
tools are available free of charge, and a few charge annual
subscription fees. Avast Internet Security [605] is a mostly
used anti-malware tool that has taken 15.21% of the total
market size [606]. Other frequently used tools are Malware-
bytes [607], Norton Power Eraser [608], AVG [609], and
Bitdefender Antivirus [610].

F. MALWARE DETECTION ON MOBILE DEVICES
1) BACKGROUND
Due to the increasing use of E-commerce, mobile banking
and mobile transactions, threats to mobile device are also
increased. Hence, mobile devices are getting more vulnerable
to threats than computers. Data values and banking details are
as vulnerable on mobile device as on computer [611].

2) TRENDS
Authors in [554] provided a performance evaluation of
supervised, semi-supervised, and unsupervised techniques.
They concluded that unsupervised learning techniques had
shown better accuracy to detect malware on Android devices.
The authors had parallelly combined several classifiers and
claimed to achieve better accuracy while combining classi-
fiers. SVM, KNN, Random forest, decision tree are com-
monly used techniques to detect malware in mobile device
and networks. Feature selection followed by a classification
technique also helps to improve the accuracy of any classifier.

3) TECHNIQUES AND METHODS
Malware detection techniques for mobile devices can be cat-
egorized into three major groups, namely static, dynamic,
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TABLE 10. A comparision and summary of ML models for malware detection over a decade.

and hybrid groups. Static detection is a detection technique
in which an application is observed for malicious patterns
without execution. In contrast, dynamic detection is carried
out by running the actual app to check the dynamic behaviour
[612]–[614]. Hybridmalware technique is themalware detec-
tion technique that combines static and dynamic analysis to
detect malware [615], [616].

a: ML AND FEATURE SELECTION
Others [617] have proposed a novel method to group the
related flow behaviours into bags and then applied a super-
vised detection method and achieved a precision of 90%.
Authors in [618] applied SVM to train their model with
existing attacks and predicted future attacks. Decision Tree,
KNN, and SVM were used on the model represented with
opcode-sequence-frequency, achieving an accuracy of

90% [544]. Random Forest, SVM, Logistic Regression, and
Naïve bays were used for malware detection, with Random
Forest outperforming in the aspect of TPR/FPR [619].

b: ML AND ANDROID
Existing malware detection techniques performed excellently
on Android fixed datasets but could not get a high detection
rate with real-world problems. Using permission and API
call, SVM, J48, and Bagging were used to detect malware
in Android-based applications and obtained 96.39% accuracy
with bagging [620]. Another author also used permission
features and SVM to classify Android malware [621], [622].

Authors in [623] used Information Gain to identify
the essential features. They applied C4.5 Decision Tree,
Repeated Incremental Pruning to Produce Error Reduction
(RIPPER), and k-Nearest Neighbour techniques for malware

VOLUME 8, 2020 222335



K. Shaukat et al.: Survey on Machine Learning Techniques for Cyber Security in the Last Decade

classification. HOSBAD is a K-NN based Android malware
detection system that is used to discriminate malicious and
benign applications [624]. Naïve Bayes technique showed
better accuracy than other classification models to detect
malware in [625]–[627].

c: ML MODELS AND DETECTION TECHNIQUES
Authors in [628]–[630] categorized Android detection tech-
niques for static and dynamic analysis and reviewed different
methods. Authors in [631] extracted the critical features by
performing static and dynamic analysis on the application
and applied SVMwith an accuracy of 95%. SVMwas further
used for malware detection in [583], [632]–[638].

DeepFlow, a deep learning model based on DBN architec-
ture, was proposed to detect Android malware and achieved
the highest F1 score comparing to otherML techniques [639].
Authors in [640] considered Android business and tool appli-
cations and identified malicious apps with a recall of 71%
using the K-mean technique.

d: PARALLEL COMBINATION OF ML MODELS
Authors in [549] proposed a parallel combination of Decision
Tree, Simple Logistic Regression, Naïve Bayes, PART, and
RIDOR algorithms and claimed to achieve better accuracy
than evaluating the classifiers individually. Authors in [555]
usedDBN architecture to construct a deep learningmodel and
compared detection accuracy with SVM, C4.5, and Logistic
Regression. The authors concluded that the deep learning
model outperformed other machine learning models with an
accuracy of 96.76%.

Ucci [80] presented a survey on malware analysis using
different ML techniques and provided a relationship between
the ML techniques used in the analysis procedure, the type
of features extracted from samples, and the objective of the
analysis. They stated that there was no sufficient dataset that
was publically available and could be used for specific pur-
poses. They emphasized that new proposed techniques should
be tested on recent data. Otherwise, new methods would not
be useful in real-world problems [80].

4) TOOLS
Kaspersky mobile antivirus [641], Norton Security and
Antivirus [642], and Avira Antivirus Security [643] are con-
sidered as high-end mobile device malware detection tools.

V. CURRENT CHALLENGES OF USING ML TECHNIQUES
FOR CYBER SECURITY
A. CHALLENGES FOR MACHINE LEARNING MODELS
Machine learning techniques are commonly used in the area
of cyber security. However, there are various challenges in
this direction. ML techniques need a considerable amount
of high-performance resources and data while training the
models. A solution is to use multiple GPUs, which is neither
a power-efficient or cost-effective solution. Moreover, ML
techniques are not designed to detect cybercrimes. Cyber

security was not a focus of traditional ML techniques. There
is a need to have powerful and robust ML techniques that are
specifically designed to deal with security attacks and handle
adversarial inputs. It should be pointed out that oneMLmodel
cannot perform well to detect various security attacks. There
should be a particular ML model specially designed to deal
with a specific type of cyberattack. Prevention of attack at
an early stage is another challenging task. There should be
capabilities in ML techniques to detect those real-time and
zero-day attacks in a short interval.

Machine learning models were applied for decision mak-
ing in terrorism detection or diagnosis of disease in the
medical field. In these cases, prediction cannot be used
to blind faith to avoid catastrophic consequences [644].
When machine learning techniques are used in life-critical
or mission-critical applications (e.g., self-driving cars, cyber
security, surgical robotics), it is crucial to ensure that they
provide some high-level correctness guarantees instead of
speed and accuracy [645]. Trustworthy machine learning is
the secure use of machine learning techniques for cyberspace.
The trustworthiness of a classifier can be elaborated in two
ways: (1) trusting a prediction, i.e. whether a user trusts on a
specific prediction model to take a particular action, and (2)
trusting a model, i.e. whether the user will trust on a model
deployed as a tool in rational ways.

Authors in [646] investigated the problem of dataset
shift where the model was trained and tested with differ-
ent datasets. Further, they have suggested that avoiding the
dataset shift can be done by removing the leaked data or
changing the training data. It helps to identify what must be
done to convert an untrustworthy model into a trustworthy
one. Classical linear/shallow learning tends to be more trust-
worthy but slower or less accurate. Deep learning is relatively
opaque and complex, despite a rapidly developing theory.

The evolution of cell phones and the global positioning
system provide opportunities for forensic science and epi-
demic control to identify the location information of specific
moving objects. Nevertheless, due to the possibility of errors
or tempered information on mobile devices, maintaining the
trustworthiness of the particular object is a challenging task.
Chenyun [647] proposed an approach to assess the similarity
among the gathered information from multiple sources about
the location of a particular object. The trustworthiness of
location data gathered from the trajectories of moving objects
always has the possibility of uncertainty. This uncertainty
arises because the objects are moving their location, and due
to the network delays [648]. Authors in [649] have proposed
an approach of trust ontology to help the service providers
and consumers for trustworthy interaction in an online web
system.

Trustworthiness is also applied in natural language
processing (NLP) for text classification, especially when
a message is passed in life-critical missions. Evidentially,
the trustworthiness should be incorporated where the text
meaning is interpreted in both practical and semantic terms to
achieve the best trustworthiness detection result [650]. Others
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have proposed a metric model to verify the trustworthiness of
software [651].

ML techniques have applications in the energy sector in
which power-aware strategies were designed to reduce the
power consumption for data centers and companies [652].
An idle machine will be turned off dynamically to decrease
the overall power consumption. The correct prediction of an
idle machine will surely reduce energy consumption. The
trustworthiness of the prediction model in scheduling which
machine to turn off is very crucial. The sensitivity of detecting
an alarm will lead to a higher false alarm rate is called alarm
fatigue. The higher frequency of false alarms has left an
adverse impact on security staff and resulted in missing the
critical alarm or slow response time. This phenomenon is a
challenging research question in cyber security [653], [654].

B. OTHER CHALLENGES OF USING ML FOR CYBER
SECURITY
We have reviewed the state-of-the-art algorithms and tech-
niques of machine learning that were used to tackle cyber-
crimes such as IDS, spam, and malware, as depicted
in Table 2. Many other discrepancies and issues are exposed
as well, making it a firm base for discussing more future
challenges and trends. Some of these issues are discussed
below.

1) DATASETS
We have provided an overview of the famous and commonly
used datasets in Table 3. There is an issue uncovered in this
direction, i.e. most of the datasets are outdated. The number
of features and categories for each dataset is different. Most
of the information related to data and attacks is redundant.
Machine learning models perform better in case there is a
large volume of data available for training, which is not
the case for currently available datasets. There should be
benchmarks and standard datasets that have amassive amount
of data for training and testing purposes and have balanced
and an equal number of attack categories. For a security
system, data are collected from multiple sources of social
media and traditional sources such as web or database access.
The volume and heterogeneity of data sources collected from
these numerous sources are also a challenge for ML models
for cyber security. Due to privacy and security issues, most
of the datasets that represent the latest attacks are private.
Conversely, the publically available datasets are laboriously
anonymized and suffer from various issues. In particular,
these datasets do not typically exhibit real-world and latest
attacks. Due to these issues, the exemplary and latest bench-
mark dataset yet to be discerned.

2) EVALUATIONS METRICS
We have provided different evaluation metrics in section II-C
to evaluate a classifier. However, most of the researchers have
used different parameters to evaluate a classification model
and ignore another side of the picture, even on the same

dataset. There is a need to consider an agreed standard set
of metrics for model’s comparison for further improvements.

3) DETECTION AND TIME COMPLEXITY OF VARIOUS
TECHNIQUES
Little consideration of the real-time environment of attacks
was made in the literature. The detection rate of an attack
within a real-time environment and time complexity of an
algorithm should also be considered. Cybercriminals evolve
new attacks every day to expose the vulnerabilities of the
network. The efficiency of the detection of an attack is a
crucial point to consider. If there is a false positive in the
system, security analysts will spend time investigating the
activity that is not malicious. Security analysts will lack
confidence in the system in case of more false alarms. The
computational complexity of each ML model should also
be considered. We have provided the time complexity of
frequent ML models in Table 6. Moreover, improving the
detection speed and computational cost by using advanced
hardware through a distributed approach can be a future area
of research.

4) ADVERSARIAL INPUTS TO ML MODELS
Authors in [655] described numerous challenges to test sev-
eral machine learning models. In the military, quick action
has to be taken against a message. An attacker can modify
the sent message by adding adversarial text sequences. This
modification can change the whole sense of message and lead
to a disaster [656]. The training of themodel in the adversarial
setting is an essential factor that can be helpful tomake anML
model more robust against adversarial inputs. A defensive
mechanism DeepCloak was proposed to identify and remove
unnecessary features in a deep neural network (DNN) model.
DeepCloak limits the capacity of an attacker to generate
adversarial samples and therefore increases the robustness of
the model [657]. A model Goodfellow [658] was claimed to
be robust against adversarial inputs. It is a common assump-
tion that test data are from the same distribution as with
the model is trained. This assumption is often violated. For
instance, a camera that was used to take images for the
model at training time might be different from the camera
that was used to take images for the model at the testing time.
Hence, the performance of the prediction model will suffer.
Tony et al. in [659], [660] have described various adversarial
attacks that can easily fool the learning process of ML mod-
els. Ibitoye et al. in [661] proposed a new model to identify
the risk of adversarial attacks in network security. They have
also provided the evaluation of different adversarial attacks
to ML models applied in network security. Deep learning
models that are considered robust to noise and adversarial
examples for cyber security are imperative but remaining
challenging.

5) ADVERSARIAL ATTACKS AND DEFENCES
In contrast, if the cyber attacker influences the data during
deployment to fool the already trained model by manipulat-
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ing the attack samples, then the attack is called an evasion
attack [662]. There are various types of adversarial attacks
including Fast Gradient SignMethod (FGSM), multi-step Bit
Coordinate Ascent (BCAk), multi-step Bit Gradient Ascent
(BGAk), Generative adversarial networks (GAN), Carlini &
Wagner attack (C&W), to name a few. To counteract against
the adversarial attacks, there are various defence strategies
have also been proposed in the literature, namely Adver-
sarial training [663], defensive distillation [664], feature
squeezing [665], and Magnet [666]. In adversarial training,
the adversarial examples are added during the training phase.
It is easy to implement but requires retraining of the model.
It is most useful where the attacks during the testing time for
a deployed model are the same as during training.

Defensive distillation requires retrained of the model but
most effective for most of the dataset. It requires the neural
network distillation for the training of a new network model
same as of the original one. Feature squeezing is considered
a better approach on multiple image datasets (e.g. ImageNet,
MNIST) to combat various adversarial attacks. This tech-
nique compresses (pixels in their case) by using multiple
compression methods. In case the prediction of the original
sample and the compressed sample is substantially different,
then the compressed sample is considered as an adversarial
sample. Magnet does not require the retraining of the model
but uses the autoencoder to detect any adversarial sample.

6) GROWING AND NEW ATTACKS
With the progress of cyber security, the attack’s evolution is
growing at a rapid pace. There are two challenges in applying
ML to handle such new attacks. Firstly, the ML models are
applied to locate such activities that may not be previously
seen [667]. Secondly, newer attacks are often technically dif-
ferent from older ones. Models are usually trained with more
past features in a dataset. New attacks can have a different
feature set. The latest attacks may evade from classifiers and
generate a false alarm or reduce the detection rate.

7) CONFIDENTIALITY AND PROTECTION OF DATA
The security and privacy-related issues were elevated because
the data are collected from both structured and non-structured
sources. This leads to the problem of securing big data versus
big data for security [668]. It is mandatory to assure the pro-
tection of data from adversarial attacks and being tempered
by illegitimate users. Access to data should also be allowed
to legitimate users.

VI. CONCLUSION
Cyber security has become a matter of concern globally in
achieving enhancements in security measures to detect and
react against cyberattacks. The previously used conventional
security systems are no longer sufficient because those sys-
tems lack efficiency in detecting previously unseen and poly-
morphic attacks. Machine learning techniques are playing a
vital role in numerous applications of cyber security systems.
Our review here has revealed a rapidly growing interest in

machine learning and cyber security in the academics and
industry, which has resulted in a growing number of publi-
cations, particularly in the last decade. In this paper, we have
bridged the gap between ML techniques and threats to com-
puter networks and mobile communication by presenting a
comprehensive survey of the crossovers between the two
areas. This survey presents the literature review on machine
learning techniques for intrusion detection, spam detection,
and malware detection on computer networks and mobile
device in the last decade.

This paper briefly presents the applications of machine
learning models in the field of cyber security, mainly on
the advancement of the last ten years. There are peculiari-
ties of each cyber threat that make it difficult even for the
state-of-the-art ML model in dealing with such cyberattacks.
It is impossible to provide one recommendation for all the
attacks, based on one model. Various criteria such as detec-
tion rate, time complexity, classification time to detect new
and zero-day attacks, and accuracy of an ML model should
be considered while selecting a particular model to detect a
cyberattack. We have described the basics of cyber security
such as the classification of cyberattacks on mobile device
and computer networks. Due to the significance of ML,
we have also described the foundations of machine learning,
subtypes, and significant techniques for a beginner to get a
better insight into this area. We are unaware of any work that
discusses the applications of ML techniques in cyber security
domain both on mobile device and computer networks in one
paper. We have depicted a graphical summary of the attacks
threatened to cyberspace and existing ML techniques to fight
against these cybercrimes. We have presented an overview of
several popular ML tools. We have also given the evaluation
metrics to evaluate the working of any classifier.

Dataset is very crucial for the training and testing of ML
models. We have presented a description of commonly used
security datasets. There is the unavailability of representative
and benchmark datasets for each threat domain. Machine
learning techniques were not primarily designed to work with
cyber security. Evasion can easily fool the ML model by
giving adversarial inputs. Trustworthy machine learning is
the secure use of machine learning techniques for cyberspace
to provide some high-level correctness guarantees instead of
speed and accuracy of the model. We have also briefly sum-
marized some of the significant challenges of using machine
learning techniques in cyber security as well as given an
extensive bibliography in this area. Thementioned challenges
are worthy of attention for future research.

APPENDIX
In this appendix, we have explicitly provided analysis to show
the trends of machine learning and cyber security using the
Scopus database. The search string was ‘‘Machine learning’’
and (‘‘Cyber security’’ or ‘‘Cybersecurity’’). A total number
of 1200 documents were retrieved from 595 multiple sources,
including 325 journals articles, 8 books, 34 book chap-
ters, 744 conference papers, 52 conference reviews articles,
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FIGURE 11. Thematic Evolution in the Four Segments.

FIGURE 12. Word Cloud.

34 journal review articles, and 3 editorials. There were
total of 3182 distinct authors who contributed towards these
1200 articles, including 130 single-author documents. The
collaboration index of these authors was 2.8.

Figure 11 illustrates a word cloud of commonly used words
in the literature of machine learning and cyber security. The
size of a word corresponds to the occurrence of the word
it has been found in the documents. Figure 12 provides the
thematic evolution of how this field evolves over the last
decade. We have divided the timeline into four segments. The
first segment is from 2010 to 2015, the second segment is
from 2016 to 2017, the third segment is 2018 to 2019, and the
fourth one is in 2020. As depicted in Figure 12, from 2010 to
2015, the literature was about computer crime, data min-

TABLE 11. The country affiliation of corresponding authors.

ing, learning systems, machine learning techniques, mobile
device security, and intrusion detection. From 2016 to 2017,
research in learning systems got increased, and topics related
to computer crime, mobile device security, learning system,
and machine learning techniques evolved into learning sys-
tems. Currently, the literature is evolved in multiple topics
including, decision trees, data analytics, machine learning,
anomaly detection, IoT, and reinforcement learning.

Table 11 provides the list of top 10 corresponding authors’
countries. The USA is on the top with 255 articles fromwhich
the 240 are single country publication (SCP), and 15 are
multiple country publication (MCP). MCP involves at least
a foreign author. India ranked on the second position with
88 articles including 80 articles as SCP, and 8 with MCP.
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Amrita School of Engineering, India is the most relevant
affiliation with 28 articles followed by the Swinburne Univer-
sity of Technology, Australia with 15 articles. IEEE Access
is the most cited source with more than 400 documents, fol-
lowed by the Computer Security journal with 210 documents.
Machine learning is the most common word with the occur-
rence of 553, cyber security with 601, artificial intelligence
with 307, computer crime with 257, and learning algorithms
with 278.
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