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Abstract

Air entrainment in water flows is a natural phenomenon prone to take place when
energy is dissipated in flowing water. In nature, air entrainment appears as white
water in waterfalls or in waves breaking on the beach. Within this process, air is
forced into the water bulk. This results in a very complex flow pattern involving
a broad range of time and length scales, which makes it challenging to measure
experimentally and to reproduce numerically. In several hydraulic applications,
air entrainment plays an important role and needs prediction to ensure safe and ef-
ficient operation of the particular structure. Within this work, numerical modelling
of air entrainment in water flows has been considered. More specifically, mod-
elling of a stepped spillway and a hydraulic jump is encountered using different
approaches for air entrainment modelling and turbulence treatment.

A highly efficient approach, accounting for air entrainment in a subgrid model,
was developed and proven to work well for a broad range of stepped spilway flows.
The solver was built upon OpenFOAM R©’s VoF solver interFoam in a RANS
framework.

Furthermore, a LES approach coupled with interface capturing within the VoF
framework, was employed to predict turbulence and air entrainment for the com-
plex flow of a hydraulic jump. In a detailed simulation, the used methodology
was shown to reproduce the flow pattern within the hydraulic jump in impressive
agreement to corresponding DNS simulations. It thereby proved the predictive
capability of OpenFOAM R©’s VoF solvers for this flow.

In light of previously reported lack of proper verification and validation of numeri-
cal models within hydraulic engineering, an integral part of the work has also been
to consider the more or less crucial influence of changing modelling parameters.
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Preface

This thesis is submitted to the Norwegian University of Science and Technology
(NTNU) in Trondheim for partial fulfilment of the requirements for the degree of
Philosophiae Doctor (PhD).

This work is the result of a four-year PhD program, which was conducted at the De-
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Technology in Gothenburg.

Professor Nils Olsen and professor Nils Rüther have contributed as main- and co-
supervisors from NTNU, while professor Rickard Bensow and postdoc Timofey
Mukha contributed to the supervisor task during the research stay at Chalmers.
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computing cluster, and Chalmers Centre for Computational Science and Engineer-
ing (C3SE).
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prises a summary of the research that resulted in three scientific journal papers.
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Chapter 1

Introduction

1.1 Background
In certain instances, air will be drawn into the water flow and flow along with the
water in a fluid mixture of air and water. Examples of this are when water flows
down waterfalls, a jet hits a pool, or when high-velocity water flows down a sloped
channel or a river. The process is referred to as air entrainment or aeration, and is a
natural phenomenon in flowing water, prone to happen when energy is dissipated
in free-surface flow. Air entrainment leads to a change in the physical properties of
the flow, and may have crucial impacts on its behaviour [15]. At hydraulic struc-
tures, this aeration can lead to capacity overestimation, which constitutes safety
issues, and can under unfortunate circumstances lead to severe damages of the
structure. To clarify and illustrate these mentioned issues, some specific examples
of aerated flow at hydraulic structures will be provided in the following.

Depending on the flow conditions, the water from a river intake will entrain air
on its way down the dropshaft and towards the closed tunnel. This air might be
transported all the way to the turbines, or trapped at the tunnel roof. In both cases,
the air will occupy volume, and thereby reduce the discharge capacity. Air trapped
at the tunnel roof creates potential for pressure loss, again influencing the discharge
capacity negatively, but even worse it creates a potential for explosive blowouts
which has been a challenge in several installations [37, 3, 18, 68, 61, 48, 23].

As the intakes lead water into the waterways and towards the turbines for electricity
production, a spillway is used to control the water level at the dam. The spillway
is active in flood events, when the amount of water in the reservoir increases be-
yond accepted values and should be dimensioned to withstand a certain flood load.

1



2 Introduction

Along the spillway, aeration occurs and leads to increased surface heights of the
flow. This has to be accounted for in the design of the spillway walls [6].

However, an advantage of the air entrainment process is encountered when de-
signing the downstream energy dissipator required to protect the downstream river
from erosion. The entrained air leads to energy dissipation along the spillway and
thus reduces the needed scale of the energy dissipator [5]. Additionally, the pres-
ence of air in the flow can act to reduce damages caused by cavitation [5, 13, 25],
a known threat to hydraulic structures. Cavitation is the process where water un-
dergoes a phase transition to water vapour and happens when pressures below the
vapour pressure appear in the flow. When the pressure later raises, or the vapour
cavities are transported to higher pressure regions, the vapour bubbles might impel
at the structure and cause damages [32]. Thus, air within the water flow might
provide a protecting layer to the structure. Furthermore, flow aeration is known
to reduce friction forces at the walls. This might impact the flow velocity, but is
generally more important in naval engineering [46], where friction is of crucial
importance to the transport efficiency.

In most applications where air entrainment plays an important role in hydraulic
engineering, its existence is uncontrolled and not intended, but exists as a result
of the flow conditions at the structure [15]. Due to its impact on the fluid flow, a
necessity of having a measure of the amount of entrained air and its effect on the
exposed flow, is acknowledged in the hydraulic engineering community. A general
way to obtain such information is through investigation by the use of scaled phys-
ical laboratory models. However, in the case of air entrainment, physical model
testing might not give accurate results due to the multiple set of physical factors
that influence the process and makes the choice of scaling similitude challeng-
ing [15]. Froude number scaling is normally used for open channel flows, but in
the case of flow aeration, air bubbles are entrained into the flow, which size will
not scale correctly when subject to the geometric Froude similitude. Resultingly,
uncorrect scaling will affect the air entrainment properties [17, 16].

Besides the evident challenges for physical model tests related to scaling effects, a
major challenge in describing air entrainment emerges from the fact that it consti-
tutes a very complicated process, spanning a broad range of time and length scales,
involving both the motion of the interface and its interaction with the turbulence
structures. This makes the use of standard measuring techniques in general use for
single-phase flows, such as laser Doppler velocimetry (LDV), acoustic Doppler
velocimetry (ADV), and particle image velocimetry (PIV), challenging [15].

Numerical modelling constitutes another way to predict the behaviour and char-
acteristics of the flow. Even if numerical reproduction of the aeration process is
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a very demanding task, the increased availability of high performance computing
(HPC) resources, improves its possibility. The use of numerical techniques might
have the potential to improve the understanding of the mechanisms within the air
entrainment processes, and thereby contribute to safer and more efficient design
and operation of hydraulic structures.

The work done within the scope of this thesis is devoted to this topic, as reflected
by the contents of the papers. The following section gives a review of the state of
the art in numerical modelling of air entrainment.

1.2 State of the art
The multiphase structures emerging from the air entrainment process and its in-
teraction with the flow’s turbulent structures constitute a challenge for numerical
reproduction. A reliable numerical solver for this purpose has to capture the topo-
logical changes at and below the free-surface, taking place in a broad range of
spatial scales and is a real test on its predictive capabilities. Since air entrainment
is driven by turbulence, one has to consider the approaches for turbulence and the
multiphase together. For this purpose, one generally distinguishes between high-
and low-fidelity approaches, both of which have been applied to hydraulic engi-
neering applications.

In the high-fidelity approaches, such as Direct Numerical Simulations (DNS) and
Large Eddy Simulations (LES) coupled with a method to explicit capture the in-
terface, the aim is to resolve all the important scales of the problem within the
computational mesh, resulting in a dense mesh and resource demanding compu-
tations. When applied to air entrainment, these approaches have generally been
considered too computational demanding for industrial use. Thus, providing in-
sight into the physics of the processes taking place when air entrainment occurs,
is considered their primary application. Thereby, such computations can also con-
tribute in validation matters of lower fidelity modelling approaches.

The other approach is to apply some kind of modelling framework to account for
the important small scale mechanisms of the air entrainment process, while the
computational mesh is kept at moderate resolution levels. This results in more ef-
ficient solvers, but at the expense of accuracy. Most often these solvers are based
on the Reynolds Averaged Navier-Stokes (RANS) equations, combined with a sub-
grid model to account for bubbles. However, a challenge when it comes to mod-
elling of the air entrainment process arises from its two-ways interaction with the
turbulence.

In spite of the obvious challenges noted above, efforts using both paths has been
reported in the literature. Starting in the scale-resolving regime, Mortazavi et al.
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[43] reported a DNS simulation on a hydraulic jump with inlet Froude number
2, showing reasonable agreement with experimental results, thereby constituting
a mean for further physical insight into the flow phenomena. Also on the hy-
draulic jump, but on a higher inflow Froude number, Jesudhas et al. [31] performed
Detached-Eddy Simulations (DES), where most of the domain were applied to the
LES regime. Results in excellent agreement with experiments were reported, pro-
viding new insight into the turbulent structure of the hydraulic jump.

LES analyses on plunging jets where done by Deshpande et al. [19] and Khez-
zar et al. [33]. Deshpande et al. [19] reported good agreement with experimental
results for a jet plunging into shallow water with an impact angle of 12.5◦. Ex-
cellent accuracy was obtained for the immediate effect of the impingement jet on
the receiving water, but the long time behaviour was not reported. In this work,
the filtered part of the turbulent spectrum was not modelled, but rather simply
ignored, following an implicit approach for turbulence treatment. A reasoning be-
hind this choice was that single-phase turbulence models are expected to fail in
regions where strong coupling between unresolved turbulence motion and unre-
solved interfacial structures appears.

Khezzar et al. [33] investigated vertical plunging jets with different roughness lev-
els of the jet in a LES, using the Smagorinsky subgrid scale model. They found
that the surface instabilities in the free jet due to turbulence did not change the
velocity field in the receiving pool much, but influenced the turbulence field and
affected the air entrainment properties. The same model framework was used when
Lubin et al. [40] studied air entrainment in breaking waves. They acknowledged
the process of air entrainment as important to capture due to its influence on the
turbulence generation.

Developments following the path of lower fidelity approaches, introducing an addi-
tional model to account for the entrained air, are also reported in the literature. The
majority of these efforts are based on Reynolds averaged Navier-Stokes (RANS)
equations.

Different ways of introducing air entrainment models into the equation set have
been purposed, also varying in the general multiphase regime applied. Normally,
the interface capturing methods are used for stratified flows, where the important
length scales are several times the cell size of the computational mesh. For dis-
persed two-phase flows, where a substantial part of the two-phase structures are
smaller than the computational grid, a two-fluid (Euler-Euler) framework is gen-
erally used. However, at least when treated by low-fidelity approaches, the air
entrainment process tends to belong to both regimes, the topology of the surface
and the larger bubbles belonging to the stratified flow regime, while the small un-
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resolved bubbles fit into the dispersed flow regime.

Attempts trying to combine a two-fluid Euler-Euler formulation with interface cap-
turing have been reported by several researches [30, 54, 63, 12, 57]. These works
generally try to benefit from the features of the interface capturing methods in re-
gions where this is of importance, and then use a dispersed framework in other
regions, accounting for air entrainment characteristics in source terms in the mo-
mentum equations, and in turbulent model equations.

The work of Cerne et al. [12] constitutes an early attempt here, changing between
equation sets for the two regimes by a switching function based on a threshold
value for the gradient of the volume fraction across neighbouring cells. Strubelj
and Tiselj [57] continued this work. Acknowledging the numerical issues related
to switching between the equation sets, they applied a two-fluid formulation for
the entire domain, using interface sharpening in relevant regions. Both the above
works noted the high dependency of the results on the chosen threshold for the
switching function.

Within the framework of OpenFOAM R©, Shonibare and Wardle [54] followed a
similar path, applying artificial interface compression on top of a two-fluid frame-
work. Addressing the effects of the bubble size distribution on the bubble rise
velocity, models to account for variable bubble sizes were introduced. The inter-
face compression was dynamically deactivated if the local mesh size was smaller
than a user defined multiple of the mean bubble size. The latter was calculated
from the population balance implementation. This model was conceptually tested
on a vertical plunging jet in a LES type of framework.

Application of interface compression on top of a two-fluid framework was also
presented by Hänsch et al. [27]. In this work they added a continuous gas phase
to the MUSIG model [35]. Substantial attention was devoted to the modelling
of the interaction between bubbles, turbulence and the free surface, where ideas
from the descriptive study of Brocchini and Peregrine [9] were incorporated as
a production term in the k-equation within the k-ω SST-model. The model was
shown capable of capturing the motion of the flow in the dam break case with
obstacle through visual comparison. However, it was noted that the model was
still under development, lacking a model to couple the turbulent kinetic energy in
the liquid phase to entrainment of air into the dispersed regime.

Introduction of an air flux term to account for the inclusion of air due to processes
at and near the interface was proposed by Ma et al. [41]. This model used a single-
phase level-set framework to capture the interface. Then air was introduced in a
subsequent step based on the turbulence in the liquid phase and entered as a source
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term within a two-fluid framework. The model was shown to perform well for a
hydraulic jump and a vertical plunging jet [41]. Nevertheless, as the surrounding
air phase was not included in the model, no natural source of air existed, and the
aeration had to be explicitly defined by the air entrainment model.

Building further on the work of Hänsch et al. [27], Höhne and Hänsch [30] in-
troduced an entrainment model to capture droplets above the surface. The model
was inspired by the work of Ma et al. [41], but instead of using the framework for
entrainment of bubbles, it was used for entrainment of droplets into the continuous
air phase. The model was tested on a horizontal two-phase flow.

Another branch of modelling approaches tries to capture air entrainment within
the interface capturing methods by including its effects in an additional source
term to be activated at the interface. The work of Hirt [28] constitute an early
effort within this branch. A source term defined based on expressions of stabilising
and perturbing forces, and a balance between these, were added to the advection
equation within the Volume of Fluid (VoF) method. The model was implemented
in Flow3D R© and has been used in publications on stepped spillways [59, 21].

Similarities to the work of Hirt [28] can be found in the air entrainment model
by Lopes et al. [39]. In this work, the air flux estimator from the model of Ma
et al. [41] was adopted and implemented into an air entrainment model developed
within the framework of interFoam, which is the VoF solver of OpenFOAM R©.
The model was validated on a stepped spillway.

Results on air entrainment computations using RANS coupled with two-equation
turbulence models, without additional modelling of air entrainment, have also been
reported to give accurate predictions on aerated flows [65, 50]. Nevertheless, it
might be a conceptual question whether it makes sense to capture the dynamics
of the topological changes of an air entrainment problem in a RANS simulation,
acknowledging the principle behind the averaging procedure leading to these equa-
tions. In an aerated flow, it might be a question whether the topological changes at
the interface are noticeably slower than the turbulent time scales of the particular
flow.

As the above review reveals, promising results on numerical prediction of aerated
flows have been provided in the literature, both using high- and low-fidelity ap-
proaches. Nevertheless, as noted several times, aerated flows are challenging to
reproduce numerically due to its broad range of length scales, as well as its inher-
ent interaction of turbulence and multiphase structures. As a result of this, mod-
elling effort for this purpose still struggle to work satisfactory and efficiently. The
work within this thesis constitutes an effort to contribute to developments related
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to these challenges.

1.3 Aims and scope of work
This study aims to contribute to the development of numerical prediction of air
entrainment in free surface-flows, where the overall goal is to develop a tool or
methodology for its prediction, suitable for hydraulic engineering applications.
The numerical modelling work is performed within the framework of OpenFOAM R©,
using its VoF solver, interFoam, as a starting point. Based on this, the research
objectives of this dissertation are stated as:

• Understanding the process of air entrainment and identify the important
components to be modelled.

• Test and review available tools.

• Develop high- and low-fidelity methodologies for the prediction of aerted
flows based on the VoF-method.

• Provide tools/methodologies for prediction of air entrainment available for
hydraulic engineering applications.

Based on the above research objectives, where the aim is to review, test and de-
velop numerical tools and simulation procedures, an additional aim is to emphasise
the importance of proper verification and validation of the methods, and how the
choice of modelling parameters might influence the numerical results. A last aim
is to use open source tools in this research.

Within the work to achieve the research objectives, flow cases of importance in
hydraulic engineering are chosen for numerical studies. More specific, stepped
spillway flows, classical hydraulic jumps, and settling basins are considered. Here
the two first flow cases are investigated in terms of air entrainment.

The remaining part of this dissertation describes the process of air entrainment
(Chapter 2) in general and applied to the considered flow cases, the research meth-
ods (Chapter 3), and the developed air entrainment model (Chapter 4). Then the
main results are presented in Chapter 5, and discussed against the research objec-
tives and state of the art in Chapter 6. Finally, conclusive remarks are provided in
Chapter 7.
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Chapter 2

Air entrainment in hydraulic
engineering

In this chapter, the concept of air entrainment is defined and explained briefly.
Furthermore, a short description of the air entrainment features of the applica-
tions considered within this work is provided. These sections will be fruitful as
background material for the remaining part of this dissertation, and Chapter 4 and
Chapter 5 in particular.

2.1 Air entrainment
The process where air bubbles are drawn into and carried away with the flowing
water is termed air entrainment or aeration, and results in a dispersed two-phase
flow below the free surface, with a complex interaction of turbulence and multi-
phase structures. The entrained air influences the transport properties of the flow-
ing water, which motivates investigation from an engineering point of view.

For a general free-surface flow, air will be entrained at the free-surface when the
turbulent shear stress at the free-surface exceeds the stabilizing forces of surface
tension and buoyancy [53, 22]. The entrainment process is driven by turbulent
eddies close to the surface, causing surface disturbances that need to be of a certain
size to exceed the mentioned stabilising forces, and create air entrainment [22].

Fundamentally one differs between two causes of air entrainment, local aeration
and interfacial aeration, which are both described in [14]. Local aeration is initi-
ated by a discontinuity in the flow path where air bubbles are entrained. This is the
kind of aeration that takes place when a plunging jet hits the surface of a stationary
pool, or when the supercritical inlet flow of a hydraulic jump meets the subcritical

9



10 Air entrainment in hydraulic engineering

outlet flow. For these flows, researchers often talk about a critical threshold ve-
locity that has to be exceeded for entrainment to occur [34, 53]. These threshold
velocities are empirically defined, and yields a measure of the balance between
disturbing and stabilising forces at the free-surface. Interfacial aeration is the type
of air entrainment process that occurs along, and often parallel to a surface, and is
caused by the turbulent forces acting on the surface. This is the kind of aeration
that might take place along the surface of a steep channel flow.

The following sections describe aeration properties of the particular cases treated
within this work, constituting a stepped spillway and a hydraulic jump. Air en-
trainment in the latter might involve both local and interfacial aeration, whereas
the aeration of a spillway is classified as interfacial aeration.

2.2 Stepped spillway
Recall from Section 1.1 that a spillway constitutes an overflow device, used to pro-
tect the dam in flood situations. It should therefore be dimensioned to withstand a
certain flood discharge. An important factor to consider regarding this is that flow
aeration will take place along the spillway and that this will elevate the water level
and increase the needed height of the training walls. Also, as noted in Section 1.1,
the presence of air in the water can reduce the damages caused by cavitation. By
being able to account for the appearance of air in the water, other preventive cavi-
tation measures can be reduced. The above issues motivate the prediction of flow
aeration at stepped spillways.

Aeration along a spillway flow is driven by the action of turbulent forces close
to the free-surface, and constitute an example of the interfacial aeration mecha-
nism. The aerated part of the spillway is initiated by the inception point, which is
commonly considered to be found where the turbulent boundary layer, developed
from the spillway crest, reaches the free-surface [56]. Downstream this point, the
properties of the flow are gradually changing until quasi-steady flow conditions
are obtained in the uniform flow region [13]. Figure 2.1 gives a conceptual sketch
of a stepped spillway, indicating the different flow regions.

The general principles described above are relatively equal for a smooth and stepped
spillway. Nevertheless, the steps introduce more turbulence and energy dissipa-
tion, and the inception point is found further upstream at the stepped spillway,
compared to its smooth counterpart [5, 10]. Due to the above, also the size of the
energy dissipator used to protect the downstream river, can be reduced.

Dependent on the discharge, angle and step height, the spillway might be operated
in the nappe, alternated or skimming flow regime. Most spillways are operated in
the skimming flow regime, which, according to Boes and Hager [6], applies when
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Figure 2.1: Principal sketch of a stepped spillway showing the different flow regions.
1© indicates the growing boundary layer from the spillway crest, while 2© indicates the

inception point. Reprinted from [10], with permission from Taylor & Francis.

hc
s
≥ 0.91− 0.14tanθ,

where s is the step height of the spillway, θ its angle relative to the horizontal, and
hc = (q2/g)1/3 is the height occurring at critical flow conditions, where q (m2s−1)
is the specific discharge, and g is the acceleration due to gravity. Furthermore, the
step Froude number

Fs =
q√

g · sinθK3
,

where K = scosθ, is known as the controlling parameter for stepped spillway
flows [10].

A vertical cross-section profile of an aerated flow in a stepped spillway is illus-
trated in Figure 2.2. As shown in the figure, the upper part of the flow consists
of a mixture of air and water, and then the air fraction is reduced in the verti-
cal direction. Nevertheless, some air might be present all the way down to the
pseudo-bottom, which is an imaginary bottom shown as x in Figure 2.2. Within
the steps, a recirculation zone is present, which introduces a mixing layer around
the pseudo-bottom. In aerated open channel flow, the free-surface is commonly
identified as the location where the volumetric air fraction αl equals 0.9. This
height is generally referred to as h90 or Y90 [10].

The literature provides several research efforts, reproducing the flow structure of
stepped spillways using numerical approaches [67, 21, 38, 52, 59, 39]. Never-
theless, to the best of the author’s knowledge, no studies using VoF (RANS or
LES) has yet been performed that succeeded in capturing the dynamics of the self-
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Figure 2.2: Principal sketch of the vertical profile of an aerated stepped spillway flow. The
air fraction and the velocity are indicated by C and V respectively. Reprinted from [58],
with permission from Elsevier.

aeration along a spillway.

Simulations on stepped spillways using OpenFOAM’s VoF solver interFoam
has been reported in several studies [38, 39]. Still, none of these studies were able
to capture air entrainment. In other numerical studies on stepped spillways, the
inclusion of air in the flow was reported when an external air entrainment model
was included in the VoF framework [59, 21]. However, in [59], the agreement
to experimental results was only fear, while a detailed numerical analysis of the
aeration properties was missing in [21].

In this work (Paper II), a numerical model to predict the air entrainment features
along a spillway is presented and tested on a broad range of step Froude numbers.
This model is described in Chapter 4 and a summary of the major findings are
provided in Section 5.2.

2.3 Hydraulic jump
A hydraulic jump is an abrupt change in water level in a shallow open channel
flow, where the flow goes from super- to sub-critical. This flow phenomenon is
frequently seen in rivers and spillways. In nature, a hydraulic jump is prone to
arise when high-velocity flows from steep rivers hit a stone or its similar, on its
way down the mountains. Downstream a spillway, a hydraulic jump is usually
enforced to slow down the water velocity to protect the river from erosion and
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scour, caused by the forces within the high-velocity water flow. A hydraulic jump
that takes place in a rectangular channel is known as a classical hydraulic jump
and constitutes the hydraulic jump investigated within this work.

The abrupt change in water level leads to a very complicated flow pattern where
turbulent structures interact with the free-surface, promoting air entrainment and
energy release. The latter defines its main application in hydraulic engineering as
the most used energy dissipator [2]. This has motivated numerous experimental
and numerical studies of this phenomenon. To that end, a recent review can be
found in [60, 62]. Due to its turbulent and chaotic structure, the hydraulic jump
also serves as a mixing device in the chemical industry, and it is used as a flow
aerator for environmental purposes.

Figure 2.3 gives a schematic illustration of a hydraulic jump, highlighting its dif-
ferent parts. The toe defines the start of the jump and is found at the location where

Figure 2.3: Sketch of an hydraulic jump. Reprinted from [60].

the water level increases abruptly. Here the high-velocity inlet jet impinges into
slower moving water downstream, resulting in air entrainment and a highly turbu-
lent region. The position of the toe is known to oscillate back and forth around its
mean location, which also contributes to the transient nature of this phenomenon.
Furthermore, the remaining structure of the jump can be divided into several parts.
In the upper part preceding the toe, a recirculating flow region is formed, known
as the roller. Its downstream length, starting at the toe, is defined as Lr. Below the
roller, the wall-jet flow region is found. Here the streamwise velocity is slowly re-
duced in the downstream direction. Between the wall jet and the roller, a turbulent
shear region arises, where the mixing properties are good. Downstream the roller,
deaeration will occur. The prevalence of this process will depend on the transport
properties of a particular flow. A particular distance downstream the jump, the
flow properties are no longer affected by the jump. Here the free-surface stabilises
at the new water level, d2, and normal open channel flow properties are regained.
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The hydraulic jump is usually defined by its inlet Froude number Fr = u/
√
gd,

which is also used to classify the jumps. This classification is described in [60].
Since the main use of the hydraulic jump for engineering purposes is as an energy
dissipator, an aim should be to release as much energy as possible. The energy
release increases with the Froude number, and for Fr > 9, as much as 70% energy
reduction might be found. Nevertheless, these jumps tend to be very unstable and
entrain substantial amounts of air. The most stable jumps are found in the range
Fr1=[4.5,9], which facilitate their use for engineering applications.

Despite the complicated nature of the hydraulic jump, some of its properties can
be easily derived analytically, based on the inflow parameters. Derived from the
momentum equation the conjugate depth d2 can be calculated as

d2 = 0.5d1
(
(1 + 8Fr21)

0.5 − 1
)
.

Taking advantage of the above, the jump efficiency can be derived from the change
in specific energy and formulated as

E2 = E1
(8Fr21 + 1)3/2 − 4Fr21 + 1

8Fr21(2 + Fr21)
.

As indicated above, the amount of entrained air also depends on the Froude num-
ber. For higher Froude numbers, more air is entrained within the flow. Two dif-
ferent mechanisms for air entrainment are found in hydraulic jumps. At the toe,
where the supercritical inlet flow meets the overrolling structure, air is entrained
into the water bulk along with the impinging jet. This constitutes the main source
of air entrainment in the hydraulic jump. Then an additional air entrainment mech-
anism is found in the upper region of the roller related to interfacial fluctuations.
However, this aeration mechanism is most prominent for high Froude number hy-
draulic jumps. The different aeration mechanisms are discussed in more detail
elsewhere [60].

From a numerical perspective, the hydraulic jump constitutes a very challenging
task due to its complicated flow pattern and transient nature. Numerical repro-
duction of this phenomena is the theme of Paper III, where guidelines on how to
reproduce this flow, in a general-purpose finite volume CFD tool, is provided based
on a thorough simulation campaign.



Chapter 3

Computational Fluid Dynamics

The work within this thesis constitutes efforts in predicting the flow features of
aerated flows by numerical means. This involves solving the general equations for
fluid motion – the Navier-Stokes equations. This chapter introduces these equa-
tions along with two different approaches to treat turbulence, RANS and LES, both
of which are used within this work.

Introductory, (in Section 3.1) the general equations and the different approaches
for turbulence treatment are briefly described, then the numerical methods applied
in this work discussed in general terms (in Section 3.2-3.3), emphasising factors
of significant importance for the results.

3.1 Equations governing fluid motion
As mentioned above, the motion of fluids is described by the Navier-Stokes equa-
tions, which are based on the basic principles of conservation of momentum and
mass. Strictly speaking, the Navier-Stokes equations only consist of the momen-
tum equations. However, it is currently quite common to include also the continu-
ity equation into this term [1]. The latter terminology is adopted in the remainder
of this work. These equations are expressed in different forms dependent on the
properties of the particular flow. In this work, we treat the flow as incompressible,
and in multiphase flows, we consider the fluids immiscible. For such flows, the
Navier-Stokes equations take the following form

∂ρu
∂t

+∇ · (ρu⊗ u) = −∇p+ µ
(
∇u +∇uT

)
+ f (3.1)

∇ · u = 0. (3.2)
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Here ρ is the density, u the velocity vector, p the pressure, µ the dynamic viscosity,
and f represents the sum of any body forces and surface forces, relevant for a
particular problem.

Customised to the relevant problem, the above equations can describe the flow
down to its smallest scales of motion within the computational mesh, in a direct
numerical simulation (DNS). However, this requires a grid fine enough to capture
the Kolmogorov scales, which results in dense meshes and demanding computa-
tions. These kind of computations are in general too demanding for high Reynolds
number flows, which involves the majority of problems of interest for engineer-
ing applications. Therefore, the equations are normally transformed to make the
solution procedure less computationally demanding.

A common approach for the above is to apply Reynolds averaging [51] to Navier-
Stokes equations, and arrive at the Reynolds Averaged Navier-Stokes (RANS)
equations. Here the above equations ((3.1)-(3.2)) are ensemble-averaged, where
both the velocity and the pressure are divided into an averaged and a fluctuating
part,

φ = φ+ φ′.

Applied to the instantaneous Navier-Stokes equations, the averaging procedure
results in the following equation set,

∂ρū

∂t
+∇ · (ρū⊗ ū) = −∇p̄+∇

(
µ
(
∇ū + (∇ū)T

)
− ρu′ ⊗ u′

)
+ f (3.3)

∇ · ū = 0. (3.4)

The equation set above looks quite similar to the instantaneous version, but the
averaging procedure introduces the Reynolds stresses (ρu′ ⊗ u′) as an additional
term in the momentum equation. Since this term cannot be directly expressed
by the mean flow quantities, a modelling closure is needed. This is commonly ap-
proached by taking advantage of the Boussinesq eddy viscosity approximation [7],
assuming that the anisotropic part of the Reynolds stresses can be modelled as
structurally similar to the viscous stress. The Reynolds stresses can then be ac-
counted for in an eddy viscosity term, which can be added to the physical viscosity
in the momentum equation in an effective viscosity term µeff = µ+ µt.

Furthermore, models are needed to describe this eddy viscosity. This is done by
turbulence models, where two-equation models like k-ε [36] and k-ω [64], and
their derivatives are among the most used.

Another way to approximate the solution of the Navier-Stokes equations are by
LES. Following this approach, the equations are rather filtered than averaged,
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which means that the smallest scales of the turbulent spectrum, known as sub-
grid scales (SGS), are filtered out and not resolved in the grid. This provides
the possibility to capture the dynamics of turbulent eddies, and the correspond-
ing capability to capture transient motions of the flow. Together with DNS, LES
is known as scale-resolving or high-fidelity approaches to the solution of Navier-
Stokes equations.

To decide on the threshold for the eddies to be included in the computations, a
filtering kernel has to be selected. In a finite volume framework, this is commonly
decided by the grid itself, giving a filter size equal to the cubic root of the local
grid cell volume. To account for the stresses in the filtered out part of the turbulent
spectrum, different SGS modelling frameworks are available in the literature. The
most common approach is to employ the Boussinesq approximation, and by that
assuming that the SGS are structurally similar to viscous stresses. The approxi-
mated stresses can be added to the physical viscosity, as done within the RANS
framework described above. The Smagorinsky SGS model [55] and the WALE
SGS model [45] are among the most used modelling frameworks for this purpose.
Another suggestion for the modelling of SGS involves Implicit Large Eddy Simu-
lations (ILES), see [26] for method reviews. This method was originally proposed
for single-phase flow. The consideration behind it is that when applying an in-
terpolation scheme with a substantial degree of upwinding, the dissipative error
is expected to be of the same order of magnitude as the stresses modelled by a
Boussinesq-type SGS model. Thereby its modelling can be omitted.

For aerated flows, the turbulence prediction is complicated by its interaction with
the transient motion of the multiphase structures, which ideally should be cap-
tured in a turbulence model for this purpose. Nevertheless, none of the modelling
closures that have found widespread use was developed with this goal in mind.

However, conventional two-equation models have been used to model aerated
flows [39, 42, 49], which is also the case for the spillway simulations within this
work. In the LES on the classical hydraulic jump, the ILES approach discussed
above is chosen for the SGS. This means that modelling of these scales is omitted,
and they are rather ignored.

As indicated above, the turbulence treatment approaches vary between the flows
treated within this work. In some parts of the work (Paper I and II), the RANS
equations are solved using two-equation models for turbulence, while other parts
of the work (Paper III) treat the turbulence through an LES approach. Furthermore,
single-phase simulations are performed for the settling basins, while the remaining
work constitutes computations on air entrainment, and belongs to the two-phase
flow regime. In the latter works, the Volume of Fluid (VoF) framework [29] is used
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to express and solve the fluid system. The principles of this method are outlined in
Section 3.2.

3.2 Volume of Fluid
As mentioned above, the VoF framework is employed for the air entrainment com-
putations within this work. This framework belongs to the interface capturing
methods, which involves routines to track the surface between two immiscible
fluids. In flows where these methods are used, the topological changes of the in-
terface are of importance, and the fluids are normally not dispersed in each other.
Among the interface capturing methods, the Levels Set method and VoF method
are commonly used. A strength associated with the latter is its mass conservation.

According to the VoF framework, a single set of the Navier-Stokes equations (3.1)-
(3.2) are solved for both phases, and the interface is located based on the volumet-
ric fraction of the liquid phase αl within the cells. Given the distribution of this
αl-field, the transport properties are calculated as a linear blending of the phases
as

ρ = αlρl + (1− αl)ρair, µ = αlµl + (1− αl)µair. (3.5)

Here ρ denotes the density µ the viscosity, and the indices l and air refer to water
and air, respectively.

Within this two-fluid framework, the surface tension force fs, embedded in f
in (3.1), enters the picture. The Continuum Surface Force Model [8] is used to
express this term in OpenFOAM R©.

The core of the VoF framework belongs to the method used to actually capture
the location of the interface. As mentioned above, this is done based on αl, and
one generally differs between algebraic and geometric methods. In the algebraic
methods, an advection equation is used to distribute the phases according to the
velocity field. While in the geometric methods, a sharp interface is conserved by
transporting a geometrical reconstructed interface within each time step. In gen-
eral, the geometric methods are considered the most accurate, but at the expense
of efficiency.

In OpenFOAM R©, the original VoF solver interFoam utilises an algebraic method
to capture the interface. In the advection equation used in interFoam, a com-
pression term is added to maintain a sharp interface, and the equation is expressed
as

∂αl

∂t
+∇ · (uαl) +∇ · (ur(1− αl)αl) = 0, (3.6)

The third term represents the compression term. This term enforces sharpness of
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the interface by the velocity ur, which is aligned with the interface normal.

The geometric reconstruction alternative within OpenFOAM R© is known as isoAd-
vector. This algorithm is available through GitHub, and also implemented as
interIsoFoam in the newer OpenFOAM R© versions from the ESI group.

As mentioned above, both interface capturing approaches are used in Paper III,
where the routines are compared in terms of accuracy, stability, and computational
costs. In Paper II, the algebraic alternative (Equation (3.6)), is used for interface
capturing, however, the compression term in the α-equation is modified according
to the description provided in Chapter 4.

3.3 Numerical Methods
The computations within this work were performed using three different versions
of OpenFOAM R©. Also, different solvers were used, including interFoam,
interIsoFoam, simpleFoam as well as two customised solvers,
airInterFoam and spillwayFlow. The latter was developed within this
work and is described in Chapter 4.

However, all versions of OpenFOAM R©, and the solvers therein, use a cell-centred
finite volume framework (FVM), which also constitute the standard in industrial
CFD. Within this framework, numerical schemes, boundary and initial conditions,
linear solvers, as well as generation of the computational mesh, constitute impor-
tant components and need attention from the user. The nature of these components,
as well as consideration and perspectives regarding their implementations in the
solution procedure, are briefly described in the proceeding sections.

Numerical schemes

An important component when solving the flow equations within the cell-centred
FVM framework is the choice of numerical schemes for spatial interpolation and
time integration. Within this framework, the values are contained in the cell centres
and have to be provided as fluxes at the cell faces, which defines the purpose of the
spatial interpolation procedure.

Generally, linear interpolation can be used for spatial interpolation. However,
for the convective term, linear interpolation will lead to dispersive errors. And
in RANS simulations, total variation diminishing (TVD) schemes are often used,
which was also the case for the spillway simulations within this work.

A different approach is seen for LES and DNS. In such simulations, second-
order unbounded schemes are commonly used, despite the known dispersive er-
ror. However, different from their RANS counterparts, these computations are run
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on high-density meshes, which in combination with small time steps, will min-
imise the appearance of these errors. While the linear interpolation scheme consti-
tutes a general choice in such high-fidelity computations, a second-order upwind
scheme commonly appears in industrial LES. The error introduced by this scheme
is known to facilitate stability, which promotes its use in industrial settings. How-
ever, the stability comes at the expense of accuracy. Both the above schemes were
applied within the LESs on the hydraulic jump executed within this work.

In interFoam, the boundedness of the αl-field is ensured within the MULES
framework, which is employed in the interpolation of the convective term in the
αl-equation (Equation (3.6)). This is a numerical flux limiting technique based on
the Flux Corrected Transport theory [66], developed to guarantee boundedness in
multiple dimensions.

For time integration, a higher-order scheme will provide more accurate predic-
tions of transient behaviour. However, in cases where the steady-state behaviour
is of interest, like in the spillway and sand trap simulations within this work, the
choice of time integration scheme does not matter. By contrast, when the aim is to
capture the dynamics of the flow, as in the current computations on the hydraulic
jump, the order of the time integration scheme will, in principle, be of importance.
However, considering the accuracy of the spatial interpolation schemes available
in OpenFOAM R©, the numerical errors can be expected to be dominated by these
interpolations, at least when the time step is kept low.

Meshing

Due to the fact that the mesh defines the computational domain, its structure is of
importance both for the accuracy of the results and the efficiency of the computa-
tions. As discussed briefly in Section 3.1, the obtainable accuracy of a simulation
strongly depends upon the density of the computational mesh. However, a dense
mesh leads to resource-demanding computations, and common practice is to refine
the mesh in regions where gradients of resulting quantities are large, and where a
dense mesh is needed to capture the phenomenon of interest. For the hydraulic
jump regions around the toe and the roller will constitute the region of interest,
and mesh refinement should be reasonable. Regarding the size of the domain, the
mesh should be large enough to ensure that the investigated phenomena are not
unintentionally affected by the boundary conditions. However, since the computa-
tional effort depends on the number of cells in the domain, the domain should not
be disproportionately large.

A high-quality mesh promotes convergence and facilitates accurate and efficient
simulations. Smoothness, skewness, and aspect ratio are measures used to quantify
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mesh quality. To conserve the smoothness of a mesh, regions of different cell
density should be connected by a transition region with a gradual change in cell
size. Furthermore, keeping the skewness close to zero, and the aspect ratio close to
one tends to reduce the interpolation errors, which is desirable in terms of obtaining
an accurate result.

Different mesh generators exist within OpenFOAM R©. blockMesh is useful for
simple meshes and was used to generate the mesh for the hydraulic jump simu-
lations within this work. Then snappyHexMesh can be used when the compu-
tational domain contains more complex geometries, which applies to some of the
sandtrap simulations within this work. Meshes generated by other tools can also
be integrated, and different format converters exist.

Boundary and initial conditions

A particular problem is defined by its boundary conditions, which are meant to
model the surroundings and drive the flow case. In general, one differs between
Dirichlet and Neumann boundary conditions. In a Dirichlet boundary condition, a
fixed value is imposed on the boundary. For a Neumann condition, the gradient of
the quantity is fixed. Often a zero value is used for the Neumann condition, which
means that the quantity does not change in the direction normal to the bound-
ary. For a channel flow, a Dirichlet boundary condition is normally used at the
inlet, whilst Neumann conditions often appears at the outlet. Similar set-ups were
employed for the different simulation cases within this work. The values for the
turbulence quantities at the inlet are usually not known in advance but are as com-
mon practice estimated based on turbulence intensity and length scale. A no-slip
condition is often employed at the walls, which means that the velocity is zero at
the walls. The turbulence treatment at the walls differs between RANS and LES.
In the latter one usually try to resolve the turbulent boundary layer close to the
wall, whilst in RANS simulations the turbulent quantities are normally calculated
by wall functions in this region.

To start a computation, also initial values have to be provided for the different
quantities. Proper estimates for the initial values promote convergence towards the
solution. Therefore, often more detailed simulations are initiated by results from
computations at coarser meshes.

Linear equation solvers

The equations systems in the different solvers used within this work are solved in
a segregated manner according to the PISO/SIMPLE pressure-velocity coupling
procedures. Leaving out the details of these algorithms, we note that the different
equations are solved by linear equation solvers, which has to be specified by the
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user.

Dependent on the symmetry features of the equation matrices, different solvers
should be used. In OpenFOAM R© several choices of both symmetric- and non-
symmetric solvers exist. The choice within each category should be of no impor-
tance for the accuracy of the simulation but might influence the convergence rate
and simulation efficiency.



Chapter 4

Air entrainment modelling

To be able to capture air entrainment on a stepped spillway flow in a RANS simu-
lation, an air entrainment model was developed within this work. The model was
developed within the framework of interFoam and constitutes improvements to
Lopes et al. [39]’s airInterFoam, developed from the same solver. Even if
the theory behind the implemented air entrainment model is general in nature, the
solver was developed for, and tested on, a stepped spillway, which led to its name
spillwayFlow.

The air entrainment model can be divided into three components and constitute
an air flux estimator, a transport equation for the volume fraction of air, and a
coupling mechanism to integrate the air entrainment model into the VoF solver.
The following sections describe these different components briefly, while a more
thorough description of the model is provided within Paper II.

4.1 Estimating the flux of entrained air
The air flux estimator is meant to estimate the quantity of air to be transported
passed some imaginary surface located below the interface. The expression for
this term is adopted from the work of Ma et al. [41], and reads,

q = a · Pos (∇(u · n) · n) , (4.1)

where,

Pos(x) =

{
x, x ≥ 0
0, x < 0,

and n is the interface normal defined as

n = ∇αl/ (|∇αl|+ ε) . (4.2)
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Here ε is a small number added for numerical stability. a (in 4.1) is a length scale
associated with the roughness of the interface due to turbulence and incorporates
turbulence as a driving force for the air entrainment in the model.

The air flux estimator should be integrated within a source term in the transport
equation for the volumetric fraction of entrained air. According to Ma et al. [41], it
is assumed that the air entrainment is confined to a surface layer φent thick, which
value should be related to a characteristic length of a particular problem. Then, an
expression for the source term of entrained air can be formulated as,

Sg =
a

φent
Pos (∇(u · n) · n) δfs. (4.3)

Here, also the surface indicator δfs ∈ [0, 1] is included. The task of this function
is to filter out the activation of the source term in non-physical regions, and robust-
ness towards grid refinement constitute an important function property. The fol-
lowing section describes the δfs-function in the developed solver spillwayFlow.

Free-surface detection

The interface region is recognised by large gradients in several quantities, which
can be used to identify these locations. Within the VoF framework, the volume
fraction field αl stands as a natural choice for this purpose, and the δfs function
in the developed model was based on gradients of this quantity. The general idea
when developing the δfs-function was to activate it fully in cells exceeding a criti-
cal gradient of ∇αl, which was set relatively tight, and then expand its prevalence
away from these locations according to an appropriate function or logic. The phys-
ical interpretation of this idea is that the largest amount of air will be entrained
close to the h90-surface, resulting in full activation of the δfs-function. Then, due
to surface roughness, the region where air entrainment occurs will expand, which
will be accounted for by non-zero values of δfs.

Different options for the expression of δfs were explored, including the tanh-based
function adopted in airInterFoam. However, testing of the tanh-based func-
tion revealed that its performance was hard to control upon grid refinement, and
alternative functions were considered. The latter included a parabola-based, and a
purely distance-based function, ending up at a blending of the two. The parabola
based function was expressed as

δfs(∇αl) =

{
Pos

(
− 1

4d

(
|∇α| − |∇αcr|

)2
+ 1
)

if∇α < |∇α|cr
1 otherwise.

(4.4)

Here, |∇α|cr yields a critical value for the gradient in the volume fraction αl. Its
value is set to depend on the cell size of the computational mesh ∆x as, |∇αl|cr =
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1/(4∆x). Furthermore, d refers to the distance from the vertex of the parabola to
its focus, which can be computed as

d = 0.25 (∇αcr −∇αcut)
2 ,

where ∇αl,cut is an input parameter explicitly defining the lowest ∇αl for which
the source term may assume non-zero values. The function above was further
combined with a distance cut-off, where δfs was set to zero in cells located further
than a distance φent away from a sharp interface defined by |∇αl|cr.

The non-zero values of the function are always fixed to the interval [∇αl,cut,∇αl,cr],
which expands upon grid refinement. For the simulations within this work,∇αl,cut =
20 coupled with∇αl,cut = 1/(4∆x) were found appropriate and used for all cases.

4.2 The αg-equation
As mentioned above, the source term (4.3) is introduced into a transport equation
for the modelled volume fraction of entrained air, αg, expressed as,

∂αg

∂t
+∇ · (ugαg) +∇ · (νt∇αg) = Sg. (4.5)

Here νt is the turbulent viscosity, and ug is the velocity of the entrained air, which
is set equal to u in our model.

The purpose of the new field αg is to transfer the entrained air, calculated by the
source term, into the αl-field within the VoF framework. Whenever the αg-field
exists independent of the αl-field, it can be interpreted as the volume fraction of
entrained air (in a particular cell) that could not be captured by the original solver.
However, in our model a two-way formulation is applied, which makes the phys-
ical meaning of the αg-field somewhat unclear. Nevertheless, its function is to
transfer the effects of entrained air predicted by an air flux estimator, into the αl-
field within the VoF framework.

Modelling air propagation into the corners of the steps

By definition, the air entrainment model introduces air within a surface region
close to the h90-surface. The introduced air is then transported along with the
flow governed by the αg-equation. Initial experience with the solver showed that
the transport of αg in (4.5) is dominated by the convective term, and that only
limited amounts of air is transported away from the surface. By contrast, in the
experimental data by Bung [10], air fractions are found all the way to the pseudo-
bottom. Pfister and Hager [47] illustrated the physical mechanism leading to this
aeration as a transient generation of air troughs extending from the surface into the
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bulk flow, where they occasionally hit the step edges and get distributed into the
steps.

This transient process is hard to capture in a steady-state simulation, and an ad-hoc
approach taking advantage of the diffusion term found in (4.5) was used. More
specifically, a factor Ct was added in front of the diffusion term, to magnify its
effects. The modified αg-equation then reads,

∂αg

∂t
+∇ · (ugαg) + Ct · ∇ · (νt∇αg) = Sg. (4.6)

Here Ct = 150 was chosen as a default value based on a broad range of step
Froude number simulations.

4.3 Coupling to the VoF solver
In the two-way coupling herein, the air entrainment model is coupled to the VoF
solver through manipulation of the artificial compression term in theαl-equation (3.2),

∇ · (ur(1− αl)αl) . (4.7)

The overall idea is to reduce αl in regions where αg is large, and at the same
time maintain mass conservation. In the αl-equation (3.2), the term above (4.7), is
originally meant to impose compression at the interface, and the part

(1− αl)αl = αairαl (4.8)

is meant to activate this compression close to the interface. In our model we modify
this term to introduce negative compression in locations where αg > αair, and
thereby influence the αl-field in these regions. This is done by subtracting αg from
αair in (4.8), arriving at the following expression for the αl-equation,

∂αl

∂t
+∇ · (uαl) +∇ · (ur(αair − αg)αl) = 0. (4.9)

Accordingly, the model is active only when αg > αair. In other regions, the com-
pression term (4.7) maintains its original function.

4.4 Inception point estimation
Recall from Section 2.1 that air entrainment is enforced at the free-surface when
the turbulence forces at the interface exceed the stabilising forces of surface tension
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and buoyancy. Within the current model, this force balance is implemented into
a parameter-free activation criterion, according to the formulation of perturbating
(Pt) and stabilizing (Pd) forces given by Hirt [28],

Pt = ρk, (4.10)

Pd = ρ|g|a+
σ

a
. (4.11)

Here σ represents surface tension, ρ density, and g the acceleration due to gravity.
According to the mentioned force balance, the model is activated when Pt > Pd.

In addition to this parameter-free activation criterion, the original criterion used in
airInterFoam is kept within the new solver. Here aeration is activated based
on critical values for the turbulent kinetic energy kc, and velocity uc, at the free
surface according to

k > kc and ū · n > uc and ū · g > uc, (4.12)

where kc and uc has to be provided by the user. Since the appropriate critical
values depend not only on the flow but also on the turbulence model, these values
are not easy to predict in advance. Careful calibration for the selected turbulence
model and flow case is therefore necessary.
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Chapter 5

Summary of the main results

This chapter provides a summary of the main findings obtained during this re-
search. The presentation is divided into three parts. The first part is devoted to
highlighting the influence of modelling parameters in numerical computations.
Due to the fact that all of the three scientific papers point out the significant ef-
fect the different modelling parameters might have on the numerical predictions,
this yields an introductory part to the presentation of the main findings. Within
this part, examples are included from all of the three scientific papers.

The last two sections (Section 5.2-5.3) provide results from numerical simulations
on two different hydraulic engineering applications – a stepped spillway, and a
classical hydraulic jump. For the computations on the stepped spillway, the de-
veloped air entrainment solver (Chapter 4) is tested, and for the hydraulic jump a
scale-resolving approach is employed.

5.1 Examples of dependence on modelling parameters
The importance of the choice of modelling parameters on numerical results is well
known in the community of numerical modellers. The same is true about the im-
portance of proper validation of the results by experimental data. Nevertheless,
as noted by Chanson [15], many CFD analyses in hydraulic engineering show a
lack of proper verification of the numerical techniques. Also, validation of the
results tends to be poor, often relying on depth-averaged quantities. Furthermore,
[15] addresses the lack of proper verification and validation to a possible lack of
knowledge of available mathematical methods to perform such analyses among
general CFD users. Similar concerns were expressed by Blocken and Gualtieri
[4], in their publication of necessary iteration steps to verify a numerical model.

29
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The following subsections provide examples of how the turbulence model, dif-
ferent numerical schemes and parameters may influence the computation. The
choices lead to slightly, considerable, or completely different results. The above
was the theme of Paper I (A.1), showing multiple solutions of Navier-Stokes equa-
tions for sand traps, and for Paper III (A.3), examining the influence of modelling
parameters on the predictive accuracy of LES on a classical hydraulic jump, and
also within the grid dependency study on the stepped spillway in Paper II (A.2).

5.1.1 Dependence on turbulence modelling

As can be adopted from the description given in Chapter 3, the choice of turbu-
lence modelling regime and turbulence model is of importance for the results. The
proper choice depends on the needed accuracy, the available resources, as well as
the properties of the flow. The following two sections provide examples of solu-
tions of the RANS equations, using different turbulence models. First, a classical
hydraulic jump is considered, then results for sandtrap simulations are provided.

Classical hydraulic jump – RANS

In the process of looking into the classical hydraulic jump, reproduction of the ex-
perimental results by Murzyn et al. [44] on a hydraulic jump with inflow Froude
number 4.8, was carried out. These simulations were performed with interFoam,
using the realisable k-ε turbulence model. Identical simulations have been pub-
lished by Witt et al. [65], and our simulations were done in terms of validating a
general set-up for a classical hydraulic jump.

However, in the process of working with this jump it was noted that by employing
different versions of the k-ε turbulence model, significant differences were seen
for the predicted flow field, also affecting the distribution of air inside the jump, as
shown in Figure 5.1. The results provided using the realisable k-ε model gave val-
ues close to the experimental counterparts by Murzyn et al. [44], and in accordance
to the simulations published by Witt et al. [65], using the same numerical solver
and set-up. This shows the importance of choosing the proper turbulence model
for a particular case. Such information is normally found in the documentation of
a particular turbulence model, or based on computations of similar flows reported
in the literature. Often these sources can at least be used as a starting point for the
testing of different turbulence models on a particular case. Recall from Section 2.3
that the hydraulic jump is characterised by an inflow jet and a surface roller with
an overturning recirculating flow, and a shear region separating the two. This con-
stitutes features where the realisable k-ε has been proven to perform superior to the
standard k-ε model, which was also the case for the results shown in Figure 5.1.
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(a) realisable k-ε

(b) k-ε

Figure 5.1: Comparison of simulations of a classical hydraulic jump with inflow Froude
number 4.8 using different versions of the k-ε turbulence model.

Settling basin simulations

Paper I reports findings where the path of the main water jet proceeding an ex-
pansion zone, varied depending on the employed modelling parameters. These
simulations were done on settling basins, also referred to as sandtrap, where the
efficiency of the structure might depend on the path of the main jet and the ac-
companying recirculation zone. In simulations of one of the sandtraps, the main
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Figure 5.2: Streamwise velocity profiles (ux) of a cross section in Tonstad sand trap. The
path of the jet at this cross section alters completely when the turbulence model is changed
from the standard k − ε to the RNG k − ε model.

jet was predicted on different sides in the upper part of the tunnel dependent on
the choice of turbulence model (see Figure 5.2). Interestingly, according to the
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field measurements, the jet follows the tunnel centre, which is not captured by
these computations. The only means of validation for these simulations were ve-
locity measurements, taken at a horizontal line at different lengths downstream
the expansion zone. This makes it difficult to analyse the phenomena in details.
However, the purpose of this work (Paper I) was more to highlight the effect of
changing the turbulence model for this particular simulation, and not actually to
state the preferable one.

Even if these simulations were performed at settling basins, the highlighted issues
might relate to other hydraulic components as well, and to CFD computations in
general.

5.1.2 Grid sensitivity

A basic requirement for a CFD calculation is to obtain a grid independent solution.
However, this might not always be obtainable within the available resources or
time frame. The following sections show some cases where the effects of grid
refinement are considered.

Settling basin simulations

Figure 5.3 shows the effects on the lateral velocity profile a certain distance down-
stream the tunnel expansion when the grid is refined in simulations on one of the
settling basins reported in Paper I. Dependent on the density of the grid, the jet
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Figure 5.3: Lateral profiles of streamwise velocities (ux) from the ADCP at Tonstad sand
trap using different grid resolutions. The cases were calculated on four different grids
containing 3 million, 19, 40 and 50 million cells respectively.

follows the left, right, or the centre of the tunnel. Remarkably, the coarsest grid
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predicts the jet in the middle of the tunnel, which is in accordance with the field
measurements. The actual reason for this was not thoroughly investigated in the
paper, but most probably the employed modelling was not accurate enough to cap-
ture the considered phenomenon, and further investigation would be needed to
reveal the actual causes.

Classical hydraulic jump

A central aim of the LES simulations on the hydraulic jump (Paper III) was to
investigate the influence of different modelling parameters on the predictive accu-
racy of the computations. Of considerable importance for industrial use of LES,
is the computing time needed to perform a particular simulation. This is governed
by several modelling parameters, the grid density being among the most crucial.
Acknowledging that more details of the flow can be captured by a denser grid, anal-
yses within this work provide measures on how the predicted accuracy of different
flow quantities is reduced by gradually coarsening the grid. Figure 5.4 illustrates
how the prediction of the turbulent kinetic energy k is affected by the grid coarsen-
ing. At the finest grid (∆x2), several modelling parameter combinations are able to
capture the structure of k with relatively good accuracy. This is true even at the lo-
cation closest to the toe (x′ = 0.5). Due to the flow structure, this location is more
challenging to capture numerically than the locations further downstream (x′ = 1,
x′ = 2). The second coarsest grid (∆x3) still captures the main features relatively
accurate, but at the most downstream length (x′ = 2), a non-physical peak starts
to emerge. At the coarsest grid (∆x3), most of the parameter combinations fail to
predict this quantity.

Stepped spillway

As noted several times above, a grid dependence study is an integral part of a CFD-
analysis. However, the reliability of such studies depends on choosing a quantity
suitable for the model, and phenomena under inspection, to be included in the
grid dependency study. An example of how this can go wrong can be provided
from the stepped spillway simulations within this work (Section 5.2). These com-
putations aimed to predict the aeration of stepped spillway flows. Here, testing
of airInterFoam (AIF) revealed that air entrainment features like void fraction
and surface height, were very sensitive to grid refinement (see Figure 5.5(b)). Nev-
ertheless, looking at the velocity, the situation was different, and the computations
seem to be grid independent already at the coarsest grid G1 5.5(a). However, this
model is meant to capture aeration of the flow, and a quantity describing an air
entrainment feature would be the proper choice to examine in a grid dependence
study.
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Figure 5.5: Grid sensitivity of the different result parameters, velocity and void frac-
tion. Vertical profiles for uniform flow conditions for step Froude number Fs=2.7.
airInterFoam (AIF) simualtions for different grids compared to experimental results
by Bung [10].

5.1.3 Discretization scheme

As emphasised in Section 3.3, the choice of schemes for spatial interpolation of
the convective terms can be of great importance in terms of stability and accuracy
of a numerical simulation. Due to the fact that the mentioned properties not neces-
sarily reinforce each other, one might have to consider compromising accuracy in
favour of stability. However, in a CFD computation it is important to have an idea
of which interpolation scheme is suitable for different flows, as well as a decent
knowledge about the effects of applying a more accurate scheme. The follow-
ing section provides examples from computations resulting in substantial changes
in the flow field by changing interpolation schemes. These examples are from the
sandtrap simulations (Paper I). Next, some examples from the hydraulic jump sim-
ulations (Paper III) are provided. Here the effects on the predictive capabilities of
the solver are inspected when using gradually less accurate schemes.

Settling basin simulations

Figure 5.6 illustrates results from one of the sandtrap computations included in Pa-
per I. Using the second-order upwind scheme, the jet follows the sandtrap bottom,
while the first-order interpolation scheme predicts this high-velocity zone close to
the surface. Interestingly, the latter shows good accuracy towards measurements.
The fact that the first-order discretisation scheme predicts a more correct veloc-
ity field than a second-order scheme is remarkable as most guidelines for CFD
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Figure 5.6: Computed and measured velocities in streamwise direction (ux) for a vertical
line 67.5 m downstream the inlet of the sandtrap. The labels refer to the discretization
scheme, FOU=first order upwind scheme, SOU=second order upwind scheme.

computations recommend the usage of a second-order scheme.

Classical hydraulic jump

While the purpose of the sandtrap simulations was more to exemplify that (com-
pletely) different solutions were produced employing interpolation schemes of dif-
ferent order of accuracy, without investigating the phenomenon thoroughly, the
contrary was true within the work on the hydraulic jump (Paper III).

Recall from the method description in Section 3.3, that the stability of a compu-
tation might improve by the application of more dissipative schemes for spatial
interpolation of the convective term in the momentum equation. To that end, the
second-order upwind scheme is commonly used. Within the work on the hydraulic
jump, the above issue was addressed by employing a linear blending of the cen-
tral difference scheme and the second-order upwind scheme, testing the effect of
upwinding by gradually increasing its linear weight. Somewhat surprisingly, the
overall best accuracy for several of the interesting quantities was obtained at high
degree of upwinding. This is also reflected in the turbulent kinetic energy profiles
(Figure 5.4). Here the degree of upwinding is identified by its percentage in the
labels.

As given above, a positive effect of higher degree of upwinding can be a more
stable velocity field, where parasitic errors are avoided. However, the increased
stability will be on the expense of resolving small-scale turbulent motions, leading
to a less accurate prediction of the velocity field. Nevertheless, more accurate
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predictions for several of the interesting quantities were provided using a high
degree of upwinding. Even if this result was a bit surprising, one should keep
in mind that any parasitic error in the velocity field will be transferred into the
advection of the interface. This will affect the prediction of aeration features like
the void fraction.
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5.2 Numerical modelling of stepped spillways
Recall from Section 2.2 that air entrainment for skimming flow along a stepped
spillway belongs to the interfacial air entrainment mechanism, where air is en-
trained into the flow from turbulence close to the surface. As mentioned in Sec-
tion 2.2, no studies using VoF (RANS or LES), without external air entrainment
modelling, have been reported to succeed in reproducing self-aeration along a
spillway. A reason might be that such simulations have not been attempted. An-
other possibility is that these simulations are too complex.

However, most probably it should be possible to reproduce self-aeration at a spill-
way using a high-fidelity approach, coupled with an interface capturing method.
On the other hand, the air bubbles formed as white water in a spillway flow will be
very small and their number very large. To capture the fate of the single bubbles
will therefore be very computationally demanding, and most likely not suitable for
engineering applications.

From RANS computations within this work using interFoam, no air entrain-
ment was seen for 2D simulations, even on very fine grids, and neither on mod-
erately refined 3D grids. For all simulations, the free surface was steady, with
no fluctuating features. This indicates a total disability of interFoam, ran in
RANS mode, to capture the self-aeration process, even on grids that should be
small enough for the physical scales to be captured. However, the outcome of this
is that no aeration occurs, which motivates the need for an additional air entrain-
ment model to capture air entrainment for these kinds of flows. A major part of
the work within this thesis was devoted to this theme, where an air entrainment
model was developed. A description of this model is given in Chapter 4, while a
summary of results applying the model on stepped spillway flows are provided in
the following section.

5.2.1 Testing of air entrainment models

In this part of the work, the focus was devoted to the development of a highly effi-
cient approach for the calculation of aerated spillway flow, combining the interface
capturing solver in OpenFOAM R©(interFoam) with additional modelling of air
entrainment. The work aimed to develop a model able to reproduce important self-
aerating features of a general stepped spillway flow in the skimming flow regime.

Through a review of relevant literature it was found that the model
airInterFoam [39] was already implemented in OpenFOAM R©, and validated
on a stepped spillway. Due to its possible potential for use in hydraulic engineering
applications, further testing of this solver was of interest and constitutes the first
part of the analyses within this work. An extensive simulation campaign, includ-
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ing four different step Froude numbers, sensitivity to model parameters and grid
resolution, was applied to carefully evaluate the performance of the solver.

The conducted simulation campaign included four different step Froude numbers
in the range, 2.7 ≤ Fs ≤ 13. These conditions were chosen to match experimen-
tal model cases executed by Bung [10], which were used to validate the results.
Important areation features like void fraction profiles and surface elevation were
used to evaluate the performance of the models. Corresponding simulations using
interFoam (IF) were preformed and included as a reference in the validation of
the results. The main results are summarised in the following sections.

Tesing of airInterFoam

Applying similar settings as reported in [39], airInterFoam (AIF) was identi-
fied to perform reasonably well for the chosen range of Fs, both in terms of void
fraction, surface elevation and velocity. An example of this is shown in Figure 5.7
for the void fractions in the uniform region of the spillway.
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Figure 5.7: Vertical void fraction profiles for uniform flow conditions. Spillway flows
with different Froude numbers at the coarsest grid G1. airInterFoam (AIF) simual-
tions compared to interFoam (IF) simulations and experimental results by Bung [10].

While the model were shown to perform reasonably well for the tested Fs on the
coarsest grid, G1, its predictive accuracy was significantly reduced when the grid
was refined, finally approaching the behaviour of IF. Figure 5.8 illustrates how
the predicted surface height approaches the corresponding IF-prediction upon grid
refinement. The black lines show experimental values. The difference between
the solid and the dashed black lines, respectively representing the h90-line and the
equivalent clear water depth, illustrates the importance of considering air entrain-
ment when calculating spillway flow.

Note from Figure 5.8 that a higher surface is predicted by IF at G1 then for AIF
at G4. This indicates that more air is entrained using IF at the coarsest grid, than
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Figure 5.8: Surface elevation for AIF simulations at different grids (G1-G4) compared to
IF simulations and physical model results by Bung [10]. Fs=2.7.

using AIF on the finest grid, and is a purely numerical effect. The main cause of
this is that less numerical diffusion contributes to the transport of the entrained air
as the grid is refined. However, inspection identifies shrinkage of the region in
which the source term in the air entrainment model is non-zero as an additional
cause.

Motivated by the fact that the effects of the air entrainment model were reduced,
and partly ceased to work, upon grid refinement, efforts on developing the model
were made, resulting in the improved solver spillwayFlow (SPF). The pro-
ceeding section summarises the modelling efforts towards the developed solver,
and shows the main results obtained with it.

Developments

Recall from Section 4.3 that air was introduced at the free-surface by negative
compression of the interface. Then, to be able to approach some kind of grid
independence, the uncontrolled numerical diffusion should be kept to a minimum,
while introducing diffusion by negative compression of the interface at locations
decided by the solver.

Extensive testing of the different parameters available within the model were ex-
ecuted in an effort to adjust the behaviour of the model. The approach was to
look at the possibilities of broaden the region where the source term was active,
which could be justified by the fact that the surface is roughened as air is entrained.
Then the free surface is transformed into a region of white water, and the resulting
scenario is that air will be entrained at a broader region.

Finally, developments including adjusting the surface indicator function and adding
a diffusion term to the αg-equation were purposed to improve the solver’s be-
haviour, in the new solver. The purposed developments, as well as the principles
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behind the original model, are given in Chapter 4.

The developments gave improved behaviour for all Fs-cases, and the solution be-
came substantially more robust towards grid refinement. Nevertheless, as shown
in Figure 5.9, complete grid independence was not obtained.
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Figure 5.9: Surface elevation for SPF simulations at different grids (G1-G4) compared to
IF simulations and physical model results by Bung [10]. Fs=2.7.

Within this solver, efforts implementing a parameter-free air entrainment activa-
tion were also performed. Since the location of the inception point is of crucial
importance for the operation of a stepped spillway, this would be very beneficial
to achieve. The implemented criteria were based on Equation (4.10)-(4.11), which
model a force balance between perturbing and stabilising forces at the interface.
Unfortunately, results showing sensible results were only possible to achieve us-
ing the variable density corrected turbulence framework by [24]. The latter might
indicate turbulence to be more accurately predicted by this turbulence modelling
framework. Even though the activation criteria were proven to perform well for
certain Fs, its performance could not be considered sufficiently accurate on a broad
range of step Froude numbers.

Using the above activation criteria, the aeration activation depends solely on the
predicted turbulence. As noted in Section 1.2, turbulence prediction is not easy in
the proximity of the free surface for a multiphase flow, which might explain the
observed challenges.
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5.3 Numerical modelling of hydraulic jumps
The fact that the hydraulic jump is the most used energy dissipator in hydraulic en-
gineering, as well as its complex flow structure, makes it a relevant case for testing
the predictive capabilities of a numerical solver towards aerated flows. Also, much
research has been done at the classical hydraulic jump, which makes it a preferable
choice in terms of validation.

Our starting point on the investigation of the hydraulic jump was to reproduce the
experimental results by Murzyn et al. [44], containing data for four different inlet
Froude number jumps (2.0, 2.4, 3.7, 4.8). Similar to what was reported by Witt
et al. [65], the jump with Froude number 4.8 was reproduced in good agreement
to the experimental data using interFoam and the realisable k-ε-model for tur-
bulence modelling. However, the grid resolution needed to capture the bubble size
range necessary to produce results in good agreement to the experimental data
were at a range also suitable for LES.

Due to the above, and also acknowledging the uncertainty related to the turbulence
modelling and ensemble-averaging (ref Section 1.2), it was decided to use a scale-
resolving procedure in this work. To that end, DNS results for a hydraulic jump
of Froude number 2, were found as a suitable reference for validation. The quality
of these data for validation purposes was considered to overcome the fact that the
most interesting jumps in industrial settings belong to the Froude number range
[4.5,9].

The following sections summarise the purpose of, and main results from, our LESs
performed on a classical hydraulic jump with inlet Froude number 2. The numer-
ical methods used in the work are described within Chapter 3, and a thorough
presentation of the results is provided in Paper III, available in Appendix A.3.

5.3.1 LES of a hydraulic jump with Froude number 2

The purpose of the work was two-fold. A central aim was to produce the best re-
sults achievable with the numerics available within the framework of the employed
solvers (see Section 3.3), and thereby reveal whether OpenFOAM R© is capable of
reproducing this kind of flow using scale-resolving approaches. This is a costly
simulation, not intended for industrial use, but useful in terms of understanding
the physics of the flow. An equally important aim was to investigate how the ac-
curacy of the simulations is reduced when applied to coarser meshes and cheaper
numerical methods, which can be available for engineering purposes. Based on
a thorough simulation campaign, this will provide guidelines for the use of LES
for this flow, considering accuracy on the one hand, and computation effort and
stability issues on the other. Following from the fact that the hydraulic jump com-



5.3. Numerical modelling of hydraulic jumps 43

putations referred to herein were LES, they were carried out on a three dimensional
computational mesh.

Benchmark case

As already mentioned, the first part of this work constituted an effort on reproduc-
ing the best results possible to achieve with the numerics available in the solver.
In this part of the work, the DNS simulation by Mortazavi et al. [43] is used as a
reference.

To arrive at an accurate prediction, the theoretical height of the jump (d2−d1) was
discretized by 81 cells, and a total of 83 million cells were utilised for the com-
putational mesh. The cell sizes in the region involving the jump were comparable
to the corresponding measure employed in the DNS reference [43]. In this region
the mesh consisted of cubic cells, which can be considered optimal in terms of
numerical efficiency. The interFoam solver was employed in this simulation,
which means that the algebraic interface capturing scheme was used. As men-
tioned in Section 3.2, geometric interface capturing is considered more accurate.
Since the intention in this part of the work was to push the accuracy to its limit
within OpenFOAM R© this routine appears as a natural choice. However, due to
stability issues, only the interFoam simulations were able to produce reliable
results. Nevertheless, interFoam constitutes the original routine for VoF calcu-
lation in OpenFOAM R© and is available in all OpenFOAM R© versions, which also
defends its use in the current context.

The computations gave results close to the reference DNS simulation for most of
the considered flow features. Figure 5.10 and 5.11 show some key results from
this simulation, illustrating the resulting void fraction and velocities from the toe
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Figure 5.10: The profiles of 〈α〉 in the benchmark simulation.

(x′ = 0), and at several locations downstream. Especially, the void fraction plots
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show impressive correspondance with the DNS simulation. Here, the different
curves can only be clearly separated at the locations closest to the toe, which con-
stitute the most transient region within the jump, and therefore appear as the most
demanding region to reproduce. Good accuracy is also achieved for the velocities
(see Figure 5.11), with an exception for the air-phase velocities close to the toe.
However, the velocities in the water-phase are predicted in accordance with the
reference also in these regions. In addition to void fraction and velocity, turbulent
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Figure 5.11: The profiles of 〈u〉 and 4〈v〉 obtained in the benchmark simulation. The
magenta line shows the location of the interface.

measures and higher-order moments of velocity were inspected and found to agree
well with the corresponding DNS results.

As an overall impression, these result proved that high-quality reproduction of an
aerated flow, as the hydraulic jump, is achievable using the general-purpose finite
volume based code OpenFOAM R©.

Instabilities

Despite the impressive accuracy achieved with the high-resolution efforts, stability
issues were experienced in several of the simulation attempts. These challenges
were addressed to two possible causes; the treatment of the surface tension by the
Continuous Force Model, and the treatment of the gravity term in the momentum
equation, both which might result in acceleration of the flow.

Caused by a numerical imbalance between the surface tension and the pressure
gradient across the interface, the Continuous Force Model model can produce par-
asitic currents across the interface between the phases [11]. Furthermore, a segre-
gated pressure-velocity coupling algorithm like PISO can give rise to a numerical
imbalance between the dynamic pressure gradient and the density gradient terms,
which might result in high velocities in the gas phase close to the surface.
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The nature of these possible issues leads to the fact that a denser grid and a more
detailed interface capturing approach not necessarily promotes a more stable sim-
ulation, which stands in contradiction to the case of a single-phase LES, where a
denser grid dampens instabilities.

Influence of modelling parameters

As indicated above, an aim for this work was to develop a methodology and
thereby provide guidelines for the use of scale-resolving modelling of the clas-
sical hydraulic jump. To be able to provide such guidelines, the most important
modelling parameters have to be considered. Recall from Chapter 3, that the accu-
racy of the result of a multiphase VoF simulation depends on modelling parameters
like the choice of interface capturing routine, the employed interpolation scheme
for the convective terms, and on the density of the grid. This results in a need
to consider the optimal balance of accuracy, stability, and computation costs for
a particular simulation case, which motivate the extensive simulation campaign
performed in this work.

As given in Section 3.2, and briefly discussed above, two different interface cap-
turing schemes are publicly available for OpenFOAM; the algebraic formulation,
within interFoam and the MULES framework (referred to as MULES in the
following), and isoAdvector, which captures the interface through a geometric re-
construction of the surface. The simulation campaign performed in this work,
revealed that the geometric reconstruction alternative, isoAdvector, defeats its al-
gebraic counterpart in terms of accuracy. Therefore, this scheme is preferable
if tracking the fate of the entrained bubbles is of importance. Furthermore, this
interface capturing scheme led to more time-consuming computations, and was
generally more prone to stability problems, compared to the algebraic alternative.

The density of the grid is a substantial contributor to the cost of a particular simu-
lation. An important purpose of this work was, therefore, to inspect the resulting
accuracy as the grid was 2, 3 and 4 times coarser than the one applied in the bench-
mark simulation. As expected, all resulting quantities showed the best accuracy on
the most refined grid. This was especially true in the regions closest to the toe,
which constitute the most chaotic regions. Here, only the ∆x2-grid where able
to reproduce the results from the benchmark simulation with acceptable accuracy.
However, the largest grid dependence was found when inspecting the turbulent
kinetic energy k (Figure 5.4). The effect of grid resolution on this quantity was
discussed in Section 5.1.

As noted in Section 3.3, some degree of upwinding within the spatial interpola-
tion of the convective term in the momentum equation might be advantageous in
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terms of computation stability. Employing a linear blending of the second-order
upwind scheme and the linear interpolation scheme, the investigation within this
work revealed that the degree of upwinding affects the resulting velocity field to a
small extent, but noticeably affects the α-field. As a general result, more accurate
reproduction of the α-field was seen for high degree of upwinding. This indicates
that a stable velocity field might be more important than reproducing steep veloc-
ity gradients in terms of predicting an accurate α-field. This was further discussed
in Section 5.1.

Summarised the combination of parameters resulting in the best overall accuracy
was isoAdvector interface capturing method on the densest grid (∆x2), combined
with 100% upwinding. This parameter combination is then recommended for sim-
ulations where accuracy is of crucial importance, and cannot be compromised in
favour of simulation costs and stability. Changing the interface capturing scheme
to MULES, reduces simulation costs, and results in more stable simulations. These
settings are therefore recommended if increased efficiency and stability can moti-
vate a modest reduction in accuracy. The ∆x3 grid reduces simulation cost signifi-
cantly, and still maintains a predictive accuracy suitable for industrial simulations.
Furthermore, the accuracy was significantly impaired on the coarsest grid (∆x4),
which cannot be recommended for analyses of the flow pattern within the hydraulic
jump.



Chapter 6

Discussion

This chapter provides a discussion of the scientific contributions of this work. Ini-
tially, the main results are highlighted, before the different modelling methods,
and research strategies are discussed in terms of strengths and limitations. Finally,
perspectives on future research are given.

6.1 Main findings and contributions to the state of the art
The solver spillwayFlow, developed as a highly economical approach com-
bining interface capturing with additional modelling of air entrainment, was shown
to perform with acceptable accuracy for four different step Froude number spill-
way flows. The model was developed based on prior advances within the field,
and a major part of the work was devoted to thorough testing of the air entrain-
ment model by Lopes et al. [39]. The latter revealed that the effects of this solver
were significantly reduced upon grid refinement, which motivated the new devel-
opments. The advances upon prior art within the work on the stepped spillway –
testing of airInterFoam and the development of spillwayFlow – can be
listed as follows:

• Development of an improved air entrainment model for spillways. The
model is proven to work well on four different stepped spillway flows within
the skimming flow regime.

• Thoroughly testing of the predictive capabilities of a published air entrain-
ment model on a broad range of stepped spillway flows.

These advances are useful in terms of obtaining correct water level predictions for
aerated spillway flow, which is of importance both in structure design and to en-
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sure its safe operation. Additionally, since air in the water can reduce damages
caused by cavitation (as mentioned in Section 2.2), its accurate prediction can be
of importance as a mean of identifying possible reductions in the need for other
protective measures. Also, the reported advances can be useful in further devel-
opments within the field and can be tested and adjusted for similar applications
involving interfacial air entrainment.

The LES on the dense computational grid was proven to reproduce the complicated
aerated flow system within a classical hydraulic jump in agreement to correspond-
ing DNS results reported in the literature. Furthermore, the modelling procedure
was proven to perform reasonably well at coarser grids, suitable for industrial LES.
The advances upon prior art can be listed as follows:

• Provides, to the best of the authors’ knowledge, the first scale-resolving
analysis reported on a hydraulic jump performed within the framework of
OpenFOAM R©.

• Provides quantifications on the differences between an algebraic and a geo-
metric routine for interface capturing for the particular flow, in terms of:

– Computing time

– Accuracy

– Stability

• Provides guidelines for the prediction of this flow by a systematic simulation
campaign exploring the influence of different modelling parameters.

As a commonly used energy dissipator in hydraulic engineering, the correct pre-
diction of the flow structure of the hydraulic jump is of importance to the hydraulic
engineer. Since the results herein are produced by numerics comparable to yield-
ing solvers in the engineering community, the results of this work might have the
potential to facilitate the use of LES in industrial settings.

The comparison of the geometric and algebraic method for interface capturing can
yield as background information for which scheme to choose for different pur-
poses and accuracy demands. Since the isoAdvector interface capturing scheme
(interIsoFoam) constitutes a relatively new supplement to the VoF solvers
in OpenFOAM R©, its comparison to known solvers might accelerate its use, and
contribute in defining its applications. On the other hand, the reported stability
problems can motivate future research efforts to resolve these issues.
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Studies of influences of modelling parameters across the different scientific pa-
pers demonstrated how different settings might drastically influence the numerical
result. This doesn’t constitute advancement to prior art, but complements earlier
statements, and constitutes a reminder of the importance of conducting proper nu-
merical analyses, and choosing the proper settings for a particular problem.

6.2 The applied methods: strengths and limitations
As stated in Section 1.3, this thesis aims to contribute to the development of nu-
merical prediction of air entrainment in free-surface flows. The premise was to do
this within the framework of OpenFOAM R©, more specific using the VoF solver
interFoam as the starting point. This was approached using two different meth-
ods for turbulence treatment, RANS and LES.

This section provides a discussion about the different approaches used in this work.
The methods are discussed in terms of strengths and limitations, and also in light
of alternative choices used for prediction of similar problems.

Combining VoF with explicit modelling of air entrainment – stepped spillway

The approach employed for the stepped spillway predictions was to combine VoF
with additional modelling of air entrainment within a RANS framework. As given
in Section 1.2, several efforts using similar frameworks on predictions of aerated
flow are reported in the literature, varying in the general multiphase framework ap-
plied. Some of the works were trying to couple interface capturing techniques into
a two-fluid framework, and another branch constitutes efforts to couple an explicit
aeration model to the advection equation within the VoF framework. In this work,
an early premise was to follow the latter path. In retrospect, it can be questioned
whether it could have been a better approach to start a bit wider, considering and
testing out different paths, and then go further with the most promising.

Nevertheless, a strength of the chosen methodology is its simple formulation and
high efficiency. The method also conserves the ability to capture a sharp interface
in non-aerated regions, which might be a challenge using a two-fluid framework.
On the negative side, the proposed method does not account for processes like
bubble breakup and coalescence in the momentum equation.

A challenge with the modelling of air entrainment in a RANS framework is con-
nected to its dependence on the turbulence, which modelling is challenging for
aerated flows. Keeping the latter in mind, it is likely that the progress in mod-
elling developments within aerated flows, depends on the development of turbu-
lence models suited for this purpose.

The use of LES for simulations for the spillway was not considered. To the author’s
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knowledge, no high-quality LES have been reported on spillway flows. However, it
would be interesting to investigate the capability of LES to reproduce this aerated
flow. Here, the air entrainment belongs to interfacial aeration, which differs in
nature from the local aeration mechanism encountered the hydraulic jump.

LES – classical hydraulic jump

For the prediction of the hydraulic jump, a high-fidelity LES approach was chosen.
Other possible choices for this analysis would be to use a RANS approach, with
or without the addition of an additional air entrainment model.

By computing the hydraulic jump using a scale-resolving approach, the transient
motion of the surface structures and the fate of the entrained bubbles can be cap-
tured. Even if RANS simulations on hydraulic jumps using interFoam have
shown the ability to predict this flow using the realisable k-ε-model, an advan-
tage using a scale-resolving approach is the avoidance of the uncertainty related to
time averaging and scale separation. The latter issues arising from the interaction
between turbulent eddies and topological changes of multiphase structures. Re-
garding this, a possibility for the hydraulic jump simulations could have been to
coarsen the grid to the point where a steady surface would be predicted, and then
use an additional air entrainment model to capture air entrainment. Nevertheless,
efforts in this direction within the current work led to inaccurate prediction of both
the free surface position and the turbulent field. The conclusion from these efforts
was that at the grid resolution needed to provide a relatively accurate prediction of
the average free-surface location, the amount of entrained air was not underesti-
mated in the interFoam simulations. Then a need for additional air entrainment
modelling was not identified for this flow.

A drawback using scale resolving methods is the time consumption and resource
demand, which reduces its availability for high Reynolds number flow and in in-
dustrial settings. Nevertheless, the approach within this work was to investigate
the predictive accuracy of the solvers when applied to coarser grids, not techni-
cally suitable for an LES, but commonly seen in industrial LES. At coarser grids,
the computations are less resource- and time demanding, but of course, to a cost in
the predictive accuracy.

In the LES, it was chosen not to model the subgrid stresses, which is in accordance
with previous research on similar problems [20]. A challenge with turbulence
modelling for aerated flows arises from its interaction with the unresolved multi-
phase structures, which is not considered in the commonly used turbulence mod-
els developed for single-phase. Therefore, omitting the modelling of these small
scale structures might be an appropriate choice. Another reason for choosing this
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approach emerges from the fact that the study aims to investigate the predictive
accuracy of LES at grids too coarse to be technically suited for LES. In this set-
ting, the use of SGS models, intended to model a range of the turbulent spectre is
considered not very accurate.

Single-phase RANS simulations

A part of the work included in this thesis constitutes single-phase RANS simula-
tions performed on different settling basins. The work aimed to provide examples
of cases where the result was heavily dependent on the modelling parameters. A
more appropriate choice within the scope of this thesis would have been to perform
these simulations on cases more relevant for the main theme of the thesis, which
is prediction of aerated flows. Still, the chosen cases provided valuable examples
on significant dependence of modelling parameters.

6.3 Future perspectives

Explicit air entrainment modelling

In the developed model, an air flux term is added at the free surface. The magnitude
of this air flux term, as well as its activation, depends on the turbulence in the flow.
As stated above, turbulence prediction in an aerated case is not trivial as it depends
on the interaction between bubbles, surface structures and the turbulent eddies,
and would constitute a reasonable topic in future research efforts. Work in this
direction has been reported elsewhere [9, 30].

In our developed model, transport of air away from the surface was identified as
an issue. Within this work, the issue was addressed by adding a diffusion term for
this purpose. This improved the predictive accuracy of the model, but the provided
solution might be viewed as a little ad-hoc. Based on this, an issue for further
research would be to look into the air transport underneath the surface region.

Predicition of aerated flows by LES

In this work, a classical hydraulic jump with inflow Froude number 2 was sim-
ulated by LES. A reasonable next step could be to perform similar simulations
at hydraulic jumps with higher Froude numbers, utilising the experiences gained
within the current work.

Also, interesting perspectives for further research could be to do LES on other
aerated flows of importance to engineering applications. The vertical plunging jet
might be one such example. This flow has been widely studied both experimentally
and numerically but, to the author’s knowledge, no high-quality LES analysis of
the flow has been reported in the literature. However, the air entrainment process
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appearing in the hydraulic jump and the plunging jet both belongs to the local aera-
tion mechanisms, and it would be even more interesting to investigate the potential
of LESs on stepped spillways or other interfacial aeration flows.



Chapter 7

Conclusion

The overall aim for this PhD-work was to develop a methodology for calculating
air entrainment applicable for hydraulic engineering applications and thereby pro-
vide a tool for the hydraulic industry. Accordingly, this work provides methods
to predict two different aerated flows which both play significant roles within hy-
draulic engineering. Besides this, considerable efforts were devoted to quantitative
and qualitative testing of the influence of various modelling parameters.

More specifically, a numerical solver was developed and employed for aeration of
stepped spillway flows. Here a highly economical approach, combining interface
capturing with additional modelling of air entrainment, was developed and vali-
dated for four different step Froude number flows. The model was integrated into
the framework of interFoam, and proven to perform in acceptable accordance
to experimental data for the tested scenarios, and constitutes improvements upon
prior art.

Furthermore, LES performed on a classical hydraulic jump proved the predictive
capabilities of OpenFOAM R©’s VoF solvers interFoam and interIsoFoam
to reproduce the complicated flow pattern within this flow in excellent agreement
to corresponding DNS predictions. Also, the predictive accuracy, of these alge-
braic and geometric interface capturing alternatives, was tested at coarser grids and
employing cheaper numerical methods, providing experience on the modelling of
such flows using an LES approach. A remarkable observation from the testing
regime was that the most accurate prediction of several of the important quantities
was obtained at high degrees of upwinding for the interpolation of the convective
term in the momentum equation. Furthermore, geometric interface capturing was
found to have favourable accuracy compared to its algebraic counterpart, but at the
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cost of stability and computational demand.

The importance of considering the influences of modelling parameters was high-
lighted throughout the work. In particular, within the analyses on the hydraulic
jump, the predictive accuracy of the solvers was analysed as the numerical schemes
and methods were changed systematically. A different approach was employed
within Paper I, which presents two cases where the predicted flow path changes
substantially based on the modelling parameters. Results from these studies con-
stitute a reminder of the importance of conducting proper numerical analyses and
choosing suitable parameter settings for a particular problem.

As a premise for the current PhD-work, all computations and implementations
were performed within the framework of OpenFOAM R©. Furthermore, both the
developed model, the simulations cases, and the results files are made publicly
available. In this way, the developments will be accessible both for the research
community and the industry in the future.
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ABSTRACT
Two cases are presented wherein the main flow pattern in sand traps changes considerably as a
function of discretization scheme, grid resolution and turbulencemodel. Both cases involve channel
flows directed into a desilting basin, where the main current changes from one part of the geom-
etry to the other. The CFD computations are validated with field or laboratory measurements. The
first case presented is one of the sand traps of Khimti hydro power plant in Nepal. According to the
laboratory measurements, the recirculation zone for this case is close to the bed, with the main cur-
rent following thewater surface. This is reproduced by the numerical model when using a first-order
upwind scheme. Using a second-order upwind scheme, the main current is close to the bed, and
the recirculation is formed at the surface. The second case is one of the sand traps of Tonstad hydro
power plant in Norway. CFD computations predict the main flow field to follow the right or the left
sides or the centre of the expansion region, depending on the discretization scheme, grid resolution
and turbulence model. Field measurements show that the main current follows the centre of the
expansion zone.
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1. Introduction

Since its early emergence in the field of aerodynam-
ics (Hess & Smith, 1967), computational fluid dynam-
ics (CFD) is currently employed to predict fluid flow
characteristics in a diverse range of engineering appli-
cations. Real-life case studies using CFD have recently
been performed in combustion engineering (Akbar-
ian et al., 2018), thermal engineering (Ramezanizadeh,
Nazari, Ahmadi, & wing, 2018) and also within numer-
ous applications of water engineering. Numerical models
to predict the amount of pollutants in rivers were devel-
oped by Chau and Jiang (2002, 2004) and used for the
analyses of the Pearl River Estuary. In hydraulic engi-
neering, CFD is considered an effective technique for
computation of water and sediment flow in sand traps
or desilting basins. The physical modeling alternative
can be problematic with regards to the induced scale
effects, particularly for scaling down the sediment par-
ticle size from prototype to model scale. The numerical
model then has to compute both the flow pattern and
the concentration of the sediments. This has been car-
ried out successfully both for suspended particle move-
ments (Olsen & Skoglund, 1994; Ruether, Singh, Olsen,
& Atkinson, 2005) and for computation of bed elevation

CONTACT Silje K. Almeland silje.k.almeland@ntnu.no

changes (Esmaeili et al., 2017; Ruether & Olsen, 2006;
Török, Baranya, & Rüther, 2017). Furthermore, Olsen
and Kjellesvig (1999) computed bed elevation changes
in a sand trap with satisfactory results. Even if success-
ful CFD calculations have been achieved for sand traps,
the geometry of the sand trap has an expansion zone that
introduces a complex flow pattern which is challenging
to reproduce numerically. This article presents two case
studies where multiple flow fields are identified for the
flow field downstream the expansion zone.

The solution of the Navier-Stokes equations depends
on several input parameters such as the overall geome-
try of the settling basin, its wall roughness, the discharge,
to name a few. A number of solution algorithms are
also available for the different terms in the Navier-Stokes
equations. Diverse range of turbulence models exist, and
it is possible to choose among several discretization
schemes for the convective and transient terms. Further-
more, disparate variants of grid and cell configurations
are available.

The grid resolution or cell density is often an impor-
tant parameter in deciding the accuracy of the com-
puted flow gradients. It is commonly acknowledged
that variations in the numerical algorithms can give

© 2019 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
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different accuracy of the results, meaning small vari-
ations in the solution appear. This article focuses on
some rare instances where the main flow pattern of
the solution changes significantly as a function of the
choice of numerical algorithm. Such cases have also
been observed in other fields of fluid mechanics. Dur-
rani, Cook, and McGuirk (2015) computed thermally
buoyancy driven flow in a ventilation system, where a
box was filled with fluid and a thermal element was
placed in the bottom of the box. Perforations in the
box were opened/closed to model inflow and outflow
of fluid. Three different steady-state flow fields were
obtained, all of them were observed in experimental
results. Kamenetskiy et al. (2014) computed flow over
a wing of an air plane during stall, wherein both the
Spalart-Allmaras and the k − ω turbulence models were
used. A numerical technique termed implicit residual
smoothing (IRS) (Jameson & Baker, 1983) was used to
find different flow solutions. The k − ω model was found
more robust to generate multiple solutions than the one-
equation Spalart-Allmaras model. However, two solu-
tions were also found using the k − ω model. Xu, Lin,
and Si (2014) obtained multiple solutions for the Navier-
Stokes equations when solved for an unsteady, lami-
nar, incompressible flow in a porous expanding channel,
maintaining constant the wall suction Reynolds num-
ber and the expansion ratio. Robinson (1976) found
that three numerical solutions exist for laminar, incom-
pressible, steady flow in a parallel plate porous channel
with uniform suction at both walls, when the wall suc-
tion Reynolds number exceeded a certain value. Up to
three different solutions were found for a single suction
Reynolds number as a function of varying skin fric-
tion. Also, two solutions were found by an analytical
approach. This verifies that the Navier-Stokes equations
can have multiple solutions irrespective of the numerical
method in use. Kantoush, Bollaert, and Schleiss (2008)
performed a series of numerical and laboratory experi-
ments on sediment deposition in a rectangular basin. An
objective was to test the sensitivity of different flow and
sediments parameters and different turbulence closure
schemes. In the physical model experiments, deposition
in the basin systematically developed along the left bank,
although the inflow and outflow were positioned sym-
metrically along the centre line of the basin. Although
asymmetric patterns were encountered most frequently,
symmetrical behavioral patterns were also observed from
time to time. This behavior was also identified in the
results from the numerical model. The simulations gen-
erally produced an asymmetric flow pattern that easily
switched side according to the assumptions made for
the initial- and boundary conditions. The results were
similarly sensitive to the choice of turbulence model.

In addition, performing three-dimensional simulations
on a shallow basin, Esmaeili, Sumi, Kantoush, Haun,
and Rüther (2016) found the symmetric behavior of the
flow field to be sensitive to small disturbances in the
boundary conditions. Viroulet et al. (2017) observed two
different steady-state regimes for granular flow over a
smooth two-dimensional bump in a small scale physical
modeling study. Dependent on the initial number of par-
ticles placed in front of the bump, either the formation of
a detached jet downstreamor a shock upstream the bump
was identified.

In the present study, multiple solutions were found
for the flow field of desilting basins in two different
hydro power plants. The numerical solution was inves-
tigated for different grids, discretization schemes, and
turbulence models.

2. Numerical models

Two different CFD programs were utilised in the present
study, SSIIM 1 and OpenFOAM. The SSIIM 1 program
is a freeware, while OpenFOAM is an open source pro-
gram. Both programs use a finite volume method to
solve the Reynolds averaged Navier-Stokes equations for
steady- and incompressible fluid flow. The system of
equations that was solved, is given in Equation (1)–(2):

∇ · U = 0 (1)

∇ · (ρUU) = −∇p + ρg + μ∇2U (2)

where U [m/s] is the fluid velocity, ρ [kg/m3] the fluid
density, p the pressure, g [m/s2] the gravitational acceler-
ation, and μ [kg/m s2] is the total dynamic viscosity. The
SIMPLE method (Patankar & Spalding, 1972) was used
to solve the pressure field. The programs used different
types of three-dimensional grids. The SSIIM 1 program
used a structured non-orthogonal grid, where geometry
details were modeled by blocking out cells. The Open-
FOAM program used orthogonal, unstructured grids,
based on hexahedral cells.

For both cases, sensitivity analyses for grid resolution
and discretization scheme were performed. The turbu-
lence was modeled by RANS. All simulations for the
Khimti case used the standard k − ε model (Launder
& Spalding, 1974) for turbulence modeling. For the Ton-
stad case, the standard k − ε model, the realizable k − ε

model (Shih, Liou, Shabbir, Yang, & Zhu, 1995) and the
RNG k − ε model (Yakhot, Orszag, Thangam, Gatski,
& Speziale, 1992) were tested in a sensitivity analysis.
Further, the near-wall behavior was modeled with wall
functions. A brief description of the wall models used
in these simulations is given in Section 2.1–2.2 of this
article.
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2.1. Discretization scheme

For both cases, the convective terms in the Navier-Stokes
equations were discretized with two different numer-
ical approaches, a first- and a second-order upwind
scheme. The second-order scheme used for the Khimti
casewas not bounded, whilst for the Tonstad simulations,
a bounded schemewas applied. Regarding the turbulence
variables, the first-order upwind scheme was chosen due
to its favorable stability properties.

The behavior of the flow field for the Khimti case
seemed to be highly dependent on the discretization
scheme in use. This is illustrated and presented in
Section 3.1 of this article.

2.2. Wall function

The near-wall behavior was computed by wall functions.
The near-wall region consists of three main parts, the
laminar sub-layer, the buffer layer and the logarithmic
layer. In the laminar sub-layer, the laminar law is valid
(u+ = y+)1, and in the logarithmic layer, the logarithmic
law (3) holds,

u+ = 1
κ
ln

(
y+) + B = 1

κ
ln

(
Ey+)

(3)

Here κ ≈ 0.4, is the von Karman’s constant and the addi-
tive constant B ≈ 5.0 − 5.4 (Schlichting, 1979). These
equations have previously been developed and validated
for smooth walls. Experiments for rough surfaces (Niku-
radse & Nikuradse, 1933) have indicated that the behav-
ior of the flow field follows the same logarithmic slope
as for smooth walls. Nevertheless, for a rough wall, the
curve of the logarithmic line in the u+ vs y+ diagram is
shifted in the negative u+-direction by a magnitude of
�B. Then the logarithmic law for a rough wall is given as
in Equation (4):

u+ = 1
κ
ln

(
y+) + B − �B(k+

s ,Cs) (4)

where �B is a function of the dimensionless sand-grain
roughness k+

s = utks/νt and a roughness constant Cs.
y+ and u+ used in Equation (4) and (3) represent the
dimensionless distance from the wall and the dimension-
less velocity, respectively. These variables are defined in
Equation (5):

u+ = u
uτ

y+ = uτ y
ν

(5)

where uτ =
√

τwall
ρ

is the shear velocity, u is the veloc-
ity parallel to the wall and y is the wall normal distance
(Versteeg, 2007).

All simulations for the Khimti case were run with a
rough wall function approach. In SSIIM the near-wall
behaviour for rough walls is based on Schlichting wall
law (Schlichting, 1979), given in Equation (6):

u+ = 1
κ
ln

(
30y
ks

)
(6)

where ks is a roughness parameter.
For the simulations on Tonstad sand trap, a rough

wall function was adopted. In OpenFOAM, the choice
of wall function is specified through the turbulent vis-
cosity νt . The rough wall function, implemented in
an OpenFOAM case as nutkRoughWallFunction,
utilises a roughness equation in the form of Equation (4)
to account for the roughness effects (OpenFOAM the
openfoam foundation, n.d.). This is equivalent to manip-
ulating the parameter E in Equation (3).

3. The khimiti sand trap

The Khimti-I hydro power plant is located on the Khimti
River in the Koshi basin of Eastern Nepal. This run-of-
the river hydro power project is equipped with a sand
trap, as the sediment concentrations in the Khimti river
can be substantial. The sand trap is concrete lined and
operates under open channel flow conditions. It has two
basins, where only one (the left) was investigated in
the study. The length of the sand trap is 135m, includ-
ing the inlet section. Considering the fact that the inlet
section is slightly skewed compared to the direction of
the sand trap, a divide wall was constructed to establish
a more uniform flow profile in the transverse direction.
The maximum channel width is 12m and the maxi-
mum depth is 7.7m. The sand trap was investigated in
a physical model study at the Tribhuvan University in
Nepal, where velocity profiles of water flow within the
sand trap were measured by anchored floats (Hydrocon-
sult, 1997). The construction material of the physical
model was plywood supported by steel frames. Trans-
parent acrylic glass and extruded foam were used within
the transition bends at the upstream end of the model.
The physical model was built at a geometric scale ratio
of 1:15 and the other hydraulic parameters were scaled
according to Froude’s law. The discharge into the proto-
type sand trap was 15.05m3/s. The vertical profile of the
water velocity was measured for different vertical lines
at different locations downstream of the sand trap inlet.
Flow anchors at three differentwater depthswere used for
these measurements. The floats were timed over a length
of 1m.

In the present study, the flow field of the sand trap
was predicted by a numerical model, where the flowing
water was treated as an incompressible fluid. The sand
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Figure 1. Plan view of Khimti sand trap. Flow direction is from left to right. The red line placed at 67.5m, indicates the cross-section
where the measurements presented in Figure 3 and 4 were performed.

Figure 2. Cross-sectional view of Khimti sand trap at 67.5m. The
different lines correspond to the locations of the different velocity
measurements. Given as distances from the left wall, the locations
for the different vertical lines are, a= 1.5m, b= 3m, c= 6m,
d= 9mand e= 10.5m. The cross-section shown in this figure cor-
responds to the location of the velocity measurements presented
in Figure 4.

trap was modeled in full size. The measurements from
the physical model study were used to validate the results
from the numerical model. A plan view of the compu-
tational domain is given in Figure 1. Vertical profiles of
streamwise velocities were measured at a location 67.5m
downstream the inlet (see Figure 1). As illustrated in
Figure 2, several vertical profiles were measured along
this cross-section. These locations correspond to 1.5, 3,
6, 9 and 10.5m from the upper wall in Figure 1.

The water discharge was specified at the sand trap
inlet, and a zero gradient boundary condition was given
for the outlet. The initial streamwise flow velocity (ux) in
the internal part of the sand trap was estimated according
to the continuity equation. The remaining velocities (uy
and uz) were initially set to zero. The near-wall behaviour
was calculated by wall functions (Equation (6)). A rough-
ness height of ks = 0.0017m was used for the concrete
walls. This is similar to a Manning-Strickler value of 90
(Mayer-Peter & Mueller, 1948; Rijn, 1982), which is tab-
ulated as a typical value for cement lined channels (Elger,
Williams, Crowe, & Roberson, 2013).

3.1. Effect of discretization scheme

Longitudinal sections of the sand trap (side view),
showing the velocity fields predicted by the different

discretization schemes, are given in Figure 3. These
figures show that the predicted flow field varied sig-
nificantly depending on the discretization scheme in
use. Figure 3(a) illustrates that the first-order upwind
scheme predicts a jet at the water surface, and a
recirculation zone towards the bed. On the other
hand, the second-order upwind scheme computes the
highest velocities close to the bed. Here a recircu-
lation zone is found towards the free surface (see
Figure 3(b)).

Measured and computed velocity values for the ver-
tical lines (a), (b), and (e) in Figure 2 are com-
pared in Figure 4. According to the measurements,
the first-order upwind scheme gives a more accurate
velocity profile than the second-order upwind scheme
for all vertical lines (see Figure 4). The best correla-
tion with the measurements are found for the vertical
profile 3m from the left edge of the sand trap (see
Figure 4(b)). For the lines 1.5 and 9m from the left
edge of the sand trap, the correlation between the lab-
oratory measurements and the first-order upwind sim-
ulations are not as good as for the profiles 3m from
the left edge. Nevertheless, the results from the cal-
culations using the first-order scheme still appear to
produce solutions closest to the measured values (see
4(a),4(c)).

3.2. Grid sensitivity

Three different grid configurations were used to carry
out the computations. Identical boundary conditions
were used for all grids, but they differed in cell density.
The coarsest, middle and finest grid contained 38,000
cells, 303,000 cells and 1.2 million cells, respectively. The
simulations using the different grid resolutions resulted
in similar flow fields (see Figure 5). Nevertheless, the
velocitymeasurements for the first-order upwind scheme
tended to have a better correspondence with the mea-
sured data as the grid resolution was increased (see
Figure 5(a)). Further grid refinement was problematic
as SSIIM 1 was not parallelized with message passing
interface (MPI) and therefore not able to fully utilise
the advantages of high-performance computing (HPC)
clusters.
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(a)

(b)

Figure 3. Longitudinal profileswith velocity vectors ux through the Khimti Sand Trap (side view). (a) Computedwith a first-order upwind
scheme, here the recirculation zone is located towards the bottom of the sand trap. (b) Computed with a second-order upwind scheme,
here the location of the recirculation zone is close to the surface.

3.3. Discussion

The fact that the first-order discretization scheme pre-
dicts a more correct velocity field than a second-order
scheme is remarkable asmost guidelines for CFD compu-
tations recommend the usage of a second-order scheme
instead of a first-order scheme (Franke, Hellsten, Schlun-
zen, & Carissimo, 2011). Note that the second-order
upwind scheme used in these simulations is not bounded.
Therefore, it may produce unrealistic overshoots/under-
shoots in its extrapolation of a variable value. This pro-
vides a possible explanation for the findings in Section 3.1
of this article. Aryal and Olsen (2001) found results
with similar overshooting problems for the second-order
upwind scheme when doing simulation at the same sand
trap.

Using the first-order upwind scheme, a recirculation
zone was located close to the bed of the sand trap, whilst
for the second-order upwind scheme, the recirculation
zone was located close to the free surface. Regarding the
sand trap efficiency, a recirculation zone close to the bot-
tom could swirl up sediments from the bottom of the
sand trap, and work against the sediment settling. This
illustrates the importance of an accurate prediction of the
flow pattern in the sand trap with respect to sand trap
efficiency calculations. Similar observations with mul-
tiple stable flow configurations have been identified in
physical model studies conducted for shallowwater flows
(Kantoush et al., 2008; Viroulet et al., 2017).

4. The Tonstad sand trap

The Tonstad hydro power plant is located in south-
western Norway. In terms of electricity production, it is
the largest hydro power plant in Norway. Prior to being
directed into the turbines for power generation, the water
enters one of the three parallel sand traps. The flowwithin
the sand traps is pressurised. The sand traps are rock
blasted and unlined, resulting in large roughness ele-
ments with complex geometry. The flow in one of these
sand traps was computed by Bråtveit and Olsen (2015)
using the commercial program STAR-CCM+. Lateral
profiles of horizontal velocities were measured in the
sand trap using field Acoustic Doppler Current Profilers
(ADCP) as described by Bråtveit and Olsen (2015). The
numerical results obtained in connection to this study
showed variability in the placement of the maximum
velocity at these lines. The inlet jet tended to follow paths
on different sides of the tunnel depending on the grid
type and grid resolution.

The fact that multiple solutions can be produced by
different grids for the numerical model is an important
issue to consider when dealing with CFD. The inten-
tion of the present study was to investigate this phe-
nomenon and to see which parameters influenced the
results. From field measurements performed by Bråtveit
and Olsen (2015), velocity measurements were available
for a horizontal line at a cross-section just downstream
the expansion zone (cf. Figure 6). The vertical position of
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(a) (b)

(c)

Figure 4. Computed and measured velocities in streamwise direction (ux) for three vertical profiles in the Khimti sand trap. All velocity
profiles are measured at different vertical lines 67.5m downstream the sand trap inlet. Subfigures (a), (b) and (c) corresponds to line (a),
(b) and (e) in Figure 2, respectively. The labels refer to the discretization scheme, FOU= first-order upwind scheme, SOU= second-order
upwind scheme. (a) 1.5m from horizontal edge, (b) 3m from horizontal edge and (c) 9m from horizontal edge.

(a) (b)

Figure 5. Sensitivity on grid resolution. Computed andmeasured streamwise velocities (ux) for three vertical profiles in the Khimti sand
trap. All velocity profiles are measured at different vertical lines 67.5m downstream the sand trap inlet. Both sub figures a) and b) corre-
spond to line b) in Figure 2. The labels refers to the discretization scheme, FOU= first-order upwind scheme, SOU= second-order upwind
scheme, and coarse, fine, xfine, refers to the different grid resolutions.(a) FOU= first-order upwind scheme. (b) SOU= second-order
upwind scheme.
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Figure 6. Model of Tonstad sand trap 3. Top view. Coordinates in meters.

Figure 7. The cross-sections of the Tonstad sand trap where the
ADCP measurements were done. The horizontal line in the figure
corresponds to the line were the velocities were measured. The
longitudinal position of this cross-section is indicated in Figure 6.

the ADCP is illustrated in Figure 7. These measurements
were employed for validation of the numerical model.

The tunnel section was 200m long, had a max-
imum height of 10m, and a maximum width of
15m. A generated mesh of the model is illustrated in
Figure 6. A stereo-lithography (STL) file, made from a
scanned point cloud of the tunnel, was available and
used for the mesh generation. The tunnel was mod-
eled in full size. The mesh was constructed by using
blockMesh and snappyHexMesh, which are the
meshing tools incorporated in OpenFOAM. The dif-
ferent ADCP devices were placed at different locations
along the tunnel. The simulations were run with the
simpleFoam solver in OpenFOAM. This is the Open-
FOAM implementation of the SIMPLE routine (Patankar
& Spalding, 1972) and contains both the standard
SIMPLE version and its consistent formulation, SIM-
PLEC (OpenFOAM the openfoam foundation, n.d.). In
this study, the consistent version SIMPLEC was utilised.

4.1. Boundary and initial conditions

The volumetric flow rate was set constant at the inlet,
with a magnitude of 75m3/s. This value has been esti-
mated by previous efficiency analyses of the turbines
(Bråtveit & Olsen, 2015). The pressure flux was fixed at
the inlet, whilst the turbulent variables k, ε, and νt were
set to initial values, in accordance with Equations (7)–(9)
(Versteeg, 2007):

k = 3
2
(UI)2 = 0.0295m2s−2 (7)

ε = C3/4
μ k3/2

l
= 2.01 · 10−3 m2s−3 (8)

νt = Cμ

k2

ε
= 0.039m2s−1 (9)

The values for k and ε were based on the given discharge,
and an assumption of a turbulent intensity (I) of 5%.
The dissipation length scale, l, was estimated to be 10%
of the width of the inlet, which was measured to 3.9m.
The turbulent model constant Cμ was set to 0.09. The
velocity at the outlet was governed by the pressure, which
was set to the value of 6 · 105 Pa. This pressure was also
the initial value for the pressure in the sand trap. k and
ε were set to zero gradient at the outlet. At the walls,
the velocity was set to zero, and a zero gradient bound-
ary condition was applied for the pressure. The near-wall
behavior of k, ε, and νt was decided by wall functions, as
described in Section 2.2. A rock-blasted tunnel has com-
plex geometry with several roughness scales. When the
grid is made finer, more roughness details are resolved.
The outer boundary of the grid will therefore change
according to the grid size. The sand grain roughness
height ks should account for the roughness that will not
be captured by the grid. A requirement stated in the
CFD literature is that ks < �x

2 (Blocken, Stathopoulos,
&Carmeliet, 2007), where�x in this case refers to the cell
size of the cell adjacent to the surface. Based on the range
of the near-wall grid sizes (�x = 0.03755 − 0.0625) used
in the simulations, the sand grain roughness height, ks,
was set to 0.01m. The roughness constant, Cs, was set
to 0.5 (ref. Equation (4)). This is given as a default value
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(a) (b)

(c)

Figure 8. Lateral profiles of streamwise velocities (ux) from the ADCP at Tonstad sand trap for first- and second-order upwind scheme for
different turbulence models. These cases are simulated on grids with 19 million cells and grid sizes of �x = 0.25 − 0.125 − 0.0625m,
where the grid is refined towards the wall. Each refinement layer consists of six cells. (a) k − ε. (b) realizable k − ε. (c) RNG k − ε.

in the literature (Blocken et al., 2007). The flow within
the sand trapwas considered incompressible. Initially, the
tunnel was filled with stagnant water, with a pressure of
6 · 105 Pa.

4.2. Results Tonstad

4.2.1. Discretization scheme
The simulation outputs from the Khimti sand trapmodel
predicted a total change in the flow pattern, strongly
dependent on the order of the discretization scheme
used. Based on this, a remarkable point for the anal-
ysis on Tonstad was to investigate whether the same
would apply to this sand trap. The first- and second-
order upwind schemes were used to test this hypothesis.
The effect of the discretization scheme was tested for
different grid sizes. The results from these simulations
are depicted in Figures 8 and 9. Figure 8 illustrates
the results obtained from simulations on the grid with
19 million cells. From these (Figures 8 (a and c)), it is

evident that the jet converges towards different sides of
the tunnel depending on the discretization scheme, both
for the standard k − ε- and the RNG k − ε models. The
change of the discretization scheme appears to have lim-
ited effect on the results from the realizable k − ε model
(Figure 8(b)).

Figure 9 illustrates the corresponding results using
a refined grid with 50 million cells. At this grid res-
olution, the choice of discretization scheme does not
seem to have any significant influence on the flow
pattern at the ADCP. For both grid resolutions, the
results generated using the realizable k − ε model seem
to demonstrate the highest correspondence with the
field measurements. The magnitude of the maximum
velocity is calculated with relatively good accuracy. Nev-
ertheless, the location of this maximum velocity is rel-
atively skewed compared to the field measurements.
This applies to all computation results presented in
Figure 9. The field measurements show a relatively
symmetric flow pattern. Also, the recirculation zone
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(a) (b)

(c)

Figure 9. Lateral profiles of streamwise velocities (ux) from the ADCP at Tonstad sand trap for first- and second-order upwind scheme for
different turbulence models. These cases are simulated on grids with 50 million cells and grid sizes of�x = 0.15 − 0.075 − 0.03755m,
where the grid is refined towards the wall. Each refinement layer consists of six cells. (a) k − ε (b) realizable k − ε (c) RNG k − ε.

found in the calculations is not identified in the field
measurements.

The calculated flow field of the entire tunnel cross-
section at the location of the ADCP is illustrated in
Figure 10. These Figures 10(a,b) are from simulations
on the 19 million cells grid using the RNG k − ε tur-
bulence model. In Figure 10(a,b), recirculation zones are
identified in the lower right and left corner, respectively.
These zones are also recognized in Figure 11, which
shows a top view of the flow situation. Apart from the
fact that the jet follows trajectories on different sides
of the tunnel, the flow situation seems similar in the
two cases. A recirculation zone is formed at a lower
side wall, and the maximum velocity is located in the
upper part of the tunnel. Nevertheless, the results indi-
cate that the length of the high-velocity jet is longer for
the second-order scheme than for the first-order scheme
(Figure 11).

4.2.2. Grid sensitivity
A basic requirement for a CFD calculation is to obtain a
grid independent solution (Versteeg, 2007). As the calcu-
lation domain gets sufficiently large, and the flow attains
a highly turbulent state, the cell density needed to obtain
a grid independent solution might be computationally
demanding. Nevertheless, the starting point in this study
was to carry out simulations starting with a coarse grid,
and refining the grid until a grid independent solution
was obtained. The effects of grid refinement towards
the wall were also examined. All simulations within this
grid sensitivity analysis were calculated using the second-
order upwind discretization scheme for the convective
term in Navier-Stokes equation.

The grid sensitivity analysis for the standard k − ε

model is shown in Figures 12(a), 13 and 14. From these
depictions, it is evident that the path of the jet at the
ADCP is predicted at different locations depending upon
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(a) (b)

Figure 10. RNG k − ε. Streamwise velocity profiles (ux) of the cross-section of the ADCP at Tonstad sand trap. The ADCP is measuring
along a horizontal line in the middle part of the cross-section (cf. Figure 7). The path of the jet at this cross section alters completely as
function of the discretization scheme when a grid of 19 million cells is used. (a) Second-order upwind and (b) first-order upwind.

(a)

(b)

Figure 11. RNG k − ε. Streamwise velocity profiles (ux) for the first part of the tunnel of Tonstad sand trap, top view. The first 40 meters
of the sand trap is shown, which includes the region measured by the ADCP. The vertical coordinate of this cross-section corresponds to
the velocity profile measured by the ADCP (cf. Figure 8(c) and Figure 7). The path of the jet in this section alters completely as function
of the discretization scheme when a grid of 19 million cells is used. (a) RNG k − ε – second-order upwind and (b) RNG k − ε – first-order
upwind.

the grid resolution. For the coarsest grid (3 million cells),
the location of the jet is predicted to be in the upper
centre of the tunnel. This location corresponds with the
field measurements. Nevertheless, the magnitude of the
velocity is considerably lower than in the field measure-
ments. The maximum velocity calculated on the finer
grids corresponds better with the field measurements

(see Figure 12(a)). For the finest grids (40 and 50 mil-
lion cells), the jet appears to converge to the left side of
the tunnel. This is not in accordance to the field mea-
surements. Increasing the number of cells from 40 to 50
million seemingly had limited effect on the result. Dif-
ferent from the results at the finer grid resolutions, a
recirculation zone is found along the whole width of the
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(a) (b)

(c)

Figure 12. Lateral profiles of streamwise velocities (ux) from the ADCP at Tonstad sand trap using different grid resolutions. For each
turbulence model the cases were calculated on three different grids containing 19, 40 and 50 million cells, respectively. For the standard
k − ε- and the realizable k − ε model, an additional case with 3million cells and nowall refinement was calculated as well. (a) k − ε. (b)
realizable k − ε. (c) RNG k − ε.

tunnel floor at the cross-section of the ADCP for the
coarsest grid resolution (see Figure 14).

Unlike the results for the standard k − ε model, the
realizable k − ε model predicts results that are relatively
insensitive to the grid resolution (see Figure 12(b)). For
all tested grid resolutions, the jet converged towards the
left side of the tunnel. As the grid was refined, the path
of the jet tended to be predicted further away from the
middle of the tunnel and closer to the wall. This feature
was also identified using the standard k − ε model.

In addition to the standard k − ε and the realiz-
able k − ε model, the RNG k − ε turbulence model was
tested. The corresponding results using this model are
illustrated in Figure 12(c). Contradictory to what was
observed for the other turbulence models, the jet tends
to converge to the right side of the tunnel for the finer
grid resolutions (40 and 50 million cells) for the RNG
k − ε model. Nevertheless, at the coarsest grid resolution

used for this turbulence model (19 million cells), the jet
converges to the opposite side of the tunnel. This was
another instance, where considerable variability in sim-
ulation outputs were observed, as a result of changing a
numerical input parameter of the calculation.

4.2.3. Sensitivity of turbulencemodel
To investigate the effect of changing the turbulence
model, several versions of the k − ε model were tested at
different grids. Figure 15, 16 and 17 present the results
from this analysis. At each grid resolution tested, one
of the turbulence models predicts the jet to follow a
path on the opposite side of the tunnel than the other
two. At the coarsest grid resolution (19 million cells),
the results using the standard k − ε model converges to
the right side of the tunnel, while the jet shifts to the
other side using the other turbulence models. For the
finer grid resolutions, it is the RNG k − ε model that
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(a)

(b)

(c)

Figure 13. Standard k − ε turbulence model. Streamwise velocity profile (ux) of the first part of the tunnel of Tonstad sand trap, top
view. The first 50m of the sand trap is shown, which includes the region measured by the ADCP. The vertical coordinate of these cross-
sections corresponds to the velocity profile measured by the ADCP (cf. Figure 7 and Figure 12). The path of the jet in this section alters
completely as function of grid resolution. (a) 40 million cells, (b) 3 million cells and (c) 19 million cells.

(a) (b) (c)

Figure 14. Standard k − ε. Streamwise velocity profile (ux) of the cross-section of the ADCP at Tonstad sand trap. The ADCP aremeasur-
ing along a horizontal line in the upper part of the cross-section (cf. Figure 7). The path of the jet at this cross section alters completely
as function of the grid size for the standard k − ε model. (a) 40 million cells, (b) 3 million cells and (c) 19 million cells.
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(a) (b)

(c)

Figure 15. Lateral profiles of streamwise velocities (ux) from the ADCP at Tonstad sand trap. Sensitivity on turbulence model for the
different grid sizes. (a) 19 million cells, (b) 40 million cells and (c) 50 mill cells.

predicts the jet to follow the right side of the tunnel, while
the other models predict it to the left side. The situation
is similar for the two finest grid resolutions (40 mil-
lion cells and 50 million cells). These results can also be
identified from the previous sections (Section 4.2.2 and
Section 4.2.1).

4.2.4. Stationary vs. transient simulations
A working hypothesis was that the different solutions
could probably result if the jet was in fact oscillating
between the left and the right side of the tunnel. To
investigate if this could be the case, the field data was
further analysed. In Figure 18, development of the field
data are plotted for a period with stable production. For
the plotted period, the production was relatively sta-
ble at 300MW. Each line on the plot is averaged over
10-min intervals. Figure 18(a) suggests that minor fluc-
tuations in velocity peaks were observed. For the first
10min, the velocity peak was located around 3.5m from
the tunnel wall. For the next 10min, it was located more

to the centre, and for the next period, the peak was
located around 5.5m from the tunnel wall. Further, it
gradually transitions back for the next two time peri-
ods. Nevertheless, changes in position for the velocity
peak were not as prominent as for the simulated data.
Figure 18(b) plots the field data for another time period
of stable production. From this figure, any prominent
trend in position change of the jet is hard to identify.
The small variations in the time averaged valuesmight be
caused by limited quality of the measurements (Bråtveit
& Olsen, 2015). The variations between the time aver-
aged values from the different time intervals are largest
far away from the wall (see Figure 18(b)). Based on the
findings of Bråtveit and Olsen (2015), the quality of the
measurements are considered satisfactory only up to a
distance of 5m away from the ADCP apparatus. For the
time period plotted in 18(b), the correlation between the
time averaged measurements for the different time inter-
vals, appears to be relatively high the first 5m from the
ADCP.
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(a)

(b)

Figure 16. Standard k − ε vs RNG k − ε turbulence model. Streamwise velocity profiles (ux) for the first part of the tunnel of Tonstad
sand trap, top view. The vertical coordinate of this cross-section corresponds to the velocity profile measured by the ADCP (cf. Figure 7
and Figure 15). The path of the jet at this cross-section alters completely when the turbulencemodel is changed from the standard k − ε

to the RNG k − ε model. (a) RNG k − ε. (b) Standard k − ε.

(a) (b)

Figure 17. Standard k − ε vs RNG k − ε turbulencemodel. Streamwise velocity profiles (ux) of the cross-section of the ADCP at Tonstad
sand trap. The ADCP is measuring along a horizontal line in the upper part of the cross-section (cf Figure 7). The path of the jet at this
cross-section alters completely when the turbulence model is changed from the standard k − ε to the RNG k − ε model. (a) RNG k − ε.
(b) Standard k − ε.

4.3. Discussion Tonstad sand trap

The observed results demonstrate that there exist multi-
ple solutions of the Navier-Stokes equations for the flow
field within this sand trap. This corresponds to find-
ings by Bråtveit and Olsen (2015). All simulations appear

to converge to steady solutions, but different computa-
tional setups predict different trajectories for the jet at the
expansion zone of the tunnel. Using identical boundary
conditions, the jet converges to solutions on either sides
of the tunnel, and in the centre, depending on the dis-
cretization scheme, grid resolution, and the turbulence
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(a) (b)

Figure 18. Lateral profiles of streamwise velocities (ux) for the ADCP at Tonstad sand trap. Analysis of field data. Time averaged over
10min, two periods plotted. First period starts from 23:00:00 at the 15th of February 2012 and the second period starts from 01:15:00
at the 16th of February 2012. For both periods the production is approximately stable at a rate of 300MW. (a) 23:00:00-00:30:00. (b)
01:15:00-01:55:00.

model utilised. Similar observations were identified by
Kantoush et al. (2008). In a numerical experiment of
sedimentation settling, the main flow tended to follow
one of the sides of the basin. By applying small changes
to the assumptions in the initial- and boundary condi-
tions, the main flow switch to follow the other side of the
basin. This behavior was further confirmed by laboratory
experiments.

The role of the sand trap in a hydro power tunnel is
to reduce the size of the sediments that are transported
with the flow. The main purpose of this is to avoid severe
damage to the turbine blades. This is done by decreas-
ing the velocity of the water flow, which in turn allows
for sediments to settle. To reduce the velocity of the inlet
flow, many sand traps are equipped with an expansion
zone. Increasing the width of the tunnel will reduce the
flow velocity, which increases the amount of sediment
settling. In addition, the expansion will introduce turbu-
lence and recirculation zones and create a complicated
flowpattern. Recirculation zones and turbulencewill lead
to swirling of the sediments, and thereby work against
the process of sediment settling. This is very unfavor-
able for effective hydraulic performance of the sand trap
(Brox, 2016). In addition to the magnitude of the veloc-
ity, important factors influencing the trap efficiency will
then be the length and extension of the high-velocity inlet
jet, as well as the placement of the recirculation zone. In
this study, the path of the inlet jet and the placement of
the recirculation zone were changed dependent of the set
up of discretization scheme, grid resolution and turbu-
lence model. In many sand traps, a series of tranquilizing
racks are placed in the expansion zone to enhance the
flow conditions with regards to sediment settling. The

purpose of these racks is to homogenise the flow and thus
reduce the turbulent velocity fluctuations (Paschmann,
Fernandes, Vetsch, & Boes, 2017) in turbulent regions of
the expansion zone. Nevertheless, construction of such
racks has not been common in Norwegian hydro power
plants and was not present in the expansion section of
Tonstad sand trap. For this sand trap, a high-velocity jet
downstream of the expansion zone was identified both
from the field measurements and in the results from the
numerical simulations.

Changing the discretization scheme from first- to
second-order upwind moved the jet from the left- to the
right-hand side of the tunnel, when calculated on the
grid of 19 million cells. These results were found both
for the standard k − ε model and the RNG k − ε model.
Apart from the fact that the jet followed trajectories on
either sides of the tunnel, the flow patterns were similar
for the different discretization schemes tested. For both
schemes, a high-velocity jet followed one side of the tun-
nel, and a recirculation zone was found at the opposite
side. Whether the jet follows the left or right side of the
tunnel is of little importance for the sediment settling,
as long as the remaining flow features are similar. The
length of the high-velocity jet seemed to be larger using
the more accurate second-order discretization scheme.
This could affect the efficiency of the sediment settling
(Nøvik, Dudhraj, Olsen, Bishwakarma, & Lia, 2014).

For the finer grid resolutions, no significant differ-
ences were detected between the different discretiza-
tion schemes. More equal results for first- and second-
order discretization schemes are expected as the grid
resolution increases (Versteeg, 2007). This is due to the
fact that numerical diffusion, which might be an issue
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for first-order discretization schemes, is reduced (Ver-
steeg, 2007). In other words, numerical diffusion will
introduce inaccuracy to the calculations, but should in
principle not lead to results that are totally different as
seen from this study.

Changing the grid from relatively coarse (3 million
cells) to finer (19, 40 and 50 million cells) made the
jet follow the middle, right and left side of the tun-
nel, when using the standard k − ε model for turbu-
lence modeling. Similar to the sensitivity analysis on
discretization scheme, the flow pattern was comparable,
but on different sides of the tunnel. This means that
with regard to sand trap efficiency, this should not be
of significant importance. Nevertheless, for the coars-
est grid resolution, the jet was predicted to follow the
upper centre of the tunnel and a recirculation zone
was spanning the whole width of the ground section of
the tunnel. This might affect the efficiency of the sand
trap.

All converged solutions considered, it is evident that
in the majority of the cases, the jet follows the left wall
of the tunnel. This is not according to what is seen from
the field data, where the jet seems to follow the middle of
the tunnel. Nevertheless, similar behavior was identified
by (Kantoush et al., 2008) in a physical model. For the
majority of the experiments, the flow was aligned along
one of the sides of the basin, and occasionally it changed
to the other side.

To investigate whether the multiple solutions found in
the simulations could be due to some transient features
of the flow, the field measurements were analysed to con-
sider whether the jet was in fact oscillating between the
left and right side of the tunnel. Any prominent oscilla-
tions could not be proved to exist based on the available
field measurements. The fact that velocity measurements
are only available for one horizontal line at three cross-
sections of the tunnel, and also that questions are raised
concerning the validity of the measurements data for the
right side of the tunnel (Bråtveit and Olsen (2015), lim-
its the ability to draw strict conclusions regarding the
behaviour of the flow and the accuracy of the flow field
calculations.

To be able to draw further conclusions on this,
field measurements covering more features of the flow
would be required.Moreover, transient simulations using
detached eddy simulation (DES) or large eddy simula-
tion (LES) could be performed. In these models, the
motions of the turbulent eddies are captured, which
gives an improved capability to capture transient features
within the flow. Nevertheless, the use of LES in flows
with Reynolds number in the range of 106, as in this
case, has shown to be challenging (Catalano, Wang, Iac-
carino, &Moin, 2003). The use of LESmight have greater

applicability replicating physical model studies, where
the Reynolds number will be smaller.

Based on the analysis of the field data and the magni-
tude of the Reynolds number, simulations based on LES
were not performed in the current study.

5. Conclusion

Durrani et al. (2015), Kamenetskiy et al. (2014) and
Robinson (1976) reported multiple solutions when solv-
ing the steadyNavier-Stokes equations. The current study
introduces new examples where the solutions of the
Navier-Stokes equations solved by CFD are not unique.
The findings from the mentioned studies suggest that
interpretation of results from CFD computations should
be treated with caution. The results should be vali-
dated by physical measurements, and sensitivity analyses
for grid resolution, turbulence model and discretization
scheme should be carried out.

The results from CFD simulations done at Khimti-
and Tonstad hydro power plants, failed to produce a
unique solution for a flow field within a sand trap, using a
RANSmodel. The main reason for this is that the expan-
sion zone, which is the crucial part of the sand trap,
creates a complicated flow pattern where a high turbu-
lent zone is created. None of the sand traps included in
this study were equipped with tranquilizing racks, which
could have had a beneficial impact on the flow pattern by
homogenising the flow.

According to the current study findings, changes in
input parameters as discretization scheme, grid resolu-
tion and turbulencemodel could have significant impacts
on the computed flow pattern within sand traps. If CFD
computations are performed with the aim of deciding
the settling efficiency, discrepancies could arise due to
changes in the numerical parameters investigated in this
study. Nevertheless, major part of the sediment settling
takes place downstream the expansion zone. Here, the
fluid velocity is reduced, and a more uniform flow field
exists.

The study of the Khimti sand trap suggests that the
boundedness of the discretization scheme might be of
higher importance than its order, with regards to accu-
rately predicting the flow pattern within a sand trap.

To further validate the results from these case stud-
ies, transient analyses using DES could be performed.
Field measurements covering more features of the flow
would be required to be able to further validate the CFD
calculations.

Note

1. u+ =non-dimensional velocity, y+ = non-dimensional
position



ENGINEERING APPLICATIONS OF COMPUTATIONAL FLUID MECHANICS 215

Acknowledgements

The authors acknowledge the support and cooperation of
NOTUR for providing computational time on Vilje and Fram
HPC clusters.

Disclosure statement

No potential conflict of interest was reported by the authors.

References

Akbarian, E., Najafi, B., Jafari, M., Ardabili, S. F., Shamshir-
band, S., & Chau, K.w. (2018). Experimental and computa-
tional fluid dynamics-based numerical simulation of using
natural gas in a dual-fueled diesel engine. Engineering Appli-
cations of Computational Fluid Mechanics, 12(1), 517–534.
doi:10.1080/19942060.2018.1472670.

Aryal, P., & Olsen, N. R. (2001). 3D CFD modelling of water
flow in the sand trap of Khimti Hydropower Plant, Nepal. In
Proceedings of the 4th international conference on hydropower
development, Bergen, Norway.

Blocken, B., Stathopoulos, T., & Carmeliet, J. (2007). CFD
simulation of the atmospheric boundary layer: Wall func-
tion problems. Atmospheric Environment, 41(2), 238–252.
Retrieved from http://www.sciencedirect.com/science/
article/pii/S135223100600834X

Bråtveit, K., & Olsen, N. R. B. (2015). Calibration of horizontal
acoustic doppler current profilers by three dimensional cfd
simulations.EngineeringApplications of Computational Fluid
Mechanics, 9(1), 41–49. doi:10.1080/19942060.2015.1004807.

Brox, D. (2016). Design and functional requirements of rock
traps for pressure tunnels. The International Journal on
Hydropower and Dams, 46–52.

Catalano, P., Wang, M., Iaccarino, G., & Moin, P. (2003, Aug).
Numerical simulation of the flow around a circular cylinder
at high reynolds numbers. International Journal of Heat and
Fluid Flow, 24(4), 463–469. doi10.1016/s0142-727x(03)000
61-4

Chau, K., & Jiang, Y. (2002, Apr). Three-dimensional pollutant
transport model for the pearl river estuary. Water Research,
36(8), 2029–2039. doi:10.1016/s0043-1354(01)00400-6

Chau, K., & Jiang, Y. (2004). A three-dimensional pol-
lutant transport model in orthogonal curvilinear and
sigma coordinate system for pearl river estuary. Interna-
tional Journal of Environment and Pollution, 21(2), 188.
doi:10.1504/ijep.2004.004185

Durrani, F., Cook, M. J., & McGuirk, J. J. (2015). Eval-
uation of LES and RANS CFD modelling of multiple
steady states in natural ventilation. Building and Envi-
ronment, 92(Supplement C), 167–181. Retrieved from
http://www.sciencedirect.com/science/article/pii/S0360132
315001936

Elger, D., Williams, B., Crowe, C., & Roberson, J. (2013). Engi-
neering fluid mechanics (10th ed. si version). Singapore:
Wiley.

Esmaeili, T., Sumi, T., Kantoush, S. A., Haun, S., & Rüther,
N. (2016). Three-dimensional numerical modelling of flow
field in shallow reservoirs. Proceedings of the Institution
of Civil Engineers – Water Management, 169(5), 229–244.
doi:10.1680/jwama.15.00011

Esmaeili, T., Sumi, T., Kantoush, S., Kubota, Y., Haun, S., &
Rüther, N. (2017, Nov). Three-dimensional numerical study
of free-flow sediment flushing to increase the flushing effi-
ciency: A case-study reservoir in japan. Water, 9(11), 900.
doi:10.3390/w9110900

Franke, J., Hellsten, A., Schlunzen, K. H., & Carissimo, B.
(2011). The cost 732 best practice guideline for cfd simula-
tion of flows in the urban environment: A summary. Inter-
national Journal of Environment and Pollution, 44(1/2/3/4),
419. doi:10.1504/IJEP.2011.038443

Hess, J., & Smith, A. (1967). Calculation of potential flow about
arbitrary bodies. Progress in Aerospace Sciences, 8, 1–138.
doi:10.1016/0376-0421(67)90003-6

Hydroconsult, B.P.C. (1997). Khimti 1 hydropower project
hydraulic model study (Final Report). Kathmandu: River
Research Laboratory.

Jameson, A., & Baker, T. (1983, July). Solution of the euler equa-
tions for complex configurations. 6th Computational Fluid
Dynamics Conference Danvers. doi:10.2514/6.1983-1929.

Kamenetskiy, D. S., Bussoletti, J. E., Hilmes, C. L., Venkatakr-
ishnan, V., Wigton, L. B., & Johnson, F. T. (2014, August).
Numerical evidence of multiple solutions for the reynolds-
averaged Navier-Stokes equations. AIAA Journal, 52(8),
1686–1698. doi:10.2514/1.J052676.

Kantoush, S. A., Bollaert, E., & Schleiss, A. J. (2008, Sep). Exper-
imental and numerical modelling of sedimentation in a
rectangular shallow basin. International Journal of Sediment
Research, 23(3), 212–232. doi:10.1016/s1001-6279(08)600
20-7

Launder, B., & Spalding, D. (1974). The numerical compu-
tation of turbulent flows. Computer Methods in Applied
Mechanics and Engineering, 3(2), 269–289. Retrieved from
http://www.sciencedirect.com/science/article/pii/00457825
74900292

Mayer-Peter, E., & Mueller, R. (1948). Formulas for bed
load transport. In Proceedings from the Second Meeting
of the International Association for Hydraulic Structures
Research, Stockholm, Sweden.

Nikuradse, J., & Nikuradse, J. (1933). Laws of flow in rough
pipes. VDI Forschungsheft, 361.

Nøvik,H., Dudhraj, A., Olsen,N., Bishwakarma,M.B., & Lia, L.
(2014). Numerical modeling of nonuniform flow in settling
basins. HYDRO Nepal Journal, 14, 27–35.

Olsen, N. R., & Kjellesvig, H. M. (1999). Three-dimensional
numericalmodelling of bed changes in a sand trap. Journal of
Hydraulic Research, 37(2), 189–198.doi:10.1080/0022168990
9498305

Olsen, N. R. B., & Skoglund, M. (1994). Three-dimensional
numerical modeling of water and sediment flow in a
sand trap. Journal of Hydraulic Research, 32(6), 833–844.
doi:10.1080/00221689409498693

Paschmann, C., Fernandes, J. N., Vetsch, D. F., & Boes, R. M.
(2017). Assessment of flow field and sediment flux at alpine
desanding facilities. International journal of river basin man-
agement, 15(3), 287–295.

Patankar, S., & Spalding, D. (1972). A calculation proce-
dure for heat, mass and momentum transfer in three-
dimensional parabolic flows. International Journal of Heat
and Mass Transfer, 15(10), 1787–1806. Retrieved from
http://www.sciencedirect.com/science/article/pii/001793107
2900543



216 S. K. ALMELAND ET AL.

Ramezanizadeh, M., Nazari, M. A., Ahmadi, M. H., & wing
Chau, K. (2018). Experimental and numerical analysis of
a nanofluidic thermosyphon heat exchanger. Engineering
Applications of Computational FluidMechanics, 13(1), 40–47.
doi:10.1080/19942060.2018.1518272

OpenFOAM the openfoam foundation (n.d.). Retrieved from
https://openfoam.org.

Rijn, L. C. (1982). Equivalent roughness of alluvial bed. Journal
of the Hydraulics Division, 108(10), 1215–1218.

Robinson,W.A. (1976, Jan). The existence ofmultiple solutions
for the laminar flow in a uniformly porous channel with suc-
tion at both walls. Journal of EngineeringMathematics, 10(1),
23–40.

Ruether, N., & Olsen, N. R. B. (2006). 3Dmodeling of transient
bed deformation in a sine-generated laboratory channel with
two different width to depth ratios. In Proceedings of river
flow 2006 conference, Lisbon, Portugal.

Ruether, N., Singh, J. M., Olsen, N. R. B., & Atkinson, E.
(2005,Mar). 3-D computation of sediment transport at water
intakes. Proceedings of the Institution of Civil Engineers –
Water Management, 158(1), 1–7. doi:10.1680/wama.2005.
158.1.1

Schlichting, H. (1979). Boundary-layer theory (7th ed.). New
York, NY: McGraw-Hill.

Shih, T.H., Liou,W.W., Shabbir, A., Yang, Z., &Zhu, J. (1995). A
new k-epsilon eddy viscosity model for high reynolds num-
ber turbulent flows. Computers and Fluids, 24(3), 227–238.
Retrieved from http://www.sciencedirect.com/science/
article/pii/004579309400032T

Török, G., Baranya, S., & Rüther, N. (2017). 3d CFD model-
ing of local scouring, bed armoring and sediment deposition.
Water, 9(1), 56. doi:10.3390/w9010056

Versteeg, H. (2007). An introduction to computational fluid
dynamics : The finite volume method (2nd ed.). Harlow:
Pearson/Prentice Hall.

Viroulet, S., Baker, J. L., Edwards, A. N., Johnson, C. G., Gjal-
tema, C., Clavel, P., & Gray, J. M. N. T. (2017, February).
Multiple solutions for granular flow over a smooth two-
dimensional bump. Journal of Fluid Mechanics, 815, 77–116.
doi:10.1017/jfm.2017.41

Xu, H., Lin, P., & Si, X. (2014). A study of multiple solutions
for the navier-stokes equations by a finite element method.
Numerical Mathematics: Theory, Methods and Applications,
7(1), 107–122.

Yakhot, V., Orszag, S. A., Thangam, S., Gatski, T. B., & Speziale,
C. G. (1992, July). Development of turbulence models for
shear flows by a double expansion technique. Physics of
Fluids A, 4, 1510–1520.



84 Scientific papers

A.2 Paper II: An improved air entrainment model for stepped
spillways



An improved air entrainment model for stepped spillways

Silje Kreken Almelanda,∗, Timofey Mukhab, Rickard E. Bensowb

aNorwegian University of Science and Technology, Department of Civil and Environmental Engineering, NO-7491
Trondheim, Norway

bChalmers University of Technology, Department of Mechanics and Maritime Sciences, Hörsalsvägen 7A, SE-412 96
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Abstract

Numerical modelling of flow in stepped spillways is considered, focusing on a highly economical approach
combining interface capturing with explicit modelling of air entrainment. Simulations are performed on
spillways at four different Froude numbers, with flow parameters selected to match available experimental
data. First, experiments using the model developed by Lopes et al. (Int. J. Nonlin. Sci. Num., 2017) are
conducted. An extensive simulation campaign is used to carefully evaluate the predictive accuracy of the
model, the influence of various model parameters, and sensitivity to grid resolution. Results reveal that, at
least for the case of stepped spillways, the number of parameters governing the model can be reduced. A
crucial identified deficiency of the model is its sensitivity to grid resolution. To improve the performance of
the model in this respect, modifications are proposed for the interface detection algorithm and the trans-
port equation for the volume fraction of entrained air. Simulations using the improved model formulation
demonstrate better agreement with reference data for all considered flow conditions. A parameter-free cri-
terion for predicting the inception point of air entrainment is also tested. Unfortunately, the accuracy of
the considered conventional turbulence models proved to be insufficient for the criterion to work reliably.

Keywords: Air entrainment modelling, numerical modelling, CFD, OpenFOAM, self-aeration, stepped
spillway

1. Introduction

Along with a renewed interest in stepped spillways as a flood overflow structure and energy dissipator in
hydraulic engineering, attempts at gaining a better physical description of spillway flows have also intensified.
A process that is especially challenging to study by means of both physical and numerical experiments, is
the self-aeration of the spillway. Yet, since large quantities of entrained air lead to higher flow depths, release
energy, and reduce the potential for damage caused by cavitation, accurate prediction of aeration is crucial
for spillway design. In this work, mathematical modelling and simulation of air entertainment is in focus.
To put the present contribution into context, a brief review of the physics of air entrainement in spillways
is given below, followed by an overview of past attempts of accounting for them in a numerical setting.

Generally, air entrainment is driven by turbulent motion and occurs when the turbulent forces at the free
surface overcome the stabilizing effects of surface tension and buoyancy [10]. Applied to spillways, it has
since the early work of Straub and Anderson [26] been widely accepted that the onset of self-aeration takes
place when the turbulent boundary layer, developed from the crest, reaches the free surface. This location
is commonly referred to as the ‘inception point’. Several contributions consider the onset of the aeration in
detail [6; 33; 28], and empirical relations exist for the distance to the inception point from the spillway crest
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[2; 18; 4]. Boes and Hager [2] proposed a computable definition of the inception point as the location where
the pseudo-bottom air concentration is 0.01.

Downstream of the inception point, entrainment quickly leads to a complete distortion of the perceivable
air-water interface into a thick layer occupied by a mixture of the two phases. Furthermore, experimental
data exhibits a non-negligible concentration of air all the way down to the surface of steps. The work of
Pfister and Hager [22] presents a detailed account of the transport mechanism responsible for that. It is
shown that transiently occurring air throughs can penetrate deep enough to hit the edge of the steps. This
leads to brake-up and eventual entrapment of air pockets in the recirculating flow occupying the corners of
the steps.

An important property of stepped spillway flow is that it eventually reaches a state where its average
properties no longer alter in the streamwise direction. The associated distributions of flow variables are
referred to as uniform conditions. The part of the flow preceding this state is called the development region.
Empirical expressions for the extent of the development region have been given by several authors [4; 1], as
well as relations for the surface height in the different flow regions along the spillway [4; 2; 18].

When it comes to numerical modelling of the complicated multiphase physics discussed above, one can
generally distinguish two approaches. One is to try to explicitly capture these phenomena using a high-
fidelity scale-resolving simulation framework. This necessitates using very dense computational grids and
therefore consuming vast amounts of computational resources. For this reason, results from such simulations
of spillways have not yet been reported in the literature. However, works on other aerating flows can be
found, e.g. [21] for the case of the hydraulic jump.

The alternative approach is to introduce an additional model accounting for the entrainment of air.
Different ways of introducing such modelling have been proposed, also varying in the general multiphase
simulation methodology into which they are fit. Efforts within the framework of the two-fluid model (also
referred to as Euler-Euler) have been reported in [12; 30; 31; 17; 20]. In the context of interface-capturing
methods, such as Volume of Fluid (VoF), the general idea is to introduce air entrainment as a subgrid model.
Here the study of Hirt [13] can be distinguished as pioneering. This model was implemented in Flow3D R©

and has been used in publications on stepped spillways [27; 9]. Lopes et al. [16] incorporated the entrained
air flux estimator developed in [17] into a VoF framework by introducing a separate transport equation for
the entrained air. The solver is implemented in OpenFOAM R©, and results from stepped spillway simulations
are presented in the article.

In this work, we present further developments of the model by Lopes et al. [16]. To motivate the need for
improvements, results from a simulation campaign, in which the model in its current formulation is applied
to spillway flow at four different Froude numbers, are presented. The simulations constituting the campaign
vary in the employed grid resolutions and parameters of the model. Results from the second campaign,
in which the model is modified as proposed here, are then presented, demonstrating better accuracy and
robustness. The article is supplemented by a dataset containing all the simulation results.1

The reminder of this article is structured as follows. Section 2 describes the computational methods used
in the performed computations. In Section 3, the setup of the stepped spillway simulations is discussed.
Section 4 presents the air entrainment model developed by Lopes et al. [16]. Section 5 contains results
from the simulation campaign in which the model of Lopes et al. [16] is used. Improvements to the air
entrainment model are then proposed in Section 6, and corresponding simulation results are provided in
Section 7. Concluding remarks are given in Section 8.

2. Computational fluid dynamics methods

2.1. Governing equations

The flow was simulated using the Volume of Fluid (VoF) multiphase modelling technique [14], in which a
single set of governing equations is solved for all phases and the location of the interface is identified based on
the values of the cell volume fraction of the liquid phase, αl. Both fluids are considered incompressible and
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immiscible. Furthermore, RANS turbulence modelling is adopted, leading to the following set of governing
equations.

∂ρu

∂t
+∇ · (ρu⊗ u) = −∇pρgh − gx∇ρ+∇

(
µ
(
∇u+ (∇u)T

)
− ρu′ ⊗ u′

)
+ fs (1)

∇ · u = 0. (2)

Here the overbar denotes the Reynolds average, ρ is the density, µ is the dynamic viscosity, u is the velocity
vector, pρgh = p− ρg · x is the dynamic pressure, and fs is the surface tension force. The latter is approx-
imated using the Continuous Force Model, see [3] and also [24] for a detailed discussion in the context of
OpenFOAM R©. The term ρu′ ⊗ u′ represents the Reynolds stresses, which are to be approximated by the
turbulence model.

An algebraic approach to account for the evolution of αl is adopted, with the associated transport
equation originally formulated as

∂αl
∂t

+∇ · (uαl) +∇ · (uc(1− αl)αl) = 0, (3)

in OpenFOAM R©’s VoF solvers. The third term in the equation is artificial and is meant to introduce
additional compression of the interface to ensure its sharpness. However, here the formulation of this term
is modified in order to accommodate it into the air entertainment modelling framework. The details are
provided in Section 4. The definition of uc is nevertheless not altered: It is aligned with the interface normal,
and its magnitude is computed as Cα|ū|, where Cα is an adjustable constant, here set to 1.

Given α, the material properties of the fluids are readily obtained as

ρ = αlρl + (1− αl)ρair, µ = αlµl + (1− αl)µair. (4)

The indices l and air are used to refer to the water and air, respectively.
What remains to be discussed is the choice of turbulence model, which for the case of the stepped spillway

is far from trivial. In principle, the model should be able to properly account for the interaction between the
turbulent and multiphase structures in order to provide accurate prediction in the aerated region of the flow.
None of the closures that have found widespread use were developed with this goal in mind. Nevertheless,
it is common for conventional two-equation models to be used for aerated flows. In [16], which is the work
this article largely builds upon, the k-ω SST model [19] is used for stepped spillway simulations. In [17],
it is employed in simulations of a plunging jet and a hydraulic jump. For the latter, many studies also use
the k-ε model and its variations, a comprehensive list of references can be found in Table 5 in [29]. Qian
et al. [23] found the realisable k-ε model to be favourable for stepped spillway flow. Based on the above, we
consider both the k-ω SST and the realisable k-ε model [25] and test which of them leads to better predictive
accuracy.

It is pointed out in [11] that in the implementation of the above (and also other) turbulence models in
OpenFOAM R© the viscous diffusion terms are not treated consistently in regions with a non-zero density
gradient. Since in the simulations of the spillway presented here a density gradient is present across the
whole aerated part of the flow, this issue can have a significant effect on the results. The authors of [11]
also provide alternative implementations, in which the inconsistency is resolved. Here, we test using both
the default and the improved implementations.

2.2. Numerical methods

The computations are performed using OpenFOAM R© version 5, provided by the OpenFOAM Founda-
tion. This CFD tool is based on cell-centered finite volume discretization, which is de facto the industry
standard. Two custom solvers are used in the study, implementing the air entraiment modelling presented
in Sections 4 and 6. Both of them represent modifications of the solver interFoam, which is distributed
with OpenFOAM R©. This solver implements the VoF methodology discussed in Section 2.1. The governing
equations are solved in segregated manner using a variant of the PISO algorithm [15].
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A crucial component of the numerical setup is the selection of the spatial interpolation and time integra-
tion schemes. Generally, linear interpolation can be used in space except when considering convective fluxes.
In the momentum equation, the latter are interpolated using the limitedLinearV scheme, which is a TVD
scheme based on the Sweby limiter. The limiter is computed based on the direction of most rapidly changing
gradient and then applied to all three velocity components. This improves stability but at a certain expense
in terms of accuracy. For the convection of α in equation (3), a TVD scheme using the SuperBee limiter
is used. The van Leer limiter was also considered, but SuperBee led to better results on coarser meshes
due to being more compressive. Unfortunately, in a multi-dimensional setting, using a TVD scheme does
not guarantee that the values of α will be bounded between 0 and 1. Therefore, OpenFOAM R© utilizes an
additional flux limiting technique, referred to as MULES. It is based on the Flux Corrected Transport theory
developed Zalasak [32], more details can be found in [8]. The convective fluxes in the turbulence equations
are discretized using the second order upwind scheme, called linearUpwind. This scheme is unbounded,
but no significant effect of parasitic oscillations was observed even on coarse grids. Finally, as discussed in
Section 4.2 below, the air entrainment model adds an advection-diffusion equation for the flow variable αg,
meant to indicate the distribution of the volume fraction of entrained air , to the system. Here, a TVD
scheme using the van Leer limiter is employed.

The first-order implicit Euler scheme was used for time-stepping. The choice is not of particular impor-
tance here because the flow eventually arrives to an essentially steady state. Nevertheless, a CFL number ≤ 1
was neccessay to maintain in order to keep the simulations stable. This was achieved using adaptive time-
stepping.

3. Simulation cases

This section presents the setup of the stepped spillway simulations used to evaluate the performance of
the entrainment modelling. In order to have a reference with respect to which the accuracy of simulation
results can be analysed, the flow and spillway parameters are selected to match those in the experiments
of Bung [4]. These were performed on four different spillways combining two selections for the angle (θ =18.4,
26.6◦) with two for the step height (s = 0.03, 0.06 m). For each spillway, measurements were made for three
flow discharge values (q = 0.07, 0.09, 0.11 m2s−1). The parameters θ, s, and q can be used to construct the
step Froude number, which can be considered the main controlling parameter of the flow [18; 5],

Fs =
q√

g sinθK3
. (5)

Here K = s cos θ is the step induced macro-roughness and g is the acceleration due to gravity. The experi-
ments of Bung cover twelve different Froude numbers in the range, 2.7 ≤ Fs ≤ 13. For the simulations four
values fairly evenly distributed across this range have been selected: 2.7, 4.6, 8.3, and 13.0. The values of
θ, s, and q in the four simulation cases are provided in Table 1. This table also provides the values of some
auxiliary geometrical parameters, the definition of which can be found in Figure 1. The figure also shows
the origin and orientation of the employed Cartesian coordinate system.

Table 1: Setup for the different simulation cases. The number of cells are given in 103.

Fs(-) θ(◦) s(m) q(m2s−1) Lx(m) Ls(m) hwin(m) ncells,G1 ncells,G2 ncells,G3 ncells,G4

2.7 26.6 0.06 0.07 5.23 0.134 0.10 89 354 1 414 5 647
4.6 18.4 0.06 0.11 7.41 0.190 0.13 122 482 1 917 7 646
8.3 18.4 0.03 0.07 7.41 0.095 0.10 119 466 1 840 7 317
13.0 18.4 0.03 0.11 7.41 0.095 0.13 119 466 1 840 7 317

All the simulations are performed on 2D domains. This is chiefly motivated by the fact that the in-
vestigated modelling methodology is low-fidelity and most suitable for quick evaluations of the integral
characteristics of the flow. Any 3D effects due to sidewalls are expected to be negligible with respect to the
overall accuracy of the flow predictions. Additionally, using 2D domains it seems to be ensured that, even
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Figure 1: Sketch of the geometry of the simulation case, identifying the geometric parameters, and also the employed boundary
conditions.

on dense grids, no air entrainment is resolved by the VoF. This is shown by the interFoam computations
on grid G4. By contrast, in a 3D setting, it is more likely that some interface perturbations eventually
start getting captured. Investigating the performance of the entrainment modelling in such a scenario is of
interest, but lies out of scope of the current work.

The same boundary conditions were used for all cases, with the exception of the discharge q prescribed
at the water inlet. The height of the inlet was adjusted to ensure sub-critical inflow conditions. A zero
gradient condition was used for the pressure, while Dirichlet conditions were applied to k, ε, and ω. The
values were set assuming 5% turbulent intensity and 10% of the critical height as the turbulent length scale.

For the outlet, a zero gradient condition was prescribed for velocity, pressure, αl and αg. For k, ε, and ω
the OpenFOAM inletOutlet boundary condition was applied. It acts as a zero gradient condition in case
of outflow, but for backflow a homogeneous Dirichlet condition is applied instead.

No slip conditions were used at the walls, with a zero gradient condition set for αl and αg. The
turbulent quantities were estimated by regular wall laws, in OpenFOAM named as kqRWallFunction,
epsilonWallFunction, omegaWallFunction and nutkWallFunction, for k, ε, ω, and νt respectively.

For the top boundary the total pressure was fixed, and a pressureInletOutletVelocity condition was
applied for the velocity. Similar to inletOutlet, this imposes a zero gradient for outflow, whereas for
backflow, it assigns a velocity based on the flux in the patch normal direction. The inletOutlet boundary
condition was used for αl, αg, k, ε, and ω.

The material properties of the fluids were set to correspond to air and water. The values are provided
in Table 2.

The computational grids were constructed using Pointwise R©, and consist of square cells with the excep-
tion of a small strip close the top boundary, where unstructured meshing was necessary to account for the
slope of the geometry. Four grids with increasing cell density, denoted G1, G2, G3, and G4, were constructed
for each of the four spillways. In each consecutive grid the edge length of the square cells is halved. On the
coarsest grid G1, the edge length is 5 mm, which corresponds to what was used in the simulations by Lopes

et al. [16]. This can be related to the the critical height of the spillway flow, defined as hc =
(
q2/g

)1/3
.
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Table 2: Simulation parameters.

Property Value
Liquid density, ρ1 1000 kg/m3

Gas density, ρ2 1 kg/m3

Liquid kinematic viscosity, ν1 1 · 10−6 m2/s
Gas kinematic viscosity, ν2 1.48 · 10−5 m2/s
Surface tension coefficient, σ 0.07

Depending on the flow case, on the G1 grid, hc is discretised by either 15 or 21 cells. The numbers for
the G4 grid are, respectively, 126 and 171. The densities are not adjusted to remain equal with respect
to hc across all flow conditions, because experiments showed that the relevant parameter for entrainment
modelling is the resolution of the interface. The number of cells in each mesh is given in Table 1.

In conclusion, additional characteristic scales of spillway flow are defined. These will be used for non-
dimensionalising the results. At a given x, the height h90 is defined as the y-coordinate of the point where
αair = 0.9. The velocity u90 is defined as the x-component of the mean velocity vector at y = h90. Similar
scales can be defined with respect to other αair values, e.g. h50.

4. Air entrainment modelling

This section presents the air entrainment model developed by Lopes et al. [16]. One can split the model
into three components: an estimator for the flux of entrained air, a transport equation for the volume
fraction of entrained air, and a coupling procedure between the model and the VoF framework. Sections 4.1,
4.2, and 4.3 each focus on one of these components. Additionally, for the stepped spillway, estimating the
location of the inception point is necessary and this constitutes an additional component of the model, which
is treated in Section 4.4.

4.1. Estimating the flux of entrained air

A key component of the model is the estimation of the quantity of entrained air carried passed some
imaginary surface located below the interface. The estimate was proposed by Ma et al. [17]:

q = a · Pos (∇(u · n) · n) , (6)

where a is a length scale associated with the roughness of the interface due to turbulence,

Pos(x) =

{
x, x ≥ 0
0, x < 0,

and n is the interface normal defined as

n = ∇αl/ (|∇αl|+ ε) . (7)

Here ε is a small number added for numerical stability.
It is assumed that entrainment is confined to a layer of thickness φent close to the surface. Therefore, in

order to obtain a volumetric air entrainment rate, q can be divided by φent. Note, however, that (6) is by
definition not restricted to being non-zero only in the vicinity of the interface. Theoretically, entrainment can
be incorrectly predicted in regions where it should not take place. For this reason, in [16], q is additionally
multiplied by some function δfs, which is non-zero only close to the interface. The final form of the volumetric
air entrainment rate estimate is

Sg =
a

φent
Pos (∇(u · n) · n) δfs. (8)
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It remains to define how a, φent, and δfs are computed. The common approach for a is to equate it to
the turbulent length scale as predicted by the RANS model. The value of φent should be related to some
characteristic length scale of the problem.

Within the VoF framework, the αl-field stands out as the natural choice as a basis for the development
of an interface indicator function such as δfs. Typically, the interface is defined as the isosurface αl = 0.5,
however this is only accurate when the interface is sharp. In the presence of air entrainment, a more robust
metric is the magnitude of the gradient of α, which can be expected to reach its maximum close to the
boundary between the continuous air region and the air-water mixture. Hänsch et al. [12] used the gradient
of α and a function based on tanh to find the interface as part of their air entrainment model. This function
was adopted by Lopes et al. [16] and reads as

δfs =
1

2
tanh

[
β∆x(|∇αl| − |∇αl|cr)

]
+ 0.5. (9)

Here |∇αl|cr is a constant representing the critical value of the gradient that is expected to be reached in the
interface cells. Its estimate can be computed based on the size of the grid cell, ∆x: |∇αl|cr = 1/(4∆x). The
parameter β can be used to control the extent of the interface region with respect to the chosen |∇αl|cr, and
thus provides an opportunity to broaden or restrict the number of cells in which the source term is active.

4.2. The αg-equation

The source term (8) is introduced into an additional equation for the modelled volume fraction of
entrained air, αg:

∂αg
∂t

+∇ · (ugαg) +∇ · (νt∇αg) = Sg. (10)

Here νt denotes the turbulent viscosity. The velocity of the entrained air, ug, is either set to be equal to u
or alternatively modified according to [7]:

ug = u+ ur, (11)

where the correction velocity ur is calculated based on a bubble radius according to

ur =





−4474r1.357b g, if 0 < rb ≤ 7× 10−4m

−0.23g, if 7× 10−4 < rb ≤ 5.1× 10−3m

−4.202r0.547b g if rb > 5.1× 10−3m.

(12)

The inclusion of the diffusion term in (10) is considered optional.
Additionally, Lopes et al. [16] argue that to properly account for the break-up of bubbles at the free

surface, αg should be set to zero when αair exceeds a certain threshold value, referred to as the BBA. The
suggested value to use is 0.1.

The exact physical meaning of αg and its relation to αl are somewhat elusive. In [16], the authors discuss
the possibility of using the entrainment model without backward coupling to the VoF solver. In this case,
the situation is clear: αg shows the modelled distribution of the volume fraction of entrained air, which
cannot be captured by the VoF. However, when the coupling is two-way (particulars presented below), the
idea is that the entrained air should be captured in the αl field, and αg is essentially reduced to a buffer-field
used to propagate the effect of Sg onto αl.

4.3. Coupling to the VoF solver

Here, we are interested in applying the model in a two-way coupling regime, meaning that the model’s
predictions should be propagated into the distribution of αl. The premise is that the VoF simulation by
itself does not resolve any entrainment, and therefore all of it is accounted for by a subgrid model based on
the αg equation (10). The overall idea is that αl should be reduced in regions where αg is large, and in a
manner that does not disrupt mass conservation.
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Here this is done through a modification of the artificial compression term introduced into the αl-
equation (3):

∇ · (uc(1− αl)αl) . (13)

The term (1−αl)αl = αairαl is originally meant to serve as an indicator for cells constituting the interface,
in which the compression is to be applied. The key observation is that multiplying urj by some negative
number instead would lead to interface expansion and thus a region occupied by a mixture. The goal is
then to correlate αg with the change in sign in the term in front of urj . The most obvious way to do that is
exchange αairαl for (αair−αg)αl. Note that since (13) is a transport term, mass conservation is guaranteed.
The modified αl-equation then reads

∂αl
∂t

+∇ · (uαl) +∇ · (uc(αair − αg)αl) = 0. (14)

Under the definition above, the model is active only when αg > αair, which is reasonable. It is also worth
mentioning that otherwise (13) recovers its original compressive function. This occurs even in the regions
occupied by a mixture, which can be called into question. As part of the work on improving the model,
some experiments have been conducted in which positive values of αair − αg where cut to 0, however the
exhibited results were inaccurate, and introducing such a discontinuity is probably best avoided.

4.4. Inception point estimation

As discussed in the introduction, surface aeration initiates when the turbulence perturbations exceed
the stabilizing forces of surface tension and buoyancy at the free surface. In the model of Lopes et al. [16]
no attempt is made to explicitly compute the force balance. Instead, two model parameters, kc and uc are
introduced, where the subscript c stands for critical. The inception is considered to occur when

k > kc and u · n > uc and u · g > uc. (15)

Appropriate values for kc and uc are extremely difficult to predict a priori, since the selection clearly
depends not only on the flow conditions (see Section 5.1), but also on the turbulence model and its prediction
of k. Careful calibration with respect to the selected model is therefore necessary. In [16], the authors never-
theless suggest uc = 0.8 m/s and kc = 0.2 m2/s2, referring to previous experimental results. Unfortunately,
how these values relate to the characteristic length and velocity scales of the flow is not discussed.

5. Stepped spillway simulations with the original model

This section demonstrates results from simulations performed using the model of Lopes et al. [16] de-
scribed in the previous section. In the original source the model was reported to reproduce experimental
data on a stepped spillway with Fs=2.7. However, the simulations were performed on relatively coarse grids,
with the grid sensitivity study performed using only the baseline VoF solver. Furthermore, initial testing
within this work indicated that its effect was reduced upon grid refinement, which motivates the analyses
herein.

The implementation of the corresponding solver, called airInterFoam was kindly provided by P. Lopes
via personal communication. Below, we abbreviate airInterFoam to AIF. In the following sections, the
solver is evaluated in terms of sensitivity to flow conditions (Section 5.1), grid resolution (Section 5.2), and
several parameters of the entrainment model (Section 5.3).

5.1. Sensitivity to Fs

Here, results from four AIF simulations varying in the prescribed Froude number of the spillway flow
are presented. To highlight the effect of the entrainment model, data obtained with the baseline VoF solver
interFoam (abbreviated IF henceforth) are also provided. The employed numerical parameters are based
on [16], where good results for the Fs=2.7 case (simulated in 3D) are presented. In particular, the G1 grid is
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employed, k-ω SST is used for turbulence modelling, the diffusion term is omitted in the αg equation, and
kc = 0.2 m2/s2, uc = 0, ug = ul, BBA = 0.1, and φent = 0.05hc.

Figure 2 shows the obtained values of αair in the uniform flow region. Good accuracy is achieved for
Fs=2.7 and 4.6, but for the two higher Fs the model fails to predict the reduced penetration of air into the
corners of the steps. As a result, in terms of magnitude, the errors in the IF and AIF simulations are similar,
although in the case of IF the diffusion of the interface is a purely numerical effect. It is also interesting to
note that for Fs=2.7 the accuracy is on par with the 3D simulations using similar model settings conducted
in [16].
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Figure 2: Vertical void fraction profiles for uniform flow conditions. Spillway flows with different Froude numbers at the coarsest
grid G1. AIF simualtions compared to IF simulations and experimental results by Bung [4].

The evolution of the surface elevation, measured as h90, is shown in Figure 3. The elevation’s value in
uniform conditions is well-predicted for all Froude numbers. However, the location of the inception points
are not captured as consistently. The difference in the obtained values with respect to the experimental
data of Bung is provided in each plot of the figure: ∆ni stands for the difference in terms the step number,
and ∆Li in terms of x. It should be noted that when comparing across different Fs, using ∆Li is more
appropriate, since for the two higher Froude numbers, the length of the step is halved relatively to the lower
Froude number cases. The obtained incetion point locations for Fs=2.7 and Fs=4.6 are reasonably accurate,
but, unfortunately, at higher Fs the disagreement with the experiment becomes larger. Furthermore, the
predicted inception point for Fs=8.3 is further downstream as compared to that for Fs=13, whereas the
experimental data exhibits the opposite trend.

Figure 3 additionally shows the experimental values of hw, which is the equivalent clear water depth,
i.e. the surface elevation that should be predicted by IF. In the obtained results, IF somewhat over-predicts
hw, the reason being the coarseness of the grid.

The predicted profiles of the streamwise velocity are shown in Figure 4. Remarkably, no effect of air
entrainment modelling is visible, and accurate profiles can be predicted with IF. This result was reproduced
in all the simulations in this paper, and, for that reason, velocity profiles are not further presented or
discussed.

The principle conclusion from the obtained results is that the settings used in [16] for the Fs=2.7 case
fail to provide consistently accurate results as the Froude number becomes larger. This indicates that some
parameter values of the model, for example kc, should be made a function of Fs.

5.2. Grid sensitivity

To explore the grid sensitivity of AIF, the Fs=2.7-case was run on all four grids G1-G4. The resulting
αair and h90 profiles are shown in Figure 5. Clearly, the behaviour obtained on the coarse grid G1 is
substantially changed as the grid gets denser. With increasing resolution, less air is distributed towards the
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Figure 3: Surface elevation plots, h90. Spillway flows with different Froude numbers simulated by AIF on the coarsest grid
G1, compared to IF simulations and physical model results by Bung [4]. The difference from the experimentally measured
inception point is annotated in meters (∆Li) and in steps (∆ni).
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Figure 4: Vertical profiles for the streamwise velocity for uniform flow conditions. AIF and IF simulation results compared to
experimental results by Bung [4].

pseudo-bottom, and for the densest grid only a tiny air layer is found close to the surface. The profiles, both
h90 and αair, approach the corresponding solutions obtained with IF. Obviously, this is caused by the fact
that less numerical diffusion contribute to the transport of αg as the grid is refined, but inspection shows
that this is also caused by the shrinkage of the area in which the source term Sg is non-zero. This, in turn,
is controlled by δfs, which makes the definition of this function a contributor to the grid sensitivity. A more
elaborate discussion follows in Section 6. On the other hand, with respect to hw, the IF solution consistently
improves with grid refinement. On the G4 grid the interface is perfectly sharp and the hw profile is very
well-matched.

5.3. Sensitivity to ur, bubble breakup criterion, and αg-diffusion

Here we explore the effects of the entrainment model parameters that could arguably be considered
non-essential or optional. First, the impact of the air bubble drift velocity model, as given in eq. (12), is
investigated. This is followed by an analysis of the bubble breakup criteria, BBA. Finally, the model is
tested in terms of activation of the diffusion term in the αg-equation (10). The rest of the numerical setup
is similar to that used in the Froude number sensitivity study, see Section 5.1.

Here we restrict the analysis to αair profiles in the uniform flow region. For the ur model, three values
of the bubble radius rb are considered, along with setting ur to 0. The result is shown in Figure 6a.
Clearly, including ur leads to reduced air entrainment, and this effect becomes larger when the input bubble
radius is increased. This is expected, since ur is, by definition, directed upwards. Since the intensity of air
entrainment is already heavily dependent on the formulation of δfs, having an additional controller in terms
of ur introduces unnecessary complication. At least in the case of spillway flow, setting ur = 0 can therefore
be recommended.

Three values of the BBA are considered. The first is 0.1, which is recommended by Lopes et al. [16], and
the other two are 0.05 and 0. Recall that the chosen value refers to the minimal volume fraction of water
for which αg is allowed to be non-zero. The results from the three simulations are shown in Figure 6b. As
expected, slightly more air is entrained close to the h90 when the bba value is reduced. Note that compared
to the experimental data, the air fractions predicted by AIF close to the interface (from y/h90 ≈ 0.8) are
too low. Thus, deactivating the BBA-criterion produces a small improvement in the accuracy meaning that
this parameter can be safely removed from the formulation of the model.

Finally, the effect of the diffusion term in (10) is investigated. Two simulations, with and without the
diffusion term included, have been conducted, see Figure 6c. The effect of the diffusion appears to be
completely negligible. Consequently, it is possible to remove it from the model.
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(a) Surface elevation plot, h90-surface.
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Figure 5: AIF simulations for Fs=2.7 at different grids (G1-G4) compared to physical model results by Bung [4]. Figure 5a
shows the surface elevation, Figures 5b-5e void fraction profiles for different steps.
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Figure 6: Sensitivity of αair profiles to the slip velocity model, bubble breakup criterion, and αg-diffusion.
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In summary, ur, BBA, and αg-diffusion can be excluded from the model, significantly simplifying its
formulation.

5.4. Sensitivity to β

As shown in Section 5.2, at high grid resolutions the effects of the model becomes negligible, or even
deactivated. The most important controller of the breadth of the region (in terms of ∇αl) where entrainment
is introduced is the form of δfs, see Eq. (9). In particular, the parameter β determines the breadth of the
tanh function, meaning that with smaller β the region of the model activation becomes larger. In principle,
it may thus be possible to maintain an appropriate level of entrainment at high grid resolutions by adjusting
β accordingly. However, for this to be possible in practice, the necessary change to β should be easy to
predict a priori.

Multiple simulations across different Froude numbers and grid resolutions have been conducted in an
attempt to determine whether clear guidelines for setting β could be established. Unfortunately, these
efforts were fruitless, and the results of using a given β value change significantly depending on the flow and
parameters of the simulation.

As an illustrative example, Figure 7 shows the αair profiles produced using β = 10 and 25 in simulations
at different Froude numbers on the G2 grid, and compares it to the corresponding profile produced by AIF,
where a β-value of 100 is used as default. For Fs=2.7 the sensitivity to β is rather small, but for Fs=4.6 a
significant increase in aeration occurs. For larger Froude numbers a lower β mainly leads to more air being
present in the corner of the steps. While the change in the αair profiles appears to be rather small, uniform
flow conditions are not reached, and its effect continues to grow further downstream. Similar sporadic
behaviour was observed with respect to other simulation parameters. For example, contrary to what is
observed when using the G2 grid, using G3 instead leads to the Fs=2.7 case becoming very sensitive β.
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Figure 7: Sensitivity on β for AIF evaluated on grid G2 for different step Froude numbers. Vertical αair profiles are shown.
The data is extracted from what should be the start of the uniform flow region according to the experimental data [4].

6. Proposed model developments

In the previous sections, two issues with the entrainment model proposed by Lopes et al. [16] have been
identified. Perhaps the most critical one is the successive deactivation of the model upon grid refinement.
The other one is the difficulty in prescribing the kc value in order to get a good prediction of the inception
point. In this section, improvements to the model are proposed aiming at alleviating these problems. First,
an alternative formulation for the δfs function is introduced in Section 6.1. Afterwards, amplification of
the diffusion term in the αg is argued for in Section 6.2. Finally, a different way of predicting the inception
point is discussed in Section 6.3.
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6.1. Free surface detection

Before discussing the formulation of δfs, it is necessary to consider what kind of restriction of Sg in space
is needed in the case of spillway flow. A typical distribution of an unrestricted Sg is shown in the left plot
of Figure 8. The first thick yellow line is located right below the interface and represents the region where
the entrainment can be expected to take place. However, a discontinuous strip of non-zero values is also
observed close to the psuedobottom along with more or less randomly distributed points of activation in
the corners of the steps. Physically, no entrainment can occur in these regions, and the δfs function should
filter them out. Note that the spatial separation between the correct and non-physical regions of source
term activation is not large, which explains why defining δfs in a universal way that fits all flow conditions
and numerical settings is not trivial.

To arrive to a better formulation for δfs, it is important to clearly understand the deficiencies of the
original definition, see Eq. (9). With ∇αl,cr set to 1/(4∆x), the distribution of δfs over ∇αl depends on two
quantities: β and ∆x. It is instructive to see how δfs changes shape when the values of these parameters
are changed. In the left plot of Figure 9, δfs(∇αl) is shown for ∆x values corresponding to grids G1-G3,
and the two values of β considered in the sensitivity study in Section 5.4. The tanh function defining the
transition region of δfs from 0 to 1 is centred at ∇αl,cr, shown in the figure with black vertical lines. As the
grid is refined, this location is shifted to the right, and for larger values of β, the tanh only spans a limited
range of high ∇αl values. On the other hand, for smaller β, the tanh becomes so wide that δfs remains
non-zero everywhere.

This behaviour of δfs should be related to how ∇αl is typically distributed across y, see the right plot
in Figure 8. Note that the high values of ∇αl are always restricted to to a relatively thin region close to the
interface. Consequently, for a large β, for example β = 100 as proposed in [16], δfs will be restricted to an
increasingly smaller region in space when the grid gets refined. This explains why the diminishing effect of
the entrainment with grid refinement observed in Section 5.2.

As mentioned above, it is easy to make the δfs function less restrictive by lowering β. However, the
issue here is that the β and the effective cut-off value in terms of ∇αl are not intuitively related. This
is problematic given that the margin of error is quite small, as discussed above in relation to the typical
distribution of Sg.
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Figure 8: Left: Typical distribution pattern of an unrestricted Sg . Right: Typical profiles of the gradient of αl.

Alternative options for the expression of δfs were explored, including a parabola based function, and a
step-shaped function defined purely based on the distance from a defined interface. For both alternatives,
the idea was to set the value of the critical gradient of αl relatively tight, to capture the upper peak in the
gradient plot in Figure 8, and then expand its prevalence away from the these locations according to an
appropriate function or logic. In the distance based alternative, δfs was set to 0 or 1 for a particular cell,
depending on its distance from the defined interface. If this distance was less then the interface thickness,
φent, δfs was set to 1, and otherwise its value was set to 0. However, this led to step-shaped profiles of αl,
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where too much air was entrained below the interface, and indicated a need to apply some functionality to
reduce the effects of the source term as the gradient of αl is reduced below its critical value.

Acknowledging the above, a parabola based function was considered. The possibility to define ∇αcr
as a top point of the function, and to define a cut-off value for the gradient as an intersection point, was
viewed as beneficial features of this function in the current setting. The latter leading to the possibility of
avoiding the long tail in the tanh-function, with the corresponding uncontrollable potential for generation
of none-zero values of Sg within the steps. The parabola-based δfs formulation is proposed as

δfs(∇αl) =

{
Pos

(
− 1

4d

(
|∇αl| − |∇αl,cr|

)2
+ 1
)

if ∇αl < |∇αl,cr|
1 otherwise.

(16)

Here, d refers to the distance from the vertex of the parabola to its focus, which can be computed as

d = 0.25 (|∇αl,cr| − |∇αl,cut|)2 ,

where ∇αl,cut is an input parameter explicitly defining the lowest ∇αl for which the source term may
assume non-zero values. The proposed δfs, computed for grids G1-G3 and two different values of ∇αl,cut,
is shown in the right plot of Figure 9. The non-zero values of the function are always fixed to the interval
[∇αl,cut,∇αl,cr], which expands upon grid refinement. Unfortunately, due to this expansion, even with this
new δfs, the region of non-zero Sg values shrinks as the grid is refined. However, the process is slowed, since
δfs is left to be non-zero at lower ∇αl.

During initial testing, it was observed that the parabola-based δfs was very effective at filtering out the
sporadic source term activation in the corner of the steps, while preserving the region where entrainment
is expected. However, the secondary strip of non-zero Sg values close to the psuedobottom (see left plot in
Figure 8) would sometimes still be left unfiltered. This is likely related to the secondary peak in ∇αl. To
rectify this, the parabolic surface indicator function in Eq. (16) is combined with a distance based approach
like the one outlined above.

In details, the values of δfs computed according to Eq. 16 are additionally manipulated as follows. First,
the cells in which δfs ≥ 0.9 are selected. These should lie near the interface and are therefore likely to
belong to the region where Sg should be activated. For the remaining cells, the distance to the nearest cells
with δfs ≥ 0.9 is computed. If this distance exceeds the interface thickness, φent, the value of δfs in the
cell is set to 0. Overall, this combined formulation gave improvements compared to the original formulation
based on tanh. It is noted that even without the distance cut-off modification, improved results with the
parabolic δfs could be achieved, and the δfs ≥ 0.9 criterion can give false positives.
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Finally, making both ∇αl,cr and ∇αl,cut grid independent parameters has briefly been tested, but aban-
doned due to the sensitivity of the results to the chosen values. In general, our extensive efforts and
experimenting with δfs formulations and other simulation settings showed that constructing a robust and
accurate δfs is very challenging. The sensitivity of the results to any changes in the simulation parameters
or flow conditions tends to be very strong. Nevertheless, as shown in the Section 7, the proposed δfs does
represent an improvement with respect to prior art.

6.2. Modelling air propagation into the corners of the steps

By definition, the employed entrainment model is meant to account for aeration occurring close to the
free surface, within some layer of thickness φent. However, experimental results clearly show that in the case
of the stepped spillway, air penetrates all the way down to the surface of the steps, see e.g. the experimental
profiles in Figure 2. The physical mechanism through which this occurs is described by Pfister and Hager
[22]. Inspection of video recordings from their experiments reveals the occasional generation of air troughs
that extend from the surface into the bulk flow. These troughs penetrate deep enough to hit the step edges,
and when they do, the air is distributed into the steps.

Capturing this intrinsically transient process in a steady state model is not straightforward. Here, we
consider using a somewhat ad-hoc approach, taking advantage of the diffusion term in the αg equation (10),
∇· (νt∇αg). Recall that in Section 5.3 it was shown that the effect of this term on the solution is essentially
negligible. However, the effect can be easily amplified by pre-multiplying it with some constant Ct. The
increased diffusion of αg will then lead to air being redistributed more evenly across y, and consequently
result in stronger aeration closer to the pseudobottom.

The difficulty lies in the choice of the value of Ct since there is no clear physical analogy between the
modelled phenomenon and diffusion. In light of this, it was attempted to search for a suitable value through
experimentation, to see whether one leading to improved results across all the considered Froude numbers
could be found. As a result, Ct = 150 was selected.

6.3. Inception point prediction

Even if AIF predicts the aeration onset correctly when appropriate values for kc and uc are supplied,
the inception point estimation using this method completely depends on user input. As shown in Section
5.1, the appropriate critical value kc depends on the flow conditions. An alternative approach, found in the
work of Hirt [13], is to directly consider the balance between the energy of turbulent motion and that of
gravity and surface tension. Defining

Pt = ρk, (17)

Pd = ρ|g|a+
σ

a
, (18)

the source term Sg is activated only in cells where Pt > Pd. This way the inception point prediction requires
no user input. However, it completely relies on the correct prediction of k and a by the turbulence model.

7. Simulations with the improved model

This section is dedicated to evaluating the effects of the model improvements proposed above. To that
end, a new solver incorporating these changes has been implemented. Reflecting the focus on stepped spillway
simulations, the solver is called spillwayFlow 2, which is abbreviated to SPF below. The robustness of the
model with respect to grid resolution is evaluated in Section 7.1. Results from application of the model to
spillway flow at all four considered Froude numbers are presented Section 7.2. The proposed criterion for
inception point location is tested separately, in Section 7.3.

2https://github.com/siljekre/spillwayFlow
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7.1. Grid sensitivity

Here the new model is put to the same grid sensitivity analysis as presented in Section 5.2 for AIF. To
simplify the analysis, the new inception point prediction approach is not employed, and the original criterion
based on kc is used instead. Simulation results for the Fs=2.7 case obtained on grids G1-G4 are shown in
Figure 10. Here, Ct = 0 and the diffusion term in the αg equation is thus inactive. As anticipated, the results
still depend on the grid, and the general trend is convergence towards the IF solution. Note that in the αair
profiles, the reduction of aeration manifests itself predominately at y/h90 / 0.6. Closer to h90 results remain
acceptable even on the G4 grid. Related to the absence of air in the lower parts, the predictions of h90 itself
are more sensitive, and unfortunately on the finer grids the accuracy is poor. Nevertheless, compared to the
original AIF results (see Figure 5) the robustness of the model is improved.
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Figure 10: SPF simulated with no αg-diffusion (Ct = 0) and Fs=2.7 at different grids (G1-G4) compared to physical model
results by Bung [4]. Figure 10a shows the surface elevation, Figures 10b-10e, the void fraction profiles at different steps.

Figure 11 shows the results obtained with Ct = 150. As expected, a comparatively more even distribution
of αair across y is achieved, in particular for the simulations on denser grids. Furthermore, a very clear
improvement in the robustness of the model is evident, with much more similar results obtained on all four
grids.

7.2. Results for different Froude numbers

Now, the results obtained with the new model are presented for all four considered values of the Froude
number. The simulations were run on the densest mesh, G4. As in the section above, the new criterion for
locating the inception point is not used here, and instead kc is adjusted for each case in order to match the
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Figure 11: SPF simulated with αg-diffusion (Ct = 150) and Fs=2.7 at different grids (G1-G4) compared to physical model
results by Bung [4]. Figure 11a shows the surface elevation, Figures 11b-11e, the void fraction profiles at different steps in the
developing region.
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location in the experimental data. For completeness, profiles corresponding to both Ct = 0 and Ct = 150
are shown in all the figures. For comparison, they also include results from AIF simulations on the G1 grid,
and also from IF simulations on the G4 grid.

The αair profiles are discussed first, see Figure 12. Qualitatively, the same behaviour with respect to
Ct is observed for all Fs. With Ct = 0 the distribution of αair across y is close to step-wise, with decent
agreement with experimental data for y/h90 ' 0.7. When Ct = 150, the profiles are smoothed out, which
generally increases the accuracy. The exception is the Fs=8.28 case, for which the air volume fraction at low
y/h90 becomes excessive. Yet even for this case the agreement is better than what could be achieved with
AIF.
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Figure 12: Vertical void fraction profiles for uniform flow conditions. Spillway flows at different Froude numbers. SPF
simualtions (G4) compared to IF (G4), AIF (G1) and experimental results by Bung [4]. All plots are showing profiles at step
edges.

The surface elevation plots are shown in Figure 13. Overall, Ct = 150 leads to better results, which agree
well with the experimental data in the uniform flow region. An interesting exception is the Fs=4.6, for which
Ct barely has influence on h90 in the uniform flow region, whereas in the developing region Ct = 0 leads to
very good agreement with the experiment. However, it is unlikely that this is explained by any fundamental
property of the flow or the model. Compared to AIF, the accuracy of the new model is generally on par.
AIF curves are marginally closer to experimental data for the two lower Fs, and the other way around for
the two higher Fs.

7.3. Inception point analysis

In this section, the source term activation criterion presented in Section 6.3 is tested. Recall that the
inception point location is determined from the flow, and depends heavily on the employed turbulence model.
Here we show results from simulations using four models: the k-ω SST and realisable k-ε from the standard
OpenFOAM library, and their respective counterparts in the library by Fan and Anglart [11], in which the
density gradient is properly accounted for in the transport equations. The latter are referred to by adding
varRho to the name of the model. Simulations using standard turbulence modelling and the kc-criteria
purposed by Lopes et al. [16] are added as reference. The simulations are performed on the G3 grid.

The results are summarized in Table 3, and the corresponding distributions of αair are shown in Fig-
ure 14. For the two models from the standard library, the inception of entrainment is triggered immediately
(downstream the crest) for all the considered Froude numbers. When the varRho variants are employed
instead, the inception point shifts downstream. This reflects the fact that these model predict significantly
lower values of k. For k-ω SST the agreement with experimental data is nevertheless poor, but for the
realisable k-ε model the results are more promising.

In the results produced using standard turbulence and kc = 0.2 m2/s2, the inception point is predicted
in relatively good agreement with the experimental results for all cases but the Fs=13 case, where the
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Figure 13: Surface elevation plots, h90. Spillway flows at different Froude numbers. SPF simualtions (G4) compared to IF
(G4), AIF (G1) and experimental results by Bung [4].
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correspondence is rather bad. This differs from the results attained for AIF at the G1 grid (see Section 5.1),
where the inception points were poorly predicted for both Fs=8.3 and Fs=13. Compared to the kc =
0.2 m2/s2 criterion, the automatic activation criterion performs on par using the realisable k-ε turbulence
model and the variable density turbulence framework.

Overall, none of the tested models perform well enough to use the proposed source term activation
criterion. The improved performance of the varRho models shows the importance of properly accounting
for the density gradient in the transport equations for the modelled flow quantities. Improving turbulence
modelling accuracy near interfaces is an active area of research. The results presented here warrant a deeper
investigation of what models are appropriate for the stepped-spillway flow.

Table 3: Inception points found using the source term activation criteria given in
Eq. (17)-(18) for SPF simulations on grid G3 using different models for turbulence
modelling, compared to physical model results by Bung [4].

Fs Grid Turbulence Li,sim Li,expr ∆Li ∆ni
2.7 G3 k-ω SST, kc = 0.2 0.60 0.67 -0.07 -0.5
2.7 G3 realisable k-ε, kc = 0.2 0.60 0.67 -0.07 -0.5
2.7 G3 k-ω SST 0.00 0.67 -0.67 -5.0
2.7 G3 realisable k-ε 0.00 0.67 -0.67 -5.0
2.7 G3 varRho/k-ω SST 1.34 0.67 0.67 5.0
2.7 G3 varRho/realisable k-ε 1.10 0.67 0.43 3.5
4.6 G3 k-ω SST, kc = 0.2 0.57 0.95 -0.38 -2.0
4.6 G3 realisable k-ε, kc = 0.2 0.67 0.95 -0.28 -1.5
4.6 G3 k-ω SST 0.00 0.95 -0.95 -5.0
4.6 G3 realisable k-ε 0.00 0.95 -0.95 -5.0
4.6 G3 varRho/k-ω SST 2.00 0.95 1.05 5.5
4.6 G3 varRho/realisable k-ε 1.70 0.95 0.75 4.0
8.3 G3 k-ω SST, kc = 0.2 1.05 1.14 -0.09 -0.9
8.3 G3 realisable k-ε, kc = 0.2 0.86 1.14 -0.28 -2.9
8.3 G3 k-ω SST 0.00 1.14 -1.14 -12.0
8.3 G3 realisable k-ε 0.00 1.14 -1.14 -12.0
8.3 G3 varRho/k-ω SST 1.70 1.14 0.56 -5.9
8.3 G3 varRho/realisable k-ε 1.43 1.14 0.29 3.1
13 G3 k-ω SST, kc = 0.2 0.76 2.00 -1.24 -13.0
13 G3 realisable k-ε, kc = 0.2 0.86 2.00 -1.14 -12.0
13 G3 k-ω SST 0.00 2.00 -2.00 -21.0
13 G3 realisable k-ε 0.00 2.00 -2.00 -21.0
13 G3 varRho/k-ω SST 2.28 2.00 0.28 2.9
13 G3 varRho/realisable k-ε 1.90 2.00 -0.10 -1.1

8. Conclusions

This study presents developments in numerical modelling of self-aeration in stepped spillways. The
model of Lopes et al. [16] is taken as baseline, and a large simulation campaign is conducted in order to
explore its properties: robustness with respect to flow conditions, grid resolution, as well as sensitivity to
the model parameters. The simulations were performed for spillway geometries and inflow discharge values
used in the experiments of Bung [4], and cover four step Froude numbers in the range from 2.7 to 13. The
corresponding experimental data was used as reference.

The results showed that for the case of spillway flows, three of the model parameters could be removed
without loss of generality, making simulation setup easier. The main weakness of the model is shown to be
its significant sensitivity to the density of the grid. In particular, with increased resolution, the effect of
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(a) Fs=2.7 – realisable k-ε (b) Fs=2.7 – k-ω SST

(c) Fs=4.6 – realisable k-ε (d) Fs=4.6 – k-ω SST

(e) Fs=8.3 – realisable k-ε (f) Fs=8.3 – k-ω SST

(g) Fs=13 – realisable k-ε (h) Fs=13 – k-ω SST

Figure 14: αl-fields (starting at the psuedo-bottom) illustrating the inception point locations predicted using Eq. (17)-(18)
for the different Fs cases on grid G3. The middle sub-figures show simulations using standard turbulence modelling, whilst in
the lower sub-figures the variable density formulation is used. The top sub-figures refers to results using standard turbulence
modelling and kc = 0.2 m2/s2, as suggested in [16]. The vertical lines indicate the experimental inception points.
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the model diminishes until it is, essentially, no longer active. Nevertheless, at selected grid resolutions, the
demonstrated accuracy of the model was acceptable for all considered step Froude numbers. Interestingly,
the prediction of the mean velocity profiles was shown to not be affected by air entrainement modelling, and
good results could be achieved using only the underlying VoF solver.

The main reason behind the model’s deactivation on dense grids has been identified to be the form of
δfs, which is the function used for limiting the activation region of the volumetric air entrainment source
term, see Eq. (9).The region of non-zero values of δfs shrinks as the grid gets refined, and, in the limit,
the source term is set to zero in the whole domain, regardless of flow conditions. To address this issue, a
new formulation for δfs is proposed, combining a parabolic profile with distance-based cut-off. Simulations
reveal that while fundamentally the results still depend on the grid resolution in the same manner, under
the new definition of δfs the robustness of the model is improved.

As an additional modification, amplifying the diffusion term in the αg-equation (10) is proposed in order
to account for the propagation of entrained air into corners of the steps. Results reveal that this leads to
a significant improvement in predictive accuracy, the new model performing better than the original [16]
across the whole considered range of Fs numbers. Furthermore, the robustness of the model with respect to
grid resolution improves significantly as well. It should be acknowledged that the selection of the value of
the diffusion coefficient, Ct = 150, is currently not physically motivated and can, therefore, be called into
question. Nevertheless, we believe that the possibility to use the same value across different flow conditions
and the clearly demonstrated advantages in terms of the performance of the model are sufficiently strong
arguments in favour of adopting the proposed modification. Finding a more rigorous connection between Ct
and the characteristic scales of the flow remains as a line of future work.

Finally, an algorithm for automatic estimation of the inception point is tested. The criterion for the
inception point is based on energy balance, as proposed by [13]. The performance of the algorithm are
heavily dependant on the underlying turbulence model. Unfortunately, for the four considered models the
predictions were not reliable, highlighting the need for a more careful investigation of what turbulence
modelling is appropriate for self-aerating multiphase flows.
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ABSTRACT
Results from large-eddy simulations of a classical hydraulic jump at inlet Froude number 2 are
reported. The computations are performed using the general-purpose finite-volume based code
OpenFOAM®, and the primary goal is to evaluate the influence of modelling parameters on the
predictive accuracy, as well as establish associated best-practice guidelines. A benchmark simu-
lation on a dense computational mesh is conducted, and good agreement with existing reference
data is found. The remaining simulations cover different selections of modelling parameters:
geometric vs algebraic interface capturing, three mesh resolution levels, four choices of the con-
vective flux interpolation scheme. Geometric interface capturing leads to better accuracy but
deteriorated numerical stability and increased simulation times. Interestingly, numerical dissi-
pation is shown to systematically improve the results, both in terms of accuracy and stability. The
densest of the three grids, which is twice as coarse as the grid used in the benchmark simulation,
was found to be sufficient for faithfully reproducing all the considered quantities of interest. The
recommendation is therefore to use this grid, geometric interface capturing, and a second-order
upwind scheme for the convective fluxes.

1. Introduction
A hydraulic jump is an abrupt change in the water depth accompanying the transition of the flow in a shallow canal

from super- to subcritical. This transition causes energy dissipation, which defines the application of hydraulic jumps
in engineering. In fact, according to [2], hydraulic jumps are the most commonly used energy dissipator in hydraulic
structures. This motivates the significant attention this class of flows received from the scientific community. Hydraulic
jumps have been the subject of a multitude of studies, both experimental and numerical, a recent review of which can
be found in [21, 23]. Most works focus on the so-called ‘classical’ hydraulic jump (CHJ), which occurs in a smooth
horizontal rectangular channel.

An illustration of the air-water interface in a CHJ is shown in Figure 1. The topology of the interface is complex
and rapidly evolving, which can be fully appreciated by looking at the animations found in the supplementary material
to this article. The interface dynamics are driven by a recirculating motion—the so called roller— which leads to
overturning waves occurring across the jump. Consequently, a significant amount of air is entrained. A detailed
discussion of the entrainment mechanism can be found in [15]. The flow in the jump is also highly turbulent, with a
turbulent shear layer forming below the roller and interacting with it.

Themain physical parameter of the CHJ is the inlet Froude number, Fr1, computed based on the water inlet velocity,
U1, and its depth, d1. Several classifications of the jump’s behaviour based on Fr1 can be found in the literature, see [21]and the references therein. The most stable CHJs occur when Fr1 ∈ [4, 9]. The rate of air entrainment also depends
on the Froude number, and at higher Fr1 the level of aeration is increased. In spite of the flow’s complexity, given the
parameters of the inflow, some of its properties can be easily derived analytically based on control volume analysis,
see e.g. [12, p. 250]. This includes the water depth after the jump, d2 = 0.5d1

(
(1 + 8Fr21)0.5 − 1

).
From a numerical perspective, the CHJ represents an extremely challenging test of predictive capabilities for mul-

tiphase modelling approaches. A suitable model should be able to capture fast and complex topology changes taking
place across a wide range of spatial scales. Accurate turbulence modelling is also necessary and, in particular, the

∗Corresponding author
timofey@chalmers.se (T. Mukha); silje.k.almeland@ntnu.no (S.K. Almeland); rickard.bensow@chalmers.se (R.E.

Bensow)
ORCID(s): 0000-0002-2195-8408 (T. Mukha); 0000-0003-3106-0623 (S.K. Almeland); 0000-0002-8208-0619 (R.E. Bensow)

T. Mukha, S.K. Almeland, and R.E. Bensow: Preprint submitted to Elsevier Page 1 of 19

ar
X

iv
:2

00
7.

01
72

9v
1 

 [p
hy

si
cs

.fl
u-

dy
n]

  3
 Ju

l 2
02

0



LES of a classical hydraulic jump: Influence of modelling parameters on the predictive accuracy

Figure 1: Classical hydraulic jump at Fr1 = 2, a snapshot of the air-water interface.

possibility to properly account for its interaction with the multiphase structures. On the other hand, the geometric sim-
plicity of the case makes mesh generation easy, and the abundance of published experimental data makes validation
easier. Furthermore, data from direct numerical simulation (DNS) [15] is also available.

A compilation of previous numerical studies of the CHJ, classified by turbulence modelling approach, and also Fr1,can be found in [23]. The majority of works are based on two-equation Reynolds-averaged Navier-Stokes (RANS)
turbulence models and the Volume of Fluid (VoF) method for capturing the interface. Note that in RANS it is assumed
that there is a clear scale separation between the modelled turbulent motion and other types of unsteadiness. In the
case of a CHJ, this is unlikely to take place due to the direct interaction between turbulence and multiphase structures,
e.g. entrained bubbles. Generally, it is unclear whether the topological changes in the flow occur significantly slower
than the integral time scales of turbulence. A possibility for resolving this inconsistency is keeping the resolution
coarse enough for the interface to remain steady, and introduce an explicit model for air entrainment, as done in [14].
However, these theoretical difficulties do not imply that RANS cannot be used to obtain useful results. On the contrary,
as summarized in [23], RANS is capable of predicting d2, the mean location of the interface, and the length of the
roller with < 5% relative error.

In order to get new physical insights, and get an accurate picture of the turbulent motion inside the jump, scale-
resolving turbulence modelling approaches can be used. Only a few studies report results from such simulations. The
DNS by Mortazavi et al. [15] has already been mentioned above, and represents an important milestone. In [10],
Detached-Eddy Simulation (DES) was used. A detailed analysis of the flow is given, in particular, a quadrant decom-
position of the turbulent shear stress is considered, as well as high-order statistical moments of the velocity field. A
Large-Eddy Simulation (LES) of a CHJ was conducted as part of the study by Gonzalez and Bombardelli, which also
includes RANS simulations [7]. Unfortunately, due to the reference being a short conference abstract, results are only
discussed superficially. In [13] the authors report on an unsuccessful attempt to conduct a LES: the location of the
jump could not be stabilized. Finally, in [14], which was already mentioned in the context of RANS, results from
DES modelling are also discussed. However, the simulation in question is not a DES in the classical sense, i.e. not a
fully resolved LES outside the RANS region. Instead, a rather coarse mesh is used and an air entrainment model is
employed. Nevertheless, this DES yielded more accurate results than the corresponding RANS.

In summary, only two articles [15, 10] contain detailed reports on scale-resolving simulations of the CHJ to date.
Nevertheless, with the increase of available computing power, it can be expected that LES and its hybrids will find
wider adoption in hydraulic engineering in the near future. This transition is already well underway in, for example,
the automotive and aerospace industries. From a practical perspective, an important step is to establish guidelines
for the selection of the most important LES modelling parameters. Of immediate interest is to form them for the
particular case of solvers based on finite-volume discretisation, since these are currently the workhorse of industrial
computational fluid dynamics. In this numerical framework, the two arguablymost important LES input parameters are
the density of the grid and the numerical scheme used for interpolating convective fluxes. Both control the capability
of the LES to resolve turbulent structures, and also the stability of the simulation. In the case of multiphase flow, the
choice of the interface capturing scheme is also important. The goal of this paper is to quantify the effects of these
three parameters on the various quantities of interest. To that end, results from an LES campaign, consisting of 25
simulations of a CHJ at Fr1 = 2, are presented. The campaign covers four different mesh resolution levels, and two VoF
approaches: algebraic and geometric. The diffusivity of the convective flux interpolation scheme is also controlled,
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and four diffusivity levels are considered. All the simulation results, including ready-to-run simulation cases, are made
available as a supplementary dataset.1

The remainder of the article is structured as follows. Section 2 presents the computational fluid dynamics methods
used in the paper. The setup of the CHJ simulations is presented in Section 3. The results of the simulation campaign
are shown and analysed in Section 4. Finally, conluding remarks are given in Section 5.

2. Computational fluid dynamics methods
2.1. Governing equations

The Volume of Fluid (VoF) method [8] is used to simulate the flow. Accordingly, a single set of conservation
equations is solved for both fluids, and the phase is distinguished based on the values of the volume fraction of the
liquid, �. The momentum and continuity equations read as follows,

)�ui
)t

+ )
)xj

(
�uiuj

)
= −

)p�gℎ
)xi

− gixi
)�
)xi

+ )
)xj

(
�
(
)ui
)xj

+
)uj
)xi

))
+ fs, (i = 1, 2, 3) (1)

)uj
)xj

= 0. (2)

Here, summation is implied for repeated indices, ui is the velocity, � is the density, � is the dynamic viscosity, gi isthe standard acceleration due to gravity, p�gℎ = p − �gixi is the dynamic pressure, and fs is the surface tension force.The latter is accounted for using the Continuous Force Model [3]:

f si = ��
)�
)xi

. (3)

Here, � is the surface tension coefficient and � = )nfi ∕)xi is the curvature of the interface between the two phases,
where nfi is the interface unit-normal, which is computed as follows,

nfi =
)�
)xi

/(||||
)�
)xi

|||| + �N
)
. (4)

Here, �N is a small number added for the sake of numerical stability.
Equations (1)-(2) must be complemented with an interface capturing approach in order to compute the distribution

of �. Methodologies for this are discussed in the next subsection. Given the values of �, the local material properties
of the fluid are computed as

� = ��1 + (1 − �)�2, � = ��1 + (1 − �)�2, (5)
where the indices 1 and 2 are used to refer to the liquid and gas properties, respectively.
2.2. Interface capturing methods

As discussed above, it is necessary to introduce a method for computing the evolution of �, i.e. capture the location
of the interface between the two fluids. Here, two different approaches to this are considered. The first is algebraic,
meaning that a transport equation for � is solved:

)�
)t
+
)uj�
)xj

+ )
)xj

(
urj(1 − �)�

)
= 0. (6)

The last term in the equation is artificial and its purpose is to introduce additional compression of the interface. To
that end, the direction of uri is aligned with the interface normal, nfi . The magnitude of uri is defined as C�|ui|, where
C� = 1 is an adjustable constant.Special treatment of the convective term in (6) is necessary in order to ensure that � is bound to values between 0
and 1. Typically, a total-variation diminishing (TVD) scheme is chosen to compute the convective flux, but this can be

1DOI: 10.6084/m9.figshare.12593480
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insufficient because the TVD property of such schemes is, in fact, only strictly valid for one-dimensional problems. An
additional flux limiting technique, referred to as MULES, is used to rectify this. While we omit discussing MULES in
detail and instead refer the reader to [5], we note that it is based on the idea of Flux Corrected Transport and the work
of Zalesak [27]. It should also be mentioned that two variations of MULES are available in OpenFOAM®, explicit
and semi-implicit. Using the latter sometimes allows to keep the simulation stable for CFL numbers larger than one.

The second approach belongs to the class of geometric VoF methods, and is referred to as isoAdvector. The details
on isoAdvector can be found in [18], here we provide a brief summary of the key steps of the algorithm. In contrast
to algebraic VoF, here the surface of the interface is explicitly reconstructed at each time-step. Within each cell, it is
represented by a plane, and the reconstruction algorithm ensures that it divides the cell volume consistently with the
local value of �. To predict the location of the interface at the next time-step, it is advected along the direction of the
interface normal. For each cell, the advection velocity is obtained using linear interpolation from the vertices of the
cell onto the centroid of the interface-plane. Then, based on the predicted new location of the interface, the change in
� is computed.

Comparing the two approaches, one can generally say that geometric VoF can be expected to be more accurate, yet
more computationally demanding. Quantifying these differences for the case of the hydraulic jump is one of the goals
of the present paper. A significant drawback of the algebraic VoF is the necessity to choose the convection scheme for
�, which can have a large influence on the results. Selecting the values of model constants, such as C� , also representsa difficulty.
2.3. Numerical methods

The computations are performed using the open-source CFD software OpenFOAM® version 1806. This code is
based on cell-centred finite-volume discretization, which can currently be considered standard for industrial CFD. Two
solvers distributed with OpenFOAM® were employed, corresponding to the two VoF methodologies discussed above.
For algebraic VoF, the solver interFoam was used, whereas the isoAdvector is implemented in the interIsoFoam
solver. Here we omit the particulars regarding the solver algorithms, but note that they are based on the PISO [9]
pressure-velocity coupling procedure. For a detailed discussionwe refer the reader to the following thesis works [19, 5].

A key component of the finite-volume method are the spatial interpolation and time integration schemes. For
spatial interpolation, the goal is to obtain the values of the unknowns at the cell face centroids based on the values at
the centroids of the cells. The most trivial choice is using linear interpolation, which is second-order accurate. This
scheme can be applied to interpolation of diffusive fluxes without negative side-effects. Unfortunately, when applied
to convective fluxes, linear interpolation leads to a dispersive error. In spite of this, in single-phase LES and DNS it is
common practice to use this scheme anyway because the high density of the mesh, in combination with a small time-
step, allows to avoid any significant contamination of the solution. On the other hand, in industrial flow simulations
it is quite common to use a second-order upwind scheme. Although also unbounded, the error introduced by this
scheme is dominated by a dissipative term, which facilitates the stability of the simulation but negatively affects the
capability to resolve small-scale turbulent motions. In this work, a linear blending of these two interpolation schemes
will be considered. The following weights for the linear upwind scheme will be tested: 10%, 25%, 50%, and 100%.
For simplicity, this weight will be referred to as ‘the amount of upwinding’ in the remainder of the paper.

For time integration, both solvers have the option of using a first-order implicit Euler scheme. In interFoam, the
Crank-Nicholson scheme can also be used, aswell as a linear blending of Crank-Nicholson and Euler. In interIsoFoam,
one can instead use a second-order accurate backward-differencing scheme. Unfortunately, it was only possible to keep
the simulations stable using the Euler scheme. However, since the employed time-step sizes are kept low, it is antic-
ipated that the numerical errors are dominated by the spatial interpolation errors, whereas the time-integration error
plays a smaller role.

Finally, in the case of MULES, a scheme has to be chosen for the convection of �. Here a TVD scheme using
the van Leer limiter is selected to that end, see [22, p. 170] for the definition. The selected limiter results in a more
diffusive scheme than some alternatives, but here the artificial compression term in (6) remedies that.
2.4. Turbulence modelling

In order to obtain the governing equations for LES based on the employed two-phase flow model, spatial filtering
should be formally applied to equations (1)-(2), as well as (6) in the case of algebraic VoF. Following standard practice,
we use implicitly-filtered LES, letting the finite volume grid act as the spatial filter. The associated filter size is equal
to the cubic root of the local computational cell volume.

T. Mukha, S.K. Almeland, and R.E. Bensow: Preprint submitted to Elsevier Page 4 of 19



LES of a classical hydraulic jump: Influence of modelling parameters on the predictive accuracy

Filtering leads to the appearance of the subgrid stress (SGS) term in the momentum equation (1). For several
reasons, here we choose to ignore this term instead of modelling it. One reason is the relatively dissipative numerical
schemes employed in the solution procedure. When a high amount of upwinding is present, it can be expected that the
numerical dissipation is comparable in magnitude to that produced by a Boussinesq-type SGS model. This stacking of
artificial and modelled dissipation leads to deterioration of accuracy. Another reason is the overall negative experience
of the authors with the SGSmodels implemented in OpenFOAM®. Some results for turbulent channel flow and several
available models can be found in [16]. In that study, only the dynamic k-equation model [11] does not lead to worsened
results compared to not using a model at all. Also, one of the goals of this paper is to see what accuracy can be achieved
on coarse grids, which are technically not suitable for LES but may nevertheless appear in an industrial setting due
to limitations in computing resources. Using an SGS model that is designed to model a specific part of turbulent
spectrum is unlikely to be fruitful in this context. Finally, it should be noted that the existing closures where designed
for single-phase flows, and do not account for the interaction effects between multiphase and turbulent structures.
Detailed investigations of the impact of this on the predictive accuracy have not yet been reported in the literature.
Consequently, using such SGS models in hydraulic jump simulations can be called into question.
2.5. Instability sources in VoF simulations

Compared to single-phase LES, numerical stability in LES-VoF simulations can be significantly harder to achieve.
As discussed in Section 4, for certain combinations of the grid resolution, VoFmethodology, and amount of upwinding,
the CHJ simulations diverged. It is therefore appropriate to briefly review the main additional sources of numerical
instability intrinsic to the considered multiphase modelling approach.

The Continuous Force Model, see (3)-(4), used for the surface tension force computation can lead to parasitic
currents across the interface between the phases. An illustration of such currents produced in an interFoam simulation
of a single rising bubble can be found in [4]. The source of the currents is the numerical imbalance between the
pressure gradient across the interface and the surface tension. When the velocity of the parasitic current becomes
large, the simulation may crash. A multitude of improvements to the Continuous Force Model have been proposed,
ranging from more accurate curvature estimation algorithms to more robust discrete handling of the balance between
pressure and surface tension forces, see, for example, [17]. Unfortunately, none of these have been implemented and
publicly released in OpenFOAM®, although there are ongoing efforts [20]. Interestingly, in [20] the author mentions
that the sharper interface obtained using isoAdvector actually increases the magnitude of the parasitic currents.

The second source of instabilities is the treatment of the gravity term in the momentum equation (1). When a
segregated pressure-velocity coupling algorithm, such as PISO, is used, a numerical imbalance between the dynamic
pressure gradient and the density gradient terms can occur, which will be compensated by an acceleration of the
fluid [24]. This can lead to a strong increase of velocity magnitude in the gas above the interface, due to its low
density. For this reason, it is not uncommon to artificially increase the density of the gas to facilitate stability.

The crucial practical consequence of the above is that one does not necessarily get a more stable simulation by
refining the grid and using a more accurate interface capturing approach. This is very different from single-phase
incompressible LES, in which dampening numerical instabilities by using a denser grid or a smaller time-step is a
common strategy. It should also be mentioned that it is not possible to predict when the discussed instabilities will
take place. Some of the CHJ simulations conducted as part of this study were well under way when the destabilizing
velocity overshoots occurred, leading to loss of tens of thousands of core-hours worth of computing time. An even
more unfortunate scenario is when a very strong spurious current takes place, but no crash occurs. The simulation
finishes, but the results are unpublishable because the computed statistical moments of velocity are contaminated. In
our simulations, the solver would sometimes exhibit surprising resilience and survive currents that are 3 orders of
magnitude stronger than the characteristic velocity scale of the flow. It is therefore recommended to closely monitor
the maximum velocity values in the course of the simulation.

3. Simulation setup
The setup of the simulation is similar to that used in the DNS by Mortazavi et al. [15], which is later used as

reference. An overview of the computational domain, as well as boundary conditions, can be found in Figure 2, and
Table 1 contains a full list of the setup parameters. The main difficulty in setting up a hydraulic jump simulation is
obtaining a stable jump positioned sufficiently far away from the inlet and outlet boundaries of the domain. A common
approach to facilitating the formation of the jump is by introducing a vertical barrier—a weir—some distance upstream
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of the outlet, see e.g. [25, 10, 26]. In other works [15, 1, 2], including the reference DNS, the jump is controlled by
the boundary condition at the outlet of the domain. The particular condition enforced varies among the studies.

Here, the weir approach is employed due to its simplicity. This choice also facilitates reproducibility by making
the simulation setup easier to reproduce in any CFD code, without the need to program a new boundary condition.
Test simulations were necessary to find a configuration of the domain length Lx, weir heightHw, and the streamwise
position of the weir, Lw, in order to get a stable jump positioned roughly in the middle of the domain. The streawmise
dimension of the weir is always set to equal the size of a computational cell, which is defined below. A simple pressure
outlet is used on the downstream boundary.

At the inlet, the depth of the water, d1 and the inlet velocity U1, are set to enforce Fr1 = U1∕
√
gd1 = 2. In the

air phase, a Blasius boundary layer profile subtracted from U1 is enforced. The thickness of the boundary layer is
� = 1.3d1. This matches the condition in the reference DNS.

The condition at the bottom surface is also matched and is set to a slip wall. This allows to not spend computational
resources on the boundary layer, which would have been formed if a no-slip condition were to be imposed. In the DNS,
a slip condition is also used for the top boundary. However, we find this choice difficult to justify and instead impose
a pressure outlet, mimicking the atmosphere. Accordingly, the height of the domain is made significantly larger than
in the DNS as well. Some test simulations with a slip applied to the top boundary were nevertheless conducted, and
the changes in the obtained solution were not significant.

The spanwise extent of the domain, Lz, was set to match the DNS, Lz = 4.2d1. However, analysis of two-pointautocorrelations of the velocity field at selected locations (presented below) revealed that a larger Lz should preferablybe used. Due to limitations in computational resources, it was not possible to extendLz in all the conducted simulations.
However, in the simulations on coarser meshes (defined below), Lz = 8.4d1 was used. One the one hand, this can
be seen as an impediment to consistent evaluation of the predictive accuracy across several mesh densities. On the
other hand, simulations on coarse meshes are more prone to deteriorating in accuracy due to an insufficiently wide
domain, because a coarse mesh tends to introduce spurious spatial correlations. The latter consideration was judged
to outweigh the former.

It remains to define the material properties of the fluids: their densities, kinematic viscosities, and also the surface
tension coefficient. These are adjusted to exactly match the dimensionless parameters of the DNS, which includes the
Weber number, We = �1U21 d1∕� = 1820, the Reynolds number, Re = U1d1∕�1 = 11000, density ratio, �1∕�2 = 831,and dynamic viscosity ratio, �1∕�2 = 50.5. The corresponding dimensional values can be found in Table 1.

Figure 2: Simulation setup.

Several computational meshes, varying in their density, are employed in the study. All the meshes are fully defined
in the next section, and here the general topology, which all the meshes share, is presented. The region occupied by
the jump is meshed using cubic cells. This can be considered optimal in terms of the performance of the employed
numerical algorithms. A rapid coarsening towards the top boundary is introduced slightly above the half-height of the
domain. Similarly, the mesh is coarsened towards the outlet past the location of the weir. Coarsening towards the inlet
is also present, starting about half-way from the position of the jump to the inlet.
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Table 1
Simulation parameters.

Property Value
Water inlet height, d1 0.0059 m
Domain length, Lx 2.05 m, ≈ 34.75d1
Domain height, Ly 0.47355 m, ≈ 8d1
Domain width, Lz 0.2478 m / 0.4956 m, 4.2d1 / 8.4d1
Weir height, Hw 0.02225 m
Distance from the weir to the outlet, Lw 0.2 m
Liquid density, �1 1.20012 kg/m3

Gas density, �2 997.3 kg/m3

Density ratio, �1∕�2 831
Liquid kinematic viscosity, �1 8.1611213 ⋅ 10−6 m2∕s
Gas kinematic viscosity, �2 1.34295 ⋅ 10−4 m2∕s
Kinematic viscosity ratio, �1∕�2 0.06077
Dynamic viscosity ratio, �1∕�2 50.5
Surface tension coefficient, � 0.07484925
Water inlet velocity, U1 1.52156 m/s
Inlet Froude number, Fr1 2
Weber number, We 1820
Reynolds number, Re 11 000

4. Numerical experiments
In this section, the results of the simulations are presented and discussed. First, an overview of the simulation

campaign is given in Section 4.1. This is followed by a presentation of results from the simulation on the densest mesh
and their comparison with reference DNS data in Section 4.2. Finally, in Section 4.3, the effects of various modelling
parameters are quantified.
4.1. Simulation campaign overview

The simulation campaign consists of 25 cases, which differ in the amount of upwinding introduced by the convective
flux interpolation scheme, the density of the grid, and the VoF methodology employed.

A single simulation, referred to as the benchmark, has been run on a grid with the edge of the cubic cells Δx set
to 1 mm, which is approximately equal to the resolution used in the DNS. With this grid, the theoretical height of the
jump, d2 − d1, is discretized by 81 cells. The size of the grid is ≈ 83 million cells. The algebraic VoF was used,
and only 2% upwinding was employed. We note that the initial plan was to use the geometric VoF for the benchmark
simulation due to its superior accuracy. However, stabilizing the simulation proved difficult. Several costly attempts
were made, with the amount of upwinding gradually increased, but even with 20% upwinding instabilities occurred.

The rest of the simulations cover the following choices for the grid resolution, Δx ∈ [2, 3, 4] mm, and amount
of upwinding, [10%, 25%, 50%, 100%]. We will from here on refer to the four grids used in the study as [Δx1, Δx2,
Δx3, Δx4], and denote the amount of upwinding as [u10%, u25%, u50%, u100%]. For each configuration, algebraic
and geometric VoF are considered, which will be referred to by the name of the key underlying algorithm, MULES
and isoAdvector, respectively. As mentioned in Section 3, for simulations on grids Δx3 and Δx4 the value of Lz wasdoubled.

All simulations were first run for 1 s of simulation time, after which time-averaging was commenced and continued
for 11 s. This corresponds to ≈ 283d1∕U1 time-units. By comparison, the reference DNS was averaged across 120
time-units. To obtain the final statistical results spatial averaging along the spanwise direction was performed. The
time- and spanwise-averaged quantities will be denoted with angular brackets below, ⟨⋅⟩. Adaptive time-stepping based
on the maximum value of the CFL number currently registered in the domain was used. For simulations usingMULES,
the maximum CFL allowed was 0.75, whereas 0.5 was used with isoAdvector.

Further notation used in the remainder of the paper is now introduced. The mean location of the interface is denoted
as ⟨�0.5⟩, corresponding to the 0.5 isoline in the mean volume fraction field. The triple u, v, w is used to denote the
three Cartesian components of velocity. The location of the toe of the jump, xtoe, is defined as the streawise location
at which the vertical position of ⟨�0.5⟩ is 1.1d1. The same definition is used in the reference DNS data [15]. The
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following rescaling of the coordinate system will be used: x′ = (x − xtoe)∕d1, y′ = y∕d1.
4.2. Benchmark simulation

Here the results of the benchmark simulation are compared to the DNS of Mortazavi et al. [15]. The grid resolution
in the two simulations is similar, but the setup doesn’t match exactly, as pointed out in Section 3. There are also certain
differences in the definitions of the considered quantities of interest, as discussed below. Additionally, for certain
quantities the DNS is clearly poorly converged. Nevertheless, a qualitative and, in most cases, quantitative comparison
of the results is possible, with the DNS generally considered as reference, since it was performed using more accurate
numerics. The primary goal here is not to obtain perfect agreement, but rather to answer the principle question of
whether the employed physical and numerical modelling frameworks are capable of capturing the properties of such a
complicated flow.

An overview of the distribution of the main flow quantities is given first, see Figure 3. The top-left plot shows the
distribution of ⟨�⟩, with the magenta line showing ⟨�0.5⟩. Close to the toe of the jump, and some distance downstream,
the values of ⟨�⟩ are significantly lower than 1, indicating air entrainment. The mean streamwise and vertical velocities
are shown in the top-right and bottom-left plots, respectively. As expected, the streamwise velocity is significantly
lower downstream of the jump. It is also visible how the boundary layer in the gas follows the interface, leading to an
increase in the vertical velocity in a region above the toe of the jump. Finally, the mean turbulent kinetic energy per
unit mass, ⟨k⟩, is shown in the bottom-right plot. High values are observed in the region close to the toe, with the peak
directly downstream of it. This reflects the coupling between turbulence and the air entrainment.

Figure 3: Distribution of ⟨�⟩ (top-left), ⟨u⟩∕U1 (top-right), ⟨v⟩∕U1 (bottom left), ⟨k⟩∕U 2
1 (bottom-right) in the benchmark

simulation. The magenta line shows ⟨�0.5⟩.

As discussed in the introduction, the depth of the water after the jump, d2, can be computed a priori. It is therefore
possible to compute how the location of the interface approaches d2 with increasing x. The corresponding graph is
shown in Figure 4 along with the reference DNS data. We note that the value at x′ = 0 is fixed through the definition
for xtoe, which explains why the agreement with the DNS is perfect. The rate of growth of the water depth continues
to be similar in both the LES and DNS up to x′ ≈ 1. Further downstream the DNS values converge towards d2 at afaster pace, and for the LES, full convergence is in fact not achieved in the limits of the computational domain. The
observed discrepancy is likely explained by the difference in the treatment of the outflow boundary.

Figure 5 shows the obtained profiles of ⟨�⟩. Agreement with the DNS is extremely good, with observable discrep-
ancies only at x′ = 0 and x′ = 1. As discussed above, the most intense air entrainment occurs right downstream of the
toe, so it is unsurprising that capturing the correct ⟨�⟩ profile in this region is the most difficult.

The mean streamwise and vertical velocity profiles are shown in Figure 6. The horizontal magenta lines show
the positions of ⟨�0.5⟩. Excellent agreement with the reference is obtained at all 6 streamwise positions. Noticeable
deviation is only observed in the values of vertical velocity of the air, which are not of particular interest and can be
significantly affected by the boundary condition at the top of the domain.

The profiles of the root-mean-square values of the three velocity components are shown in Figure 7. We note that
inspection of the DNS data clearly shows that these second-order statistical moments are not completely converged,
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Figure 4: Convergence of the interface height towards d2 in the benchmark simulation.
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Figure 5: The profiles of ⟨�⟩ in the benchmark simulation.
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see Figure 8 in [15]. In light of this, and the differences in the simulation setup, the obtained agreement is generally
very good. All three components are predicted with similar accuracy. It is noteworthy that the disagreement with DNS
is chiefly observed in the air and a short distance below the interface, whereas closer to the bottom the match is close to
perfect. In other words, the accuracy becomes worse in the presence of rapid interface topology changes. This clearly
demonstrates the importance of the interaction between the multiphase and turbulent structures.
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Figure 7: The profiles of urms∕U1, vrms∕U1, and wrms∕U1 obtained in the benchmark simulation. The magenta line shows
the location of the interface.

The analysis continues with the consideration of the temporal energy spectra of the velocity fluctuations. These
were computed at two [x′, y′] positions: [1.24, 1], [3.24, 1.1]. These are shown with red dots in top-left plot in Figure 3.
Note that the x′ values were essentially an outcome of the simulation, since it was not possible to know the value of
xtoe a priori. Furthermore, the intention is to use the same x and y values in the whole simulation campaign, and the
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location of xtoe varies slightly from simulation to simulation. The values were therefore chosen in a conservative way
to ensure that both locations are to the right of the toe. The DNS data also provides temporal velocity spectra, including
the following [x′, y′] positions: [0, 1], [2, 1.1]. Both the DNS and LES data are shown in Figure 8. The LES recovers
the correct slope in the inertial range, which is in most cases close to the canonical −5∕3-power spectrum. Less energy
is contained in the fluctuations in the case of the LES, but a this is likely to be a consequence of the signals being
sampled from locations further from the toe. Spectra for all three velocity components are predicted with comparable
precision.
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Figure 8: Temporal energy spectra of the three components of velocity at two selected [x′, y′] positions: [1.24, 1] (top),
[3.24, 1.1] (bottom).

Next, the spanwise autocorrelation functions of the three velocity components, Ruiui , are considered. These are
computed at the same two [x′, y′] locations as the temporal spectra, plus an additional location further downstream:
[5.24, 1], see the black dot in Figure 3. The result is shown in Figure 9. Evidently,Ruu, does not decline to zero for twoof the three considered locations. This indicates that the spanwise dimension of the computational domain is somewhat
insufficient, and prompted the use of a larger domain for the simulations on the Δx3 and Δx4 meshes. The figure also
presents the ratio of the integral length scales Luiui and the cell size in the spanwise directionΔz. The smallest scale to
be discretized is Lww, and at [1.24, 1] it is only covered by ≈ 6.6 cells. By comparison, in [6], 8 cells is recommended
for a coarse LES. This indicates that even with the Δx1mesh some turbulent scales are resolved poorly. Alternatively,
the integral length scale may be a poor metric to relate grid resolution to for this particular flow. In any case, further
downstream Luiui grow, meaning that the resolution with respect to them improves.

Lastly, we analyse the air entrainment by considering the temporal variation of the volume of air passing through
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Figure 9: Spanwise two-point auto-correlations of velocity components computed at 3 selected [x′, y′] locations: [1.24, 1]
(left), [3.24, 1.1] (middle), [5.24, 1] (right). Vertical dashed lines show the integral length scale.

the box x′ ∈ [5.27, 6.09], y′ ∈ [0, 1.70]. The box is shown with red lines in the top-left plot in Figure 3. Similar
to the analysis made for the DNS [15], we consider the autocorrelation function of the recorded signal. The result is
shown in Figure 10. As expected, strong periodicity is revealed. The DNS data appears somewhat unconverged, but
the location of the first peak is relatively close to the LES. The integral time-scales corresponding to the two curves
are clearly different, but that is explained by the fact that the width of the box used for sampling the signal is larger in
the LES.
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Figure 10: Autocorrelation function of the time-signal of the air volume passing through the box x′ ∈ [5.27, 6.09],
y′ ∈ [0, 1.70].

The primary conclusion of this section is that OpenFOAM® can be successfully used for scale-resolving simula-
tions of the CHJ. This can probably be extended to include other codes based on the same discretization and multiphase
modelling frameworks. In spite of the slight differences in the simulation setup, the observed overall agreement with
the DNS data is good not only for first- and second-order statistical moments of the considered flow variables, but also
for temporal turbulent spectra and air entrainment properties. The largest deviations with DNS were observed directly
downstream of the toe of the jump, which is physically the most complicated region to simulate.
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Table 2
The simulation cost metric, Nℎ. For each Δx and u% combination, two values are given, corresponding to MULES and
isoAdvector, respectively.

u10% u25% u50% u100%
Δx2 595/825 553/855 554/778 591/801
Δx3 284/- 197/257 199/264 198/250
Δx4 75/- 53/62 52/66 50/64

4.3. Influence of modelling parameters
In this section, the effects of the grid resolution, amount of upwinding, and interface capturing method on the cost

and accuracy of the results are considered. The cost of the simulations is analysed first, and the associated metric,
Nℎ is defined as follows. First, the simulation logs are used to compute the number of physical hours necessary to
advance each simulation by 1 s. Since the simulations on different grids were parallelised using different amounts of
computational cores, the obtained timings are thenmultiplied by the corresponding amount of cores used. This assumes
linear scaling of computational effort with parallelisation, which is not exact, but provides a very good approximation
in the range of core numbers used in the study. Recall also that in the simulations using isoAdvector the time-step was
adjusted to ensure the maximum Courant number is < 0.5, whereas 0.75 was used in the MULES simulations. To
be able to account for the cost difference associated with the VoF algorithm as such, the cost metric for the MULES
simulations was premultiplied by 0.75∕0.5. Note that since a typical desktop computer has around 10 computational
cores, and the full simulation needs to be run for about 10 s, Nℎ also gives a rough estimate of how many hours it
would take to perform a given simulation on a desktop machine.

The obtained values ofNℎ are shown in Table 2. Each entry contains two numbers, corresponding to MULES and
isoAdvector. It is evident that the isoAdvector simulations are more expensive. Depending on the other simulation
parameters the ratio of Nℎ varies within ≈ [1.17, 1.55]. As a general trend, the isoAdvector becomes relatively more
expensive with increasedmesh resolution. Numerical dissipation sometimes favourably affects the amount of iterations
necessary to solve the pressure equation. Here this effect is observed when the transition from 10% to 25% upwinding
occurs, with the former always leading to a more expensive simulation. However, for higher u%, the effect of dissipaion
on Nℎ is neither particularly strong nor regular. Considering the cost as a function of Δx, it is crucial to recall that
the Δx2 simulations are performed on a thinner domain. Since the computational effort does not scale linearly with
the number of cells, this could not be directly accounted for in the metric. Based on the data, on a desktop machine,
it is possible to perform the Δx4 simulations in about 3 days, and the Δx3 in about 10. For Δx2, the corresponding
number is from 25 to 35 days depending on the simulation settings. Taking into account the increased access of both
academia and industry to HPC hardware, it can be said that the simulations on all three grids are relatively cheap, at
least by LES standards.

Next, the computed profiles of ⟨�⟩ are investigated, see Figure 11. The benchmark simulation revealed that the
region of the flow that is most difficult to predict is directly downstream of the toe. Therefore, here we focus on the
following streamwise positions: x′ = 0.5, 1.0, 2.0. The clear trend overarching all x′ andΔx is that a higher amount of
upwinding leads to better results. For the majority ofΔx and streamwise positions, using isoAdvector and u100% leads
to the best predictive accuracy. The fact that using more dissipative schemes improves results is somewhat unexpected,
because typically the recommendation for scale-resolving simulations is to keep dissipativity to a minimum. However,
it should be appreciated that in VoF any parasitic currents arising due to numerical errors of dispersive type propagate
into errors in the advection of the interface. It appears that avoiding these errors is more important than resolving steep
velocity gradients. As expected, the quality of the results degrades with the coarsening of the mesh. The most precise
result on Δx2 is quite close to the benchmark. On the coarser grids, the accuracy is acceptable considering how cheap
the corresponding simulations are.

The predictions of the mean velocity are analysed next, see Figure 12. We focus on the streamwise component
⟨u⟩ only, since the level of accuracy of ⟨v⟩ is similar. It is clear that compared to ⟨�⟩, the results are more robust
with respect to the amount of upwinding. This is rather peculiar: The choice of interpolation scheme for u has little
effect on ⟨u⟩, but a stronger effect on a different quantity, ⟨�⟩. Nevertheless, the profiles obtained with higher u% are
generally slightly more accurate, at least in the water phase. Using isoAdvector leads to superior accuracy in the gas
phase, whereas in the water phase no significant advantage over MULES is achieved. The combination ofΔx2, u100%
and isoAdvector gives the best results, which are close to the benchmark. At coarser resolutions accuracy deteriorates
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Figure 11: The profiles of ⟨�⟩ obtained in the simulation campaign.

but not as strongly as for ⟨�⟩.
Figure 13 shows the obtained profiles of ⟨k⟩. The observed error patterns are significantly less regular than in ⟨u⟩

and ⟨�⟩. Two factors contribute to this. One is that ⟨k⟩ lumps together the errors in the variances of the three velocity
components. The other is that parasitic oscillations have a direct amplifying effect on ⟨k⟩. Both of the above can
lead to either error cancellation or amplification. On the Δx2 grid, the best results are achieved with isoAdvector and
25/50% upwinding. In case of u100%, the main peak in the detached shear layer is somewhat under-predicted, but the
discrepancy is not very significant. An interesting observation is that at lower grid resolutions, a secondary peak in
⟨k⟩ is developed for x′ = 1.0 and 2.0 right underneath the interface. This unphysical peak is more pronounced when
isoAdvector is used, and can even be observed on the Δx2 grid when this interface capturing technique is used. It is
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Figure 12: The profiles of ⟨u⟩∕U1 obtained in the simulation campaign. Line styles and colours as in Figure 11.

present in all three components of the velocity variance, although for the streamwise component it is less pronounced.
The size of the peak grows with decreasing amount of upwinding, which confirms its numerical origin. Even apart
from this additional peak, the results for ⟨k⟩ on Δx3 and Δx4 are quite inaccurate, although the combination Δx4,
u50%, MULES does reproduce the main features of the benchmark profiles fairly faithfully.

The analysis of velocity predictions is now concluded with considering the spanwise energy spectra of the stream-
wise velocity, see Figure 14. The spectra are computed at the same three [x, y] locations as the spanwise autocorrelation
functions for the benchmark simulations. This entails that the respective x′ values are slightly different from simu-
lation to simulation. The reason for considering spanwise spectra instead of temporal is that, due to a larger amount
of samples to average across, the spanwise spectra are much smoother, making it easier to distinguish the profiles
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Figure 13: The profiles of ⟨k⟩∕U 2
1 obtained in the simulation campaign.

from different simulations in the plots. Unsurprisingly, increased upwinding leads to heavier dampening of the high-
frequency fluctuations. Due to the log-log scale being used, it is actually difficult to distinguish any effects of the VoF
algorithm or Δx, besides for the fact that the frequency band of the spectrum is larger for denser meshes. One could
say that for small amounts of u% the spectrum is relatively well-predicted even at Δx4. Therefore, one should exercise
caution when making judgements regarding mesh resolution based on spectrum predictions.

Finally, the periodicity of air entrainment is analysed. As for the benchmark simulation, the autocorrelation func-
tions of the volume of air passing through a box located some distance downstream of the toe (see top-left plot in
Figure 3) were computed. The results are shown in Figure 15. For Δx2 and Δx3, the location of the first peak is quite
well predicted by all the simulations, whereas for Δx4 the accuracy deteriorates, in particular for some of the simula-
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Figure 14: The spanwise velocity spectra obtained in the simulations at three selected locations: [1.24, 1] (left), [3.24, 1.1]
(middle), [5.24, 1.4] (right). Line styles and colours as in Figures 11 and 13.

tions using MULES. Animations of the � = 0.5 isosurface reveal that isoAdvector does a much better job at preserving
the sharpness of the interface as the entrained bubbles travel downstream. Therefore, if tracking the fate of the bubbles
is important, using this VoF approach is recommended. It should also be noted that while all the simulation predict
similar entrainment frequencies, other statistical air entrainment properties do not agree equally well. For example,
the mean amount of air within the monitored box is highly affected by the choice of the VoF method, with MULES
giving systematically higher values.

5. Conclusions
This article presents results from an extensive simulation campaign studying the effects of different modelling

parameters on the accuracy of LES of CHJ flow at Fr1 = 2. The simulations were performed with a general-purpose
finite-volume based CFD code, making the obtained results relevant for industry professionals and researches alike.

A benchmark simulation on a dense grid was conducted to test whether commonly employed VoF-basedmultiphase
modelling methodologies are sufficiently accurate to capture the complicated physics of the flow. Comparison with
DNS data [15] has shown that the answer is positive, and good agreement with the reference has been found for the
considered quantities of interest. However, it was also revealed that numerical instabilities, discussed in Section 2.5,
constitute a significant problem. It is virtually impossible to know a priori whether the chosen numerical setup would
lead to a stable simulation, and a crash may occur sporadically after a significant part of the simulation time has already
past. Addressing the primary sources of instability (surface tension, density gradient term in (1)) should therefore be
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Figure 15: The obtained autocorrelation functions of the volume of leaked air. Line styles and colours as in Figures 11
and 13.

a high priority for the development of VoF solvers in OpenFOAM® and other codes based on similar algorithms.
The rest of the simulation campaign focused on the effects of grid resolution, amount of upwinding, and VoF

methodology. One of the most interesting results is that the most dissipative scheme, u100%, led to the best results for
nearly all the considered quantities of interest. Fortunately, dissipation also favours stability, which means that having
both an accurate and stable numerical setup is possible.

Using the geometric VoF methodology, isoAdvector, was shown to lead to improved accuracy of the results and
preservation of the interface sharpness. This characteristic is particularly important if one of the simulation goals
is tracking the fate of entrained bubbles. However, the chance of instability is also increased by isoAdvector, and
for some combinations of modelling parameters the simulations could not be run. Unfortunately, this included the
benchmark simulation. The computational costs of isoAdvector simulations are also significantly larger than their
MULES counterparts, see Table 2. For equivalent simulation settings, the maximum cost ratio was 1.5, however due
to MULES being more stable it is possible to select a larger time step, which makes the difference even larger.

The combination of parameters that resulted in good predictions for all the quantities of interest is theΔx2 grid, the
isoAdvector and the u100% scheme. This combination of parameters is therefore recommended when compromising
accuracy in favour of computational efficiency is not an option. Using MULES instead is an alternative when guaran-
teed numerical stability and improved efficiency can motivate a modest reduction in the accuracy of the profiles and
worsened resolution of individual bubbles. The Δx3 grid could be used to reduce costs significantly and still maintain
a level of predictive accuracy that can be suitable for industrial simulations. Using the Δx4 can only be recommended
when the CHJ is a part of a larger flow configuration and is not of particular interest as such.
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