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Abstract

Experiments as well as some numerical simulations were conducted investigating
the resonance region of vortex induced vibrations for different trailing edges of a
hydrofoil in channel flow. The study focuses on the usefulness of stream-wise
vorticity for the mitigation of vortex induced vibrations for the different trailing
edge geometries. Though applicable to several different engineering disciplines,
the topic is pursued in the context of hydraulic machinery. To this end, flow
measurements were also conducted in the vane-less space of a high head model
Francis turbine, to investigate the role trailing edge modifications of guide-vanes
might play in such machines.

The flows were studied by use of particle image velocimetry. In the case of
the individual hydrofoil vibrations were measured by means of embedded strain
gauges for different trailing edge geometries. Purely computational fluid dynamics
simulations were carried out to investigate different Reynolds-averaged Navier-
Stokes based turbulence models capability to predict vortex shedding frequencies
and wake velocity profiles for one geometry considered to be representative for
hydrofoils utilized in hydraulic turbines.

Most notably, it was found that stream-wise vortexes, here introduced by
the means of sub-boundary layer vortex generators, can substantially reduce the
amplitudes of the vortex induced vibrations for a hydrofoil, even under resonant
conditions. The set of measurements and initial numerical simulations lay the
ground-work for further investigations and optimizations of such passive flow
control devices.
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Chapter 1

Introduction

1.1 Motivation

Self induced vibrations due to vortex shedding is a class of fluid structure
interaction phenomena proven to be a pervasive problem in a number of
engineering fields. In hydro-power turbines the problem of stay vane cracking
due to vortex induced vibrations (VIVs) has been around for many years[1]. In
recent years the problem seems aggravated by an increasing interest in pushing
the limits of range of operation for such machines. This trend is a response to the
increasing fluctuations in the power-market where the proportion of intermittent,
renewable energy sources, in particular solar and wind, are on the rise[2, 3].
In addition, the increased demand for energy worldwide, renewable energy in
particular, motivates the push for higher energy efficiencies of turbines which
may in certain cases lead to reduced material thicknesses in such components as
the turbine blades, thus increasing risks of fatigue and cracking.

Improvements in the knowledge and design of mechanical components, such
as hydrofoils, with respect to VIVs can lead to substantial cost savings due to
reduced risks of mechanical failures, and in the field of hydro-power allow larger
ranges of operation. One school of thought that has gained increased interest
in recent years, is the study of three-dimensional flow structures in bluff body
flows rather than two-dimensional, relevant for the mitigation of VIVs[4-6]. The
progression is natural, with the research community having built on decades
worth of studies into more two-dimensional flows[7-10] 1. What’s more, on the
numerical side increasing computational power has made it possible to study
ever more complex structures in fluid-structure interaction phenomena, where
previously many flows could only be studied in two dimensions. The effect
of stream-wise vorticity on vortex shedding and pressure fluctuations through
the modifications of trailing edges has re-emerged in the research community.
Examples include both sub-boundary layer vortex generators[11] as well as
trailing edge serrations[12], or undulations, both of which is part of the present
study. The idea of introducing stream-wise vorticity as a means to passively
control the flow is quite old however[13, 14], and overall this suggest that no
definitive model has been attained for describing the complex wake interactions
taking place, in particular for the fluid-structure interaction case.

LOf course, all turbulent flows exhibit a three-dimensional nature to some degree so the
term "two-dimensional flows" is used here in the loose sense.



1. Introduction

1.2 Objectives and limitations to scope

In accordance with the above mentioned motivation, the research question
asked at the initiation of the project was the following; can the introduction of
stream-wise vorticity reduce the amplitudes of vortex induced vibrations, even
at resonance?

Considering that an experimental investigation into the topic would provide
essential data for the validation of a numerical approach, but would be relatively
limited in the description of the full flow field, a two-pronged approach was
selected; one numerical and one experimental. The main objective was to design
and conduct a set of experiments that could be used as relevant test cases for
studying the effect of stream-wise vorticity on trailing edge vortex shedding and
vibration, both in the general case as well as in the applied case. The test cases
were here to be represented by flow over a generic hydrofoil with different trailing
edge designs for passive flow control, as well as flow downstream a guide-vane in
a Francis turbine. Seeing as the experimental investigation would likely prove
time-consuming, the objective in the numerical study was merely to initiate
an investigation into the state-of the art turbulence models that could be used
to accurately predict the trailing edge boundary layer separation and vortex
shedding.

In such complex flows as occurs in the separated flow regions in the immediate
wake of bluff, or blunt objects, combined with boundary layers of adverse pressure
gradients a large eddy simulation[15] (LES) is typically considered the "correct'
approach. However, while such an approach is viable for industry relevant
Reynolds numbers with todays computers, it is typically far too computationally
expensive for iterative design exploration. A detached eddy simulation (DES)[16]
would offer a less computationally expensive option, but the important boundary
layer effects would still be simulated through unsteady Reynolds-averaged Navier-
Stokes (RANS) equations with turbulence models, so the starting point again
becomes; which state-of the art turbulence model offers the most accurate results
with respect to boundary layer separation and vortex shedding?

With the above in mind the following activities were considered:

e To conduct PIV measurements in the wake of a generic hydrofoil and
measurements of strain to serve as a reference case both for further
experimental studies with modified trailing edge designs as well as for
numerical modelling.

e Test different turbulence models with respect to estimation of wake
properties and vortex shedding, in particular such models relevant for
future DES of geometries of increasing complexity.

e Design and conduct an experiment analysing the effect of stream-wise
vorticity on the vortex induced vibrations of a hydrofoil for a set of
modified trailing edges.



Thesis outline

1.3

o Initiate an experimental investigation of the use of such trailing edge

modifications as mentioned above for guide-vanes in a high head Francis
turbine.

Thesis outline

The thesis is presented as a collection of papers and is comprised of two parts.
Part one aims to provide an overview and summary of the each of the individual
works without going into details. Part two contains the papers, presented in
chronological order, with the following titles:

1.4

PIV measurements and CFD simulations of a hydrofoil at lock-in.

A test of the v2 — f k — € turbulence model for the prediction of vortex
shedding in the Francis-99 hydrofoil test case.

Particle image velocimetry measurements in the vane-less space of a model
Francis turbine under steady state operation.

An experimental study regarding the effect of stream-wise vorticity on
trailing edge vortex induced vibrations of a hydrofoil.

Main Research Contributions

The main research contributions can be summarized as follows:

o Experimental particle image velocimetry (PIV) data concerning VIVs of

a hydrofoil moving through lock-in provides a valuable validation set for
further numerical studies.

New trailing edge designs tested demonstrate the usefulness of vortex
generators (VGs) with respect to the mitigation of VIVs for hydrofoils.
The detailed flow measurements obtained provide support for further
numerical investigations and potential optimizations.

The PIV measurements obtained in the vaneless space of a high head
francis turbine provide insight into the role of guide-vane vortex shedding
and it’s wake, with respect to the rotor-stator interaction.
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Chapter 2
Background

2.1 Self induced vibrations due to vortex shedding

Vortex shedding due to the instability of separated shear layers from bluff bodies
is present in a vast range of flows, both turbulent and laminar, at a vast range
of scales. A rather large scale example is given in Figure 2.1, where a satellite
image taken by NASA shows vortex shedding from a island made visible by
clouds.

Figure 2.1: von Karman vortex shedding downstream the Robinson Crusoe
Islands, taken by NASA GSFS from Landsat 7 in 1999[1].

The Strouhal relation, St = fd/Us, introduced by Vincenc Strouhal[2] is
often utilized in engineering practices. For a cylinder of diameter d, in a free-
stream velocity of Uy, with a shedding frequency tending to f, its usefulness
is demonstrated in the relatively constant value of around 0.2 across several
decades of the diameter based Reynolds number. See for example the compiled
data by Hucho et. al.[3]. While the traditional strouhal number attains a fairly
constant value for cylinders, different values are found for different geometries.
In contrast, Roshko, among others, demonstrated the validity of a universal
Strouhal number that has been found to collapse data for bluff body geometries
of a wide range of shapes[4—6]. The universal Strouhal number, St’ is based on
the on the wake properties, essentially the wake width, d’, and wake edge velocity,
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U’, rather than a characteristic dimension of the object positioned within the
flow.

Vortex shedding induces an oscillating pressure force which acts on the
body generating the separated flow. When the shedding frequency is close the
structural natural frequency, resonance may occur[7, 8]. Further, as has been
demonstrated for both cylinders and foils[9], the vortex shedding may become
locked on the structural natural frequency, rather than linearly increasing with the
flow velocity as per the Strouhal relation. In hydraulic turbines this mutual fluid-
structure interaction, sometimes referred to as singing vanes[10], can effectively
increase the risk of blade cracking or component failure trough widening the
velocity range where resonant vibrations can occur.

2.2 Particle Image Velocimetry

The present work makes extensive use of particle image velocimetry (PIV) for
the measurement of trailing edge flows and vortex shedding. PIV has gained
considerable traction in the research community in recent years[11]. The method
relies on the use of tracer particles, acting as sensors, suspended in an otherwise
optically transparent fluid. Through the use of a collimated light source and
camera an accurate measurement volume can be defined and the tracer particles
tracked. Though several types of techniques have been developed, we will here
confine ourselves to the description of 2D, 2-component (2D-2C) PIV for digital
cameras, which has been used throughout the work of the thesis. Figure 2.2
presents a general overview of the method.

Light Source Timing +
Synchronizing
Unit

Light Sheet ;
Optics / . / ;
Field of U S §

View \ o T :

Camera +
Optics

Particles
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in Flow

Seo
S~
S<
S

Figure 2.2: A conceptual overview of a generic 2D-2C PIV setup.

This section is only meant as a brief introduction to the essence of the



Particle Image Velocimetry

technique and some of it’s potential sources of errors. For a complete discussion
see for example[12].

2.2.1 Particles

The ideal seeding, or tracer particles for PIV are those that have neutral buoyancy,
are much smaller than the smallest scales to be resolved in the flow, does not
significantly alter the fluid properties, and does not interact with each other.
As PIV is an optical method, it is also clear that the particles should have a
minimum degree of reflectivity, where this minimum degree is closely tied to the
intensity of the illumination source and the light sensitivity of the camera sensor.
It may be worthwhile to note that there will always be an error associated with
the discrepancy between the true fluid path, and the path followed by a particle,
as illustrated in figure 2.3, though this error may often be neglected[13] for an
appropriately conditioned setup.

--- Particle path
7. article pa

Fluid path

“" Linearized estimate

Figure 2.3: Illustration of particle path vs true fluid path and the average
displacement.

2.2.2 Spatial correlation

Rather than estimating the velocity of single particles, as in particle tracking
velocimetry (PTV), PIV relies on the spatial distribution of particle groups
for the estimation of velocities. The full field of view (FOV) particle image is
split into smaller interrogation windows (IW), where each interrogation window
results in one velocity vector. See figure 2.4.

IM1

I Ip
pEREEAG ‘:,".'w ;
G T — e —
TTEEE . b T
L1 Stw dt
Measurement 3 FOV —> Iw o Vector

Volume

Figure 2.4: Two sets of images make up each vector field. Each image is split
into IWs resulting in one vector through cross-correlation evaluation.
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Let, I(z,y) denote the 2D distribution of discrete pixel light intensity levels
in a single exposure digital image. Then, for two particle image pairs, I; and
15, separated by a known time delay, dt = to — t1, we may define the discrete
cross-correlation function!

L/2 H/2

R(i,j)= > > hwylh(z+iy+)). (2.1)

r=—L/2y=—H/2

Here, L and H denote the length and height of the sample size of I in
pixels, and the variables i and j represent an image shift along the x and y
axis, respectively. To allow this, the sample size of I5 can be taken larger than
Iy, or given some sort of appropriate padding m along x, and n along y, so
that —m < i <m and —n < i <n [12]. For padding and sample sizes of even
numbers, this gives rise to a (2m+1) x (2n+1) correlation plane. As an example,
in the case of a 24 px x 24 px IW, with a uniform padding of 12 px, this would
then give a correlation plane of size 25x25 units. Assuming that the shape of
the particle spatial distribution remains essentially the same in a subset of I as
in I7, and also is not rotated, both of which is a prerequisite for classical PIV,
the spatial cross-correlation will yield a peak, R, (ip, j,) at the linear translation
corresponding to the vector

7"_1; = glip + 52jp, (22)

where €7 and €3 are unit vectors in the x and y direction, respectively.
Through applying some scaling function S(X,Y), converting the scale of pixels
to dimensions of length, one obtains the first estimate for the velocity vector

S(X,Y)(rp)
dt )

In general the scaling operator depends on the location of the vector in
the FOV image plane, here denoted (X, Y), due to optical effects such as lens
aberration, or oblique viewing angles for 2D PIV.

In practice, local particle spatial variance and particle image distortion,
though hopefully small, as well as intensity distribution differences in the two
image pairs means that the cross correlation peak can become smeared out. The
uncertainty generally decreases as the size of the IW increases and more particles
contribute to the correlation, though this comes at the cost of spatial averaging
of the velocity field. Also note that, for computational efficiency, it is customary
for PIV algorithms to rely on the fast Fourier transform (FFT) to compute the
cross-correlation function, exploiting the cross correlation theorem stating that
the cross-correlation can be computed from a complex conjugate multiplication of
the Fourier transforms of I3 and I5. For efficient implementation, the two image

/L_[:

(2.3)

IFor fair relative comparison between the sample images which may have differences
in background intensities and exposure, it is customary to work with the normalized cross-
correlation coefficient, rather than the cross-correlation function, but the essence of the method
remains the same.
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samples are often set to equal size with a base number of 2, e.g. 16 pxx16 px or
32 pxx32 px, resulting in an equal size correlation-function plane[12]. While this
can drastically decrease computational time, the drawback is a potential loss
of particle pairs, and a limitation on the dynamic range set by the size of the
IW. The solution that has evolved in the PIV research community is to utilize a
so-called multi-pass approach with window shifts and shape adaptation, which
is further described in section 2.2.4.

2.2.3 Image particle size and density

An issue with the method presented thus far is the fact that the correlation peak
is located with discrete pixel steps. This may not always be sufficiently accurate.
One common method around it, is to apply a 3-point Gaussian curve fit to the
correlation peak[14, 15] and its adjacent correlation values. See figure 2.5

Sub pixel
displacement
estimate

Correlation

Y

— 4 @

Shift (pixels)

Figure 2.5: A three point Gauss-fit estimator resulting in sub-pixel displacement
accuracy.

The rationale behind using a Gaussian curve is that the image of the
particles themselves form so-called Airy functions which are well estimated by
Gaussian functions. The spatial cross-correlation function is then a correlation of
approximately Gaussian functions, which is itself again approximately a Gaussian
function. With such an approach, sub-pixel accuracy in the location R, for a
given vector is possible. Through simulations using synthetic particle images,
Raffel et al.[12] found the optimal particle size for an accurate Gaussian fit
to be in the range of 2-3 pixels in diameter, depending on the PIV algorithm
used. This particle size also help to minimize the so-called peak-locking effect, or
pixel-locking effect, generally caused by particles being too small. If the particle
images are of the size of 1 pixel, then the cross correlation peak can become too
narrow, and clear bias towards discrete pixel displacements occur[12, 13]. This

11
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effect can be detected by inspecting the histogram of displacement estimates in
a PIV FOV. An illustration of the effect is given in figure 2.6.

Number of vectors

0 1 2 3 4 5 6 7 8

Velocity [px]

Figure 2.6: An example of vector field peak-locking. There is a clear attenuation
towards vectors corresponding to integer pixel displacements.

When it comes to the density of the particles, it is clear that an increase
in particle density will contribute to an increase in the cross-correlation
function peak amplitude, as long as the particles are clearly distinguishable, i.e.
background noise is not increased. In practice, the challenge is often to achieve
a high enough, and uniform, particle seeding density. As a rule of thumb a total
of 10 particles within a given interrogation window is suggested as an adequate
starting point[12] in order to have a sufficient signal to noise ratio in the cross
correlation peak and decrease the chance of false positives arising from in and
out of plain motion of the tracer particles.

2.2.4 Multi-pass interrogation with window shifting and deformation

PIV has evolved to a point where it is now commonplace for practitioners and
software providers to utilize multi-pass IW algorithms, involving both IW window
shifting and adaptive IW shape, or weighting[16]. As mentioned, a constant
IW size for the image frames associated with the intensity fields I; and I5 is
beneficial for computational purposes, but limits the traceable range of particle
movements and leads to potential in-plane loss of particle pairs. Multi-pass
interrogation window shifting algorithms can allow for larger particle image
displacements for a given interrogation window size, and greatly reduces the
risk of in-plane particle pair losses[17, 18]. Overall, the method is based on
doing an initial pass to estimate the velocity field. Then a second pass shifts
the second IW in relation to the first by the most likely velocity vector. Thus,
particle movements larger than the size of the IW itself can be tracked, and
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the risk of in-plane particle pair loss is drastically reduced. Another benefit of
the multi-pass procedure is the potential for iterative spatial refinement. For
instance one may initiate with a relatively large IW, say 64 by 64 pixels, in
order to estimate a particle image displacement, and use that predictor as a
first estimate for the peak search in a concurrent evaluation pass for a smaller
interrogation window, say 32 by 32 pixels.

Furthermore, as described by for instance Scarano and Riethmuller[19], the
multi-pass approach allows an estimation of the relative spatial deformation of
the particle distribution from the first image frame to the next. This is done
through the initial estimation of the velocity field and subsequent estimation
of the spatial derivatives dii/dx and dii/dy. See figure 2.7 for an illustration
of the effect of different degrees of multipass prosessing. The correction of the
spatial deformation of the particle images greatly decreases the smearing of the
cross-correlation peak in high shear and turbulent flows, where spatial gradients
may be significant through all the practically obtainable IW sizes.

2.2.5 Recognition of spurious vectors

While several methods exists for the automatic detection of spurious vectors,
the one that is relevant for the present work is as presented by Westerweel
and Scarano[20]. The proposed method essentially considers the local velocity
variations within a neighbourhood of a vector in question, and determines an
allowable threshold. If the vector under consideration is outside an allowable
threshold it may be discarded as an outlier, and subsequently replaced by a
vector corresponding to the next highest peak in the cross-correlation function.
The algorithm may be re-iterated, until all detectable spurious vectors have
either been replaced, interpolated or simply deleted. The proposed outline
is as follows; consider a vector in question of magnitude |iu]g). For it’s
neighbourhood of n vector magnitudes {|u](1), |t](2),...|U])} (e.g. n=8 for
a 3x3 vector neighbourhood) a median, |i],cq, is computed. Then, a residual
value, r; = ||y — |U]meal, is determined for each vector in the neighbourhood
and a residual median, 7,,¢q4, is computed from {ry,r5..r, }. The point of using the
median rather than the average is that the median is less susceptible to "blow up"
due to other spurious vectors in the neighbourhood[21]. Finally the normalized
residual level of the vector in question with respect to it’s neighbourhood is
defined as

||l (0) — [Ulmeal

Tmed T e’
where ¢’ is a small correction to avoid a division by 0 in a uniform flow field.
For values in pixels, the value suggested for ¢’ is 0.1 px, which have been found
to be a typical level of background noise in digital PIV setups. Westerweel
and Scarano[20] went on to demonstrate that a residual level of 7* < 2 roughly
corresponded to the 90-percentile for a range of PIV data from different flows,
which suggested that a universal constant could be used for the detection of
outliers.

Ty = , (2.4)
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Figure 2.7: The same vector-field evaluated with a 16 px x 16 px IW through
different approaches. a) shows the vector field with no detection and replacement
of spurious vectors. b) shows the field with universal outlier detection applied
and replaced vectors in red. In c¢) a multipass with constant IW approach
has been applied, leading to a more robust estimate. d) shows the vectorfield
evaluated using a mulitpass approach with decreasing IW size, going from 2
passes with a 24px x 24px to 2 passes with a 16 px x 16 px IW.

2.3 A note on near wall eddy-viscosity turbulence modelling

Through Reynolds decomposing an instantaneous velocity component, @, into
it’s mean, U;, and fluctuating, u;, components (i = 1,2, 3), and then averaging,
the Reynolds-averaged Navier-Stokes (RANS) equations for an incompressible
fluid may be written[22]:
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0 0 1 0 0

= U; im—Ui=——-—P U — —upg, 2.

6tU +U; 8ij O, + VU axjuju (2.5)
0
7 Ui =0, 2.
5Ui =0 (2.6)

representing the conservation of momentum and mass, respectively. In order
to solve the set of four equations, closure must be found for the six unknowns
of the Reynolds stress tensor u;u;. The main turbulence models utilized in the
present work are so called eddy-viscosity turbulence models that relates the
Reynolds stress tensor to an eddy, or turbulent kinematic viscosity, v, by the
linear constitutive relation called the Boussinesq approximation:

2
Uj; = —21/,55,']‘ -+ gkéw (27)

where S;; = %{%Uj + %Ui} is the mean rate of strain tensor, d;; is the

Kronecker delta, and k£ = %m is the turbulent kinetic energy. In the following,
let the velocity components be oriented such that uy, = v is along the wall
normal direction, while u; = u is along the wall-parallel stream-wise direction
and u3z = w is the resulting cross stream, wall parallel component.

Jones and Launder[23] introduced what is now considered the standard k — €
turbulence model, which may be regarded as the prototype, or starting point,
for the other turbulence models herein. In their high Reynolds number version
of the model they proposed the limiting form

vp = CH?’ (28)

for the eddy viscosity. Here € is the turbulent dissipation rate, and C,, = 0.09
is a model constant. The model then closes the set of equations thus far
introduced by solving two transport equations, one for k and one for €, hence it’s
name. Figure 2.8, adapted from Durbin[22], shows the predicted eddy viscosity
according to equation 2.8 in a boundary layer against the "exact" value, using the
relation v, = —uv/ %. Both relations were computed using boundary layer data
from the direct numerical simulation by Moser et. al.[24]. The over-prediction
of the eddy-viscosity in the near wall region, i.e. y* less than roughly 50, is
apparent. The additional profile with €, = 0.08 demonstrates that the shape
cannot be sufficiently altered simply by adjusting C,.

A number of ways of adapting the "high Reynolds number" form of the
k — € model to allow for more accurate near wall turbulence modelling has
been proposed over the years. Jones and Launder[23] adopted a so-called wall
damping function approach for v; in the initially proposed model, in addition to
a modification of the transport equations of k& and e. An review of such models,
often called low Reynolds number models due to the increased impact of the
molecular viscosity in the near wall region of boundary layers, is provided by
Patel et. al.[25]. Another method include the use of wall functions, relying on
the universal law of the wall to compute the inner-most region of the boundary,
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Figure 2.8: Eddy viscosity evaluated according to different relations. Figure
adapted from Durbin[22].

and removing the need to spatially resolve the boundary layer below yT =~ 40.
Finally, two-layer models have been developed in the strand of k — e turbulence
models that effectively splits the modelling approach in two; one formulation
that handles the near wall region is stitched to a model that handles the rest of
the flow region. One such approach is presented in the paper by Chen et. al.[26].

The relatively poor agreement between some of the older near-wall
formulations of the k — ¢ strand of models and boundary layer data for flows
with adverse pressure gradients led Wilcox to introduce a reformulation of the
transport equations[27, 28]. He introduced the k — w strand of turbulence
models, by considering the transport of the specific turbulent dissipation rate
w = ¢/(kB*), where 8* is a model constant. One of the notable improvements
was that a reasonable distribution of the eddy viscosity was achieved all the way
down to the wall, without the use of wall-damping functions. Menter sought
to further improve the k — w formulation for adverse pressure gradients and
separated flows with the introduction of the now popular shear stress transport
(SST) formulation[29]. An overview of the k — w strand of turbulence models is
provided in the more recent paper by Menter[30].

Durbin[31] introduced an eddy viscosity scaling based on the wall normal
turbulent stress component, v2, such that

—k
vy = cHUQE, (2.9)

on the grounding that v2 is a more physically correct scaling for the turbulent
transport to and from the wall. Indeed, when compared to the eddy viscosity
profile in figure 2.8, the proposed scaling demonstrates a good match. Note that
here a different constant ¢, (=0.2) is used. Seeking to retain some of the near
wall anisotropy without the need for a full Reynolds stress transport formulation,
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Durbin went on to introduce the k — ¢ — v2 — f turbulence model, where f
was introduced as an elliptic function aiming to retain the "wall-echo" effects
imposed on v2 close to an impermeable wall[32]. The model has been tested
for a number of cases of 2D and 3D boundary layers with adverse pressure
gradients and separation, with overall good results[33, 34]. An overview of the
k — e —v2 — f strand of turbulence models is provided in the recent study by
Billard and Laurence[35].
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Chapter 3
Summary of Papers

3.1 Paperl

Experiments were conducted studying the resonance region of vortex induced
vibrations for a semi-blunt trailing edge hydrofoil in channel flow. The wake was
studied by use of PIV. The structural vibrations were studied by embedded strain
gauges located near the trailing edge tip as well as with a surface laser doppler
velocimeter. Purely CFD simulations were carried out to investigate different
RANS turbulence models capability to predict vortex shedding frequencies and
wake velocity profiles for the geometry.

Overall, the expected behaviour was observed in the experiments, where the
vortex shedding frequencies were found to lock on to the foils natural frequency
for a significant range of channel bulk velocities. In addition, the wake velocity
profiles were seen to vary significantly more during resonance, compared to off-
resonance conditions. The different turbulence models utilized in the simulations
predicted widely varying vortex shedding frequencies and wake velocity deficits.
It was found that the differences in the vortex shedding frequencies could be
largely attributed to differences in the predicted upper trailing edge boundary
layer separation lines for the specific trailing edge tested.

3.2 PaperlIl

The paper presents additional CFD simulations for the same hydrofoil geometry
as tested in Paper I, concerning the prediction of vortex shedding frequencies
and hydrofoil wake velocity deficits. A comparison is made between the SST
k — w turbulence model and the v? — f k — € turbulence model, in addition to
testing the impact of laminar to turbulent transition for the case. A sensitivity
study with respect to inflow boundary conditions is also presented.

The case was found to be relatively insensitive to the inflow conditions with
respect to turbulence levels and upstream pipe velocity profiles. Further, laminar
to turbulent transition modeling gave essentially the same results as for the
fully turbulent case, due to transition predicted to naturally occur very close
to the leading edge for the specific hydrofoil. Both turbulence models tested
under-predicted the velocity deficit in the wake compared to measurements and
tended to underestimate the vortex shedding frequency.

3.3 Paper III

Paper III focuses on the flow in the vaneless space of a high head model Francis
turbine geometry, studied by means of PIV measurements. The measurements
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3. Summary of Papers

were carried out with the turbine running in steady state conditions, for a
fixed head and rotational speed. Several guide-vane openings was tested. For
each guide-vane opening the time-average and transient wake characteristics
are discussed, together with the periodic oscillations caused by the rotor-blade
passing, otherwise known as the rotor-stator interaction (RSI).

It was found that in the wake of the guide-vane the dynamic energy content
of the transverse velocity fluctuations from the trailing edge vortex shedding
and RSI were of comparable sizes, though the energy from the vortex shedding
is spread over a wider frequency range. While the measurements provide some
insight, it is suggested that further measurements or numerical analysis is
conducted in order to fully understand the impact of each effect.

3.4 PaperlV

Measurements were conducted studying the effect that two different trailing edge
designs had on the vortex induced vibrations. The hydrofoil utilised had an
identical profile to the one studied in Paper I, but was made with exchangeable
trailing edges, which allowed a direct comparison of strain intensity levels as
measured with embedded strain gauges. The two designs tested were sub-
boundary layer vortex generators and rounded serrations cut into the body of
the hydrofoil, both of which introduce a certain amount of stream-wise vorticity
into the wake of the foil. The time-averaged and turbulent properties of the
wake was measured through PIV.

Most notably, it was found that the vortex generators significantly reduced
the vortex induced vibrations at resonance conditions, though at the cost of
increased pressure loss associated with the geometry, compared to both the
reference trailing edge as well as the serrated trailing edge. The serrations shifted
the resonance range to higher flow velocities, but underwent larger vibrations
once resonance occurred.
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Chapter 4

Discussion

The following chapter discusses some of the main findings from the collection of
papers as a whole. The findings are discussed in more detail in the individual
works.

As a lead up to the trailing edge modifications presented in Paper IV,
Paper I first focuses on the VIV resonant behaviour of an unmodified, generic
hydrofoil serving as the reference case. Overall, the expected behaviour was
found. The combination of PIV measurements in the wake and simultaneous
measurements of the trailing edge strain clearly show, in figure Figure 1.4, the
large increase in the amplitude of the vibrations going through resonance, and the
lock-on of the vortex shedding to the natural frequency of the foil for an extended
velocity range. Together with previous measurements by Bergan et. al.[1] which
focused on the the added damping effect from the water going through resonance,
the set of data provide a substantial data-set for FSI simulations of the same
case.

The eddy-viscosity turbulence models tested in the study demonstrated a
significant spread in between the different models as well as a discrepancy between
the simulated and measured flows, as shown here in figure Figure 4.1, reprinted
from Paper I for convenience. This is somewhat expected, since flows over
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Figure 4.1: Shedding frequency versus flow velocity. (a) Effect of different
turbulence models. (b) Experimental, CFD and empirical estimates. Figure
from Paper 1.

curved surfaces and gradual separation is precisely where such models tend to
fail[2]. One hybrid RANS-LES model was also tested, namely the SAS approach
based on the SST k — w turbulence model. The shedding frequencies predicted
are essentially the same as for the simulations with a purely RANS based
approach with the same turbulence model. Since the same model still controls
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4. Discussion

the development and separation of the boundary layer, this also underlines
precisely why the turbulence model utilized in the boundary layer is so important
for the case. One curious result was the significant deviation of the velocity
profile in the wake compared to measurements and all the other models. It is
postulated that the discrepancy in the predicted mean wake as simulated by
the SAS model and the measurements is due to the transition region, where the
model is gradually developing from a RANS to a LES treatment of the flow in
the separated boundary layer. This "development region" is a known weakness
for such hybrid RANS-LES, or DES, models, for certain spatial grids[3].

Overall, the numerical results presented in Paper I partly motivated the
study presented in Paper II. The k — € v? — f improved upon the predicted
vortex shedding frequencies, compared to the SST k — w turbulence model.
However, as stated, without measurements of the trailing edge boundary layer it
is not really feasible to accurately assess where the models have their weaknesses.
As noted in the Paper I, there remained some uncertainties related to the
slight surface roughness of the hydrofoil in the first set of measurements, as
well as uncertainties related to the channel flow conditions, such as the mean
velocity profiles and turbulence. The measurements presented in Paper IV
for a fully smooth geometry essentially confirmed the previous results, and
also confirmed that the inflow conditions set in the simulations with respect to
turbulent parameters and pipe velocity profiles were reasonably matched with
the experimental conditions.

The main results concerning the VIV for the different trailing edge designs
further described in Paper IV, are reprinted here for convenience in figure 4.2.
The VGs tested lead to a decrease of roughly 80% in the maximum peak of the
strain intensity amplitudes, ST, compared to the reference. This decrease is in
accordance with the overall decrease in the transverse velocity fluctuations across
the hydrofoil wake, that can be seen in figure Figure IV.8. It is thought that
the mechanism behind the reduction of vibration amplitudes at resonance is the
effective de-correlation of the otherwise two-dimensional vortex shedding street
and thus dampening of the pressure fluctuations at the trailing edge. Further
analysis is needed to confirm this however. Notably these findings agree with
similar measurements carried out for cylinders fitted with VGs[4].

The particular design of serrations tested are seen to lead to a shift in the
resonant region towards higher velocities. The increased vibrational amplitudes
are partly explained by the increased kinetic energy associated with the higher
channel velocities, and partly by the change in the mechanical properties of the
edge made by cutting into it. This last effect is made clear when comparing
the peak to peak amplitudes occurring for the edge under forced vibrations
in stationary water. Further, the power of vertical velocity fluctuations are
seen to increase overall for this design. It is likely that this flow condition
may be improved upon with slight changes of the serration parameters. For
instance, serrations for flat trailing edges are known to be most beneficial with
respect to sound reduction in certain frequency ranges when the amplitude of
the serrations are twice the thickness of the boundary layer or larger[5]. While
the current design is estimated to be within this criteria based on CFD results
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4. Discussion

from Paper II, it may well be that in order to achieve an appropriate scaling
adjustments should be made for the fact it is a semi-blunt, rather than a thin, or
flat edge. One interesting, but more subtle effect on the vibrations observed in
the measurements with the serrated trailing edge was the presence of resonance
induced cavitation, localized at the trailing edge for test section bulk velocities
corresponding to 5 < U* < 6. The cavitation occured for the very largest
amplitudes of vibrations and possibly augmented the hysteresis effect marked in
the plot of figure 4.2, (Serrations - Set 2). Outside of resonance, even at higher
velocities, the flow remained cavitation free. The limitations in the pressure
rating of the test section and connected pipes meant that this effect could not
be entirely avoided, though it does not significantly affect the results overall.

A trailing edge that performs as well as the VG’s with respect to mitigating the
effects of VIV, but without the inherently increased pressure losses documented
in Paper IV along with the risk of failure due to erosion, would prove a viable
candidate for the inclusion in hydraulic turbo-machines. This ties in with the
discussion in Paper III, which focused on the flow in the vaneless space of a
model Francis turbine. While VIVs are considered to be less of an issue for
guide-vanes in Francis turbines in general[6], issues have been documented from
stay-vanes and could potentially affect runner-blades. In closing, is notated
that as indicated by the measurements in Paper III, figure I11.6-111.7, vortex
shedding from the guide-vanes is most likely to interfere with the runner blades
only at guide vane openings for high loads, due to the trajectory of the wakes.
It is feasible that the vortex shedding could trigger leading edge boundary layer
instabilities in the runner, leading to "secondary" vibrations. Providing a passive
flow control method by the introduction of stream-wise vortexes could mitigate
such effects, though that is a topic for future studies.
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Chapter 5

Conclusion and Further Work

In the following sections some concluding remarks on the individual works
contained in the thesis are made as well as some suggestions for further work to
be considered.

5.1 Conclusion

The numerical studies contained in Paper I and Paper II shows that even such
a relatively simple geometry as the hydrofoil utilized in the present study provide
a challenging case for eddy-viscosity turbulence models due to smooth curvature
and gradual boundary layer separation occurring at the trailing edge. Overall
the result is in accordance with existing findings in the literature, but serves as
a reminder to the industry of the importance of a case to case validation, since
the trailing edge geometry was specifically designed to be relevant for hydraulic
turbines.

The measurement in Paper IV demonstrates that stream-wise vortices
introduced by means of sub-boundary layer vortex generators can lead to a
substantial reduction of VIVs, even at resonance. In opposition, the design of
the trailing edge serrations tested here lead to increased vibrations at resonance,
but introduces streamwise vorticity into the flow with no noticable increase
in pressure losses. Seen in conjunction, the measurements suggests further
improvements can be made towards the mitigation of VIVs, with designs relevant
for use in hydraulic machinery, as well as other engineering disciplines where
VIVs occur.

The initial velocity field measurements of the vane-less space in the high-
head Francis turbine presented in Paper III provide some insight into the role
of trailing edge modifications with respect to the rotor-stator interaction and
potential triggering of boundary layer instabilities at the runner blade, but is
largely inconclusive.

Overall is hoped that the PIV measurements and simulations may aid
further numerical investigations, in particular with respect to fluid-structure
interaction and further work towards mitigation of VIVs trough passive flow
control geometries.

5.2 Further Work

Since optimizations of the flow control geometries introduced in this work were
considered to be well outside the scope of the project, the goal was instead to
obtain measurements for relevant flow geometries that could be further developed
and studied numerically. As such, a numerical parameter study for the flow
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5. Conclusion and Further Work

control concepts introduced, namely trailing edge fitted vortex generators and
non-flat serrations, are considered a natural progression of the work. In addition
the velocity measurements obtained in the vaneless space of the Francis turbine
should support further numerical investigations of the relevance of such passive
flow control methods as described above, for the use in turbines.
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Abstract

As part of an ongoing investigation into the mitigation of vortex induced
vibrations of hydrofoils, a combined experimental and numerical study of
the fluid-structure interactions and wake of a hydrofoil at lock-in has been
conducted at the Waterpower laboratory of the Norwegian University
of Science and Technology. The hydrofoil has a blunt trailing edge
and von Kérmén vortex shedding induces a lock-in effect at a chord
based Reynolds number of about 2,7-10%. The present paper presents
the initial measurements of vortex shedding frequencies going through
lock-in, along with CFD simulations at lock-off conditions as well as some
empirical estimates of vortex shedding. Experimentally the hydrofoil wake
was studied in detail using particle image velocimetry (PIV). Hydrofoil
vibration frequencies were measured by both a strain gauge positioned near
the trailing edge of the foil as well as by a laser doppler vibrometer (LD-V).
Numerically the phenomena was simulated using ANSYS CFX. Several
different turbulence models was tested, from the two-equation standard
k — ¢ model to the scale adaptive SST-SAS model, with considerably
different results. It is observed that the vibrations induced at lock-in
considerably shifts and reduces the hydrofoil wake velocity deficit. Further,
the CFD results suggest that the driving parameter influencing the shedding
frequency is the cross flow separation distance at the trailing edge.

1.1 Introduction

In order to avoid unnecessary fatigue and risk of failure when designing hydraulic
turbines, it is an established guideline that the shedding frequency of guide vanes,
stay vanes, and runner blades should not overlap with the natural frequencies
of the blades in the range of operation [1]. According to Blake et al. [2], the
recognition of the link between the trailing edge geometry and vortex shedding

I Waterpower Laboratory, Norwegian University of Science and Technology, Alfred Getz
Vei 4, 7491 Trondheim, Norway.
2EDR & Medeso AS, Leif Tronstads Plass 4, 1337 Sandvika, Norway
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I. PIV measurements and CFD simulations of a hydrofoil at lock-in

became widespread in the 1960’s. However, as has been indicated by several
researchers, the task of predicting the shedding frequency from a blunt trailing
edge strut or hydrofoil can be difficult due to it being highly sensitive to both tip
geometry as well the surrounding flow conditions affecting the boundary layers [3].
Nevertheless, for trailing edges with sharp edges and clearly defined separation
points modern CFD methods have proven effective [4]. In modern installments of
hydraulic turbines limits are constantly being pushed with respect to increasing
the performance of components, while at the same time reducing material- and
manufacturing costs. Accurate prediction of component behavior becomes more
important because safety and expected lifespan must be kept at acceptable
levels. For components which objective is to transfer forces to or from fluids, this
continuous process might push the components into designs where the structure
and fluid are mutually changing the behavior of each other. This is when
prediction of the behavior of the dynamics of the system becomes more involved
[5]. In an effort to shed more light on the topic at hand, a combined numerical
and experimental investigation is underway at the Norwegian University of
Science and Technology (NTNU) for a hydrofoil under lock-in conditions. We
present here some initial results.

1.2 Methods

I.2.1 Experimental Setup
L[.2.1.1 PIV and frequency measurements setup

The general layout of the experimental setup is illustrated in figure I.1 a) and
b). All measurements were done with the hydrofoil centerline angled parallel
to the incoming flow field, i.e. 0 degrees angle of attack. The test section
volumetric flow rate was measured by an ABB electromagnetic flow-meter
located downstream of the test section. The maximum standard deviation in the
mean flow during measurements was approximately 0.11 %, while the average
temperature was 20.5+1.5 Celsius, giving an approximate chord based Reynolds
number uncertainty of 3.65 %.

The hydrofoil vibration frequencies and amplitudes were measured with a
strain-gauge located near the trailing edge at approximately mid-span, as well
as with a surface laser doppler vibrometer (LD-V) pointing at the trailing edge.
Data acquisition was managed with National Instruments (NI) LabVIEW and
NT data acquisition devices (DAQ’s). Sensor output voltages were sampled at 10
kHz, giving more than 10 samples per period for the frequencies investigated. For
a more detailed explanation of the hydrofoil instrumentation, material properties
and natural frequencies see Bergan et. al [6]. The frequency amplitude spectra
later presented were obtained by performing a P.D. Welch power spectrum
analysis in MATLAB with a Hanning window. As a means of smoothing the
amplitude spectra the sensor signal were split into varying lengths relative to
the approximate shedding frequencies measured, with a 50 % segment overlap.
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Figure 1.1: Section view of the experimental test setup. b) gives an enlarged
view of the rectangular test section and positioning of the hydrofoil.

The recording of the 2D PIV vector field in the wake of the hydrofoil was
conducted with a high speed system provided by LaVision GmBH. Full resolution
images of (1284 x 1024) pixels (px) were recorded in double frame mode at a
sampling rate 2.4 kHz, with the camera oriented perpendicular to the illumination
plane. The image sampling duration for each recorded image set was about 2 s.
Table I.1 gives a summary of the recording parameters. The recording parameters
were balanced such that the average image size of a tracer particle was about
2.4 px and the estimated particle displacement between each frame was about
5-6 px. Vector fields were evaluated using a multipass method, stepping from a
96 px x 96 px interrogation area (IA) with a 50 % overlap to a 64 px x 64 px IA
with a 75 % overlap. This gave an average number of illuminated particle image
pairs within each area of roughly 10. According to the synthetic PIV image
generation evaluation described by Raffel et. al [7] these are image parameters
that should give relatively low root mean square (RMS) random errors in the
cross correlation evaluation of the vector fields. The degree of peak locking
was investigated and found to be acceptably low. The image scaling calibration
RMS error of the 3'rd order polynomial fit was about 0.38 px for the reported
measurements.

To compute the uncertainty, AU in the time-averaged stream wise velocity
U distributions later presented, the following estimate was applied [8];

AU =29 (L.1)

where oy denotes the standard deviation in U across all samples during a
measurement series and /Ny ¢ is the effective number of independent samples

of U. /Ne¢y involves the computation of the auto-correlation of the time-series
of the instantaneous stream wise velocity vectors, i(x,y,t), and approaches
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Table I.1: PIV recording parameters for the hydrofoil wake flow measurements

Field of view (FOV) / Area of interest 21.1 mm x 16.9 mm / 1280 px x 1024 px (x-y)
Interrogation volume / Interrogation area  1.06 mm x 1.06 mm x 0.5 mm / 64 px x 64 px (x-y)
Experimental velocity range (8 -14) m/s

Observation distance & Lens F-number 215 mm & 5.4

Recording method & Camera sensor Double frame/Double exposure & CMOS

Exposure time & image acquisition rate 250 pus & 2.4 kHz

Image processing mode cross-correlation

Mean tracer particle diameter d, 13 pm

Tracer particle density ¢, 1.1 g/cm?’

Illumination source Nd:YFL dual cavity laser, 527 nm wavelength

the total number of samples N in a signal in the case that the samples of @
are completely independent. Finally, the error in U due to uncertainty in the
the laser-plane span-wise position was investigated by measuring the hydrofoil
wake at a parallel 10 mm offset plane. While the test clearly indicated 3D
effects coming from the test section channel walls, the relative uncertainty in
the positioning of the laser plane on the scale of 0.5 mm should have negligible
impact on the time-averaged wake velocity distributions.

1.2.1.2 Hydrofoil Profile Geometry and Surface Roughness

To facilitate comparison with CFD simulations the hydrofoil surface roughness
was measured with a profilometer at different chord-wise positions, giving a
maximum arithmetic roughness average R, of about 5.8 pym near the leading edge.
Following Schlichting & Gersten [9], we approximate the technical roughness
height by kieen, = 3.5R,. For a maximum chord based Reynolds number of
approximately Rec = 4.5 - 10° this gives for a fully turbulent boundary layer
an estimated kT value of approximately 11. Hence we assume that the surface
roughness height exceeds the viscous sub-layer near the leading edge and may
play an important effect in the development of the boundary layer.

Figure 1.2 shows the blade geometry. The hydrofoil surface position data
was measured with a Leitz PMM-C 600 coordinate machine, capable of a repeat-
ability range of less than 0.6 pum. These measurements were performed after the
foil had been coated with a thin layer of matte black paint, to avoid unnecessary
laser reflections in the PIV measurements. Figure I1.2(b) shows the measured
trailing edge along with the numerical grid points along the blade used in the
CFD simulations. A noticeable difference is only visible at the steepest part
of the trailing edge, where the flow is assumed to be separated. Hence any
considerable differences in between the results from the measurements and the
simulations are assumed not to stem from differences in the profile geometry.

L1.2.2 Numerical Setup

A numerical study was performed to investigate how well the shedding phenomena
is predicted in the lock-off region. The numerical simulations was purely
Computational Fluid Dynamics (CFD), i.e. no structural response. The
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Figure 1.2: a) Blade geometry. b) Measured trailing edge geometry plotted along
the numerical grid wall cells.

simulations was performed in ANSYS CFX. The numerical domain and
computational grid is illustrated in figure I.3. The channel extends >> 10D},
upstream of the blade to ensure that the flow entering the test section is fully
developed [10]. The domain was also extended downstream to minimize the risk
of back-flow and outlet conditions affecting the blade vortex dynamics. The inlet
boundary condition was static pressure, and the outlet condition was a mass
flow corresponding to the different flow velocities. The turbulence intensity at
the inlet was tested in the range T'T € [0% — 10%], with no noticeable difference
in the turbulence levels in the test section.

Outlet

Figure 1.3: Numerical flow domain and mesh around blade

The mesh was created in ANSYS ICEM CFD, and contained about 13
million, all hexahedral elements. When refining the mesh, it was observed that
the coarser mesh simulations under-predicted the shedding frequency. On the
final mesh, for a typical flow velocity tested in this article, U,.y=11 m/s, the
maximal yT value was 1 and < 0.5 at the leading and trailing edge, respectively.
As an implicit numerical solver was used the time-step was chosen to be 8e-5 s,

37



I. PIV measurements and CFD simulations of a hydrofoil at lock-in

giving a corresponding Courant number of 3. Shedding frequencies in the order
of f =500 Hz were expected, and the time-step used corresponded to about 25
points per period. For the Reynolds Averaged Navier-Stokes based simulations
several different turbulence models have been tested in order to investigate the
effects on the predicted shedding dynamics. The standard k — ¢ model [11,
12], was expected in this case likely to struggle to give an accurate result, due
to the known problems with separation and streamline curvature. Another
two-equation model, the Wilcox k —w model [13, 14], was also tested, along with
the k —w SST [15], a combination of the two. Additionally, the scale-adaptive
SAS-SST model [16] was tested. Given an adequate computational grid the SAS
model resolves the larger turbulent structures, at increased computational costs.
Further, 2-dimensional simulations was performed on a simplified, shortened test
section to investigate means of speeding up the simulations.

1.2.3 Empirical estimates for vortex shedding

It may be interesting to compare the measured and CFD predicted shedding
frequencies with some empirical estimates. The first empirical approach utilized
in the present study is the traditional Strouhal shedding frequency [17], fs, here
defined as

fs = : s (12)

where D in this case is approximated as the blade thickness at the trailing
edge, St denotes the Strouhal number and U, is the free stream velocity. For
the chord based Reynolds number range encountered in this study, the Strouhal
number was chosen to be St = 0.22, a commonly used value [18]. The thickness
of the trailing edge, D = 4.8 mm, is measured at the point where the curved
surface starts, see figure 1.2(b).

An empirical formula more specific for the Francis turbine and different
trailing edge geometries is described in the paper by Brekke [1], where the
frequency of the vortex shedding is approximated by:

B Us
=190 —=
Js = 190755 (t +0.56)

(1.3)

Here B is a constant linked to the trailing edge geometry, Uy, is the free
stream velocity, and ¢ is the blade thickness in [mm]. The constant B = 131 is
chosen from [1], and is related to a trailing edge geometry very close to the one
tested here. Note however that in Brekke’s considerations, all blade geometries
had parallel upper and lower surfaces. This is not the case for the blade geometry
in this study which has tapered surfaces toward the trailing edge. Hence, strictly
t # D. Nevertheless equation 1.3 is used here in its current form.
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1.2.4 Wall effects

The hydrofoil tested in this study has a front section area to test section area
blockage ratio of 8 %, and requires a correction for the measured Strouhal
number, St,,eqs, due to added wall effects[19, 20]. Following the considerations
of Ota et al. [20] for incompressible flow over a 2D-geometry experimental setup,
we estimate the correction factor, €, by the following relation for the free stream
Strouhal number St,

St = Strmeas(1 — 5%). (1.4)

Here ¢ denotes the height of the hydrofoil (12mm) and A the height of the
measuring section (150mm), giving t/h = 8%. The observed correction factor
€ is here estimated by the assumed free stream Strouhal number of 0.22, and
the measured Strouhal number outside the range of lock-in. Note that for the
rough empirical estimates for the shedding frequencies later presented the free
stream velocity is approximated as the average velocity across the undisturbed
test section, such that Uy, = Uy, since, to the authors knowledge there is no
reliable way to estimate the correction factor a-priori for the geometry tested in
this study.

1.3 Results

Experimental results
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Figure 1.4: Hydrofoil vibration frequencies and shedding frequencies measured
by PIV, strain-gauges and LD-Vibrometer. The relative hydrofoil vibrational
amplitude is plotted along the right y-axis.
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Figure 1.4 presents the hydrofoil vibration frequencies and shedding
frequencies measured by PIV, strain-gauge and LD-Vibrometer. There is a
precise agreement between the measuring techniques in lock-in, with resonance
starting to occur at around 11.1 m/s as indicated by the sharp rise in the
vibrational amplitude. The first, standing peak found in the strain-gauge
frequency amplitude spectrum, presented for some velocities outside lock-in
in figure 1.5, is identified as the hydrofoil natural frequency [6]. The second,
broad ranged traveling peak found in the frequency spectrum in the strain
measurements can be identified as the shedding frequencies in lock-off conditions,
as indicated by the agreement with PIV measurements in the wake. Since
the shedding frequency is assumed to be inherently gaussian about it’s mean
value, the size of the error bars given in figure 1.4 in the strain-gauge 2’nd peak
was estimated by the half width at half maximum (HWHM) for the smoothed
frequency distribution curves given in figure I.5. In lock-in, the uncertainty in
the hydrofoil vibrational frequency was estimated by the standard deviation
in peak frequency from repeated measurements at 11.1 m/s and found to be
approximately 1.6 Hz.
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Frequency [Hz] Frequency [Hz]
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Figure 1.5: Amplitude frequency spectra for increasing reference velocities from
strain-gauge voltage signal, showing the traveling shedding frequency peak (left
peak) approaching the natural (standing) frequency peak of the hydrofoil. (a)
Urer = 9.1 m/s. (b) Urer =9.6 m/s. (c) Upey =10.1 m/s. (d) Upey = 10.6 m/s.
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The average observed Strouhal number, as found from frequency estimates
by the PIV measurements given in figure 1.4 for reference velocities between 9.1
m/s and 10.6 m/s, is 0.274, with a standard deviation of about 1.3 %. The ratio
between the assumed and the measured Strouhal frequency is ~0.794, and from
equation 1.4 this gives an average correction factor e ~2.57.

Figure 1.6 gives the normalised time-averaged streamwise velocity distribution
in the hydrofoil wake measured by PIV at two downstream positions x1 = 9.9D
and zo = 13.3D, measured from the trailing edge tip. Sets of varying reference
velocities are included, both for lock-off (I.6(a)-(b)) and lock-in conditions (I.6(c)-
(d)). Tt is noted that the wake velocity distributions varies considerably more
during lock-in.
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Figure 1.6: Time-averaged PIV measured velocity distributions normalised with
respect to the mean channel velocity for different downstream positions. Height
normalised by trailing edge thickness, with y = 0 set at the hydrofoil center line.
In (a) and (c) x =9.9D. In (b) and (d) x = 13.3D. Uncertainty error bars are
only plotted for reference velocities of 9.1 m/s and 11.1 m/s, for clarity.

Numerical results

Figure 1.7 shows the stream-wise velocity at two vertical lines, 1 = 9.9D and
x9 = 13.3D, downstream of the blade at U,y = 9.1 m/s. The velocities are time
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I. PIV measurements and CFD simulations of a hydrofoil at lock-in

averaged over 2 s and ~ 100 shedding periods in the experiment and simulations,
respectively.
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Figure I.7: Experimental and numerical comparison of the time-averaged velocity
profile downstream of the trailing edge. (a) x = 9.9D. (b) x = 13.3D.

Next, the frequency of the shedding is compared in figure 1.8(a). The
uncertainty in the fast Fourier transform of the simulated time-signal is estimated
to be £ &= 5 Hz. We observe that a linear trend is found for all turbulence models,
as is reported by most sources e.g. [1, 17], and thus it is assumed that the
general vortex shedding phenomena is captured. For ease of comparison figure
1.8(b) shows the experimental and numerical results from the SAS simulations
together, along with empirical estimates for vortex shedding. Finally, figure 1.9
gives a comparison of the instantaneous velocity fields obtained with the different
numerical schemes. The vertical black lines denotes one of the spatial locations
of the PIV profile measurements (z = 9.9D)
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Figure 1.8: Shedding frequency versus flow velocity. (a) Effect of different
turbulence models. (b) Experimental, CFD and empirical estimates.
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v SST
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Figure 1.9: Trailing edge wake comparison using different turbulence models,
Urey = 9.1 m/s. Coloring according to fluid velocity with u = 0 m/s being black
and v = 9.1 m/s being white.

1.4 Discussion

From Heskestad and Olberts [3] we note that according to their measurements,
3 geometries all similar in design to the foil under investigation here, gave a
relative standard deviation in the shedding frequency Strouhal number of about
12%. This indicates that the trailing edge shedding frequency is quite sensitive to
small changes in the geometry. Hence the error in the rough empirical estimates
(equation 1.2 & equation 1.3) for the shedding frequencies of about 20% and
the wall correction factor estimated to € = 2.46 is assumed to contain both
wall effects as well as boundary layer separation effects specific to the hydrofoil
and trailing edge geometry tested here. The level of the error is sobering, and
illustrates the need for either model measurements or accurate case dependent
numerical tools in the design phase of hydraulic turbine blade components, even
in lock-of conditions.

Comparing experimental and numerical results in figure 1.7 we observe that
the wake center is consistently shifted slightly below the hydrofoil center line,
with about 0.2D in the experiments at lock-off conditions. It is believed that
this is due to the asymmetry of the trailing edge, as the upper separation point
is allowed to travel closer to the hydrofoil’s centerline due to the relatively gentle
curvature, effectively shifting the wake profile. In the simulations points of
zero wall shear stress was investigated in order to study the separation points
impact on the wake and shedding frequencies obtained. When different flow
velocities are compared, the separation occurs later the higher the flow velocity.
Correspondingly, the "perceived" thickness of the trailing edge is also thinner at
higher speeds. When comparing the results from different turbulence models
at a fixed reference velocity it was also found that a delayed separation point
corresponded to an increase in the shedding frequency. This indicates that the
differences in the turbulence models lie in the simulated boundary layer and
subsequently the numerical prediction of the boundary layer separation points.
As an example, comparing results in figure 1.7-1.9, the £ — ¢ model separated
latest along the trailing edge, resulted in the highest shedding frequency and the
most vertically shifted wake.
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As an overall trend, the numerical simulations tended to underestimate the
velocity deficit, except for the k — ¢ model, where the deficit was overestimated.
The wake is considerably different depending on which turbulence model is used.
From figure 1.9 we can start to understand why the different velocity profiles
in figure 1.7 look like they do. In the SAS model, the wake breaks down into
smaller vortexes, and thus the mean flow in the wake is higher and flatter. This
corresponds to the lower velocity deficit in figure 1.7. Similarly, it can seem like
the k — e model have the strongest velocity deficit and widest wake. It is also
observed that the oscillations in the k — ¢ wake are very small. Compared to
the PTV measurements, the SAS model performs qualitatively best (not shown),
while interestingly, figure 1.7 indicates that the mean velocity distribution is
farthest from the experimental values for this model.

Figure 1.8 (a) show the trends of the shedding frequency for different
turbulence models. A linear best fit is performed and the slopes are used
as comparison. The slope is varying with =~ 22%, from k — ¢ to SAS. The SST
and the SAS model perform very similarly. 2-dimensional simulations with the
SST turbulence model is also included in figure 1.8 (a). Clearly, they provide
some predictive value while also providing a significant speedup factor, in this
case, of & 7T0x. When comparing the numerical and experimental results in
figure 1.8 (b), it is seen that there is a general under prediction of the shedding
frequency by the numerical simulations. Based on the slope of the experimental
results after a linear best fit the offset between the SST and SAS model compared
to the experimental values are < 4%, while the numerically observed Strouhal
number is about 10 % lower than the comparatively obtained experimental
Strouhal number of 0.274 in lock-off conditions. A closer investigation of the
possible reasons for the relative offset between the CFD calculations and the
experimentally obtained results are part of future work, along with simulations
utilizing a fluid-structure interaction coupling for numerical investigation of the
hydrofoil behaviour in lock-in.

L5 Conclusion

The wake and shedding frequencies from a hydrofoil with a blunt, asymmetrical
trailing edge has been investigated for free-stream velocities where turbulent von
Karman vortexes incites a lock-in effect. At lock-in we observe larger stream-
wise velocity fluctuations in the hydrofoil wake, than in lock-off conditions,
likely due to wandering of the upper separation point at the trailing edge tip.
Experimentally obtained shedding frequencies has been compared to numerical
simulations as well as empirical estimates. The relative differences between
simulations with different turbulence models clearly indicate the difficulties
in the modelling of the separation points and subsequent wake characteristics
crucial to estimating the risk of lock-in at the design phase for a hydraulic
turbine blade component. The numerically obtained results for the trend in the
shedding frequencies are in relative agreement with previous studies for similar
trailing edge geometries [3], indicating that a delayed separation point leads to
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increased shedding frequencies.
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Abstract

A test of the v — f k — e turbulence model for the flow around the
Francis-99 hydrofoil geometry is conducted in order to assess it’s accuracy
of trailing edge vortex shedding prediction. The model is based on the
k — € turbulence model, but needs no wall damping function, and also
allows near-wall turbulence anisotropy. For reference, the model results are
compared with the the SST k — w, in addition to preliminary experimental
results previously published. It is indicated that the v — f k — e model
gives at least as good, or better results than the more commonly used SST
k — w model for the present case, though further measurements are needed
in order to make a proper conclusion.

II.1 Introduction

One step towards an accurate fluid structure interaction (FSI) simulation is an
accurate modeling of the computational fluid dynamics (CFD) domain. Typically,
eddy resolving simulations are considered too expensive for an FSI simulation, so
instead a Reynolds-averaged Navier-Stokes (RANS) approach with an accurate
turbulence closure model is sought. For the present case in particular, accurate
prediction of separation is important. The v? — f k — € turbulence model has
previously proven effective for such problems|1, 2]. The model allows for near
wall turbulence anisotropy, by setting the appropriate boundary condition for
the elliptic function f near a wall, ensuring that the velocity scalar v2 behaves
like the wall normal Reynolds stress component as the wall normal distance
goes to zero. The benefit of the model’s ability to capture the suppression of
the normal component of the turbulence near a wall relative to the tangential
components eliminates the need to dampen the modeled eddy viscosity in this

I'Waterpower Laboratory, Norwegian University of Science and Technology, Alfred Getz
Vei 4, 7491 Trondheim, Norway.
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region. This is demonstrated by excellent agreement of the model near wall eddy
viscosity compared with DNS data for the eddy viscosity in channel flow[3].

II.2 Methods

I1.2.1 Computational domain and boundary conditions

The numerical simulations were carried out on a trimmed, semi-regular
hexahedral 3D grid, set up in accordance with the experimental geometry
to allow for direct comparison of the results. No-slip conditions were specified at
all walls, and y* values were kept below 1 in order to resolve the sub-viscous
boundary layer and avoid the use of wall functions. A cross section view of the
computational domain and grid, along with the position of the velocity inlet
and the environmentally specified atmospheric pressure outlet is presented in
figure I1.1. Also defined is the foil trailing edge thickness D = 4.8 mm, and the
foil chord length ¢ = 250 mm. All simulations were carried out at a test section
bulk velocity of 9.1 m/s, or a Reynolds number of about 2.3 - 10°, matching the
experimental conditions described by Sagmo et. al[4] and Bergan et. al[5]. The
hydrofoil goes through vortex induced resonance at bulk velocities of around
11.6 m/s, which is deemed sufficiently far away for a purely computational fluid
dynamics simulation to be accurate at the present test section inflow conditions.

In the experimental test rig, the straight circular pipe leading into the test
section, seen in the top view of figure II.1, extends about 21 diameters upstream
before encountering a 90 degree bend with stationary vanes. As such, the
incoming pipe flow is assumed to be nearly fully developed, though measurements
are needed in order to confirm this. During setup of the simulations several
positions of the velocity inlet was tested with steady state RANS calculations, in
order to check the sensitivity of the test section velocity profile as a function of
the incoming pipe velocity profile. Figure 11.2 give the results for three different
inlet positions; A - at the beginning of the quadratic test section, B - the inlet
position shown in figure I1.1 and C - a further 6 m upstream of position B. It
was found that a flow development length of about 20 diameters upstream of
the convergent section lead to a slightly more developed test section velocity
profile with a center line velocity increase of roughly 2 % (evaluated about 1.5¢
upstream of the hydrofoil) compared to a uniform velocity profile set at the start
of the test section. The near fully developed pipe velocity profile extracted from
inlet position C was therefore specified at the velocity inlet shown in figure II.1
for the simulations later presented. The location of the pressure outlet was also
varied to ensure that the positioning had negligible impact on the simulation
results.

A uniform turbulence intensity, T of 5% was specified at the inlet, along
with a turbulent length scale, L, of 1/6 times the pipe radius of 150 mm. The
necessary model turbulence parameters, the turbulent kinetic energy k, the
turbulent dissipation rate e, the velocity scalar v2 and the specific dissipation
rate w, were then derived by the relations[6]:
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Figure II.1: Mid section of computational domain grid in successively enlarged
views. The orientation of the coordinate system is also indicated. The two bold
red vertical lines in the bottom enlargement from left to right indicates the
velocity sampling positions at X=9.9D and X=13.3D downstream of the trailing
edge tip, respectively.
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Above, |u| denotes the local velocity magnitude, and C), as well as * are
model coefficients.

Unfortunately, experimental values for the turbulence intensity and turbulent
length scale are not yet available for the test section. In order to give some
indication of the sensitivity of the model results on the turbulence intensity,
another set of simulations were conducted with a 20% inlet T1. To give some
indication of the modeled decay of the turbulence table I1.1 shows the specified
turbulence intensities at the inlet, along with corresponding turbulence intensities
both upstream of the hydrofoil and at the trailing edge, just outside the boundary
layer.
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Figure I1.2: Effects of moving the velocity inlet upstream from position A to B
and C. (a) Resulting test section velocity-profile approximately 1.5¢ upstream.
(b) Resulting trailing edge velocity profiles at X=0.96¢

Table II.1: Turbulence intensity levels (7'I) at different stream-wise positions in
the computational domain, relative to the hydrofoil leading edge (X=0).

Inlet X=-1.5¢ X=0.95¢
5% 1.8% 1.2%
20% 4.7% 3%

11.2.2 Turbulence models and solvers

The present work focuses on the v?-f k-e turbulence model, with the model
transport equations as described by Durbin[2] as well as Parneix et al.[7].

The second turbulence model utilised, for reference, is the widely used Shear
Stress Transport (SST) k-w turbulence model, presented by Menter[8]. In
addition, in order to investigate the effect of laminar to turbulent transition on
the case, the Langtry-Menter v-Rey transition model[9] was run with the SST
k-w turbulence model. This model put the strictest constraints on the design
of the mesh, such as limiting the wall cell layer thickness growth rate to 1.2,
preferably 1.1, according to recommended practice[10]. This resulted in a wall
cell layer growth rate of 1.15 over the hydrofoil surface. The v-Rey transition
model requires the definition of a free stream function. For simplicity, and from
inspection of preliminary results with the steady state RANS simulations this
function was specified as a step function going from zero to unity outside a 8
mm wall distance. The model coefficients as implemented in Star-CCM+ are
described in the paper by Malan et al.[11]

All models were run with a segregated velocity-pressure correction solver,
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according to the SIMPLE algorithm. For comparability, the upwind flow
convection scheme was set to second order, as was the solvers for the turbulence
equations. All turbulence models constitutive relations were linear, i.e. according
to the classic Boussinesq approximation. Further, a realizability constraint was
set for both models, according to Durbin’s scale limiter presented in [12].

I1.2.3 Sampling periods and temporal discretization

The transient simulations were initiated from steady state solutions converged
to normalized residuals of order 10~* or less of all transported variables. For
each successive time step, 6 inner iterations were run, which again ensured that
all normalized residuals had reached values of order 10~% or less. All simulations
were run approximately 50 trailing edge vortex shedding periods before sampling
of mean quantities were initiated and run for a successive 100 shedding periods.

An implicit temporal solver of 2'nd order was used and the time-step was
set to 2.5-107° s, such that the convective Courant number, C,,, achieved was
around 1 in the wake of the trailing edge, and less than 2 for the vast majority
of the computational domain. This further ensured around 80 time-steps per
shedding period. For the coarse and fine grids used in the calculation of the
grid discretization error the time-steps were adjusted in order to keep the C,,
comparable for all 3 grids.

The trailing edge shedding frequency Strouhal number, St, was computed
using Welch’s method to obtain the power spectra of the cross stream velocity
fluctuations sampled in the wake. The mean stream-wise velocity was sampled
at positions indicated in figure 11.1.

I1.2.4 Discretization error estimation and iterative errors

The grid convergence index, GC'I was calculated by the procedure recommended
by Celik et. al.[13]. The simulations with the v2-f k-e turbulence model were run
at 3 different grids, with a refinement rate of roughly 1.5 in between each grid.
The results from the grid refinement study are presented in the next section.

Further, temporal iterative errors were investigated for all simulations by
checking results at sampling periods corresponding to roughly 50 and 100
shedding periods, showing negligible differences compared to the differences
in the solutions on the different grids.

II.3 Results

I1.3.1 Grid discretization error estimates

Figure I1.3 illustrates the grid dependency for both the velocity profile at 9.9D
and the obtained Strouhal numbers for the present Reynolds number of 2.3 - 10°.
The cell count for each grid, going from coarse to fine were; 11.66 - 10°,20.88 - 106
and 52.05 - 10%. Results are for the v2-f k- turbulence model. All results given
below are with the medium grid, due to the computational expense of having
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Figure I1.3: Solutions for different grids with the v2-f model (a) Wake profiles
for X=9.9D (b) Strouhal numbers based on bulk velocity and D.

to run all turbulence models on the fine grid, for comparison. From the wake
profiles, an average observed numerical order, p,,s=1.9 was calculated. This
was used to calculate the GCT plotted with the below results for the velocity
profiles. From the obtained Strouhal numbers, a p,,s=2.7 was calculated, and
subsequently used for the GCT plotted with the Strouhal numbers in figure IL.5.
Seen in conjunction, the calculated numerical orders are in good agreement with
the selected 2'nd order numerical schemes.

I1.3.2 Comparison of Models and Measurement

Figure I1.4 presents the simulated wake profiles at the two locations indicated in
figure II.1. Finally figure I1.5 compares the obtained Strouhal numbers from all
models.

II.4 Discussion and Conclusion

In figure I1.4 a and b the small variation in the free stream T'I close to the
trailing edge of 3% compared to 1.2%, obtained from specifying a high turbulence
inlet value of 20%, is seen to have negligible impact on the wake profile at
both downstream positions. Still, it may well be that a larger T'I variation,
hitting some critical value could give substantially different results. In addition,
transition from laminar to turbulent flow modeled with the v-Rey formulation
is seen to have little impact on the wake profiles. Though not shown, this is
due to the model predicting transition quite close to the leading edge, at about
X=0.03c.

Overall the v2-f model again agrees somewhat better with experimental
values than the other models. It is assumed that a slightly better prediction
of the upper separation point is the root cause of this, though experiments are
needed to confirm this. It is noted a small variation in the free stream turbulence
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Figure I1.4: Velocity profiles downstream of the trailing edge for different models
compared to experiment. In the left column (a and c) sampled at X=9.9D. In
the right column (b and d) sampled at X=13.3D. The error bars represent one
GC1 to each direction.
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Figure I1.5: Strouhal numbers obtained for all models on the medium grid.

intensity, has only a negligible effect on the velocity profile downstream of the
trailing edge, though without a proper assessment of the test section turbulence
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levels and upstream velocity profile, this may still be incidental. Nevertheless,
considering the sensitivity tests carried out with respect to the free stream
turbulence intensity and transition, the results indicate that the v2- f model does
give at least as good results, or better, compared to the SST k-w turbulence
model for the present test case.
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Abstract

Two-dimensional, two component particle image velocimetry (PIV)
measurements of the guide-vane wake and vaneless space for a high head
Francis model turbine are presented. Measurements have been carried out
with a fixed head and rotational speed for a set of guide-vane openings
representative of part load, high load and best efficiency operating points.
The measured trajectory and strength of the guide vane wake for the
different operating points is discussed in conjunction with the periodic
velocity oscillations . It is hoped that the present measurements will aid in
further analysis as well as provide an additional set of data for validation
of numerical analyses.

III.1 Introduction

Intermittent renewable energy sources, such as solar and wind power, has
become increasingly widespread in recent years due to their promising potential
of mitigating climate change by replacing fossil fuels [1]. This increase in
intermittent energy sources into the global electrical power grid has raised
questions related to grid stability, energy supply and demand, and so called
integration costs[2, 3]. Unlike solar and wind power, hydropower is not strictly
dependent on the weather conditions and offers more continuous power delivery
while maintaining high energy conversion rates [4]. In response to the increase
of intermittent energy sources in the power grid, hydraulic turbines such as
the Francis turbine, are expected to be operated at off-design conditions more

I Waterpower Laboratory, Norwegian University of Science and Technology, Alfred Getz
Vei 4, 7491 Trondheim, Norway.
2
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frequently [5]. This causes the need for a thorough understanding of the fluid
flow inside a Francis turbine at different operating conditions.

Several of the undesirable phenomena in medium to high load Francis turbines
have been linked to the rotor stator interaction (RSI)[5-7] and in general terms
the flow in the vaneless space can be said to mediate this interaction[8]. While
many numerical studies of the velocity field in the vaneless space of Francis
turbines have been published (e.g.[9, 10]), fewer public experimental studies
are known to the authors. One recent study that included both numerical and
experimental investigations of the flow in the vaneless space of a low specific
speed pump turbine was conducted by Hasamatuchi[11].

The turbine test rig at the Waterpower Laboratory at NTNU has been
modified for optical access to allow for particle image velocimetry (PIV)
measurements in the vaneless space. The Francis-99 turbine, on which the
measurements have been carried out, has been part of the both the Francis-
99 and HiFrancis workshop series and the turbine geometry is open to the
public[12]. Together with previously published measurement data of the turbine
efficiency hill chart[13], pressure pulsation amplitudes[14] and draft tube flow
velocities[15, 16], the current measurements may serve as a complementary data
set for comparison against numerical analyses of the same turbine.

III.2 Experimental setup and methods

Spiral casing opening

Laser sheet

Spiral casing
plexiglass

Plexiglass
window

(a) (b)

Figure II1.1: (a); Overview of the experimental setup. (b); View of setup with
lower half of spiral casing removed.

The overall experimental setup is illustrated in figure III.1. A Photron
MiniUX 100 digital CMOS high speed camera was used for image capture, while
a dual cavity Litron LDY 301 PIV laser was used for illumination. Optical access
was granted by a set of plexi-glass windows, as well as plexi-glass stay-vanes
and guide-vanes. The two-dimensional (2D), two component velocity field in
the vane-less space was obtained by positioning the camera as illustrated with
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an orientation perpendicular to the laser sheets coming in from the side of the

spiral casing.

&Y - \\\'

Figure II1.2: Location of field of view (FOV) with respect to the global turbine
frame of reference, illustrated in view (a). In view (b); closer view of the FOV
and orientation of the local reference frame.

§//.\/

IIL.2.1 Location of the measurement plane in the turbine

The position and reference frame orientation of the full resolution field of view
(FOV) with respect to the turbine rotational axis are illustrated in figure II1.2(a)-
(b). As can be seen, the region of interest was the wake of the guide-vane, leading
into the runner. Although a group of guide-vanes adjacent to the measurement
area were of plexi-glass material for optical access, the measured wake was of a
standard, stainless steel guide-vane, with a trailing edge thickness, d, measured
to about 1.3 & 0.1 mm. An enlarged camera image also indicating the full
resolution FOV is illustrated in figure 111.3(a), while figure II1.3(b) shows a
photo with the calibration plate installed. The images further serve to show the
leading and trailing edges of the plexi-glass guide-vanes working as diverging and
convergent lenses, creating gaps in the illuminating laser plane outside the FOV.
Without optical index matching, this inherently limited the options of suitable
FOV positions, but the current setup was deemed sufficient for the purpose of
the measurements. Note that the calibration grid does not cover the complete
guide vane passage, and consequently the uncovered parts of the measured vector
fields later presented are deemed uncertain.

IIL.2.2 Turbine operating parameters

All tests were conducted with the Francis-99 model turbine operating in steady
state, for an average head of 11.9740.036 mWc with the runner rotating at
333.140.52 rpm across all operating points. Measurements included guide-vane
openings of 4° ;6.7° (part load, PL);10°(best efficiency point, BEP);12.4° and
14°(high load, HL). In order to test for statistical convergence and hysteresis,
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Guide vane

? Guide vane

trailing edge

Runner inlet perimeter
(a)

Figure I11.3: (a): An enlarged image indicating the approximate full resolution
1280 px x 1024 px field of view (FOV) utilised for the experiment by small white
dashes. (b): Enlarged picture of the calibration plate positioning for overview.

two sets of measurements were taken at each guide vane angle starting from PL
going to HL (ramp-up), as well as going from HL to PL (ramp-down). This gave
a total of 4 image sets per guide-vane angle of operation.

IIL.2.3 PIV recording parameters

Table III.1: Summary of PIV recording parameters.

Resolution 1280 x 1024 pixels 1280 x 600 pixels
FOV 43.8 mm x 35.1 mm 43.8 mm x 20.5 mm
Vector field capture rate 0.2 kHz 4.166 kHz

Duration per vector set 21.84 s 1.79 s
Experimental velocity range (3-12.4) m/s

Image processing mode Multi-pass cross-correlation

Initial TA 64 x 64 pixels with 50% overlap

Final TA 24 x 24 pixels with 50% overlap

Mean tracer particle diameter  15.5 yum

Tracer particle density 1.1 g/cm3

A summary of the PIV recording parameters are given in table III1.1. All
image acquisition and PIV evaluation was handled with LaVisions imaging
software DaVis 8.4. The recorded images were in a flow field with an average
velocity of around 9.8 m/s. In order to obtain a particle shift of 5-6 px between
successive images for the optical setup and field of view later described, the time
delay, dt, between two particle images were varied between 15-17us. Each particle
image pair was illuminated by separate light pulses from the dual cavity laser.
Laser light sheet overlap was checked and found adequate by cross correlation of
particle images in a nearly stationary fluid. The full resolution images at 1280 px
x 1024 px used for the time-averaged velocity fields later presented lasted for 1.79
seconds. This corresponded to roughly 300 runner blade passing’s, or about 10
runner rotations. The vector fields evaluated from the low resolution images at
1204 px x 600 px were used in the frequency analysis later presented, due to the
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higher acquisition rate. All measurements were taken at a horizontal plane lying
at a z-position corresponding to a vertical span position in the guide-vane passage
of approximately 28.3 mm 4+ 1 mm, measured from the lower guide vane passage
wall. The thickness of the laser sheet itself was estimated to approximately 0.8
mm. The calibration of images were done with a 3’rd order polynomial mapping
function, and the RMS fitting value obtained was 0.29 px with an average image
scale of 29.2 px/mm.

The closed water loop was homogeneously seeded with tracer particles prior
to conducting the measurements and average particle count was about 10 for the
largest IA and about 5 for the smallest IA. Post processing of the evaluated vector
fields with the universal outlier detection median filter proposed by Westerweel
[17] showed only a negligible number of spurious vectors to be contained in the
final vector field when the normalized residual threshold value for discarding
a vector was set to 2. A set of vector fields were inspected for each of the
operating points and the average cross correlation value of each vector field was
generally found to be above 0.85. For the cross correlation evaluation DaVis 8.4
uses a 3 point Gaussian fit to estimate particle displacement and the observed
particle size estimated by visual inspection was about 2-4 px for the results
later presented. As such, this method should give sub-pixel accuracy in the
estimation of the particle displacement[18, 19], and hence vector evaluation, thus
minimizing any peak-locking effect. As a check the probability density function
of the velocity components was inspected and the degree of peak-locking was
found to be acceptable.

Further an uncertainty estimation for the instantaneous velocity fields was
checked according to the method due to Wienke [20]. Overall, for the results
later presented, this gave a maximum uncertainty in the order of 10% while
generally the uncertainty observed to be in the range of 4%-6% relative to the
approximate average velocity in the vaneless space. Finally, in order to estimate
the uncertainty in the time-averaged velocity field magnitude, < [V| >, the
following relation was applied [18];

9|v|
/Nesr

Here, 0|y denotes the standard deviation in [V| evaluated across all samples
N of a measurement series. N.y; denotes the effective number of independent
samples of |V, evaluated through computation of the auto-correlation of the
time-series of the instantaneous velocity amplitudes. In the case of the samples
being completely independent, the number N.s; approaches the number of total
samples V.

<|V|>=

(I11.1)

III.2.4 Frequency analysis and energy maps as a function of frequency
range

In an effort to look at the dominant frequencies in the measured velocity fields, the
power spectra for both the x- and -y velocity components have been investigated.
The spectra were obtained through discrete fourier transforms of the velocity
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fields, after a subtraction of the average velocity field for each operating point.
A hanning weight function was used for windowing the data. Further, the
power spectra profiles presented are spectrum averages over a 3x3 vector area
around the specified points. Finally, energy fraction (EF), maps were plotted
by evaluating the kinetic energy fraction on a per point basis;

FEe _
EF — fi—rf2

, I1L.2
Etotal ( )

where Ey, ¢, denotes the sum of energy contained within the frequency range

f1 to fo, and Fyuq; is the total energy contained in the complete spectrum at a
given point.

III.3 Results and discussion

IIL.3.1 Instantaneous velocity field and frequency analysis
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Figure II1.4: The resulting 2D velocity field from PIV measurements, colored
according to (a); absolute velocity and (b); vorticity-z. Pos.1 and Pos.2 mark
the approximate cross stream velocity sampling positions. T.E. denotes the
guide-vane trailing edge position.

The instantaneous velocity field for best efficiency point operation is shown
in figure I11.4(a). The wake of the guide vane is clearly visible, and the width of
the velocity deficit zone near the trailing edge corresponds well with a trailing
edge thickness of about 1.3 mm, though this is more clear in the time-averaged
velocity profiles later presented. Figure I11.4(b) shows the vector field colored
according to vorticity. Though clearly turbulent, a distinct vortex shedding street
is visible, with alternating vortexes extending several trailing edge diameters
downstream.

Also indicated in figure I11.4(a) are two positions, Pos.1 and Pos.2, from
which the frequency spectra presented in figure II1.5 were obtained. The y-
component, which is nearly perpendicular to the mean flow direction for the
given guide-vane angle, was sampled with a reduced field of view for an increased
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Figure II1.5: Amplitude spectra for different measurement samples obtained
through FFT of the velocity component V5 along the y-axis. from the calculated
velocity fields. The samples in (a) are spectra obtained from Pos.1, while the
samples in (b) are obtained from Pos.2.

|25

20

15

EF [%]

55 |14
45 12
s = s
25 E E.j
15
5
(c) (d)

Figure II1.6: Energy fraction in frequency ranges corresponding to (a) 165-169
Hz and (b) 1870-2070 Hz for the velocity component along the y-axis, followed
by corresponding fields for the velocity component along x-axis in (c¢) and (d).
Results for BEP.
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image rate of 4.166 kHz. While the runner blade passing frequency, fgp, of
166.5 Hz is present in both spectra, the spectrum obtained at Pos.1, close to the
runner, shows the peak most clearly. The spectrum obtained at Pos.2, plotted
in figure II1.5(b), show what resembles a normal distribution of frequency peaks
around a Strouhal number of roughly 0.27 or a range of 1870-2070 Hz. Here
the trailing edge thickness and the local average velocity in the vicinity of the
trailing edge was used for scaling the Strouhal number. The result is in good
agreement with previous in-house measurements for shedding frequencies for a
isolated hydrofoil in lock-off conditions[21], as well as measurements conducted
by Heskestad and Olberts[22] for a similar trailing edge geometry. Further, one
may argue that the broad range of peaks indicate no lock-in effect is present
for the guide-vane investigated. In addition, the agreement between the two
measurement sets indicate no marked hysteresis effects whether one is opening
or closing the wicket gates.
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Figure II1.7: Energy fraction in frequency ranges corresponding to (a) 165-169
Hz, and (b) 1650-1850 Hz for velocity component along y-axis at PL operation.
(¢) and (d) give the corresponding fields for HL operation between frequency
ranges of 165-169 Hz and 1844-2044 Hz, respectively.

Figure II1.6 shows field plots for the energy fraction contained within the
fluctuating velocity components along the x- and y-axes at BEP, evaluated
according to equation III.2. The frequency ranges associated with the wake,
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figure II1.6(b) and (d), and runner blade passing characteristic frequencies,
figure I11.6(a) and (c), were selected based upon the previously presented
amplitude spectra. As is indicated by figure II1.6(c), a relatively large amount of
the fluctuating energy in the x-velocity component is associated with the runner
blade passing frequency. From the velocity fields themselves it may seem that
this energy content stems from a throttling effect occurring as the runner blade
is passing close to the guide-vane. This periodic reduction in the cross section as
seen by the fluid is enough to cause a significant pulsation in the velocity field,
both radially and tangentially. While not explicit, this observation is inferred
from the fluctuations along the x-and y-axis, which is oriented nearly tangentially
and radially to the turbine’s rotational frame of reference, respectively.

Analogously to figure I11.6, figure II1.7 show the same field plots for PL and
HL operating points, though only for the velocity components along the y-axis.
Figure II1.7(a) show the energy fraction associated with the runner blade passing
frequency, while figure II1.7(b) show the energy fraction contained within the
vortex shedding frequency range, both at PL operation. Figure I11.7(c) and (d)
show the corresponding fields for HL. operation. Note that, in order to extract the
appropriate range of frequencies associated with the vortex shedding, the second
sampling position indicated in figure II1.4 a) was moved to stay within the guide
vane wake for these operating conditions. Interestingly, the effect of the runner
blade passing is seen to be largely contained within the region circumferentially
drawn by the guide-vane wake. The exception is for HL. operation, as shown
in figure II1.7(c), where the interaction between the guide vane wake and the
runner blade passing pulsations is more visible. Though not directly compared,
this interaction implies that the kinetic energy contained within the wake of the
guide vane, is similar in magnitude to the kinetic energy stemming from the
apparent throttling effect, at least to some distance downstream of the guide
vane trailing edge.

III.3.2 Time-averaged velocity fields

The following figures plot the time-averaged velocity fields for the range of guide-
vane openings tested. An estimation of uncertainty in < |V| >, as quantified by
equation ITI.1 gave a range of uncertainties everywhere less than 0.4 %, with the
largest uncertainty associated with the trailing edge wake.

The time-averaged velocity field for BEP is given in figure II1.8. In order to
take a closer look at the guide-vane wake recovery velocity magnitude profiles
were extracted from the lines located at x-positions, 1 — x3, as shown. Here,
x1 is located approximately 3.6d downstream of the trailing edge tip, with x-
and xs being successively shifted 9.7d downstream. The results are plotted
for measurements both at ramp up, and ramp down. Error-bars plotted for
measurements during ramp-down represent the uncertainty estimate according
to equation 1.1, but with the field average value of the effective number of
samples. The slight shift between the respective velocity profiles at ramp-up
versus ramp-down measurements are readily explained by the uncertainty in the
runner tip speed velocity, ¢y, used for normalization, as well as the uncertainty
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Figure II1.8: Time-averaged velocity measurements for a guide-vane opening
of @ = 10°. The three vertical lines at x1 — 3 marked on the left hand side
illustrates the location for the velocity profiles plotted on the right.

in the guide-vane opening angle. At x3, corresponding to approximately 23d
downstream of the trailing edge tip, the wake is seen to be nearly recovered,

with the maximum velocity deficit being around 5 %.
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Figure I11.9: Time average velocity fields indicating wake trajectory for increasing

guide vane angles.

Figure II1.9 show the remainder of the time-averaged velocity fields at
increasing guide-vane openings. The guide-vane wake trajectory is generally
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observed to be closely aligned with the direction of the chord-line, as expected.
Given the observed rate of recovery and trajectory for the different operating
points, one may argue that the guide-vane wake will be largely recovered by
the time it interacts with the runner leading edge, and so should induce only
a small shift in the standing pressure field felt by the runner, for all operating
points below a guide-vane opening angle of 12.4°. What the impact of the
wake will be on the rotor-stator interaction effect is not clear however, since the
complex interaction between vortices and inherent turbulence originating from
the guide-vane could still play a part in for instance triggering boundary layer
instabilities at the runner blades.

III.4 Conclusion and future work

2D PIV measurements of the vaneless space flow field in the Francis-99 model
turbine have been performed for a range of operating conditions. For the present
model turbine, the average vector fields obtained clearly indicate the trajectory
of the guide-vane wakes and suggest that due to the rate of recovery, any shift in
the standing pressure field felt by the runner due to the wakes should be small
for all guide-vane opening angles below 12.4°. Even so, further quantification is
needed for a proper conclusion.

A time-correlation for the PIV data with the runner blade position and
pressure amplitudes in the channel would be interesting, to allow a more detailed
investigation of the runner blade passing influence on the velocity field in the
vane-less space. Further, transient measurements from very low guide vane
angles up to PL, BEP and HL is suggested as part of future work.
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Abstract

A set of experiments testing the effect on vortex induced vibrations from
three different trailing edge designs on a generic hydrofoil has been carried
out at the Waterpower laboratory of NTNU. One of the designs are part
of the Francis-99 workshop series on fluid-structure interaction and serves
as a reference. The other two, a trailing edge with boundary layer vortex
generators and a trailing edge with rounded serrations cut into the blade,
both introduce stream-wise vorticity in the wake of the hydrofoil, as
shown by particle image velocimetry measurements. The trailing edge
of the hydrofoil is made exchangeable, so that a direct comparison of
strain intensity levels measured with an embedded strain gauge bridge
located close to the trailing edge can be made. It is shown that the vortex
generators are effective at mitigating the lock-in state of resonance and
significantly reduces the maximum strain intensity compared to the more
conventional reference design.

IV.1 Introduction

The industrial implications of vortex induced vibrations are far ranging and a
vast number of research has been devoted towards understanding the sometimes
complex behaviour arising from this classic class of fluid-structure interaction
problems. While it is well known that regular von Karman vortex shedding can
lead to devastating vibrations during resonance, much effort is still dedicated
towards its mitigation.

This study focuses on the effect that the introduction of stream-wise vorticity
has on the resonance range for vortex induced vibrations. The two different

I'Waterpower Laboratory, Norwegian University of Science and Technology, Alfred Getz
Vei 4, 7491 Trondheim, Norway.
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designs utilized are counter-rotating vortex generators embedded within the
boundary layer close to the trailing edge, and a set of rounded serrations cut
into the body of the trailing edge itself.

Both of the above mentioned passive flow control devices have been a topic of
study for some time in the literature. In 1934, in a note to the Royal Aeronautical
Society, Graham([1] stated that to "ignore birds as a guide" for aerodynamical
improvements, would likely be a mistake. He then went on to highlight some of
the then known peculiarities of silent flying Owl’s feathers, such as the leading
edge comb, and the trailing edge fringe, or serrations.

Trailing edge serrations has had a significant research interest even in recent
years. While much of the motivation has been directed towards flat plate trailing
edge geometries allowing a reduction of self induced-broadband noise[2-5], some
studies have also been concerned with so-called non-flat trailing edge serrations,
as is the case in the present study. Chong et. al[6] showed that non-flat trailing
edges cut into the body of the airfoil, could be used to decrease the span-wise
coherence of the trailing edge vortex shedding compared to a blunt trailing edge.
In a follow-up study Vathylakis and Chong[7] introduced porous media into
the troughs of the serrations, and showed effective mitigation of the associated
vortex shedding noise. Nedié and Vassillicos[8] studied the effect of adding fractal
patterns to trailing edge serrations, and found that vortex shedding intensities
could be decreased for certain chevron angles. Direct numerical simulations were
carried out by Thomareis and Papadakis[9], giving a detailed view of the flow in
the trough of the serrations.

Though typically used for passive control of premature boundary layer
separation[10], Kuethe[11] showed at an early stage that vortex generators,
or more generally, wall mounted devices introducing streamwise vorticity in the
boundary layer, could be used to reduce trailing edge noise levels associated
with regular von Karman vortex shedding. In addition, Tao et. al[12] recently
showed that vortex generators can be used to suppress vortex shedding induced
vibrations for a cylinder.

IV.2 Experimental Setup

IV.2.1 Overview

An overview of the test section geometry and experimental setup is given in
Figure IV.1. A circular channel with a radius of 0.15 m leads up to a convergent
section before entering a square channel constituting the test section. The test
section itself is of length L = 1.5 m, and has a height and width of 0.15 m. We
denote the channel half height, H=0.075 m. In order to measure the pressure
drop across the test section, static pressure taps were sampled upstream, p,
and downstream, py. The distance across the the sampling of static pressures
is denoted Lg, and is equal to 6.67 m. The static pressures at both p; and
po was averaged over 4 circumferential pressure taps, and the pressure drop
measured using a Fuji Electric differential pressure transducer. The channel bulk
velocity, Uy was derived from volumetric flow rate measurements using an

72



Experimental Setup

View A
I | =1 I | {
= Lap >

Laser P; 1/Cam. P.2

Strain Gauges

SIS
2

_MP

Pitot Traverse

Cam. P.1

Piezoelectric Patches

Figure IV.1: An overview of the experimental setup with three levels of increasing
magnification from view A to C.

electromagnetic flow-meter located downstream the sampling point of ps (not
shown). The flow-meter was calibrated using a weighing tank. In view B, the
position of the high speed CMOS camera and the sheet optics for the laser light
source used for the PIV system is indicated. Note that for the two perpendicular
measurement planes, MP1 and MP2, illustrated in View C, the camera and
sheet optics locations are interchanged. The orientation of the chosen coordinate
system is also indicated, though offset. We choose the origin such that x=0 at
the trailing edge, and y=0, z=0 at the test section center-line.

In addition, for the trailing edge with the serrations and the trailing edge
with the vortex generators (VGs) further measurements were made in offset
planes, parallel to MP1, but shifted half a characteristic period relevant for the
designs in the span-wise directions. Also shown in View C are the locations
for the strain gauges as well as the piezo-electric patches embedded into the
hydrofoil main body. The Kulite strain gauges were wired in a half bridge
configuration, one at the top and another symmetrically placed at the bottom,
with their orientation along the span direction. This allowed for a high degree
of sensitivity towards bending motions of the blade. The piezoelectric patches,
from PI Ceramics, also mounted at both top and bottom of the foil, were used
for sinusoidal excitation of the blade, in order to measure natural frequencies
of the foil. The layout of the strain gauges and the piezoelectric patches is an
adaptation of an instrumented hydrofoil used in the Francis-99 workshop series
on fluid structure interaction phenomena, described in more detail in the paper
by Bergan et. al[13]. All sensor data, except from imaging, was aquired using
12 bit analog to digital modules from National Instruments (NT), and handled
in NI LabView. All pressure sensors, including the ones later described, were
calibrated using dead weight calibrators.
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IV.2.2 Trailing edge designs and mounting

The three different trailing edge designs utilized in the study are shown in
figure IV.2. A rounded blunt trailing edge tip serves as the reference. This
trailing edge blends a 9 mm radius into a 45° cut, giving it a generic Donaldson
type profile. The thickness of the trailing edge, hrg, as indicated in figure IV.3
is 4.8 mm. This reference profile is the same hydrofoil profile as used in the
Francis-99 FSI workshop and more details can be found in [13].

The design of the 'vane’ type counter-rotating vortex generator pairs was
largely based on the review by Lin[10] as well as the findings by Brandner
and Walker[14] who investigated the performance of vortex generators in a
hydrodynamic setting. For accuracy, the vortex generators themselves as well
as the trailing edge was milled from one block of aluminium. A height, hy ¢, of
1.92 mm was chosen, resulting in a height to boundary layer thickness ratio in
the range of 0.5-0.6. Here the boundary layer thickness of about 3-4 mm at the
corresponding chord-wise location was estimated by CFD at a channel flow rate
of around 9 m/s [15, 16]. Further, the vortex generators had a length by = 5.75
mm (3hy¢), a inner pair spacing of by = 2.9 mm (1.5hy ), a period between
the vortex pairs of by = 11.62 mm (6hy ), and an inclination with respect to
the stream-wise axis of ¢ = 20°.

Figure IV.2: The different trailing edge tip designs and the tongue and grove
joint connecting the tips to the main body of the hydrofoil. The drawing is cut
at the symmetry plane, at 75 mm from the sidewall of the test section.

The generic serrated profile also shown in figure IV.2 was generated by
keeping the original reference profile, but cutting a saw-tooth profile into the
edge. In an effort to mitigate local concentration of stresses and consequent
cracking during vibrations the troughs were then rounded, given a radius ro= 3
mm. For completeness the peaks were given an equal radius. The rounding of
the upper edge was done in an effort to minimize risk of cavitation while also
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blending well into the original, asymmetric profile. This left a design with a
peak to peak distance, ag = 23.4 mm (~4.9h7g), and a through depth, a; = 9
mm (=1.9h7g). The resulting serration, or undulation angle 8 was about 45.8°
in the xy - plane. Chong et. al. [6] reported for a non-flat, but sharp serrated
trailing edge, that for § angles in the range of 7°-25° the narrow-band vortex
shedding intensity decreased as the serration angle increased, a finding that
supports using a large serration angle for suppressing the associated narrow-band
vibrations. We re-iterate however that the present design should be viewed as
generic since little data exists, to the authors knowledge, on the use of serrations
for non-sharp trailing edges.

For accurately mounting the trailing edges a tapered tongue and groove joint
was carefully machined so that the horizontally oriented surfaces would meet in
a press fit. The trailing edges were secured with a two component epoxy glue
produced by Valtron. The glue, AD4180-A/B (Shore D hardness = 65) is a heat
release system, allowing the trailing edges to be dismounted by heating the foil
in a water bath to ~ 95 degrees Celsius. This method of fitting the trailing edges
allowed, after some surface treatment, a fully flush joint so as not to disturb the
flow. The downside of such an approach is of course the risk of introducing some
additional damping to the vibrations of the hydrofoil, due to the glue being less
stiff than the aluminium (Certal AA 7122) used for both the trailing edges and
the hydrofoil body. However, since the approach is identical for all the designs
tested, the results should be comparable.

IV.2.3 Hydrofoil Profile

’ CAD Profile %  Surface Scan O  Pressure Taps‘

0.5
= ! x
N0 lihTE
-0.5 T 1 1 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x/C

Figure IV.3: A comparison between the measured hydrofoil profile and the
original CAD generated profile. The location of the pressure taps are also
indicated, as well as the trailing edge thickness, hrg. Note that the x and y
axes are not to scale.

A plot comparing the original and the measured profile is shown in figure IV.3.
The height of the foil, A, is 12 mm and it has a chord-length, C', of 250 mm. Given
the scales of the experimental setup for the present case, particular attention
is given to the accuracy of the machining and surface finish of the foil. The
the fully assembled and surface treated hydrofoil was surface scanned with a
Leitz PMM-C coordinate machine in order to check that the new hydrofoil with
the exchangeable trailing edge tip retained the original profile design. After a
closer inspection around the trailing edge only negligible differences were found.
Surface roughness was also measured, conducted with a Mahr Perthometer
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M2. From multiple samples, the profilometer gave an average surface roughness
value, R, = 0.64um +0.76, for an approximate 95% confidence interval. As per
recommendation of Gersten [17], we estimate the equivalent technical roughness
k = 3.5- R,. Using, say, flat plate theory estimates for a turbulent boundary
layer, as per White [18], we find for the vast majority of the Reynolds numbers
investigated here a k™ < 4 across the entire length of the blade, such that the
surface may be considered hydraulically smooth.

IV.2.4 PIV recording parameters

The high speed, 2D, two velocity component PIV system utilized for the
measurements is from LaVision. Details of the system and recording parameters
are given in table IV.1.

Table IV.1: Summary of PIV recording parameters. Image acquisition and
processing software, timing and synchronization hardware supplied from LaVision.
Images was taken with a Photron FASTCAM Mini UX100 CMOS digital camera,
fitted with a Tokina 100mm Macro Zoom lens, set to an aperture opening of
£/2.8. The light source was a dual head Nd:YFL LDY300-PIV series laser from
Litron Lasers.

Resolution 1280 x 1024 pixels 1280 x 600 pixels
FOV 47 mm x 37 mm 47 mm x 25 mm
Vector field capture rate 0.2 kHz / 2.441 kHz 3.551 kHz
Duration per vector set 21.84s /1.79 s 1.79 s
Experimental velocity range (6-21) m/s

Image processing mode Adaptive multi-pass cross-correlation

Initial TA 64 x 64 pixels with 50% overlap

Final TA 32 x 32 pixels with 50% overlap

Mean tracer particle diameter 13 pm

Tracer particle density 1.1 g/cn13

As mentioned above, PIV measurements were conducted in 4 different planes
in the aft of the hydrofoil; two perpendicular planes (MP1/MP2) and three
parallel planes (MP1 and offset planes). Note that average numbers are given
for the sizes of the field of views (FOV) in table IV.1 since the dimensions vary
slightly between images captured in the horizontal and the vertical planes. The
thickness of the laser sheet was measured to approximately 0.7 mm, such that
the estimated uncertainty in the positioning of the image plane is estimated to
40.35 mm.

Figure IV.4 shows an image of the hydrofoil fitted with the serrated trailing
edge tip as well as a view of the image calibration target positioned for
measurements in the horizontal measurement plane. An adaptive multi-pass
interrogation area (IA) algorithm, described in detail by Wieneke and Pfeiffer[19],
was used to process the images, with a final interrogation area size of 32 px
x 32 px. The adaptive IA approach stretches the IA into a mildly elliptic
shape in the direction of smaller velocity gradients, in an effort to capture
coherent structures in the flow. Roughly 10 particles were located within the
final interrogation area on average, as is generally recommended[20]. The tracer

76



Experimental Setup

(a) (b)

Figure IV.4: ITmage a) shows the instrumented hydrofoil fitted with the serrated
trailing edge design after surface treatment. Image b) shows the foil mounted in
the test section with PIV calibration target set up for measuring in the horizontal,
xy plane (MP2).

particles had an observed size of 3-4 pixels on average, while the typical range
was 2-5 pixels. The timing between two subsequent laser pulses was adjusted in
order to obtain an image pair particle shift of 5 pixels on average. Correlation
peak location estimation was handled by a Gaussian three point estimator fit,
giving sub-pixel accuracy in the calculated particle displacement. No significant
degree of peak-locking was found upon inspection of the velocity probability
density function. Random uncertainty in the instantaneous velocity fields, as
estimated by the procedure described by Wieneke[21], was generally below 3%
and typically around 1.7%. During processing of the vector fields this degree of
uncertainty was subtracted from the Reynolds stresses later presented, in order
to give a less biased estimate[22]. Finally, spurious vectors were evaluated by
the universal outlier method described by Westerweel[23] and the final vector
field estimated from the multi-pass TA algorithm was found to contain less than
0.1% replaced /interpolated outliers when a threshold residual of 3 over a 5x5
local vector neighbourhood was applied.

Estimates of the uncertainty in time-averaged variables were made from
calculation of the standard error from a minimum of three repeated measurements,
assuming a student-t distribution and given a 95% confidence level. In order to
test for sensitivity of sampling frequency, image capture was conducted with
both full resolution images and reduced resolution images for an increased image
rate. Some data was also captured with a low image rate over longer sampling
times, in order to obtain better statistical convergence. Where data samples
were added to obtain a mean and standard deviation, the different data were
given appropriate weights according to the approximate number of independent
vector fields within each sample.
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IV.2.5 Test section Velocity profile and turbulence

The test section velocity profile was measured with a wedge pitot-static probe
from United Sensors at about two channel heights upstream of the hydrofoil.
See figure IV.1, view B. The resulting profile, normalized against the channel
bulk velocity, Upuik, is plotted in figure IV.5. Note that for |z/H| > 0.5 the
profile deviates significantly from symmetry, due to wall interaction effects of
the probe and stem. The measurements are therefore only considered accurate
within |z/H| < 0.4.

+ U™ 4 m/s &
0.5 O Uy~ 9mss
T CFD (Ubu[k ~~ 9m/s)
NI,
-0.5 -
'1 1 1 1 | | |
0 0.2 0.4 0.6 0.8 1 1.2

YU,
Figure IV.5: The test section velocity profile measured with a wedge pitot probe,
normalized against the bulk velocity measured with the downstream flow meter.

For reference, CFD estimates from previous work by the authors[15] are also
plotted, which were generated by RANS simulations assuming a 15 diameter
development length upstream of the convergent section leading into the test
section, which is also the case in the laboratory model. As can be seen, the
measured profile is nearly flat, and a good match with CFD simulations for a
bulk velocity of 4 m/s, while the profile appear slightly less developed for a
bulk velocity of 9 m/s. The difference is only barely significant however. On
average, the test section center-line velocity appear to be between 1.02Up,,;, and
1.04Upq . For simplicity, the bulk velocity is used as the reference velocity in
the results presented later.

To give some indication of the turbulence intensity and the turbulent
length scales present in the undisturbed flow in the test section a separate
set of measurements were made with a FOV positioned in the top half of the
measurement plane MP1. Several different TA sizes was tested during post
processing of the particle images, but an adaptive multi-pass cross-correlation
with a final TA of 24px by 24px was found to give the best trade-off between
spatial attenuation and accuracy. Average stream-wise turbulence intensities,
T I, plotted for a horizontal line at z=0.25H, outside the wake of the foil, along
with measurement of the longitudinal auto correlation function with respect to
a point x=4.6hr g, z=0.25H, is included in the appendix. Overall, a turbulence
intensity of 0.6% was found with respect to the bulk velocity, while the integral
length scale, L,,,, was estimated to 7.6 mm, or about 5% of test section hydraulic
diameter. The measurements were conducted for a bulk velocity of about 9 m/s,
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and a sliding average was subtracted from the vector fields in order to smooth
out the low frequency oscillation present in the test section. These low frequency
oscillations, on the timescale of several seconds typically only contributed to a
standard deviation in stream-wise velocity on the order of 0.1% however, so that
this bias is neglected for measurements of the turbulence in the hydrofoil wake
later presented.

IV.3 Results and Discussion

IV.3.1 Natural Frequencies

The measured natural frequencies, f,, of the first bending mode of the hydrofoil
fitted with the tested trailing edges are presented in table IV.2. These frequency
measurements, carried out in still water, are used for normalizing the results
later presented. As can be seen, both the Reference trailing edge and the trailing
edge with the vortex generators have natural frequencies of about 620 Hz, while
the Serrated trailing edge yields a slightly higher frequency of 650 Hz. We note
also that the peak to peak amplitudes of the measured strain is significantly
higher for the serrated profile. As these variations are believed to be inherent to
the mechanical design of the trailing edges, no correction to the strain-intensity
levels later presented has been made.

Table IV.2: Natural frequencies, f, and maximum peak to peak strain response
amplitudes, Apa,, of the hydrofoil in still water undergoing sinusoidal frequency
sweep excitations of the piezoelectric patches for the different trailing edge
designs tested. Strain amplitudes are normalized against the reference design.
Natural frequency for the original Francis-99 hydrofoil is also included, to loosely
indicate impact of the trailing edge glue joint on this parameter. 95% confidence
intervals are estimated to +1% and £15% for the natural frequencies and strain
response amplitudes, respectively.

Reference VG’s Serrations Francis-99
In 624 620 650 649*
Apop/ Apop—Ref 1 1.06 3.14 -

IV.3.2 Wake measurements - vertical xz planes

The following section described the flow characteristics as measured in the
vertically oriented xz-planes. All measurements were conducted for a channel
bulk velocity of roughly 9.1 m/s, which is below resonance for all the trailing edges
tested. These measurements are meant as a study of the wake characteristics
without the influence of the larger foil vibrations, which is presented in
section IV.3.4. Throughout, we adopt the notation of the Reynolds decomposition
such that v = v’ + U, where u is the instantaneous velocity component, v’ is the
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Figure IV.6: Measurements in the aft of the reference trailing edge. At
left; contour plots of instantaneous velocity magnitude in the xz plane (MP1,
symmetry plane). At right; corresponding contours of vorticity (negative).
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Figure IV.7: Comparison of wake profiles for x=10.4-hrg. a) and b) show the
profile for the respective trailing edges measured at the vertical symmetry-plane,
MP1. c¢) and d) show the profiles for the respective trailing edges at offset
planes parallel to MP1, but shifted half a characteristic period in the negative y
direction.

fluctuating velocity component and U is the time-averaged component. Further
u, v and w are used to denote velocity components along the x, y, z axes,
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respectively.
4T M 4 [_A Reference: MP1
2 2+ 2
S 0 0
-
~
N
2t 2t 2
41 4t 4
-5 0 5 0 5 10 0 5 10 15 20
. 2 L 2 . 2 3
<”W>/Ubulk <“u>/Ulmlk <WW>/Ubulk X10
47 4 4 I~ Serrations: MP1
ro1 Serrations: MP1 +y=a /2
2
0
2
4
0 5 10 15 20
o 2 Xlo-}
WW>/Up
4
4 HH VGs: MP1
A4 VGs: MP1 +y=b1/2
2 L
0 L
2 0F
4t
-5 0 5 0 5 10 0 5 10 15 20
P 2 ’o 2 . 2 -3
<u'w >/Ubu”c <u'u >/Ubu1k <w'w >/Ubu/k x10

Figure IV.8: Comparison of normalized Reynolds stresses in the MP1 vertical
symmetry plane as well as for the offset planes.

Measurements of the instantaneous flow velocity magnitude in the wake of the
reference trailing edge is presented in figure IV.6. Iso-contours are indicated as
a rough indication of the sizes of coherent structure and level of detail captured.
Due to the 50% overlap of the interrogation areas the average vector to vector
spacing is about 0.5 mm, though the size of the TA itself is on the order of 1 mm.
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Figure IV.7 presents the time-averaged stream-wise velocity profiles at a
downstream position of x=10.4hrg, or 50 mm. Results are presented both
for the symmetry plane (MP1) as well as parallel offset planes. The center
wake is seen to be slightly shifted below the middle height of the test section,
due to the asymmetrical trailing edge profiles. The offset plane measurements
corresponds to a plane cutting the through of the serrations, and a plane cutting
in between the closest spacing of the VG’s, respectively. Note that the vortex
generator trailing edge velocity profile displays a larger velocity deficit overall
compared to the other two designs. The serrations on the other hand, appear to
aid the momentum recovery in the stream-wise velocity components. Recently
Thomareis and Papadakis[9] presented some direct numerical simulations for a
similar serration design as studied here, though theirs was sharp. They noted
that the velocity deficit downstream of the blunt troughs of the serrations was
less than for downstream of peaks. Upon closer inspection, the same is actually
true in the present study, although the difference is within the uncertainty of
the measurements. Even so, a velocity deficit equal in magnitude downstream
of the throughs as well as the peaks is somewhat surprising. It is assumed that
the increased mixing stemming from the induced stream-wise vorticity aids the
recovery of the velocity profile.

Normalized Reynolds stresses are compared in figure IV.8. Row by row the
plot presents the shear, stream-wise and the cross-stream stresses, respectively.
While the velocity deficit previously presented for the serrated trailing edge
appear comparable or even less when compared to the reference design, turbulence
levels are however increased. Most visibly the vertical velocity fluctuations are
larger, both downstream of the peak and the through of the serrations, likely
due to the narrow-band vortex shedding associated with the bluntness of the
troughs. Interestingly, the opposite is true of the trailing edge with the VG’s,
where cross-stream velocity fluctuations are seen to decrease overall compared
to the reference.

IV.3.3 Wake measurements - xy plane

Herein is described the span-wise velocity measurements (MP2) for both of
the modified trailing edges. Figure IV.9 presents from top to bottom both the
instantaneous velocity magnitude, as well as time-averaged velocities along x and
y. The height of the measurement plane is located in the middle of the channel,
at z=75 mm. The contour plots of the time-averaged stream-wise velocities
agree well with the measurements in the vertically oriented planes, and display
the expected periodicity.

The time-averaged velocity along y indicate the presence of the stream-wise
vorticity, also showing the expected periodicity. At y=0, we observe a shift in
the sign of the velocity component, due to the anti-symmetry condition set up
by the design of the trailing edges. Depending on the height of the location of
the apparent time-averaged vortex cores, these periodic shifts in the sign of the
velocity component will correspond to clockwise and counter-clockwise, or vice
versa, stream-wise vortexes when looking at the flow in a yz cross section plane.
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Figure IV.9: Velocity measurements for both the serrated trailing edge, in the left
column, as well as the trailing edge fitted with the VGs, in the right column. From
top to bottom the contour plots show the instantaneous velocity magnitude, the
normalized time-averaged stream-wise velocity and the normalized time-averaged
span-wise velocity, respectively.
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Figure IV.10: Reynolds stresses in the xy plane. Error bars, generally on the
order of the size of the markers, are omitted for clarity.

The analogy is somewhat simplistic though, since the wake of non-flat serrated
trailing edges have been shown to form intricate horseshoe vortexes[24], rather
than steady stream wise vortexes, such as in the case of wing-tip vortices.

Figure IV.10 present the Reynolds stresses in the span-wise plane, extracted
at a distance of x=10.4hrg from the trailing edges. Again, we observe the
expected periodicity and symmetry/anti-symmetry for a line about the mid-
span, y=0. This is indicative of reasonable convergence in the statistics. The
exception is the shear-stresses for the serrations, which are close to zero at this
particular height of the measurement plane. In comparison the VGs give rise to
strong free shear layers also in this plane, which may be taken as an indication
of the relative stability of the stream-wise vortexes for this design. Finally
longitudinal Reynolds stresses are seen to agree well with the measurements
previously presented, at the intersection of MP1 and MP2.

IV.3.4 Strain response through resonance

This section focuses on the results relating the vortex shedding from the different
trailing edges, and the mechanical vibrations measured with the strain gauges.
First, figure IV.11 shows the power spectral density function of the vertical
Reynolds stress component, against the Strouhal number, St = fhrg/Upuik,
measured for the reference trailing edge tip at Upyp,=9.1 m/s. The sample was
taken from a point corresponding to x=10.4hrg, z=0. In order to extend the
range of scales, this particular measurement was conducted with an image pair
rate of 3.551 kHz at reduced resolution. However the shedding frequency was low
enough that an image rate of 2.441 kHz was sufficient for most measurements in
the following analysis. The Strouhal number, as indicated in the figure, is 0.28
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for the reference trailing edge. Figure IV.12 shows the corresponding amplitude
spectrum for the strain sensors, normalized against it’s natural frequency as
measured in stationary water, such that f* = f/f,,. The strain signal is seen to
contain both a broad peak corresponding to the vortex shedding, SP;, as well
as an excitation very close to it’s natural frequency, SPy. A small peak at about
f* = 1.68 is also observed, estimated to be the natural frequency of the second
bending mode of the hydrofoil.
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Figure IV.11: Power spectrum of fluctuating part of vertical velocity component
in the wake of the reference trailing edge for a bulk velocity of 9,1 m/s. Slope of
-5/3 exponent indicated for reference.

1 T T T T ~ T T T T

V'IIISPO: Natural Frequency

max

0.5 SP;:St=10.28 4

A/A

Figure IV.12: Amplitude spectrum of strain signal for bulk velocity of 9.1 m/s
for the reference trailing edge. Normalized against natural frequency of the first
bending mode measured in stationary water.

In the following presentation, the two peaks indicated in figure IV.12, S Py
and SP; are tracked for increasing channel flow rates, along with shedding
frequencies measured in the wake by PIV, denoted St;. Further the flow rate,
U*, is normalized according to U* = Upyix/(fn - hre). In addition, the strain
intensity, ST, is tracked, defined as the root mean square (rms) level of the
strain fluctuations, normalized against the maximum rms level of the reference
at resonance.

Figure IV.13 shows the vibrations of the reference trailing edge tip plotted
against the other two designs tested. ST is plotted along the right vertical axis,
while frequencies are plotted along the left axis. No excitations were made during
these measurements, the only exciting force being the turbulent fluctuations and
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Figure IV.13: Normalized vortex shedding frequencies and main strain signal
frequencies plotted along the left vertical axis vs normalized bulk velocity, U*,
for all trailing edges tested. Note that strain intensity, S1, is plotted along the
right secondary axis on a log-scale. Grey filled markers represent measurements
made with a decreasing flow rate (ramp-down) as opposed to increasing flow
rate (ramp-up) for the open markers.

trailing edge vortex shedding from the hydrofoil itself.

The observed behaviour of the reference is as expected. Resonance is observed
to occur at U* ~3.6 where the measured vortex shedding, as indicated by St
in the plot, overlaps with the foil natural frequency and maximum vibrations
occur. Plots comparing the strain response of the reference with the identical
Francis-99 hydrofoil, barring the glue-joint, is included in the appendix. Let us
now, for the sake of discussion, choose an arbitrary SI threshold value of 80%
relative to the maximum ST for the reference trailing edge design. With this
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value, we observe that the reference trailing edge enters a threshold exceeding
range for normalized flow velocities, U*, of around 3.5-3.8. Interestingly, the
trailing edge with the VG’s never exceeds this threshold value for the entire
velocity range tested. In fact, the maximum ST level measured for this design is
only about 20 % of the maximum level of the reference, and there is virtually no
sign of any vortex induced resonant behaviour. The vortex shedding frequency,
even though highly 3-dimensional for this case, is seen to increase nearly linearly
straight through the natural frequency band of the foil. This is in opposition to
the behaviour of both the reference trailing edge and the serrated trailing edge,
which display clear resonant behaviour.

The bottom two plots in figure IV.13 show repeated measurements, set
1 and set 2, of the serrated trailing edge. Set 2 was made after a complete
disassembly and subsequent re-assembly of the trailing edge. Hence, the two
sets are an indicator of the repeatability of the fitting mechanism. The repeated
measurements agree well, and both show that serrations shifts the resonance
range, or lock-in, to higher channel velocities compared to the reference. The
strain intensity is seen to reach 80% of the maximum level of the reference at
about U* = 4, resulting in a 10 % relative increase. This shift is largely explained
by the decrease in the Strouhal number for this design, which is likely an effect of
the increased bluntness caused by cutting the serrations into the body. Moving
to higher discharges, the serrations enter a prolonged interference region, of large
amplitudes. These large amplitudes are due in part to the structural change in
the trailing edge, which was previously shown (table IT.1) to lead to peak to peak
amplitudes in strain of 3 times the size of the other two designs at resonance.
In addition, it is natural to assume that the pressure fluctuations, and thereby
the forcing function due to the vortex shedding, scales with the square of the
velocity in the test section.

As is indicated in the plot for the second set, hysteresis in the vibrations
was observed going trough lock-in for the serrated trailing edges. Upon visual
inspection it was found that the large vibrations induced cavitation locally at
the trailing for the velocity range above U* = 5. The cavitation was entirely
vibration triggered, and was only maintained for the largest vibrations, such that
moving out of resonance the cavitation would immediately collapse, restoring
a cavitation free wake even for increased discharges. It is likely this secondary
resonance effect prolonged the range of the hysteresis. Unfortunately, the pressure
rating of the test section would not allow further submergence of the tunnel, to
further test the extent of the impact. Since these effects were constrained to
such a small range however the overall results remain largely unaffected.

IV.3.5 Pressure loss

Pressure loss measurements for different channel discharges for the reference
trailing edge is shown in figure IV.14. Here, the pressure loss coefficient is plotted
against the test section bulk velocity Reynolds number. For clarity, a power curve
fit is extracted from the data and compared against pressure loss measurements
of the other two trailing edges in figure IV.15. Overall, though with a small
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Figure IV.14: The reference design pressure loss coefficient across the entire test
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Figure IV.15: A comparison of the pressure loss coefficient measured for the
different trailing edge designs.

margin, the VGs are seen to lead to an increased pressure loss, compared to the
reference as well as the serrated trailing edge. This is as expected, and agrees
well with the overall increased momentum deficit found in the wake of the VGs.
Meanwhile the pressure loss from the serrated trailing edge is indistinguishable
from the reference.

IV.4 Conclusion and further work

Three different trailing edge designs have been tested and the turbulent stresses
in the wake at lock-off conditions as well as vibrations measured through vortex
induced resonance has been presented. The results indicate that vortex generators
significantly reduce vibrations at resonance conditions, though with a cost of
increased drag for the design tested here. In opposition, the serrated trailing
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edge design tested here show no increase in drag, but results in large vibrations
at resonance. An ideal design for engineering purposes would of course be one
managing to combine the two effects.

Relative to the reference trailing edge, the vortex generators are seen to lead
to an increase in the momentum deficit overall, but a dampening of the vertical
velocity fluctuations. This is in contrast to the case of the serrated trailing edge,
which leads to increased vertical velocity fluctuations, particularly down stream
of the relatively blunt troughs. Further, a relatively strong span-wise alternation
of the Reynolds shear stress is observed in the wake of the vortex generators.
This could imply that the overall strength of the stream-wise vortexes is larger
for the trailing edge fitted with the vortex generators, than for the serrated
trailing edge in the present case. It is postulated that the potentially increased
strength of the stream-wise vortexes aids in the span-wise de-correlation of the
regular vortex shedding.

Regarding the increase in the vibrations observed for the serrations, it is
unclear at this point, how much of the increase can be attributed to a change in
the effective forcing function, i.e. pressure fluctuations, of the fluid, and how
much is due to the structural change of the trailing edge. Further structural
analysis of the individual designs both in stationary, as well as non-stationary
water is needed. As the methodology shows some promise in the mitigation
of vortex induced vibrations at resonance, a parametric study of the design
approaches involved is suggested as part of future work.
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IV.S Appendix

Turbulence characteristics measured by PIV outside the wake of the hydrofoil is
presented in figure IV.16.

Figure IV.17 shows the vibrations of the reference trailing edge tip plotted
against the Francis-99 hydrofoil. The comparison serves as indication of the
structural impact of the glue joint on the otherwise identical hydrofoils. ST
is plotted along the right vertical axis, while frequencies are plotted along the
left axis. For this particular plot the ST for the Francis-99 hydrofoil is plotted
against its own maximum, since different locations of the strain sensors mean
that the strain levels are not directly comparable. Overall, we observe very
similar results. The maximum to minimum levels of vibration do indicate some
light damping present, which is as expected.
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Figure IV.16: In a); The stream-wise turbulence intensity, T'I,,,, with respect to
the channel bulk velocity, Uy for a line at z= 94 mm. In b) the longitudinal
auto-correlation function for the stream-wise velocity fluctuations, with respect
to a point at x = 22 mm (x/hrg ~ 4.6), z= 94 mm.
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Figure IV.17: Strain response to normalised bulk velocity, U*, for the reference
trailing edge designs. In (a) the foil with the exchangeable trailing edge, and (b)
the Francis-99 hydrofoil.
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