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Abstract
Artificial barriers are widely used to prevent leakages. However, due to con-
struction errors during the wall installation, passages with small dimensions
may occasionally penetrate through the barrier, undermining its tightness. A
three-dimensional discretized algorithm (TDA) is proposed for quantitatively
estimating the transient-state discharge rate through defective cutoff walls. By
discretizing the wall into a three-dimensional refined mesh grid, the algorithm
enables an examination of penetrating passages, an evaluation of defect dimen-
sions, and an estimation of discharge rate through the penetrating passages. A
rigorous realization-by-realization comparison between the TDA and the finite
element method (FEM) was made, and it was found that the TDA results show
strong correlations with the FEM results, but at a remarkably lower (1/103-1/104)
computational cost. The TDA generally gives a discharge rate that is 0.1-1.0 times
greater than its FEM counterpart, as the lengthened seepage distance due to
random corrugations in the penetrating untreated zone cannot be replicated by
the TDA.

KEYWORDS
construction error, cutoff wall, groundwater, leakage, statistics

1 INTRODUCTION

Underground cutoff walls are widely used in various applications to hinder groundwater flow, contaminant transport, and
possibly heat conduction.1–9 Depending on the intended function, site conditions, and budget, cutoff walls are constructed
by many different approaches. In cases where heavy machinery can be readily deployed, diaphragm walls, slurry walls,
sheet-pile walls, or secant-pile walls are usually used.7,10–14 Conversely, in scenarios where the site conditions cannot
support heavymachinery due to weak ground or limited clearance, such as islands or densely populated downtown areas,
jet-grouting is a good option.1,3,15–17
Although cutoff walls are installed with due discretion (Figure 1A-D), leakages of groundwater18–27 and contaminant

in the form of leachate2,6,28 have been widely observed in many parts of the world. Occasional construction errors were
found to be one of the primary reasons for the leakages.3,23,29
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F IGURE 1 Two types of cutoff wall: (A) jet-grouted cutoff wall (ideal); (B) jet-grouted cutoff wall (defective); (C) diaphragm wall (ideal);
and (D) diaphragm wall (defective)

In cases where small penetrating leakage passages occur, the performance of the barrier may be significantly under-
mined, leading to hidden leakages5 or even catastrophic failures.29,30 One option to evaluate the impact of geometric
imperfection on the cutoff performance of the barrier is the random finite element method (RFEM), which can readily
replicate the random heterogeneity of the permeability coefficient.31–35 However, compared to the large dimensions of
cutoff structures (101-103 m), the imperfections are usually tiny in size (10–2-10−1 m). For example, a typical cutoff wall
of an excavation project may be 20 m × 20 m × 1 m in the longitudinal, vertical, and transverse directions, respectively.
Therefore, approximately 6.25million constant-strain brick elements would need to be used to simulate the wall and repli-
cate the small penetrating holes with a dimension of about 0.04 m in the numerical model. This would require a RAM of
approximately 50 GB and 103 h to run a simple transient flow analysis on a single core with a central processing unit clock
speed of 3.4 GHz. This makes it extremely difficult to implement RFEM on an ordinary workstation when thousands of
Monte Carlo simulations are involved. In cases where instant onsite evaluation of the cutoff performance is required with
existing inclination data, one cannot run a time-consuming finite element analysis to guide the ongoing construction.
Hence, it is of engineering interest to develop an algorithm enabling a fairly accurate and speedy evaluation of the impact
of geometric imperfections on the performance of the cutoff walls.
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Van Esch et al36 usedMonte-Carlo simulations combining steady-state flow and geometric models of a jet-grout sealing
layer composed of constant diameter columns with variable orientation and positioning of the jet-grout lance at the sur-
face. They focused on the impact of the resulting variation in the relative positions of successively installed columns on the
amount and size of imperfections, mainly caused by the overlap of successive columns and shadowing effects resulting in
untreated soil volume, effects earlier signaled by Van Tol et al,37 but they did not consider the impact of local variations
in column diameter. Wu et al38,39 investigated transient-state leakage through cutoff walls and segmental tunnel linings
using large-scale, three-dimensional, coupled consolidation analysis. The defectswere simulated as one-dimensional user-
defined leakage elements to replicate the migration of water from the upstream side to the downstream side. However, in
these studies, the size of the defects was assumed and the relationship between random construction errors and defects
was not considered.
Pan et al16,17,40 proposed a three-dimensional discretized algorithm (TDA) to evaluate the steady-state discharge rate

of groundwater leakage through geometrically imperfect water barriers (eg, jet-grouted earth-plug, cutoff wall, and
diaphragm wall). This algorithm was found to be reasonably accurate compared to RFEM (10-30% relative error), for
calculation durations of only 1/103-1/102 times those for RFEM. However, this algorithm is only applicable to steady-state
problems, whereas time-dependent behavior is of significant engineering interest in many applications, such as in the
evaluation of the breakthrough time of leachate through a cutoff wall in a landfill project4,14,15,41 and the leakage detection
of a cutoff wall in a deep excavation.20,22,23 In such cases, a transient-state analysis is more relevant than a steady-state
analysis.
The aim of this study is to develop a discretized algorithm to evaluate the transient-state discharge rate through geo-

metrically imperfect cutoff structures installed against groundwater seepage, contaminant transport, and possibly heat
conduction. Despite the vast difference in the physical backgrounds of the three applications, they share the same math-
ematical formulation, that is, Laplace’s diffusion equation. The approach is first described in detail. Then, a prelimi-
nary validation with simple boundary conditions is conducted for a deterministic scenario. This is followed by a rigor-
ous realization-by-realization validation in a random scenario. The results show that the proposed method can give a
reasonably accurate estimation of the time-dependent discharge rate through a geometrically imperfect cutoff wall at a
significantly lower calculation expense.

2 METHODOLOGY

2.1 Problem description

Cutoff walls are built with materials that have a significantly lower diffusion coefficient than the in-situ soils, creating
a protective layer to prevent the exchange of flows (groundwater, contaminant, or heat) between two spaces. There are
many types of construction error contributing to the geometric imperfections of cutoff walls, depending on the construc-
tion approach and workmanship. Typical construction errors include the inclination of the installation machines,27,42,43
the variation of member dimensions,3,43 and occasional soil inclusions.27,42 For diaphragm walls, occasional soil inclu-
sions, the particular shape of joints, gapping due to misalignment, and the inclinations of grabs are contributing factors
to possible leakage.27,42 For sheet pile walls, the inclination of the pile axis and the particular shape of joints are major
factors.9,44 Since the primary concerns in this study are the accuracy and calculation expense of the proposed algorithm,
the seepage discharge (flow rate) through a jet-grouted cutoff wall is used as an example.
Jet-grouted cutoff walls generally suffer from two origins of construction error, that is, the random inclination of the col-

umn axis and the random variation of the diameter along the column axis.3,41 The random inclinations lead to the decou-
pling of adjacent jet-grouted column members, and this effect becomes worse with increasing depth. It can be described
by two angles,16,17,45–49 that is, the azimuth (α) and the inclination angle (β), Figure 2A, which can be simulated using ran-
dom variables. Moreover, the column diameter has been simulated as a one-dimensional random process.16,17 The scale
of fluctuation (SOF) of the column diameter was set equal to the vertical SOF of the soil, because the diametric variation
was assumed to be mainly attributed to the soil profile’s stratified structure.50–52 A possible variation in the origin of each
column at the surface is not taken into account in this study, as jet-grouted walls are mostly composed of a single line
of columns and the resulting geometric imperfections are more relevant for the jet-grouted base layers.37 The statistical
characteristics of the axis inclination parameters and the column diameter are summarized in Table 1.
In this section, a three-dimensional model is first established to capture and evaluate the geometrical imperfections.

Then, an evaluation approach for discharge rate through the defective cutoff wall is proposed. The flowchart of the TDA
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F IGURE 2 Illustration of geometric imperfections: (A) random inclinations; and (B) random diametric variation

is shown in Figure 3A. The main idea of the TDA is to find all the penetrating passages and then simplify them as one-
dimensional channels with spatially varying cross-sectional areas. By doing so, one only needs to calculate the discharge
rate through each penetrating passage and then sum up the contributions from all channels.

2.2 Quantification of geometric imperfections

Following Pan et al,16,17 the ground domain is first discretized into identical eight-node cuboids, creating an equally spaced
lattice of nodes, Figure 4A and B. The vertical planes (parallel to the x-z plane) are called slices. The coordinates of each
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TABLE 1 Variability of geometric imperfection of jet-grout column

No.
Type of
natural soil

Average
diameter
(m) COV(Dc)* S.D. (β)** Remarks Source

1 Clay-silt - 0.02-0.05 - - Croce et al58

Sand 0.02-0.10 -
Gravel 0.05-0.25 -

2 Sandy clay 1.1 0.06-0.19 - Derived from field data of diameter at
different depths, horizontal column

Langhorst et al59

3 Silty sand 0.71-1.11 0.06 0.07◦*** Vertical columns at Vesuvius site Croce and Modoni3

Sandy gravel 1.06-1.20 0.19 Vertical columns at Polcevera site
4 Silty sand 2.5 - 0.16◦ Vertical columns at Barcelona site Eramo et al60

5 Sandy clay 0.38 0.13 - Vertical column with lower water content Arroyo et al46

0.48 - Vertical column with lower water content
0.75 0.17 0.17◦ (Sub) Horizontal column

*COV(Dc) is the coefficient of variation of column diameter.
**S.D. (β) is the standard deviation of column inclination.
***This standard deviation of inclination was obtained from a different site (Isola Serafini).

node are examined to determine whether it falls within the zone of a treated column (Figure 4B). If a node is not part of
a treated column, it is then marked as untreated, as highlighted by the solid points in Figure 4B.
A penetration examination is required, because the discharge rate would increase sharply if the untreated zones form

continuous seepage passages (the permeability coefficient of granular untreated soil is about 100-1000 times that of the
treated soil53). This can be done by scanning the succession of untreated zones along the possible seepage passage (y-
direction). If untreated nodes exist in each slice, and there is a continuous overlapping of untreated zones for successive
slices, the untreated zone is considered to penetrate the cutoff wall. Figure 4C shows three scenarios to illustrate the
penetration examination. The first scenario shows no penetration because the highlighted slice is completely treated.
Scenario 2 shows no penetration because the two highlighted slices have no overlap. Only scenario 3 shows penetration
of the wall.
For a penetrating passage, the untreated cross-sectional area for each slice is evaluated by counting the number of

untreated nodes, Figure 4B. Specifically, one node would represent an area that is equivalent to the area of the brick
element’s cross-section. When all the nodes are counted, the untreated cross-sectional areas in the seepage direction (y-
direction) can be evaluated, Figure 4D.

2.3 Estimation of discharge rate of penetrated cutoff walls

With the evaluated cross-sectional areas along the seepage passage, it is interesting to know the corresponding transient-
state discharge rate. This section provides a quantitative evaluation method to bridge the gap between the size of the
geometric imperfection and the discharge rate. In this study, the groundwater seepage through a defective cutoff wall is
used as an example.
Previous studies38,39 have shown that the transient-state discharge rate through defective cutoff walls is influenced by

the properties of the defects and the ambient boundary conditions. The former includes the geometry, permeability coef-
ficient, and constrained modulus of the untreated zones. The latter includes the groundwater conditions (groundwater
supply and groundwater level), permeability coefficient, and constrained modulus of the surrounding soil. In this study,
only the properties of the defects were considered. The effect of complex boundary conditions, though of practical engi-
neering interest, is beyond the scope of this study.
Pan et al16,17,40 derived a theoretical solution for steady-state groundwater discharge rate through a geometrically imper-

fect water barrier. The discharge rate was found to be proportional to the harmonic average of the cross-sectional areas of
the untreated zone along the seepage passage,

𝑞 =
𝑘𝐻

𝑇𝑤𝑎𝑙𝑙
�̃� (𝑇𝑤𝑎𝑙𝑙) , (1)
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F IGURE 3 Illustrations of the algorithms: (A)
flowchart of the TDA; and (B) pseudo code of the
in-house three-dimensional FEM considering
geometric imperfections (FEM3D)

where q is the resultant discharge rate through the defective cutoff wall, �̃�(𝑇𝑤𝑎𝑙𝑙) =
1

1

𝑇𝑤𝑎𝑙𝑙
∫
𝑇𝑤𝑎𝑙𝑙
0

1

𝐴(𝑢)
𝑑𝑢

is the harmonic

average of the areas along the seepage passage, 𝑇𝑤𝑎𝑙𝑙 is the nominal thickness of the wall, 𝑘 is the permeability coefficient
of the untreated zones, andH is the head difference between the two sides of the wall. However, this approach was based
on mass conservation, which implicitly assumes a steady-state scenario. The governing equation needs to be revisited to
evaluate the transient-state discharge rate through the wall.
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F IGURE 4 Illustration of discretization
and evaluation of cutoff performance: (A)
three-dimensional view; (B) evaluation of
untreated cross-sectional area for each slice;
(C) illustration of penetration examination
(the thick solid line represents the location
and size of the untreated slice); and (D)
illustration of untreated cross-sectional area
along a penetrating seepage passage

Figure 5 shows an infinitesimal segment of an untreated passage with spatially varying cross-sectional area. The general
formulation of transient-state diffusion (Laplace’s equation) can be written as:

𝐴
𝜕𝜙

𝜕𝑡
=

𝜕

𝜕𝑦

(
𝐷𝐴

𝜕𝜙

𝜕𝑦

)
, (2)

where A is the cross-sectional area of the diffusion passage, which varies with the y-coordinate; ϕ is the potential, which,
for seepage problems, represents the total water head; and D is the coefficient of diffusivity, which is here regarded as
a constant, even though there is spatial variability in this parameter. This simplification is not unreasonable since the
difference in diffusion coefficient between treated and untreated soils is much more significant than the spatial variabil-
ity within one material. In the case of seepage, D is essentially the coefficient of consolidation, which is related to the
permeability coefficient, constrained modulus, and bulk unit weight, as shown in Table 2.
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F IGURE 5 Infinitesimal segment of a one-dimensional flow problem with spatially varying cross-sectional area

TABLE 2 Meaning of variables in Laplace’s equation for different engineering applications

Parameter Symbol Seepage Heat transfer
State variable 𝜙 water head unit: m Temperature unit: K
Coefficient of diffusivity
(unit: m2/s)

𝐷 𝐷=
𝑘

𝛾w𝑚v

𝑘- coefficient of permeability (unit: m/s);
𝛾w - unit weight of water (unit: kN/m3);
𝑚v - compressibility coefficient (unit: m2/kN)

𝐷=
𝑘

𝜌𝑐

𝑘- thermal conductivity (unit: W/m/K);
𝜌- density (unit: kg/m3);
𝑐- specific heat capacity (unit: J/kg/K)

Discharge rate q unit: m3/s unit: W

In this study, the cross-sectional area along the penetrating passage (A) is a continuous random process and cannot
be represented by an elementary function. Hence, Equation (2) has no explicit solution, although numerical approaches,
such as the finite difference method, can be used to solve the equation.
Since the cross-sectional area A varies with the y-coordinate, it cannot be cancelled out from both sides of the equation.

Hence, Equation (2) can be written as:

𝐴

𝐷

𝜕𝜙

𝜕𝑡
=
𝜕𝐴

𝜕𝑦

𝜕𝜙

𝜕𝑦
+ 𝐴

𝜕2𝜙

𝜕𝑦2
. (3)

The spatial and temporal spaces are discretized to facilitate the implementation of the finite differencemethod, Figure 6.
The number of spatial intervals is set equal to the number of slices shown in Figure 4D. Using a forward difference in time
for 𝜕𝜙

𝜕𝑡
and a central difference for spatial derivatives (cross-sectional area A and potential value 𝜙), Equation (3) can be

rewritten as:

𝐴𝑗

𝐷

𝜙𝑚+1
𝑗

− 𝜙𝑚
𝑗

Δ𝑡
=
𝐴𝑗+1 − 𝐴𝑗−1

2Δ𝑦

𝜙𝑚
𝑗+1

− 𝜙𝑚
𝑗−1

2Δ𝑦
+ 𝐴𝑗

𝜙𝑚
𝑗+1

− 2𝜙𝑚
𝑗
+ 𝜙𝑚

𝑗−1

Δ𝑦2
, (4)

F IGURE 6 Illustration for the one-dimensional
finite difference method with spatially variable
cross-sectional area
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where 𝜙𝑚
𝑗
is the potential value at the jth slice andmth time node; Δ𝑦 is the spatial interval,Δ𝑦 = 𝑇𝑊𝑎𝑙𝑙

𝑁
; N is the number

of spatial intervals in the y-direction (so that the number of spatial nodes is N+1); Δ𝑡 is the time interval, Δ𝑡 = 𝑇

𝑀
; T is the

total time duration of the transient flow; andM is the number of time intervals (so that the number of time nodes isM+1).
Reformulating Equation (4) gives:

𝜙𝑚+1
𝑗

= 𝜙𝑚
𝑗
+
𝐷Δ𝑡

Δ𝑦2

(
𝐴𝑗−1 + 4𝐴𝑗 − 𝐴𝑗+1

4𝐴𝑗
𝜙𝑚
𝑗−1

− 2𝜙𝑚
𝑗
+
−𝐴𝑗−1 + 4𝐴𝑗 + 𝐴𝑗+1

4𝐴𝑗
𝜙𝑚
𝑗+1

)
. (5)

At time t = tm, there are (N + 1) unknowns and (N−1) equations of the form of Equation (5). Since the potential values
on either side of the wall are assumed constant, the Dirichlet boundary conditions are used:

⎧⎪⎨⎪⎩
𝜙𝑚
0
= 𝐻

𝜙𝑚
𝑁
= 0

(𝑚 = 1, 2, … ,𝑀)

⎞⎟⎟⎠ . (6)

At the initial state (t=0), only the upstream side has a potential value of H, while all other nodes have a zero potential
value, {

𝜙0
0
= 𝐻

𝜙0
𝑗
= 0

(𝑗 = 1, 2, … ,𝑁)

)
. (7)

The potential value (𝜙𝑚
𝑗
) at each node (j = 0, 1,. . . , N) at time tm can be calculated by solving the linear equation series

with (N + 1) unknowns and (N + 1) equations. Both the grid size and the time step play a crucial role in the stability,
convergence, and accuracy of the finite difference method.54 The discharge rate at each node (j = 0, 1,. . . , N) at time tm
can be evaluated using:

𝑞𝑚
𝑗
= 𝑘

𝜙𝑚
𝑗+1

− 𝜙𝑚
𝑗−1

2Δ𝑦
𝐴𝑗, (8)

where k is the coefficient of conductivity. Following Pan et al,16,17 in cases where there are multiple penetrating seepage
passages, the one-dimensional transient discharge rate along each seepage passage is calculated separately. The resultant
discharge rate of the whole cutoff wall is then the summation of all seepage passages.
Alternatively, the one-dimensional flow can also be simulated using a standard one-dimensional finite elementmethod

(FEM). In this study, the FEM approach was revised from Schirén’s55 approach, which was developed to simulate one-
dimensional heat diffusionwith linear elements. Since diffusion problems share the same governing equation (Equation 2)
as the seepage problem, the same approach can be used. To do so, the thermal conductivity is substituted by the coefficient
of permeability, while the product of density and specific heat capacity is substituted by the product of unit weight of water
and compressibility coefficient. The respective meanings of the parameters in each application scenario are summarized
in Table 2.
A bar element with two nodes was used, with each node having one degree of freedom; that is, total head. Two param-

eters were defined for each element; that is, coefficient of diffusivity (D) and cross-sectional area (A). The coefficient of
diffusivity was assumed to be constant, as mentioned above, whereas the cross-sectional area varies along the penetrat-
ing passage. One element was assigned for each slice shown in Figure 4D, with the cross-sectional area associated with
each element equaling the cross-sectional area evaluated in the TDA algorithm. The one-dimensional FDM and FEM
approaches were separately incorporated in the TDA, and comparisons were made as will be shown later on.
Equation (2)may also be used to describe contaminant diffusion (or advection) andheat conduction problems.However,

the contaminant transport problem ismore complicated as it consists of advection, diffusion, anddispersion, and, although
the advection and diffusion both follow Equation (2), they have different boundary conditions. The former stems from
the transport of a substance by bulk motion, namely, the groundwater seepage. It is highly dependent on the hydraulic
boundary conditions, that is, water head difference. In contrast, the latter describes the spread of concentration and is only
related to the concentration boundary. There are many scenarios where either advection or diffusion is predominant.
For example, in landfills where a high water head difference occurs between either side of the cutoff wall, advection
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F IGURE 7 Illustrations of wall thickness: (A) evaluation of wall thickness; and (B) typical realization of wall thickness

may dominate. In a recent landfill project in Suzhou,6 the head difference was about 10 m, indicating the dominance of
advection. In cases where the water head difference is negligible and the seepage velocity is very low, diffusion prevails. In
caseswhere the advection and diffusion are both significant, a one-dimensional FEMcode for coupled advection-diffusion
may be incorporated into the TDA. However, detailed verifications of such a case merit extensive study and are beyond
the scope of this paper.

2.4 Estimation of a representative thickness

When the cutoff wall is not penetrated by untreated zones, the discharge rate is much lower than for the penetrated cases,
aswill be shown later. In unpenetrated cases, a representative thickness should be used to characterize thewater-tightness,
followingCroce andModoni3 and Pan et al.40 The thickness of thewall can be evaluated by counting the number of treated
nodes in the y-direction, as shown in Figure 7A. A typical realization of wall thickness distribution is plotted in Figure 7B.
In Pan et al,40 the minimum thickness was used as the representative thickness because it is on the conservative side. The
applicability of the minimum thickness in the transient state will be examined later.

3 COMPARISONWITH FEM

The FEM is one of the most widely used approaches to investigate diffusion problems. The method proposed in this
study is validated by FEM for both deterministic and random scenarios. Although commercial software, such as Plaxis,
Geostudio, and Abaqus, can readily simulate the deterministic flow problem, there are some technical difficulties
that hinder their implementation in random scenarios in which the random material properties depend on element
coordinates.17 The most pronounced problem is that these finite element programs do not allow one to assign the
permeability coefficients at the element level. Instead, they only allow permeability to be assigned at the block level.
This eliminates the possibility of assigning permeability coefficient using the user-defined material interface provided by
Plaxis or Abaqus. Hence, an in-house three-dimensional FEM program for transient flow problems was coded in Matlab
(referred to as FEM3D), this being an upgraded version of the steady-state code in Pan et al.40 The pseudo code of FEM3D
considering geometric imperfections is summarized in Figure 3B. A preliminary verification study for transient-state flow
through a homogeneous unit block showed that the three-dimensional FEM code gives the same result as the commercial
software Geostudio.
In this section, the seepage through a jet-grouted cutoff wall was used as an example to verify the TDA in both deter-

ministic and random scenarios. For the deterministic scenario, the results of the TDA approach were checked against the
results of both FEM3D and the commercial FEM software Geostudio. For the random scenario, a rigorous realization-by-
realization comparison between the TDA and FEM3D was conducted.
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F IGURE 8 Simple verification model
for deterministic scenario: (A) boundary
conditions and numbering of the six faces
(indicated by F1-F6); (B) boundary conditions
and mesh for FEMmodel using Seep/W
(number of elements = 2600; element type is
linear-strain quadrilateral or triangular
element)

Although a case study with field data is desirable, there are currently no valid data for discharge rate through a defective
cutoff wall. This is mainly because the leakage discharge rate underground is difficult to measure. Although field data
of ground settlement and groundwater level are available,22 they do not provide direct information on the resultant
discharge rate.

3.1 Deterministic scenario

Figure 8A shows that themodel was a unit cube with a side length of 1 m. The front (F3) and back (F4) faces were assigned
a total head of 1 and 0 m, respectively, whereas the other four boundaries were closed. This implies that the groundwater
migrates from the front (upstream) face to the back (downstream) face. The two treated columns are not overlapping and
thereby represent a discontinuous cutoff wall.
Figure 8B shows that two vertical columns with a diameter (Dc) were treated, while the other zones were untreated.

This essentially makes the model a two-dimensional model. The diffusion coefficients of the treated and untreated zones
were set as 1 × 10−9 and 1 × 10−5 m2/s, respectively. Two thousand and five hundred identical cuboidal elements, with
dimensions of 0.02 m × 0.02 m × 1.00 m in the x-, y-, and z-directions, were used. The mesh size in the z-direction was
much larger because the problem was essentially two-dimensional. The resultant discharge rate in the three-dimensional
FEM analysis was evaluated by summing up the y-direction local discharge rates in all elements on the face F4. The same
mesh size was used for the TDA. The untreated cross-sectional area at each y-coordinate (Figure 9A upper subplot) was
evaluated and then used to calculate the discharge rate by both the one-dimensional finite differencemethod (TDA-FDM)
and the one-dimensional finite element method (TDA-FEM).
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F IGURE 9 Comparison between FEM3D and TDA: (A) mesh (x-, y- element size = 0.02 m; z-element size = 1 m; number of elements =
2500; element type, 8-node brick element); (B) transient flow at t = 1000 s (upper subplot: resultant discharge rate at different cross-sections;
lower subplot: flow velocity contours and vectors, unit: m/s); (C) transient flow at t = 10 000 s; (D) transient flow at t = 100 000 s; and (E)
resultant discharge rate at cross-section A with time

Figure 9B lower subplot shows the contours and vectors of flow velocity fromFEM3D at 1000 s. As expected, the seepage
only reaches around one-third of the total thickness of the model, indicating the initiation of seepage at this moment. The
resultant discharge rates for cross-sections with different y-coordinates were calculated by numerically integrating the
flow velocity over the x-coordinate. On the other hand, the discharge rate at each y-coordinate was also calculated using
the TDA via Equation (8). Figure 9B upper subplot shows that the TDA results match the FEM result reasonably well.
Some numerical fluctuations can be observed in the resultant discharge rate versus y-coordinate curves in the TDA-FDM
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F IGURE 10 Verification in deterministic cases with columnar treated member: (A) comparison of resultant discharge rate at the down-
stream cross-section for column radius of 0.4m; (B) comparison of resultant discharge rate at the downstream cross-section for column radius of
0.55 m; (C) comparison of resultant discharge rate at the downstream cross-section for column radius of 0.6 m; and (D) comparison of resultant
discharge rate at the downstream cross-section for column radius of 0.65 m

results, especially at larger times. This is because the cross-sectional area was not strictly differentiable due to the use of
discretization, as inferred from the upper subplot of Figure 9A. In contrast, the TDA-FEM results are smoother. By 10 000
s, the seepage has reached the end of the model, y = 1 m, Figure 9C. The TDA result is slightly higher than the FEM3D
result. By 100 000 s, the seepage reaches the steady-state condition, with the discharge rate in the seepage direction being
almost constant, Figure 9D. At thismoment, the TDA result is higher than the FEM3D result, which is consistent with Pan
et al.40 Figure 9E shows the evolution of the resultant discharge rate at y= 1m. This location is crucial because it represents
the downstream side of the cutoff wall. The discharge rate using the TDA is consistently higher than that computed using
FEM3D over time. On the other hand, the FEM3D result slightly lags behind the TDA solution. This is ascribed to the
one-dimensional assumption of the TDA, which ignores the elongation of the flow path in a two-dimensional case. The
elongation of the flow path in the FEM3D analysis would potentially reduce the discharge rate and postpone its build-up.
To further validate the model, the same problemwas simulated using Geostudio (Seep/W 2D), using the two-dimensional
mesh and boundary conditions shown in Figure 8B. The resultant discharge rate over time closely matched the FEM3D
solution, indicating the validity of the FEM3D code. Given that the TDA-FEM result is smoother than the TDA-FDM
result, only the TDA-FEM result is used hereafter.
For cases with a column radius of 0.4 m (Figure 10A), the untreated zone penetrates the cutoff wall, and the FEM3D

result for the discharge rate is lower and slightly lags behind the TDA counterpart. For cases with a larger column radius
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F IGURE 11 Treated and untreated zones in a random realization: (A) FEM (the red and black dots represent the centers of treated
and untreated elements, respectively); (B) TDA (the red and black dots represent the treated and untreated nodes, respectively); (C) three-
dimensional view of the unit cell (the two columns are fully plotted to facilitate viewing of the column shape, although the unit cell only
consists of one half of each column)

(0.55, 0.6, and 0.65 m), the cutoff wall is not penetrated by an untreated zone. Hence, the wall is treated as a homoge-
neous block with a representative thickness, using Equation (8). Following Croce and Modoni3 and Pan et al,17 the mini-
mum thickness is first used as the representative thickness. Figures 10B-D show that the TDA result calculated using the
minimum thickness is consistently higher than the FEM3D result and reaches the steady-state earlier than the FEM3D
counterpart, indicating that this approach is muchmore conservative than the FEM3D result. The TDA results calculated
using the average thickness look more consistent with FEM3D in terms of the discharge rate and time of reaching the
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F IGURE 1 2 Verification in random cases with
columnar treated member (Case VR1 in Table 3: average
column diameter = 0.8 m): (A) transient-state discharge
rate curves versus normalized time (only five realizations
are plotted to distinguish the TDA and FEM realizations);
(B) realization-by-realization comparison of discharge
rate at three normalized times

steady-state, although they are slightly less conservative than the FEM3D results in terms of steady-state discharge rate.
Hence, the average thickness was used as the representative thickness in the unpenetrated cases.

3.2 Random scenario

In the random scenario, the column diameter varies along the column axis, and the column axis tilts randomly. The col-
umn diameter was simulated using a one-dimensional random process with a marginal normal distribution with a COV
of 0.2 and an SOF of 1 m, following Pan et al.16,17 The mean diameter depends on the jet-grouting parameters (such as the
grouting pressure) and the soil profile. The random inclination parameters (α and β) were simulated using independent
and identically distributed (i.i.d.) variables. This is because single-shaft jet-grouting rigs are usually relocated and recal-
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F IGURE 13 Verification in random cases with
columnar treated member: (A) realization-by-realization
comparison of discharge rate at three timings (Case VR2
in Table 3: average column diameter = 1.2 m); and (B)
realization-by-realization comparison of discharge rate at
three timings (Case VR3 in Table 3: model scale 9 m × 1 m
× 10 m)

ibrated after installing one column. For multishaft rigs, however, the random inclinations are correlated. In this study,
only single-shaft jet-grouting is considered as an example. The azimuth (α) follows a uniform distribution within [0, 2π],
as it can tilt in any direction. The inclination angle follows a normal distribution with a zero mean and a standard devia-
tion of 0.3 degrees.3 The same random seeds for generating the random process of the column diameter and the random
inclination parameters (α and β) were used for both the TDA and FEM3D. This is to ensure that precisely the same real-
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F IGURE 14 Calculation time of FEM and TDA per realization per core with a clock speed of 3.4 GHz

izations were simulated, thereby enabling a direct realization-by-realization comparison between the TDA and FEM3D
approaches. The same boundary conditions (Figure 8A) as in the deterministic analyses were adopted.
Table 3 summarizes the random cases analyzed. Two model scales were used, that is, a unit cell with dimensions of 1 m

× 1 m × 1 m in the x-, y-, and z-directions, and a more realistic cutoff wall with dimensions of 9 m × 1 m × 10 m. A finer
mesh was used for the unit cell verification (Cases VR1 and VR2), and a relatively coarser unit cell verification was used
for the larger problem (Case VR3). The same element size was adopted for both the TDA and FEM3D, to minimize the
difference caused by mesh size. In each case, 100 realizations were simulated. A typical realization of the unit-cell cutoff
wall is shown in Figure 11A and B. The FEM3D and TDA models are almost identical except that the FEM3D model has
one less layer. This is because the FEM3D model uses the center coordinates of each element to determine if it is treated,
whereas the TDAmodel uses the nodal coordinates. The three-dimensional view of the treated columns in the unit cell is
shown in Figure 11C. Clearly, the gap between the two columns in Figure 11C was successfully captured in Figure 11A and
B. As noted for the deterministic analysis, the time to reach the steady-state for the penetrated cutoff wall is considerably
less than for the unpenetrated cutoff wall. Hence, in this study, total durations of 1.0 × 105 and 1.0 × 109 s were used for the
penetrated and unpenetrated cases, respectively. The normalized time was used to plot both scenarios in the same graph.
It is defined as the real time divided by the total duration.
Figure 12A shows the random realizations of discharge rate versus normalized time for Case VR1. Only five realizations

are plotted, to clearly distinguish the TDAandFEM3D results, although 100 realizationswere calculated in total. Similar to
the deterministic analyses, the FEM3D results are slightly lagging behind the TDA results, for the reasons given previously.
The discharge rates at three representative normalized timings were extracted, namely, 10%, 20%, and 100%, to make a
clear realization-by-realization comparison. The points corresponding to 10% normalized time are largely in a transient
state, while those corresponding to 100% are basically at the steady state. A realization-by-realization comparison of the
discharge rate estimated by the TDA and FEM3D is plotted in Figure 12B. The results at the initial stage (normalized
time = 10%) show that the TDA is consistently 70% higher than the corresponding FEM3D result. This is mainly due to
the slight time lag and the high gradient at this timing. Nevertheless, the proportionality between the TDA and FEM3D
results is maintained, indicating a strong correlation between the two. The effect of the initial time lag diminishes as the
discharge moves toward a steady state. The steady-state results (normalized time = 100%) show that the TDA discharge
rate is about 12% greater than the corresponding FEM3D result, which is consistent with Pan et al.40 Figure 13A shows the
results for an average column diameter of 1.2 m (Case VR2), which have a similar trend to those for an average diameter of
0.8 m (Case VR1). However, the former gives a higher ratio of TDA to FEM3D results at 10% normalized time. This may be
because, at a larger average diameter, the flow paths are narrower andmore tortuous, making themmuch longer than the
thickness of the cutoff wall. This could lead to a larger time-lag between the TDA and FEM3D results. The above results
are obtained from single cubic cells. A more realistic comparison was made for a larger model consisting of 10 columns
with a length of 10 m. Figure 13B shows that the TDA results for the larger cutoff wall (Case VR3) still match the FEM3D
results reasonably well.
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TABLE 4 Convergence study

No.

Horizontal
element size*

(m)

Vertical
element
size (m)

Number of
columns

Element
number

Average
calculation time
per realization (s)

R1 0.2 0.2 10 22 500 0.12
R2 0.1 0.2 10 90 000 0.70
R3* 0.04 0.2 10 562 500 11.5
R4 0.02 0.2 10 2250 000 216.7
R5 0.04 2 10 56 250 0.24
R6 0.04 1 10 112 500 0.67
R7 0.04 0.1 10 1125 000 38.5
R8 0.04 0.2 5 250 000 2.93
R9 0.04 0.2 15 875 000 38.1
R10 0.04 0.2 20 1187 500 64.5

*R3 is the reference case.

F IGURE 15 A typical realization of a deep cutoff wall (10 columns, center-to-center distance = 1.0 m, overlap = 0.2 m)

3.3 Calculation expense

Table 3 shows that the average calculation duration per realization using the TDA is only 1/103-1/104 that of the correspond-
ing FEM3D analysis. This is mainly because, in the three-dimensional FEA, the treated zones consume the majority of
the computation cost while contributing little to the resultant discharge rate. In the TDA, the contribution of the treated
zones is neglected, and the computation capacity is concentrated on the identified penetrating passages.
A further comparison of calculation expense wasmade for a cutoff wall with a greater length to explore the full capacity

of the TDA. Cutoff walls with a thickness of 1 m, a height of 20 m, and lengths ranging from 1 to 512 m were simulated.
The average column diameter was 1.2 m and the center-to-center spacing was 1.0 m, leaving 0.2 m of overlap. The element
dimensions in the x-, y-, and z-directions were taken to be 0.04m× 0.04m× 0.2m, so that the total number of elements for
the TDA analyses ranged from 62 500 to 32 000 000. For each analysis, the average calculation duration for 20 realizations
was calculated to ensure a convergent average time. Preliminary study showed that the calculation expense depends highly
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F IGURE 16 Convergence study on the effect of
number of realizations (nreal)

on the number of untreated nodes, which varies from realization to realization. Similarly, FEM analyses for the same wall
dimensions and element size were performed. Only five realizations were used to evaluate the calculation expense of
each FEM analysis because the calculation duration does not vary as significantly as with the TDA. However, due to the
huge calculation expense of the FEM, a maximum of 1 000 000 elements were considered, as the calculation of only one
realization then took more than 7 days. Figure 14 shows the calculation expense of both approaches. For a typical cutoff
wall with dimensions of 20 m × 1 m × 20 m, there are approximately 1 250 000 elements. The calculation duration of
one realization for a wall of this size, using the TDA, is less than 1 min. However, the maximum number of elements
used with the TDA in this study were around 32 000 000, amounting to a wall length of approximately 500 m, which is
consistent with the scale of cutoff walls used in dams. This case takes 32 h for one realization using the TDA, whereas an
FEM model at this scale could only be simulated on supercomputers due to the huge demand for memory. However, in
reality, it should be possible to analyze a wall with a shorter representative length and then scale up the response to longer
problems.56,57

4 CONVERGENCE STUDY

For a problem with specific dimensions and frequency of occurrence of geometric imperfections, it is interesting to do
a convergence study to investigate the effect of the number of Monte Carlo simulations, mesh size, and model scale.
Intuitively, the mesh size should be proportional to the size of the geometric imperfections (eg, the size of the leaking
hole). However, the size of the geometric imperfections may vary significantly from case to case. Hence, it is impractical
and unnecessary to identify the smallest geometric imperfections, while the leakages are mainly due to larger ones. On
the other hand, one of the main functions of the TDA is to evaluate the probabilistic distribution of discharge rate. As a
result, the cumulative distribution curve (for different normalized times) was used to evaluate the adequacy of the mesh
in this study. This curve is of engineering interest because it is directly related to performance-based and reliability-based
design.16,17
Table 4 summarizes various geometrical configurations of a large-scale jet-grouted cutoff wall simulated using the TDA.

The reference case (Case R3) consists of 10 columns, each of 20 m in length and 1.2 m in average diameter. The cutoff
wall is designed to be installed in a line with an equal spacing of 1 m, so leaving a 200 mm overlap between adjacent
columns. Figure 15 shows a typical realization for a similar cutoff wall with a height of 40 m. Clearly, the deviation of the
column axis from the vertical accumulates with depth, and this effect is magnified by the diametric variation. At shallower
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F IGURE 17 Convergence study: (A) effect of
horizontal element size on cumulative distribution of
discharge rate (x- and y-directions); and (B) effect of
vertical element size on cumulative distribution of
discharge rate (z-redirection)

depth, the leaking holes (A) are mainly caused by the diametric variation leading to a few small and scattered holes. In
contrast, at deeper depths (B and C), they are the result of both axis inclination and diametric variation, resulting in large
interconnected leaking holes.
The convergence of the cumulative distribution is important in reliability-based design, as certain fractiles are often used

as representative values. Figure 16 shows that 1000 realizations are generally sufficient to achieve a convergent cumulative
distribution of the discharge rate, for normalized times of 10%, 20%, and 100%. Figure 17 shows that a horizontal mesh size
of 0.04mand a verticalmesh size of 0.2m are sufficient to give a convergent result. This is because the size of the geometric



PAN et al. 129

F IGURE 18 Convergence study on the effect of column number on cumulative distribution of discharge rate (the flow rate per unit wall
area is the total flow rate normalized by the wall area)

imperfection is generally longer in the vertical direction than in the horizontal direction. All the results are normalized by
the area of the wall plane so that the discharge rate with different numbers of columns can be compared. Figure 18 shows
that an insufficient number of columns would give a higher discharge rate at high fractiles and a lower discharge rate at
low fractiles, indicating a relatively large variation in the result. When 15 columns are used, the cumulative distribution
generally converges at high fractiles. In design, the high fractiles are usually used to represent a “rationally pessimistic”
scenario.

5 CONCLUDING REMARKS

A transient-state TDA was proposed to evaluate the discharge rate through geometrically imperfect cutoff walls. By cal-
culating the leakage discharge through the penetrating passages while ignoring the contribution of the treated zone, the
TDA can achieve reasonable accuracy at a considerably lower computation cost than the random FEM. Specifically, the
discharge rate estimated by the TDA is 1.1-2.0 times the RFEM counterpart, while the former calculation duration is only
1/103-1/104 that of the latter.
The TDA serves as an efficient and reasonably accurate tool to break down the massive three-dimensional model into

relatively few one-dimensional problems. One can use this framework to evaluate other leakage discharges of Laplacian
flow through large-scale barriers, because they share similar governing equations. Examples of such flows include leak-
ages during heat conduction and contaminant transport.
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