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Abstract— Autonomous surface vehicles (ASVs) are safety-
critical systems that must provide strict safety guarantees such
as collision avoidance to enable fully autonomous operations.
This paper presents a unified framework for safety-critical con-
trol of ASVs for maneuvering, dynamic positioning, and control
allocation with safety guarantees in the presence of unknown
ocean currents. The framework utilizes control Lyapunov func-
tion (CLF)- and control barrier function (CBF)-based quadratic
programs (QPs), and is applicable to a general class of nonlinear
affine control systems. The stabilization objective is formulated
as a maneuvering problem and integral action is introduced
in the CLFs to counteract the effect of unknown irrotational
ocean currents. Furthermore, ocean current estimates are con-
structed for robust CBF design, and analytic conditions under
which the estimates guarantee safety are derived. Subsequently,
robust CBFs are designed to achieve collision avoidance of static
obstacles. The paper concludes by verifying the framework in
simulation for a double-ended passenger ferry.

I. INTRODUCTION

In recent years, a significant research effort has been
devoted to autonomous surface vehicles (ASVs). Fully au-
tonomous surface vehicles will have a significant impact in
a wide variety of areas such as commercial shipping [1],
passenger transport [2], scientific research [3], and military
applications. ASVs are safety-critical systems with a tight
coupling between the potentially conflicting maneuvering
objectives (e.g. following a geometric path at a desired speed),
and safety-related objectives such as collision avoidance. The
control problem is further complicated by magnitude and rate
constraints on the actuators, and nonlinear actuator models
in the case of azimuth thrusters.

Control algorithms for marine vessels often decouple the
control problem into two parts. First, a high-level motion con-
trol algorithm is developed for position and heading control
by considering the forces and moments generated by the actu-
ators as a virtual control input. After determining the virtual
control input from the motion control algorithm, a control
allocation problem must be solved in order to distribute the
virtual control input into the physical control inputs of the
actuators such that the total forces and moments generated by
the actuators correspond to the virtual input. This decoupling
is not very restrictive for systems where the actuator config-
uration is constant. However, for actuators such as azimuth
thrusters, the azimuth angles are also control inputs, and a
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nonlinear control allocation problem must be solved, requiring
sophisticated real-time optimization techniques [4], [5].

Decoupling the control problem makes it difficult to ac-
count for magnitude and rate constraints within the motion
control algorithm, which can lead to virtual control inputs
from the motion control algorithm that cannot be realized
by the actuator control inputs. The actuator control inputs
must then be found by minimizing the difference between
the virtual control input and the total forces and moments
generated by the actuators in some sense. A drawback of
this approach is the fact that this minimization does not
necessarily lead to minimizing the tracking error.

Control allocation algorithms for systems with linear and
nonlinear actuator models were surveyed in [6]. In [7], a
model predictive control algorithm combined position and
heading control with control allocation for a dynamic posi-
tioning application. This approach requires a linear model
and is less feasible for marine vessels operating at higher
speeds, where centripetal forces and nonlinear damping ef-
fects dominate.

Control Lyapunov function (CLF)-based quadratic pro-
grams (QP) have been applied to a variety of systems in-
cluding biped robots [8]–[11], automotive systems [12], and
hyper-redundant underwater manipulators [13]. CLF-based
QP controllers are attractive due to their real-time feasibility
on standard hardware [14] and natural inclusion of actuator
magnitude and rate constraints. Gradual performance degra-
dation of a CLF-based QP controller under strict input con-
straints was experimentally shown in [10]. While CLFs thus
are attractive for achieving the maneuvering objectives of
ASVs, control barrier functions (CBFs) are a powerful tool
for ensuring forward invariance of sets in order to provide
safety guarantees. CBFs were introduced in [15] and unified
with CLFs in [16] and [12] using different formulations. This
paper builds on the approach taken in [12], which mediated
safety and stabilization objectives by guaranteeing safety and
achieving stabilization when the objectives are not in conflict.
CBFs have been utilized for collision avoidance of miniature
differential drive robots in [17], [18], underwater manipulators
[13], and recently for ASVs in [19]. A method for robust
CLF-CBF-QP control was proposed in [11], which achieves
robustness through constant scalar-valued upper bounds on
the model uncertainty appearing in the CLF and CBF deriva-
tives, often leading to overly conservative estimates. Robust
CBFs for uncertain systems were also considered in [20] and
[18]. The method in [20] results in a nonlinear optimization
problem, making it less feasible for real-time applications,
while [18] extended CBFs to a particular class of disturbed



systems modeled by differential inclusions.
In this paper we propose a CLF- and CBF-based convex

quadratic optimization problem for robust safety-critical con-
trol of ASVs. The framework builds on [8], [12], [18], [21],
and is applicable to a larger class of nonlinear affine control
systems. Safety-related objectives are enforced through CBFs,
while stabilization objectives are enforced through relaxed
CLFs. Relaxation of the CLFs implies that the stabilization
and safety-related objectives do not need to be simultaneously
satisfiable. We propose CLFs endowed with integral action in
order to mitigate the effects of unknown and slowly varying
nonlinearities such as the effect of ocean currents. Moreover,
we modify the results on robust CBFs in [18] for uncertain
systems modeled by differential equations in order to provide
analytical conditions guaranteeing safety in the presence of
unknown nonlinearities. These conditions are subsequently
utilized to obtain robust CBFs ensuring reactive collision
avoidance for ASVs. Employing an optimization-based con-
trol law enables formulating the control problem in terms of
the actuator control inputs and thereby unifying the control
problem with the control allocation problem. This unification
handles control input saturations more effectively than a de-
coupled approach and is less likely to lead to instability [10],
which is especially relevant during emergency collision avoid-
ance maneuvers. We consider ASVs with nonlinear actuator
models and derive a partially linearized control design model
by linearizing the actuator configuration matrix at every time
step to avoid a non-convex optimization problem.

This paper is organized as follows, Section II presents back-
ground theory on CLFs and CBFs before we derive conditions
guaranteeing safety in the presence of unknown nonlinearities.
These conditions are subsequently employed for safe CLF-
CBF-QP controller synthesis for a general nonlinear affine
control system. In Section III, ASV models for simulation,
and CLF and CBF design in the presence of unknown ocean
currents are presented. For CBF design, an arbitrary number
of ocean current approximations are generated and condi-
tions guaranteeing safety are derived. Section IV introduces
the stabilization objective before we construct CLFs with
integral action and robust CBFs for reactive collision avoid-
ance. Moreover, a general CLF-CBF-QP controller for safety-
critical control is presented. A simulation study for a double-
ended passenger ferry implements the proposed framework
in Section V, before Section VI concludes the paper.

II. SAFETY-CRITICAL CONTROL OF NONLINEAR AFFINE
CONTROL SYSTEMS

This section presents background theory on CLFs and CBFs
before the main theoretical result of this paper is presented in
Theorem 2. Specifically, Theorem 2 provides conditions for
which an arbitrary number of nonlinear maps estimating some
unknown system nonlinearity guarantees safety. Section II-
C extends the CLF-CBF-QP controller from [12] by using
Theorem 2 to guarantee safety in the presence of unknown
nonlinearities and by incorporating CLFs with integral action
to remove steady-state tracking errors.

A. Preliminaries on CLFs and CBFs

Consider the nonlinear control affine system

χ̇ = f(χ) + g(χ)u, (1)

where χ ∈ Rd, the mappings f : Rd → Rd and g : Rd →
Rd×p are locally Lipschitz and u ∈ U ⊂ Rp, where the input
space U is nonempty, closed and convex.

CLFs are continuously differentiable and positive definite
functions whose time derivatives can be made negative definite
by appropriate selection of the control input. Exponentially
stabilizing CLFs achieve convergence rates within explicitly
given bounds, and provides an inherent robustness property
to disturbances, in terms of input-to-state stability.

Definition 1 (Definition 1. [9]). For the system (1), a continu-
ously differentiable function V : Rd → R is an exponentially
stabilizing control Lyapunov function (ES-CLF) if there exists
positive constants c1, c2, c3 > 0 such that

c1‖χ‖2 ≤ V (χ) ≤ c2‖χ‖2, (2)

inf
u∈U

[
∂V

∂χ
f(χ, t) +

∂V

∂χ
g(χ)u+ c3V (χ)

]
≤ 0, (3)

for all χ ∈ Rd.

Safety-related objectives are often described by inequalities
or sets. Control barrier functions are continuously differen-
tiable functions h : Rd → R for which the super-zero level set

C =
{
χ ∈ Rd : h(χ) ≥ 0

}
, (4)

can be rendered forward invariant by appropriate selection
of the control input [22].

Definition 2 (Definition 2. [22]). Let C ⊂ Rd be the super-
zero level set of a continuously differentiable function h :
Rd → R, then h is a control barrier function (CBF) for the
system (1) if there exists an extended class K∞ function σ
such that

sup
u∈U

[
∂h

∂χ
f(χ) +

∂h

∂χ
g(χ)u

]
≥ −σ (h(χ)) , (5)

for all χ ∈ Rd.

Theorem 1 (Theorem 2. [22]). Let C ⊂ Rd be a set defined
as the super-zero level set of a continuously differentiable
function h : Rd → R. If h is a control barrier function on Rd
and ∂h

∂χ 6= 0 for all χ ∈ ∂C =
{
χ ∈ Rd : h(χ) = 0

}
, then

any Lipschitz continuous control law

u(χ)∈
{
u ∈ U :

∂h

∂χ
f(χ) +

∂h

∂χ
g(χ)u+ σ(h(χ)) ≥ 0

}
, (6)

for the system (1) renders the set C forward invariant. Addi-
tionally, the set C is asymptotically stable.

B. Robust CBFs for a Class of Uncertain Nonlinear Systems

Assume that f(χ) = f̃(χ) + ϑ(χ) and rewrite (1) as

χ̇ = f̃(χ) + ϑ(χ) + g(χ)u, (7)

where the unknown mapping ϑ : Rd → Rd is locally Lips-
chitz. We modify the robustness results for disturbed nonlinear



affine control systems described by set-valued maps in [18]
to the system (7) as follows:

Theorem 2. Consider P > 0 continuous maps ϕi : Rd → Rd,
i ∈ P = {1, . . . , P}, and let h : Rd → R be a continuously
differentiable function. If the mappings ϕi satisfy

min
i∈P

∂h

∂χ
ϕi(χ) ≤ ∂h

∂χ
ϑ(χ), (8)

for all χ ∈ Rd, and if there exists a Lipschitz continuous
control law u : Rd → Rp and an extended class-K∞ function
σ : R→ R such that
∂h

∂χ
f̃(χ) +

∂h

∂χ
g(χ)u ≥ −σ(h(χ))−min

i∈P

∂h

∂χ
ϕi(χ), (9)

for all χ ∈ Rd, then h is a CBF for (7) and the control law
u(χ) renders the super-zero level set C forward invariant if
∂h
∂χ 6= 0 when χ ∈ ∂C.

Proof. The proof follows from the fact that f̃(χ) and g(χ)
are locally Lipschitz, the minimum of continuous maps is in
itself continuous, and by combining (8) with (9)

∂h

∂χ
f̃(χ) +

∂h

∂χ
g(χ)u ≥ −σ(h(χ))− ∂h

∂χ
ϑ(χ), (10)

which is equivalent to

∂h

∂χ
f(χ) +

∂h

∂χ
g(χ)u(χ) ≥ −σ(h(χ)), (11)

for all χ ∈ Rd. By Definition 2, h is a valid CBF for (7),
which combined with the fact that u(χ) is Lipschitz continu-
ous and ∂h

∂χ 6= 0 when χ ∈ ∂C, guarantees forward invariance
of the super-zero level set C from Theorem 1.

Theorem 2 can be used to synthesize safe controllers
by generating P continuous maps capturing the unknown
nonlinearity with sufficient accuracy. By enforcing (9) as a
constraint on the control input, the effect of the most conser-
vative function estimate ϕi(χ) on the positivity of the func-
tion h(χ) can be accounted for. Moreover, by constructing
state-dependent function estimates we can avoid excessively
conservative scalar estimates on the norm of the uncertain
term ∂h

∂χϑ(χ) as in [11].

C. Controller Synthesis via Quadratic Programming

If the unknown mapping ϑ is slowly varying, it is reason-
able to assume that an ES-CLF V (χ) with integral action
for the system (7) with ϑ = 0 will stabilize (1). Moreover,
consider a safety-related objective encoded by h(χ). By re-
laxing the stabilization objective, a safe controller can be
synthesized for the system (1) by solving the following QP

minimize
(u,δ)∈Rp+1

1

2
uTHu+ cTu+ wδ2 (12a)

subject to

∂V

∂χ
f̃(χ) +

∂V

∂χ
g(χ)u ≤ −γV (χ) + δ, (12b)

∂h

∂χ
f̃(χ) +

∂h

∂χ
g(χ)u ≥ −σ(h(χ))−min

i∈P

∂h

∂χ
ϕi(χ), (12c)

where H ∈ Rp×p is any positive definite matrix, c ∈ Rp+1,
and δ ∈ R is a slack variable penalized by the weighting
parameter w > 0. The slack variable is added to ensure
feasibility of the optimization problem in case the stabilization
objective conflicts with the safety-related objective. Moreover,
the addition of the slack variable ensures that the safety-
related objective can always be satisfied. By choosing the
weighting parameter appropriately, the solution to the QP
will result in δ ≈ 0 when the stabilization and safety-related
objectives are not conflicting. Furthermore, by assuming that
each ϕi(x) and the gradients of h and V are locally Lipschitz,
the solution to (12) is locally Lipschitz continuous for all
χ ∈ Rd such that h(χ) > 0 [21].

III. VESSEL MODELING FOR SAFETY AND STABILIZATION

This section presents ASV models for stabilization and
safety design. Specifically, in Sections III-A and III-B we de-
scribe the simulation model and the control allocation problem.
The control design model, which does not include the effect
of the unknown ocean currents, is presented in Section III-C.
Moreover, we formulate the model in terms of the azimuth
angle and force magnitude control inputs of the actuators, and
not the generalized forces produced by the actuators. This
allows us to subsequently linearize the mapping from control
inputs to generalized forces, avoiding a non-convex dynamic
optimization problem. In Section III-D we consider the va-
lidity of the control design model and modify it accordingly
for CBF design. Furthermore, we modify Theorem 2 to the
case where the unknown map ϑ is known, but depends on an
unknown vector of parameters, which enables safe controller
synthesis in the presence of unknown ocean currents.

A. Vessel Model

The system configuration of a surface vessel can be de-
scribed by η = col (pn, ψ), where pn = col (xn, yn) ∈ R2 is
the North and East coordinates of the body frame of the ship in
the assumed inertial North-East-Down (NED) frame, and ψ ∈
Dψ = (−π, π] ⊂ R is the heading angle. Let the rotation ma-
trix R : Dψ → SO(3) describe the rotation between the body
frame and NED frame, and define the generalized velocity
vector expressed in the body frame by ν := col (u, v, r) ∈ R3.

Assumption 1. The unknown ocean current Vc is defined in
the NED frame, and is assumed to be constant and irrotational.
Hence, Vc = Uc col (cos(βc), sin(βc), 0), where βc ∈ (−π, π]
is the current direction and Uc ≥ 0 is the current speed.

Assumption 1 implies that the ocean current in the body
frame is given by νc = col (uc, vc, 0) = RT(ψ)Vc, with ν̇c =
col (rvc,−ruc, 0) = ṘTVc. Defining the relative velocity by
νr := ν − νc, the equations of motion are given by [23]

η̇ = R(ψ)ν, (13a)

ν̇ = ṘT(ψ, r)Vc +M−1 (τ − C(νr)νr −D(νr)νr) , (13b)

where M is the inertia matrix including hydrodynamic added
mass, C(νr) is the Coriolis-centripetal matrix including hy-
drodynamic added mass, D(νr) is the damping matrix, and



τ ∈ R3 are the generalized forces produced by the actua-
tors. Moreover, the Coriolis and centripetal matrix can be
expressed as C(νr) = C(ν) + C̄(νc), while the damping
matrix can be decomposed into a linear and nonlinear part
D(νr) = Dl +Dn(νr), where

Dn(νr) = −

d1|ur| 0 0
0 d2|vr|+ d3|r| d4|vr|+ d5|r|
0 d6|vr|+ d7|r| d8|vr|+ d9|r|

, (14)

where dj ∈ R, j ∈ {1, . . . , 9}. See [23] for further details.

B. Control Allocation

Consider a marine vessel equipped with m actuators, the
mapping between the generalized forces τ and the control
inputs u = col (µ, α) ∈ R2m is given by

τ = B(α)µ, (15)

where B : Rm → R3×m is the actuator configuration matrix,
α are the azimuth angles of the actuators and µ is the vector of
force magnitudes produced by the actuators. The ith column
of the actuator configuration matrix is given by

Bi(αi) =

 cosαi
sinαi

−lyi cosαi + lxi sinαi

 , (16)

where the location of the ith actuator in a body-fixed co-
ordinate system with origin at the center of rotation is at
col (lxi

, lyi). Solving (15) for the actuator control inputs µ, α,
given a desired generalized force τ , is known as the control
allocation problem [4].

C. Vessel Model for CLF-based Control Design

For low-speed maneuvering up to 2 m/s, linear damping
is the dominating dissipative force [23]. Moreover, from (14)
it is apparent that approximating Dn(νr) by Dn(ν) is ill-
advised when the vessel and current velocity are similar in
magnitude and the current direction is unknown. Therefore,
we simplify the model (13) for control design by by neglecting
the effects of nonlinear damping and by assuming that Vc = 0

η̇ = R(ψ)ν, (17a)
Mν̇ + C(ν)ν +Dlν = B(α)µ, (17b)

where u = col (µ, α) ∈ R2m is the control input. Since the
system (17) is not affine in the control input u, the design
procedure in Section II will yield a non-convex dynamic
optimization problem due to the resulting non-convexity of
(12b) and (12c). Following [4], a control affine system is
obtained by linearizing (15) about the azimuth angles α0 and
force magnitudes µ0 from the previous sample

B(α)µ ≈ B(α0)∆µ+
∂

∂α
(B(α)µ)

∣∣∣∣α=α0
µ=µ0

∆α+B(α0)µ0

=
[
B(α0) ∂

∂α (B(α)µ)
∣∣α=α0
µ=µ0

]
︸ ︷︷ ︸

B̄(α0,µ0)

∆u+B(α0)µ0, (18)

where ∆µ = µ − µ0, ∆α = α − α0 and ∆u = u − u0 =
col (∆µ,∆α). Combining (18) and (17) yields the partially
linearized control affine system

η̇ = R(ψ)ν, (19a)
Mν̇ + C(ν)ν +Dlν = B̄(u0)∆u+B(α0)µ0. (19b)

which admits the following state-space representation

ẋ = f(x) + g∆u, (20)

where x = col (η, ν) and

f(x) =

[
R(x1)x2

M−1 (B(α0)µ0 − C(x2)x2 −Dlx2)

]
, (21)

g =

[
03×2m

M−1B̄(α0, µ0)

]
. (22)

D. Vessel Model for CBF Design

Under the assumption that the dynamics related to the
current and other unmodeled dynamics are captured by a
slowly varying bias, experience has shown that the model
(19) is sufficiently precise for control design provided that
integral action is used in the controller [23], [24]. For CBF
design, we assume low-speed maneuvering and modify the
full model (13) by neglecting nonlinear damping

η̇ = R(ψ)ν, (23a)

ν̇ = M−1 (τ(η, ν)− C(ν)ν −Dlν) + ϑ(ψ, r, ν, νc), (23b)

where

ϑ = ṘT(ψ, r)Vc +M−1
(
C(ν)νc − C̄(νc)νr +Dlνc

)
. (24)

The system (23) has the following state-space representation

ẋ = f̆(x, νc) + ğτ(x), (25)

where x = col (η, ν) and

f̆(x, νc) = f(x) +

[
03×1

ϑ(x, νc)

]
, ğ =

[
03×3

M−1

]
, (26)

where f̆ : R2 × Dψ × R3 × R3 → R6 and ğ ∈ R6×3 are
locally Lipschitz. We want to generate P > 0 continuous
maps approximating the dynamic effect of the ocean current.
To this end, Theorem 2 is specialized for the case where the
mapping ϑ is known, but instead depends on the unknown
parameters νc.

Proposition 1. Given P > 0 ocean current estimates
V̂c,i, i ∈ P = {1, . . . , P}, define P continuous maps
ϕi : Dψ × R× R3 × R3 → R3 by

ϕi(ψ, r, ν, ν̂c,i) := ṘT(ψ, r)V̂c,i

+M−1
(
C(ν)ν̂c,i − C̄(ν̂c,i)ν̂r,i +Dlν̂c,i

)
,

(27)

where ν̂c,i = RT(ψ)V̂c,i and ν̂r,i = ν − ν̂c,i. Let h : R2 ×
Dψ × R3 → R be a continuously differentiable function. If
the ocean current estimates ν̂c,i satisfy

min
i∈P

∂h

∂ν
ϕi(ψ, r, ν, ν̂c,i) ≤

∂h

∂ν
ϑ(ψ, r, ν, νc), (28)



for all (η, ν) ∈ R2×Dψ ×R3 and if there exists a Lipschitz
continuous control law τ : R2 × Dψ × R3 → R3 and an
extended class-K∞ function σ : R→ R such that

∂h

∂η
R(ψ)ν +

∂h

∂ν
M−1 (τ(η, ν)− C(ν)ν −Dlν)

≥ −σ(h)−min
i∈P

∂h

∂ν
ϕi(ψ, r, ν, ν̂c,i),

(29)

for all (η, ν) ∈ R2 × Dψ × R3, then h is a CBF for (23)
and the control law τ(η, ν) renders the super-zero level set
C forward invariant if ∂h

∂ν 6= 0 when (η, ν) ∈ ∂C.

Proof. The proof follows from noting that f̆(x, νc) and ğ
are locally Lipschitz, the minimum of continuous maps is in
itself continuous, and by combining (28) with (29)

∂h

∂η
R(ψ)ν +

∂h

∂ν
M−1 (τ(η, ν)− C(ν)ν −Dlν)

≥ −σ(h)− ∂h

∂ν
ϑ(ψ, r, ν, νc),

(30)

which is equivalent to

∂h

∂x
f̆(x, νc) +

∂h

∂x
ğτ(η, ν) ≥ −σ(h(x)), (31)

for all (x, νc) ∈ R2 × Dψ × R3 × R3. By Definition 2, h
is a valid CBF for (25), which combined with the fact that
τ(η, ν) is Lipschitz continuous and ∂h

∂ν 6= 0 when (η, ν) ∈ ∂C
guarantees forward invariance of the super-zero level set C
from Theorem 1.

To account for the unknown ocean current direction,
Proposition 1 will be used to obtain safe controllers by
specifying an upper limit on the current speed Ûc ≥ 0
and constructing P ocean current approximations V̂c,i =
Ûc col

(
cos
(
β̂c,i
)
, sin

(
β̂c,i
))

, i ∈ P = {1, 2, . . . , P}, with
evenly spaced directions β̂c,i ∈ Dψ . Given an upper limit for
the current speed Ûc, and a current direction β̂c,1 in the NED
frame, we construct P ocean current approximations from

V̂c,i = R

(
(i− 1)

2π

P

)
Ûc

[
cos(β̂c)
sin(β̂c)

0

]
, i ∈ P, (32)

ν̂c,i = RT(ψ)V̂c,i, i ∈ P, (33)

for any number of directions P divisible by 360.

Remark 1. By specifying an upper bound on the current
speed and constructing P evenly-spaced ocean current ap-
proximations, we are able to account for the dynamic effect
that the worst possible ocean current approximation may have
on some continuously differentiable function h(x) encoding a
safety-related objective. As long as the actual ocean current
does not contribute to making h(x) more negative than any of
our estimates, i.e. as long as (28) holds, (29) can be enforced
as a constraint on the control input and safety can be guaran-
teed from Proposition 1 when the linearization error from (18)
is negligible and the control input is Lipschitz continuous.

IV. SAFETY-CRITICAL CONTROL OF ASVS

In this section we apply the results from the previous
sections for safety-critical control of ASVs in the presence
of ocean currents. Section IV-A defines the stabilization ob-
jectives, while Section IV-B derives ES-CLFs for position
and heading control. Section IV-C describes CBF design for
collision avoidance before the robust CLF-CBF-QP controller
is presented in Section IV-D.

A. Stabilization Objectives

The stabilization objective is stated as a special case of
the maneuvering problem [25]:

1) Geometric Task: For a given continuous path variable
θ(t), force the configuration η(t) to converge to the
desired configuration ηd(θ), that is,

lim
t→∞

[η(t)− ηd(θ(t))] = 0. (34)

2) Dynamic Task: For a given continuous path speed θ̇(t),
force the configuration velocity η̇(t) to converge to a
desired configuration velocity η̇d(θ(t), t), that is,

lim
t→∞

[η̇(t)− η̇d (θ(t), t)] = 0. (35)

The primary benefit of this formulation is that design of
the path and the desired motion along the path can be
decoupled and approached individually in design. The de-
sired path through K waypoints is denoted by pd(θ) =
col (xd(θ), yd(θ)). This is generated using a cubic spline in-
terpolation method as outlined in [24]. Assigning the desired
heading as the angle of the tangent vector along the path
ψd(θ) = atan2

(
∂yd
∂θ ,

∂xd

∂θ

)
results in the desired configuration

ηd(θ) = col (xd(θ), yd(θ), ψd(θ)) . (36)

We transform the desired path into a time-varying trajectory
by defining a desired path speed θ̇(t) according to

θ̇ = vd(θ, t) :=
ud(t)√(

∂xd

∂θ

)2
+
(
∂yd
∂θ

)2 , (37)

where ud(t) is a commanded input speed with unit m/s.
Given a piecewise constant reference speed assignment Ur(t),
continuous desired speed and acceleration references ud(t)
and u̇d(t) are obtained from the following second-order low-
pass filter

üd + 2ζωnu̇d + ω2
nud = ω2

nUr, (38)

where ζ > 0 is the damping ratio and ωn > 0 is the natural
frequency of the filter. The desired configuration velocity and
acceleration is found by differentiating (36) with respect to
time

η̇d =
∂ηd
∂θ

θ̇ =
∂ηd
∂θ

vd(θ, t), (39)

η̈d =
∂2ηd
∂θ2

vd(θ, t)
2 +

∂ηd
∂θ

(
∂vd
∂θ

vd +
∂vd
∂t

)
. (40)



B. Error Dynamics and Integral ES-CLFs for Stabilization

Consider the configuration error

y(η(t), θ(t)) = η(t)− ηd(θ(t)). (41)

The error dynamics is found by differentiating (41) with
respect to time and substituting (13)

ẏ = RT(ψ)ν − η̇d(θ, t), (42)

ÿ = RT(ψ)ν̇ + ṘT(ψ, r)ν − η̈d(θ, t)
= RT(ψ)M−1

(
B̄(u0)∆u+B(α0)µ0

)
−RT(ψ)M−1 (C(ν)ν +D(ν)ν) + ṘT(ψ, r)ν − η̈d
= A(ψ, u0)∆u+ b(ψ, ν, u0, θ, t). (43)

In order to independently control the rate of convergence
of the position and the heading angle, we let y1 ∈ R2 and
y2 ∈ Dψ denote the position and heading components of the
configuration error y, respectively. As discussed in Section III-
D, the control model is sufficiently precise for control design
provided that integral action is used in the controller to
counteract the effect of the ocean currents. To this end, we
define the integral states żi := yi ∈ Rki , where ki = dim (yi).
The state-space representation of the error dynamics is found
by defining ξi := col (zi, żi, z̈i) ∈ R3ki and differentiating ξi
with respect to time

ξ̇i = Fiξi +Gi (Ai(ψ, u0)µ+ bi(ψ, ν, u0, θ, t)) (44)
= f̄i(ξi, ψ, ν, u0, θ, t) + ḡi(ψ, u0)∆u, (45)

for i ∈ {1, 2}, where Ai and bi are the rows and elements
of A and b corresponding to yi, respectively, and

F1 =

0 I 0
0 0 I
0 0 0

 , F2 =

0 1 0
0 0 1
0 0 0

 , (46)

G1 =
[
0 0 I

]T
, G2 =

[
0 0 1

]T
. (47)

As alluded to in Section II, ES-CLFs will be used as they
achieve fast convergence. Consider the following ES-CLF
candidates for (45)

Vi(ξ) = ξTi Piξi, i ∈ {1, 2} , (48)

where Pi = PT
i is positive-definite and solves the continuous-

time algebraic Riccati equation

FT
i Pi + PiFi − PiGiGT

i Pi +Qi = 0, (49)

where Qi is any positive definite matrix. Note that the sym-
metric and positive definite solution to (49) is guaranteed to
exist since (Fi, Gi), i ∈ {1, 2} is controllable [26]. The time
derivative of (48) is given by

V̇i =
∂Vi
∂ξi

f̄i(ξi, ψ, ν, u0, θ, t) +
∂Vi
∂ξi

ḡi(ψ, u0)∆u, (50)

where
∂Vi
∂ξi

f̄i = ξTi
(
FT
i Pi + PiFi

)
ξi + 2ξTi PiGibi, (51)

∂Vi
∂ξi

ḡi = 2ξTi PiGiAi. (52)

Inserting (49) results in

V̇i = ξTi
(
PiGiG

T
i Pi −Qi

)
ξi + 2ξTi PiGi (Ai∆u+ bi) . (53)

Define γi := λmin(Qi)
λmax(Pi)

> 0, where λmin(·) and λmax(·) are
the minimum and maximum eigenvalues of the input matrix,
respectively. It follows that γiPi ≤ Qi, which yields

V̇i ≤ ξTi
(
PiGiG

T
i Pi − γiPi

)
ξi + 2ξTi PiGi (Ai∆u+ bi)

= ξTi PiGi
(
GT
i Piξi + 2 (Ai∆u+ bi)

)
− γiξTi Piξi. (54)

Assumption 2. The rows of the decoupling matrix
A(ψ, u0) = RT(ψ)M−1B̄(u0) are linearly independent for
all (ψ, u0) ∈ Dψ × R2m, which implies that the system is
input-output feedback linearizable [27].

Assumption 2 together with (54) implies that

inf
∆u∈R2m

[
∂Vi
∂ξi

f̄i +
∂Vi
∂ξi

ḡi∆u+ γiVi(ξi)

]
≤ 0, (55)

for all (ξi, ψ, ν, u0, θ, t) ∈ R3ki ×Dψ ×R3×R2m×R≥0×
R≥0. Consequently, V (ξi) is an ES-CLF for (45) with c1 =
λmin(Pi), c2 = λmax(Pi) and c3 = γi. Note that the rate of
exponential convergence γi can be controlled through the
positive-definite matrix Qi.

C. CBFs for Collision Avoidance with Static Obstacles

To achieve collision avoidance, we will employ Proposi-
tion 1, and the ocean current estimation procedure in Sec-
tion III-D to obtain CBFs for the ASV model (13) without
knowledge of the true ocean current. We only consider static
obstacles, and refer to [19] for collision avoidance of dynamic
obstacles using CBFs. The model (23) combined with (15)
and (18) in state-space form is given by

ẋ = f(x) + g∆u+

[
0

ϑ(x, νc)

]
, (56)

where x = col (η, ν) and the expressions for f(x) and g
are given in Section III-C. Consider a spherical obstacle
with radius robs > 0. A scalar distance measure between the
obstacle and the body-fixed vessel frame is

d(x1) =

√
(pnobs − pn)

T
(pnobs − pn)− robs. (57)

where pnobs ∈ R2 is the position of the center of the obstacle
in the NED frame. Enforcing the positivity of the following
continuously differentiable function will avoid collisions [17]

h(x) = d(x1) + kḋ, (58)

where k > 0 and ḋ = ∂d
∂x1

R(x1)x2 := J(x1)x2. Differentiat-
ing h with respect to time yields

ḣ =
∂h

∂x
f(x) +

∂h

∂x
g∆u+

∂h

∂x2
ϑ(x, νc) (59)

= J(x1) (x2 + kϑ(x, νc)) + kJ̇(x1, x2)x2

+kJ(x1)M−1
(
B̄(u0)∆u+B(α0)µ0−C(x2)x2−Dlx2

)
.(60)



D. Safety-Critical Control via Quadratic Programming

In summary, the stabilization objectives consist of position
and heading control encoded by the integral ES-CLFs V1(ξ1)
and V2(ξ2), while the safety-related collision avoidance ob-
jective is encoded by the continuously differentiable function
h(x). The CLF-CBF-QP from Section II-C is modified for
an ASV with a nonlinear actuator model as follows

minimize
(∆u,δ)∈R2m+2

∆uT (H + Ω) ∆u+ 2uT0H∆u+ δTWδ (61a)

subject to

∂V1

∂ξ1
f̄1 +

∂V1

∂ξ1
ḡ1∆u ≤ −γ1V1(ξ1) + δ1, (61b)

∂V2

∂ξ2
f̄2 +

∂V2

∂ξ2
ḡ2∆u ≤ −γ2V2(ξ2) + δ2, (61c)

∂h

∂x
f(x)+

∂h

∂x
g∆u≥−σ(h(x))−min

i∈P
kJ(x1)ϕi(x), (61d)

µmin − µ0 ≤ ∆µ ≤ µmax − µ0, (61e)
T∆umin ≤ ∆u ≤ T∆umax, (61f)

where H = diag(H1, 0) ∈ R2m×2m penalizes the force mag-
nitudes squared, while Ω ∈ R2m×2m is a diagonal matrix
penalizing the squared rate of change of the force magnitude
and azimuth angle control inputs, and (δ1, δ2) ∈ R2 are
slack variables penalized by the diagonal weighting matrix
W ∈ R2×2. Moreover, µmin and µmax are the negative and
positive force magnitude constraints, T is the sampling time,
and ∆umin and ∆umax are the negative and positive rate con-
straints, respectively. For practical purposes, it is beneficial to
include magnitude and rate constraints in the QP controller as
demonstrated in [10], at the expense of guaranteed Lipschitz
continuous solutions to the QP.

V. NUMERICAL SIMULATION

In this section we verify the theoretical developments from
the previous sections through simulation of a double-ended
autonomous passenger ferry [28]. In terms of actuators, the
ferry is equipped with two azimuth thrusters and the simu-
lation model consists of (13) with a realistic thruster model
for (15) taking thruster force deadband, magnitude and rate
constraints, and azimuth angle magnitude and rate constraints
into account. Note that the simulation model includes non-
linear damping, which is not accounted for in the CLF or
CBF design. The ES-CLF parameters are given by Q1 =
diag (0.01I2, 200I2, 400I2) and Q2 = diag (0.1, 400, 800) ,
where I2 is the 2×2 identity matrix. The remaining parameters
are summarized in Table I. Following the procedure outlined
in Section III-D, P evenly spaced ocean current approxima-
tions are constructed from (32)–(33). The dynamic effect of
the worst-case ocean current is therefore approximated by the
P continuous maps given by (27). Note that our choice of β̂c
is the worst possible guess, since each direction is separated
by 30°, resulting in a 15° offset between the actual current
direction and the best estimate(s).

Simulation results are shown in Figs. 1 to 3 and 5, where
simulations with and without the robustifying term in (61d),
(i.e. assuming ϕ = 0, i ∈ P) are depicted in Figs. 1 and 5.

TABLE I
CONTROL PARAMETERS

Param. Value Param. Value Param. Value
P 12 robs 13 m H1 0.5I2
βc −60° σ(h) φh Ω1 0.0001I2
β̂c 15° φ 0.1 Ω2 2500I2
Uc 1 m/s k 20

3
W 1.5 · 104I2

Ûc 1.1 m/s µmin −293 N µmax 500 N
T 0.01 s ∆µmax 160 N/s ∆µmin −∆µmax

∆αmax 30 deg /s ∆αmin −∆αmax

0

20

40

0 50 100 150 200

Fig. 1. North-East plot showing the path p, the desired path pd, the heading
and the spherical obstacle. The black dash-dotted line p̄ represents the path
followed by the ASV when omitting the robustifying last term in (61d).

From Figs. 1 and 5, it is clear that the non-robust CBF
candidate fails to achieve forward invariance of the super-zero
level set of (58), resulting in a collision. Observe from Fig. 4
that both thrusters are in maximum positive saturation from
t ≈ 170 s to t ≈ 182 s due to the strict penalty on non-zero
slack variables and by using a linear K∞ function in (61d).
Moreover, the system exhibits excessively large tracking errors
at t ≈ 190 s because of the incompatibility between the
collision avoidance and stabilization tasks, combined with the
significant size of the spherical obstacle. Nevertheless, the
system remains stable and successfully catches up with the
reference trajectory. The overshoot in Figs. 1 and 2 occurs
due to the ocean current pushing the ship westward while
the integral action saturates from attempting to recover from
a significant tracking error. Improved transient behavior after
avoiding a collision can be achieved by employing anti-wind
up techniques and/or trajectory replanning if the positional
tracking error exceeds some threshold. With the exception
of poor transient performance due to successfully avoiding
a collision, the integral ES-CLFs contribute to successful
tracking of the configuration and velocity references as seen
in Figs. 2 and 3.

VI. CONCLUSIONS AND FUTURE WORK

This paper has presented an optimization-based framework
for safety-critical control of ASVs with robustness guarantees
in the presence of unknown ocean currents. The framework is
holistic in the sense that it solves the problems of stabilization,
reactive collision avoidance and control allocation in a unified
manner. Conditions ensuring forward invariance of the super-
zero level set of continuously differentiable functions have
been derived for a class of uncertain nonlinear systems. These
conditions can be employed to ensure safety in the presence
of unknown system nonlinearities. Moreover, we have special-
ized these conditions for an ASV subject to unknown ocean
currents to obtain robust CBFs providing collision avoidance
guarantees. Furthermore, the control allocation problem has
been unified with the control problem by linearizing the actu-
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Fig. 2. The actual and desired North and East positions xn, yn and xnd , y
n
d ,

and the actual and desired surge u, ud and sway v, vd velocities.
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Fig. 3. The actual and desired heading angle ψ and ψd and the actual and
desired yaw rate r and rd.

ator configuration matrix at every sampling instant to avoid
a non-convex optimization problem, enabling constraints on
the control input to be explicitly accounted for in the motion
controller. This unification helps avoid instability due to ac-
tuator saturation. Additionally, we have incorporated integral
action into CLFs encoding stabilization objectives. The frame-
work has been verified through simulation for a double-ended
passenger ferry, where successful tracking of a time-varying
trajectory and reactive collision avoidance has been demon-
strated. Future work is aimed at full-scale experiments of the
proposed framework for a double-ended passenger ferry.
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